
Knowledge Management and Organizational Learning 13

Isto Huvila
Lisa Andersson
Olle Sköld  Editors

Perspectives 
on Paradata
Research and Practice of Documenting 
Process Knowledge



Knowledge Management and 
Organizational Learning 

Volume 13 

Series Editors 

Ettore Bolisani, University of Padova, Padova and Venice International University, 
Venice, Italy 

Meliha Handzic, International Burch University, Sarajevo, Bosnia and Herzegovina



This series is introduced by the International Association for Knowledge Man-
agement (www.IAKM.net) with an aim to offer advanced peer-reviewed reference 
books to researchers, practitioners and students in the field of knowledge manage-
ment in organizations. Both discussions of new theories and advances in the field, 
as well as reviews of the state-of-the art will be featured regularly. Particularly, 
the books will be open to these contributions: Reviews of the state-of-the art (i.e. 
syntheses of recent studies on a topic, classifications and discussions of theories, 
approaches and methods, etc.) that can both serve as a reference and allow opening 
new horizons Discussions on new theories and methods of scientific research in 
organisational knowledge management Critical reviews of empirical evidence and 
empirical validations of theories Contributions that build a bridge between the 
various disciplines and fields that converge towards knowledge management (i.e.: 
computer science, cognitive sciences, economics, other management fields, etc.) 
and propose the development of a common background of notions, concepts and 
scientific methods Surveys of new practical methods that can inspire practitioners 
and researchers in their applications of knowledge management methods in compa-
nies and public services. 

This is a SCOPUS-indexed book series.



Isto Huvila • Lisa Andersson • Olle Sköld 
Editors 

Perspectives on Paradata 
Research and Practice of Documenting 
Process Knowledge



Editors 
Isto Huvila 
Uppsala University 
Uppsala, Sweden 

Olle Sköld 
Uppsala University 
Uppsala, Sweden 

Lisa Andersson 
Uppsala University 
Uppsala, Sweden 

ISSN 2199-8663 ISSN 2199-8671 (electronic) 
Knowledge Management and Organizational Learning 
ISBN 978-3-031-53945-9 ISBN 978-3-031-53946-6 (eBook) 
https://doi.org/10.1007/978-3-031-53946-6 

This work has received funding from the European Research Council (ERC) under the European Union’s 
Horizon 2020 research and innovation programme grant agreement No 818210 as a part of the project 
CApturing Paradata for documenTing data creation and Use for the REsearch of the future (CAPTURE). 

© The Editor(s) (if applicable) and The Author(s) 2024. This book is an open access publication. 
Open Access This book is licensed under the terms of the Creative Commons Attribution 4.0 Inter-
national License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, 
distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons license and indicate if changes 
were made. 
The images or other third party material in this book are included in the book’s Creative Commons 
license, unless indicated otherwise in a credit line to the material. If material is not included in the book’s 
Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. 
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication 
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant 
protective laws and regulations and therefore free for general use. 
The publisher, the authors and the editors are safe to assume that the advice and information in this book 
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or 
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any 
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional 
claims in published maps and institutional affiliations. 

This Springer imprint is published by the registered company Springer Nature Switzerland AG 
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland 

If disposing of this product, please recycle the paper.

https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
https://doi.org/10.1007/978-3-031-53946-6
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Foreword 

There has been a continuous and accelerated production of information since the 
birth of the Internet and the shift to digital formats. One of the outcomes of 
this growth has been the challenge of managing the vast amounts of information 
and being able to retrieve that which is both discoverable and provides useful 
information. Metadata, or data about data, provides basic information about data 
which makes it easier to find and use. Common elements of metadata include title, 
creator, date, subject or keyword, type of resource, and the rights and use. There 
are times, however, when additional contextual information would be helpful to 
users about the process and practices surrounding the creation of data. “Paradata” 
is an important concept that incorporates these ideas and provides the necessary 
contextual detail. Paradata derives from the Greek prefix “para” meaning alongside 
or beyond and refers to auxiliary data that surrounds a dataset. It can encompass 
a wide array of information, including timestamps, survey data such as response 
patterns and user interactions, and type of respondent that ensures the survey is 
reaching the target population. 

Perspectives on Paradata: Research and Practice of Documenting Data Pro-
cesses dives into the multifaceted realm of paradata, across a broad range of 
disciplines. Beginning with a comprehensive overview by the editors, the authors of 
this volume explore diverse applications, benefits, challenges, and future prospects 
of paradata in the context of their specific disciplinary approaches to contemporary 
research methodologies. By examining its role in enhancing data descriptions and 
illuminating details about the processes and practices involved, this book aims to 
shed light on the vital nature of paradata in the era of data-driven decision-making. 

As noted in this volume, paradata can be applicable and useful across many 
research domains by enhancing the rigor and validity of data-driven endeavors. 
Paradata can provide evidence of the appropriateness of research procedures, 
increase trust in the results, and improve the (re)usability of earlier research 
results and data. It also allows researchers the opportunity to refine data collection 
instruments, identify and resolve errors or biases, and validate response patterns. 
Furthermore, paradata can improve the replicability and transparency of studies, 
leading to an enhanced analysis of findings. 

In survey research, for example, paradata can aid in quality control, in response 
analysis, and in offering details about data sampling. Its applications can also extend 
to behavioral analysis, experimental design, and social sciences, sharing important
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vi Foreword

insights into participant behavior and study practices. In addition to survey data, 
it can also include manual descriptions of procedures, automatically extracted and 
collected process data, and citations. 

The editors note, however, that despite the many benefits of using paradata, there 
are ethical considerations surrounding privacy and consent that demand careful 
navigation. The technical complexities of paradata collection, storage, and analysis 
also require careful handling. Further research is needed to develop the necessary 
guidelines and parameters for how to best implement paradata while simultaneously 
considering the ethical considerations implicit in its practice. 

This book offers a sweeping overview of paradata, highlighting its important role 
in research across many fields. It offers multiple understandings of what constitutes 
paradata and its definition, applications, benefits, challenges, and future trajectories. 
The book’s editors, Isto Huvila, Lisa Andersson, and Olle Sköld, are all experts 
in their study of paradata and bring a wealth of knowledge and experience with 
paradata in their own areas of interest. 

Isto Huvila is well recognized for his work in information and knowledge 
management and the considered and thoughtful approach he takes to examining 
theory and practice in information and knowledge work. He has worked in multiple 
domains including health information, social media, archives, libraries, museums, 
and knowledge management. He is the Director of project CAPTURE (CApturing 
Paradata for documentTing data creation and Use for the REsearch of the future), 
funded by the European Research Council. 

Lisa Andersson has conducted research at the intersection of library and infor-
mation science, digital humanities, and archaeology, with a focus on research data 
and documentation. She has examined how archaeology researchers cite methods in 
field observation documentation to better understand the types of paradata that can 
be found in their research. This leads her to discuss the challenges and opportunities 
in identifying paradata and the possibility of using paradata for assessing data 
reliability. 

Olle Sköld has co-published in the area of paradata with Professors Huvila and 
Andersson and is a member of the CAPTURE team. His research focuses on the 
ALM field, knowledge organization and production, research data creation and use, 
and digital humanities. 

The editors’ expertise guides us through this book as they continue their quest 
to develop a deeper understanding of the challenging issues of information and 
knowledge management as manifested in the burgeoning field of paradata. By 
drawing from their own constellation of multiple domains, they skillfully bring 
together a wide range of disciplinary experts to describe the benefits and challenges 
of paradata in their respective fields. The result of these efforts is a book that 
explains and describes the value of paradata across multiple domains, facilitating 
knowledge sharing about the processes involved in research and allowing others to 
apply that detailed and contextualized knowledge to inform their own work. The 
future of paradata offers great promise for groundbreaking advancements. 

Kent State University, Kent, OH, USA Kendra Albright 
October 2023
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An Introduction to Paradata 

Lisa Andersson, Isto Huvila, and Olle Sköld 

Abstract 

To address the challenge of data process and practice descriptions, the aim of this 
volume is twofold. First, we propose the paradata concept as a method to think 
about and describe data, information, and knowledge processes and practices. 
Second, by inviting scholars and practitioners from a wide variety of disciplines, 
we explore how the paradata concept can be useful in and for information 
and knowledge management in a wide range of settings. The volume brings 
together scholars and practitioners from a broad range of subject areas, each 
offering a distinctive perspective on paradata in different contexts, highlighting 
diverse scenarios in which collection, extraction, and use of such data may 
prove constructive. The introductory chapter gives a brief history of the paradata 
term including insights into current research on the topic. Thereafter follows a 
concise contextualization of the study of paradata in the knowledge management 
tradition. The chapter is concluded by a guide to the volume’s chapters. 

1 Introduction  

A pivotal question linked to data, information, and knowledge is what we need to 
know about data, information, and knowledge and how it has been managed in order 
to use it? Sometimes the answer is “very little.” There is, for example, no harm in 
assuming that a temperature value is exact rather than rounded or not knowing the 
details of how a particular thermometer works when checking tomorrow’s weather 

L. Andersson · I. Huvila (✉) · O. Sköld 
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forecast. At other times the situation may be the opposite; the precision of a value is 
crucial to its usefulness for a particular purpose, e.g., the precision of a temperature 
value for analyzing global warming. This is where paradata, i.e., information on the 
processes of data creation, curation, and earlier and intended use, can be pivotal for 
the usefulness of data, information, and knowledge. 

Much of the intricacy of paradata lies in its ubiquity. Like Larry Prusak predicted 
the future of knowledge management, the knowledge of processes tends to be 
“thoroughly adopted—so much a natural part of how people organize work—that it 
eventually becomes invisible” when we engage in our daily pursuits (Prusak, 2001, 
p. 1006). However, as the temperature example shows, while simply accepting a 
temperature value can be sensible in many daily tasks, neglecting to account for the 
process can have major and possibly detrimental consequences in situations where 
precision is needed. To address the challenge of process and practice descriptions, 
the aim of this volume is twofold. First, we propose the paradata concept as a 
method to think about and describe process knowledge, particularly in relation 
to data, information, and knowledge processes and practices. Second, by inviting 
scholars and practitioners from a wide variety of disciplines, we explore how the 
paradata concept can be useful in and for information and knowledge management 
in a wide range of settings. By this exploration of process knowledge, how process 
information can support the management of information and knowledge, and of how 
process information and knowledge can be managed in a variety of contexts we hope 
to contribute to theoretical and practical advancement in the field of information and 
knowledge management. 

Rather than starting with one particular definition of what paradata is, we 
embark on an exploration on what paradata can be, both in conceptual and practical 
sense. As a starting point of this journey, we borrow a definition of “data” from 
the information science scholar Christine L. Borgman stating that data refer to 
“entities used as evidence of phenomena for the purposes of research or scholarship” 
(Borgman, 2015, p. 29) and expand it to include other practices of creating 
knowledge or knowing also beyond scientific and scholarly pursuits. Further we 
start off with a working definition of the concept of paradata as “data on processes” 
following the seminal use of the term in survey research (see the chapter “Paradata 
in Surveys”). The working definition of paradata serves as a common ground 
throughout the chapters and creates a space for conceptual exploration of what 
paradata can be in different settings, the character of the processes they are meant 
to describe, the methods by which paradata are found or generated, what paradata 
can do or enable, and what needs to be considered when creating and using paradata 
in different settings and for different purposes. In the concluding discussion, we 
summarize and synthesize the various applications of the term as proposed by the 
11 chapters. 

The volume brings together scholars and practitioners from a broad range of 
disciplines, each offering a distinctive perspective on paradata in different contexts, 
highlighting diverse scenarios in which collection, extraction, and use of such 
data may prove constructive. The heterogeneity of the chapters included is by 
design; by juxtaposing different approaches to process data and engaging with them,
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we spur a wider discussion on the need to record—or reconstruct—data creation 
processes in order to uncover and make visible previously disregarded and invisible 
aspects of the creation, curation, and use of the many tangible and intangible 
resources and materials from which we gather data. Thus, while the theoretical 
and practical exploration of paradata is rooted in the information and knowledge 
management tradition, the volume’s inquiry into process data and its management 
implications branches out into the plethora of fields with which the volume engages. 
To exemplify, the chapter “Paradata as a Tool for Legal Analysis: Utilising Data-
on-Data Related Processes” on paradata in the legal settings demonstrates how 
paradata can be necessary not only to describe how a piece of evidence came into 
being, but also to evaluate its evidentiary status in the legal process. As another 
example, the chapter “Paradata in Emergency Services Communications Systems” 
on research using emergency service communications data makes a note on two 
types of paradata, as something created in the course of research activities to make 
the research comprehensible and in parallel as something sought by researchers to 
understand the datasets they use. At its outset, rather than inquiring into paradata 
as a matter of concern for information and knowledge management only, the 
volume points to the multiple and varied uses of paradata in different scholarly and 
professional practices to provide insights into diversity of perspectives to paradata 
and to the intersections of the diverse approaches stemming from a multitude of 
frames of reference. 

Through delving into paradata from the plethora of disciplinary perspectives 
included in this volume, the chapters forward the understanding of and relevance 
of paradata as a topic of interest for information and knowledge management. 
Building on the tradition of theorizing and developing metadata to serve resource 
description purposes, the inquiry into paradata prompts several leaps forward into 
new theoretical and practical challenges to engage with. One of the key issues 
in the earlier paradata-related literature, as well as throughout the chapters of 
this volume, is how paradata can help to make cognizable and draw attention to 
doings that underpin different types of information and knowledge. In this sense, 
the concept points directly to one of the thorniest and most prominent knowledge 
management problems—that of how to deal with tacit and implicit aspects of 
knowledge and bring them together with explicit and inscribed forms of information 
and data (Polanyi, 1967). At the same time, paradata also meanders somewhere in 
between the two major perspectives to knowledge management as either a social 
and organizational issue of mediating and translating knowledge between people 
or a technical issue of inscribing and managing knowledge in, often, technical 
systems (Handzic, 2004). Depending on how paradata is conceptualized, it can 
feature as a translational device from either of the two perspectives to bridge the 
gap in between. Moreover, because paradata often serves to enable a particular data 
reuse purpose, paradata opens up for theorizing and developing practical solutions 
to span the spectrum between general, definitive resource description and process 
information created for situated and time-specific data reuse needs. As with the 
initial temperature example, an existing set of temperature data can at a later point 
in time be enriched with thermometer configuration data, if and when the data is
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about to be aggregated with other temperature datasets for a more comprehensive 
analysis. 

On a practical note, besides informing practice in the disciplines represented in 
the individual chapters, the volume will be useful for information and knowledge 
management professionals seeking to develop paradata documentation in various 
practices. Also professionals working specifically with data management such as 
data stewards, data curators, data managers, and data librarians will find the various 
chapters useful both for drilling deeper into process descriptions in particular 
disciplinary practices and for understanding the breath and differences between 
various fields of research and practice. Even information architects and system 
developers designing data repositories and services for data discovery and reuse 
will find the volume useful for similar purposes. For researchers and master’s 
and doctoral students the volume will offer a comprehensive overview of a fast-
growing field of study with significant and broad relevance for data, information, 
and knowledge management. Moreover, anyone creating or dealing with data in 
their daily work will find the volume as food for thought when reflecting on how to 
describe data processing in a meaningful and efficient way. 

This introductory chapter will in the following give a brief history of the paradata 
term including insight into current research on the topic. Thereafter follows a 
concise contextualization of the study of paradata in the knowledge management 
tradition. The chapter is concluded by a guide to the volume’s chapters. 

2 The Origins and Status of the Term “Paradata” 

The “para-” prefix (Definition of PARA, n.d.) means beside or alongside of, and 
thus would make paradata mean information alongside of data. Confusingly, the 
more established term “metadata” can also mean data about data (Pomerantz, 
2015). In practice though, metadata often refers to a condensed and structured 
description of a resource, commonly guided by a standard agreed upon by some 
form of community. A well-known example of a metadata standard is the Dublin 
Core standard developed to describe networked electronic information objects, 
encompassing categories like “Title,” “Type,” “Subject,” etc. (DCMI Metadata 
Terms, n.d.). In order to understand what paradata can bring to the table in terms 
of data descriptions, it is vital to understand what metadata traditionally does not 
provide data creators and users a chance to discern and do. 

Paradata, as applied for example in statistics to describe survey data, implies 
a description of the survey process (Couper, 2000; for further description, see 
the chapter “Paradata in Surveys,” Paradata in survey research). Similarly, in 
heritage studies, paradata has been used to denote information on data creation 
and processing (Denard, 2012; see also the chapter “A Leap of Faith: Revisiting 
Paradata in 3D Scholarship,” dismantling the black boxes of 3D scholarship). Even 
if there is obvious overlap between what could count as metadata and paradata both 
in theory and practice, in the light of the earlier literature, the paradata notion has 
a unique and developing conceptual space. Paradata points to a need to document
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data processing beyond what is traditionally captured in structured metadata. As a 
phenomenon, paradata differs from metadata qualitatively in that it seeks to cover 
the creation and processing of data and quantitatively in that it encompasses more 
detailed information about data than traditional metadata. Also, according to how 
it has been conceptualized, the engagement with paradata disrupts established data 
description standards and practices as data processing information to a large extent 
is unstructured and not codified. As a positive consequence of that paradata is 
not (yet) formalized to the same extent as metadata, the previous research and the 
chapters of this volume show how paradata also unfolds as a potentially powerful 
device with which to think and explore matters tied to how doings and processes 
can be documented and understood across domains. 

Parallel to paradata, there are other terms partly overlapping in meaning. 
“Provenance” is a concept common in the archival sphere to describe both creation 
and curation of informational objects, specifically records. It can encompass both 
the agents involved and the actions they take, and be useful for acquiring, arranging, 
retrieving, and appraising records (Sköld et al., 2022). Consequently, and as this 
edited volume illustrates, scholars and practitioners in information science and 
knowledge management are not alone in grappling with the challenge to share 
and understand information on why a data source came to be the way it is. Yet, 
as of today, the character of and need for paradata remains open for exploration 
in most fields of data creation. Likewise, the question of its relation to metadata 
and the challenge of incorporating processing information into structured resource 
descriptions is in the stage of experimentation. There are well-defined models 
that cover specific types of paradata, like the CIDOC-CRMdig (Doerr et al., n.d.) 
standard for documenting the steps and methods of producing digital objects, 
PROV specification for modeling data provenance ( PROV-Overview: An Overview 
of the PROV Family of Documents, 2013 ), and Common Workflow Language 
for inscribing computational analytical workflows (Amstutz et al., 2016). While 
these models meet parts of users’ paradata needs, a recent analysis of the use of 
the paradata concept in archaeology and heritage studies points to a number of 
uncertainties pertaining to the paradata concept that require further study to be 
clarified. These uncertainties include the challenge of determining the required 
types and amounts of paradata, considerations of paradata users, and what kind of 
transparency paradata can be expected to facilitate (Sköld et al., 2022). 

The next section takes a closer look at the exploration of paradata in the field of 
knowledge management and how the emerging interest in paradata both taps into 
traditional trajectories and opens up new paths for knowledge management theory 
and practice.
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3 Paradata in Information and Knowledge Management 

3.1 Approaching Paradata 

The exploration of paradata as seen in this volume and in multiple research 
literatures has apparent affinities with information and knowledge management, a 
field of research and practice that concerns the creation, capturing, organization, 
access, and use of sources of information and knowledge. In this volume, we refer to 
information and knowledge management as the broad field of research and practice 
that comprises and is termed in the literature varyingly as knowledge management 
or information and knowledge management with a focus on managing knowledge, 
information and data, records, and collections. This framing acknowledges the 
diversity of the field both regarding differences in research traditions and their 
analytical focus, including the differences in referring to knowledge management, 
organizational learning, information management, data management, and records 
management (Pun & Nathai-Balkissoon, 2011; Schlögl, 2005). However, for us in 
this volume, similarly to how paradata has been discussed in relation to metadata so 
far, the boundaries between “information” and “knowledge” are definitional rather 
than strict. According to both the widely adopted and criticized data–information– 
knowledge hierarchy, information is commonly understood as a message, and 
knowledge as information that is contextualized in the minds or practices of 
knowing individuals or organizations (Davenport, 1998). While previously much 
of the information and knowledge management literature has focused on one of the 
two or both concepts, interestingly from the perspective of paradata, lately also the 
terms “data” and “data management” have been related to and included in the wider 
field of knowledge management (Dalkir, 2023). 

Even if much of the knowledge management literature relates to business 
contexts referring to the management of knowledge for the efficacy and profit 
of the business organization (Bolisani & Bratianu, 2018), it has been used in a 
wider sense as denoting the dealing with information or knowledge as a means to 
an end—whether it be personal or professional, for leisure or profit. Knowledge 
management is a thriving topic in the context of library management (Shropshire 
et al., 2020), and there is a growing corpus of work on personal everyday life 
information and knowledge management (Dinneen & Julien, 2020; Pauleen & 
Gorman, 2011; Swigon, 2011). An earlier book in the International Association 
for Knowledge Management series Knowledge Management and Organizational 
Learning—where this volume is appearing—focused on knowledge management in 
and in relation to arts and humanities (Handzic & Carlucci, 2019). By inquiring 
into paradata, we are continuing this interdisciplinary push toward expanding 
the horizons of information and knowledge management research and practice. 
Knowledge management research generally attempts to theorize beyond the specific 
case or cases, using empirical evidence to generate models with a more general 
explanatory reach. Yet, at the same time it recognizes the cultural, social, and 
cognitive aspects of and influences on managing knowledge and information. Much 
similarly to how information and knowledge management has many practical and
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theoretical applications in arts and humanities, and arts and humanities perspectives 
can inform the development of information and knowledge management theory and 
practice, the multidisciplinary engagement with paradata as put forth by this volume 
has implications in the affected disciplines and on paradata as an information and 
knowledge management concept. 

Just like how information and knowledge management commonly concerns the 
system level management of information and knowledge also paradata unfolds 
as a potentially comparably systemic concept. “System” here refers to technical 
systems for recording, storing, and sharing information, but also the organizational 
and social system governing information. The knowledge in question can be both 
that can be codified and stored in a technical system and the lived knowledge 
that people know by experience and act on by default. Similarly to a part of the 
previous and ongoing paradata research, along the lines of the technical strand of 
information and knowledge management, to reach its goal of efficient information 
and knowledge sharing, much of the research effort has been put into under-
standing how knowledge can be codified, shared, and retrieved by support from 
technical systems. Yet, interdisciplinary work on both paradata and information 
and knowledge management alike also takes interest in the knowledge sharing 
taking place beyond technical systems—both to understand the flaws of technical 
systems in order to improve their functionality and to understand what knowledge 
cannot be codified and transmitted via a technical system. A now classic study of 
customer support service operators shows the supremacy of sitting next to the most 
knowledgeable co-worker, rather than using the knowledge management system 
provided (Orr, 2016). Correspondingly, the human and the lived experience as 
sources of paradata should not be overlooked, as evinced by multiple contributions 
to this volume like the chapter “Dustings of Paradata as Pedagogical Support at Four 
Archaeological Field-School Sites” on paradata derived from analytical narration of 
a fieldwork experience and the chapter “Towards Embodied Paradata. A Diffractive 
Art/Archaeology Approach” on what we can learn about processes from the bodily 
and embodied information. 

3.2 Data Descriptions and Knowledge Management 

Somewhat counterintuitively, even if the work on taxonomies and development of 
knowledge management systems have acknowledged and addressed to a degree the 
significance of organizing resources, the information and knowledge management 
discipline has never put the description and organization of knowledge in its imme-
diate focus. Therefore, it is perhaps unsurprising that the conceptual work on process 
descriptions and paradata stems from other disciplinary contexts. Nevertheless, how 
sources are described and organized is pivotal to their findability and usability in 
any system also from the information and knowledge management perspective. 

In contrast to the relative lack of emphasis of descriptions and the work of 
describing and organizing, the description and organization of sources is the key 
focus of the neighboring discipline of knowledge organization (KO) (Smiraglia,
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2014). Knowledge organization research deals with metadata as a theoretical 
construct and practical implementation to make knowledge, information, and data 
findable, accessible, interoperable, and reusable (Wilkinson et al., 2016). The idea of 
knowledge, information, and data reusability is the intersection where the interests 
of knowledge organization and information and knowledge management merge. For 
a knowledge management system to meet its objectives, the knowledge within needs 
to be not only findable but also reusable, and reusability presupposes some extent 
of understanding of what is being made findable and reusable both in terms of their 
whatness and their processual origins. 

But resource description has never been easy. Both knowledge organization 
and knowledge management have since long acknowledged the complexity of 
organizational as opposed to individual knowledge, the cultural and social contexts 
of knowledge, and the tacit versus the explicit components of knowledge. However, 
the challenges of describing and managing resources differ depending on the type 
of resource in focus of the description and management. The resource might be 
as different as a piece of “know-how,” the solution to a common problem traded 
between software developers writing code, or a static fact about the head count of 
a customer organization. However, when the resource is “data”—be it a continuous 
data lake or a bounded dataset, expected to be reusable and have sustained usability 
over time, the resource presents a new set of descriptional challenges connected to 
how the data came into being, was organized, and has been managed over time. This 
is where paradata has the potential to support knowledge management. 

While traditional metadata aims at describing sources by assigning attributes like 
“language” or “date issued,” and sometimes even gives insight into the history of a 
source by stating “provenance” indicating changes is ownership or custody (DCMI 
Metadata Terms, n.d.), the rationale behind expanding traditional metadata with 
additional information on the origin and processing of data is that users likely will 
need to know more than core metadata in order to understand a data resource to the 
extent that it becomes usable (Börjesson et al., 2022). Thus, to meet the knowledge 
management goals about efficient retrieval and reuse of knowledge in the form of 
data, the data resources need to be sufficiently well-described—often beyond what 
is achieved by traditional metadata. 

Thus, to understand paradata as a rising topic of practical importance and infor-
mation and knowledge management research interest we need to look at the resource 
in focus of the management efforts. From a narrow perspective, organizations aim to 
manage, reuse, and capitalize off of their data assets, and from a broader perspective, 
societies need to manage their data in sustainable ways to prevent waste of public 
resources and build critical knowledge, e.g., about demographics and public health, 
over time. Furthermore, from a research perspective—as the datasets become larger 
and the methods more advanced—researchers need refined ways of describing their 
methods to maintain methodological transparency and produce reliable results, as is 
apparent for example in the case of genetic epidemiology in the chapter “Making 
Research Code Useful Paradata.” The following final section of this introduction 
gives a thematic overview of the chapters offering insights into their contributions 
to the emerging field of paradata research.
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4 Thematic Overview 

While this volume collects contributions concerning paradata from a range of fields, 
it does by no means offer an exhaustive overview of paradata types and paradata 
use cases. We hope and believe that giving a more comprehensive overview can 
be a task for further research. The selection of fields and practices covered in 
this volume is based on us, the editors, identifying contexts and practices where 
process descriptions are needed and, in some instances, already explored and 
practiced. Some, like survey research (chapter “Paradata in Surveys”) and heritage 
visualization (chapter “A Leap of Faith: Revisiting Paradata in 3D Scholarship”), 
had a given place, as those are fields where the paradata term has been used already 
for several decades. Others, like archival science (chapters “Mapping Accessions 
to Repositories Data: A Case Study in Paradata” and “The Role of Paradata in 
Algorithmic Accountability”) and legal analysis (chapter “Paradata as a Tool for 
Legal Analysis: Utilising Data-on-Data Related Processes”), were identified as 
domains where process descriptions are needed to complete core tasks of the fields. 
We reached out to scholars in these areas asking them to describe and analyze 
methods for process descriptions within their field or area of expertise and to 
use the notion of paradata to discuss the process description and documentation. 
As a result, the volume combines contributions from authors familiar with using 
the paradata concept already before writing their chapters and contributions from 
authors thinking with and describing process descriptions as paradata for the 
very first time. While we provided the starting point for a conceptually driven 
exploration, the analyses and reflections are wholly attributable to the chapter 
authors. 

As a result of our highly purposive sampling method, you will meet authors 
from a wide range of fields and practices, bringing their disciplinary styles and 
stylistic preferences to the table. While the sample of disciplines and authors is 
by no means systematic or meant to be such, all chapter authors do, to some 
degree, engage either explicitly or implicitly in information and knowledge man-
agement in their writing—although many have never been aware of or related their 
work to information and knowledge management theory and research previously. 
Sometimes the links are obvious, sometimes less so. In the latter case, rather 
than forcing the chapters to take steps outside of their home domains, we have 
made an effort to reflect on the links in the final chapter of this volume (Huvila, 
Andersson, & Sköld, this volume). Moreover, the volume covers chapters on 
processing descriptions in relation to public as well as private data, research, and 
governance data. The purposes for storing and processing data vary accordingly, 
from commercial purposes to heritage preservation. 

Naturally, the quest of making process and practice information and knowl-
edge more explicit and more tangible speaks to contemporary, sometimes highly 
ideological, discourses of openness and transparency. These are familiar from the 
open science movement ( Open Innovation, Open Science, Open to the World | 
Shaping Europe’s Digital Future, 2016 ), efforts to make the use of personal data
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more transparent, such as the EU’s GDPR (General Data Protection Regulation 
(GDPR), n.d.), and call for insight into the algorithmic processes shaping our lives 
(see for example the chapter “The Role of Paradata in Algorithmic Accountability”). 
Paradata can thus be drawn upon to promote positive values such as accountability, 
trust, and sustainability in information and knowledge management processes. At 
the same time, the notion of paradata raises the challenging questions of to what 
extent intellectual and social as well as technical processes can be described and 
understood. The task of creating understandable process descriptions challenges our 
human creativity, as well as the modes of communication we have available, and the 
forms of documentation we use to inscribe and transmit the communication. This 
way, the notion of paradata is both an expression of a quest to describe and manage 
process information and a humbling reminder of how difficult it is to capture process 
knowledge. 

As already noted, the chapters of the volume span between paradata created 
in research, either as a support for the research process as in the case with 
computational code in the chapter “Making Research Code Useful Paradata” or 
as more of a by-product of a study, as exemplified by the chapter on surveys, 
the chapter “Paradata in Surveys.” Also, we see a breadth in the reasons for 
documenting paradata. Process documentation for transparency of processes for 
current and future audiences is one motivation, apparent for example in the chapter 
“A Leap of Faith: Revisiting Paradata in 3D Scholarship” on heritage visualizations 
and the chapter “Paradata for Digitization Processes and Digital Scholarly Editions” 
on digitalization processes. Paradata as a direct input into the management, in the 
sense of control or change of processes, is another motivation, standing out for 
example in the chapter “Paradata in Emergency Services Communications Systems” 
on emergency service communication and the chapter “Adding Paradata About 
Records Processes via Information Control Plans” on public-sector processes. 

The volume starts by a chapter by the statistician Patrick Oliver Schenk and 
the archaeologist Simone Reuß, introducing the field of survey studies where 
the paradata is a widely adapted concept. The chapter probes deeper into the 
definition of paradata by comparing the term to the related terms auxiliary data, 
contextual data, and metadata, and gives ample examples of the variety of methods 
for collecting paradata. The chapter “Making Research Code Useful Paradata,” 
by the computational biologist Richèl J.C. Bilderbeek, delves into a specific type 
of paradata, namely computer code in computational research for the purpose of 
reproducibility. Using the case of genetic epidemiology, Bilderbeek proposes how 
to improve code to make it serve as paradata. The chapter “A Leap of Faith: 
Revisiting Paradata in 3D Scholarship,” by the digital humanities scholar Costas 
Papadopoulos, brings us into the practice of 3D (re)construction where the formats 
for paradata are far more composite. Papadopoulos highlights the variable and 
dialectic processes of fieldwork and points to the perceptual, physiological, and 
technical factors that need to be accounted for to understand 3D (re)constructions. 

The chapter “Dustings of Paradata as Pedagogical Support at Four Archaeo-
logical Field-School Sites,” by the archival studies scholar Sarah A. Buchanan 
and the archaeologist Theresa Huntsman, also concerns paradata from fieldwork,
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but focusing on the lived experience as paradata. In their framing, paradata is the 
collaborative analytical narration, led by a data archivist to support the contextual 
integrity of the data collected, and to surface the pedagogical goals of each project. 
The artist and art scholar Ian Dawson and the archaeologist and computer scientist 
Paul Reilly similarly emphasize the involvement of the human subject in the 
creation of paradata in the chapter “Towards Embodied Paradata. A Diffractive 
Art/Archaeology Approach.” Dawson and Reilly propose the notion of “embodied 
paradata” as a way to understand how the worker and their tools, their bodily 
practices of making or uncovering knowledge, make up paradata. 

The chapters “Mapping Accessions to Repositories Data: A Case Study in 
Paradata,” “Paradata for Digitization Processes and Digital Scholarly Editions,” 
and “Reconstructing Provenance in Long-Lived Data Systems: The Challenge of 
Paradata Capture in Memory Institution Collection Databases” put the paradata 
concept to work for the purpose of understanding the composition of collections, 
editions, and databases. In the chapter “Mapping Accessions to Repositories Data: 
A Case Study in Paradata,” the historian of science Kevin Matthew Jones and 
the archivist Jenny Bunn explore how paradata can shed light on the choices and 
assumptions made by archivists in accession processes. In the chapter “Paradata 
for Digitization Processes and Digital Scholarly Editions,” the information science 
scholar Wout Dillen discusses how digitized collections often lack the information 
of how the digitization was made, and thereby leaving the user of the digital 
reproductions without the necessary clues to understand the quality of the repro-
duction. Paradata on the digitization process would, in this case, directly improve 
research validity. The chapter “Reconstructing Provenance in Long-Lived Data 
Systems: The Challenge of Paradata Capture in Memory Institution Collection 
Databases,” by information science scholars Alexandria Rayburn and Andrea 
Thomer, explores how databases’ histories and maintenance can be documented by 
means of visualizations and thereby made accessible to users. 

A number of chapters also apply the paradata concept in situations beyond 
research and collections development and bring insight into various processes highly 
definitional of people’s daily lives. The multidisciplinary team behind the chapter 
“Paradata in Emergency Services Communications Systems” explores how paradata 
in government archives could support the modeling and simulations needed to 
try out new technologies for emergency service communications. The information 
science scholars Ciaran B. Trace and James A. Hodges delve into the role of para-
data for algorithmic transparency and explainability of algorithms and algorithmic 
systems in the chapter “The Role of Paradata in Algorithmic Accountability.” The 
chapter “Adding Paradata About Records Processes via Information Control Plans” 
explores how automatically assigned paradata could contribute to information 
control in public administration. The archival scholars Saara Packalén and Pekka 
Henttonen discuss how information on the processes from which records originate 
may further the understanding of the records kept. Lastly, the law scholar Lena 
Enqvist, similarly to Packalén and Henttonen, explores how paradata could increase 
transparency in the public sector. Enqvist investigates how paradata could make
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public authorities’ use of technology in decision making more visible and auditable 
from a legal perspective. 

The concluding chapter draws together insights from the discipline-specific 
chapters to contrast and synthesize the diverse approaches to how paradata is 
conceptualized and used. Further, we proceed to three topics of discussion emerging 
from the synthesizing analysis: how paradata is done in practice, the implications of 
paradata for the theory and practice of information and knowledge management, and 
the ethics of paradata. The chapter is concluded by brief remarks on future directions 
of paradata research and practice. By this exploration of paradata we do, together 
with the chapter authors in this volume, hope to promote the paradata concept as a 
valuable contribution to the knowledge management toolbox. 
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Paradata in Surveys 

Patrick Oliver Schenk and Simone Reuß 

Abstract 

Paradata are widely used in conjunction with surveys, from predicting behavior 
for targeted interventions, monitoring data quality and interviewer performance, 
to understanding and correcting biases in the data. We define survey paradata 
broadly: as nonsubstantive data that relate to the survey and its processes in at 
least one of three ways—they are produced by survey processes, describe them, 
or are used to manage and evaluate them. They typically would not exist without 
the survey. They may be automatically produced (e.g., keystrokes), actively 
collected (e.g., interviewer observations), or constructed later on (e.g., when a 
human labeler rates respondent–interviewer rapport by listening to recordings). 

First, we review other data types (auxiliary, contextual, and metadata) because 
their overlaps with paradata can make it difficult to grasp paradata precisely. 
We discuss paradata definitions, including their weaknesses, arriving at our 
definition. 

Second, we offer an overview of our field’s practice and literature: paradata 
examples, heterogeneity across paradata types and design options, applications, 
and challenges. 

With paradata a somewhat mature concept in our field, survey methodology, 
we hope to provide a stimulating, broad introduction to practice and literature 
in our field, accessible to anyone irrespective of professional background. We 
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hope that this chapter provides a valuable backdrop for the conceptualizations of 
paradata in other disciplines, as presented in this volume. 

1 Introduction  

Surveys and Survey Methodology A survey is a systematic, standardized data 
collection effort that proceeds mainly by asking questions and recording the 
responses of the so-called survey participants or respondents.1 Sometimes, data are 
not collected about individuals but about, e.g., households or firms—yet, ultimately 
it is still humans providing answers. Surveys can be carried out by interviewers, be 
self-administered by the respondents, or take on a hybrid form in which interviewers 
are present but, after handing over a tablet or paper questionnaire, are inactive unless 
needed. More specifically, the survey ‘mode’ is about how a survey is conducted: 
interviews in person or by telephone, web-based surveys and mail questionnaires 
(both self-administered), or even multiple modes for one survey across regions or 
persons, or time.2 

Surveys have important benefits. They can cover a broad range of topics and 
can also probe for very detailed information. They can be tailored to the specific 
research questions for which a survey is conducted. Also, a person’s attitudes, past 
experiences, or other information not recorded anywhere may be best or even only 
available by asking them. Finally, surveys benefit from decades of methodological 
research (see below).3 Thus, academic research, government agencies, public 
opinion research and polling, and the private sector will continue to rely on surveys. 

This chapter looks at paradata specifically from the perspective of survey 
methodology. Most survey methodologists originally come from the social sciences, 
psychology, and statistics. However, the field has its own terminology, goals, 
challenges, and thinking. Thus, how we regard and use paradata is hopefully best 
understood against the background context we provide next. 

Surveys are conducted to answer substantive research questions,4 mainly through 
statistical analysis of the collected data. Survey methodology studies the design,

1 Our introduction relies on Groves et al. (2009). Note that surveys are distinct from the less 
structured qualitative methods that also use interviewing: of experts, focus groups, etc. 
2 In this chapter, we will repeatedly refer to the interviewers. Such statements, of course, only 
apply to survey modes that feature them. We omit this constant reminder. 
3 New data sources such as Big Data have gained prominence due to their often low cost and 
large volume. However, they rarely offer the breadth and level of detail of a survey, researchers 
typically have little influence over and information about what and how data are captured, and 
data quality can be very problematic. Survey data and these other data sources can, of course, be 
complements (Japec et al., 2015, p. 873 and Couper, 2017a, p. 134f.) and help to improve one 
another’s methodology (Hill et al., 2021). Surveys are here to stay. 
4 ‘Substantive’ in the sense of the substantive/empirical sciences (studying real-world phenom-
ena), as opposed to the methodological/formal sciences (doing methods research). 
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execution, and monitoring of surveys as well as the statistical analysis of survey 
data (Groves et al., 2009, ch. 1.4): what are sources of problems, how can they 
be measured, and what are methods to address them? Besides the quality of data 
and of data analysis, costs are a consideration.5 A ‘survey organization’ (the entity 
conducting the survey) needs to be profitable. Costs also relate quality, quantity, 
and scope of a survey as well as the number of surveys that can be afforded, 
thereby influencing the number of research questions that can be answered. Survey 
methodologists care about costs, besides due to these real-world constraints, also 
because they imply data quality trade-offs. 

Survey methodologists often think about the quality of data and of data analysis 
along two dimensions: the survey participants (representation) and the responses 
(measurement). Low participation rates, an increasingly grave problem for our field, 
increase the costs to achieve a fixed number of respondents. Representation, mean-
while, is about differences between respondents and nonrespondents: the less the 
respondents are representative of the population about which a researcher6 wishes 
to draw inferences, the more likely the data (analyses) are biased. Representation 
problems can occur at every step. First, there is rarely a complete list of all units 
in a population. The ‘sampling frame’ is the incomplete list that is available, from 
external sources or through construction, e.g., a ‘lister’ walking a neighborhood to 
collect addresses. ‘Coverage’ is about how representative the sampling frame is of 
the intended target population. Second, only a subset of the units from the sampling 
frame is actually selected for possible inclusion in the survey (‘sample’). Third, who 
from the selection ends up in the data is then determined by who is not successfully 
contacted and then by who decides to not participate (‘unit nonresponse’). 

Imagine the eventual survey data as a rectangular, tabular data sheet: each row 
corresponds to exactly one respondent, and each column corresponds to exactly 
one survey question. Representation is then about how representative the rows are. 
Meanwhile, measurement considers each cell and asks whether and how the value 
in this cell deviates from the true value that one intended to capture.7 Such errors 
can, again, occur at every step from planning to data analysis. First, researchers start 
from ideas or conceptions (‘constructs’) about the “elements of information” they 
seek (Groves et al., 2009, ch. 2.2.1, 2.3.1). Some constructs have decent, objective 
counterparts in the real world, but many are ‘latent’ (‘unobservable’, not directly 
measurable). ‘Validity’ is about the degree to which the concept in the researcher’s 
mind matches how respondents understand the corresponding survey question. The 
precise wording of a question, the question order, and other design factors can

5 The other, “fitness-for-use” quality dimensions of surveys are important per se but are not at 
the forefront of survey methodology: relevance, credibility, and timeliness (Groves et al., 2009, 
ch. 2.6). 
6 We use ‘researchers’ as a shorthand. Their substantive research questions are to be answered by 
the eventual analysis of the survey data, and they thus also influence what the survey is about. 
7 One may also look at a column as a whole: is there a difference between what this survey question 
should capture and the values that one got? 



18 P. O. Schenk and S. Reuß

affect how participants interpret a question. Second, a response can deviate from 
the truth because of, e.g., recall error, low motivation, but also interviewer effects 
on, e.g., sensitive questions. A participant may also be unwilling or unable to 
respond to a particular survey ‘item’8 at all: ‘item nonresponse’. Third, an initial 
or raw response may be processed or edited: the respondent might change their 
initial answer later or the interviewer might edit it. If only categorical answers 
are permitted, the initial response must also be mapped to the given categories. 
Sometimes, raw information is processed later on by ‘labelers’ (also called coders 
or annotators): e.g., coding open-text responses into categories or rating respondent 
behavior based on recordings. 

Motivation We discuss other data types and definitions of paradata in Sect. 2. In  
short, our own definition (see 2.2) is that paradata are data that are themselves not 
the survey’s substantive data, that would typically not exist without the particular 
survey, that can be automatically produced, actively collected, or constructed later 
on, and that relate to the survey and its processes in one of three ways: they are 
produced by the survey processes, often as by-products, they describe the survey 
processes, or they are used to manage and evaluate the survey process(es). 

There are many different examples of survey paradata (Sect. 3), with much 
heterogeneity between them but also ample scope for designing them as 
needed (Sect. 4). The allure to survey methodologists comes from the goals and 
challenges laid out above: paradata can be employed to recognize problems in the 
survey data, to correct for them in the statistical analysis, and to monitor problems in 
near real-time or even to predict them which is the basis for interventions (Sect. 5). 
The hope is that paradata capture information about the processes that produce 
the survey data that would otherwise not be available. Some paradata types have 
been used in our field long before Couper (1998) first coined the term ‘paradata’.9 

As survey methodologists, we touch on direct uses of paradata in substantive 
research only very briefly. However, while paradata may help with problems in the 
substantive data, they themselves also face and pose challenges (Sects. 6 and 7). 
Still, the message of our broad overview is a positive one: there are low-cost 
paradata types that offer a great starting point. 

2 Paradata and Other Data 

In Sect. 2.1, we review four data types that appear in conjunction with ‘paradata’ 
in the literature. A key takeaway will be that there are overlaps between them and 
paradata, as simplified and visualized in Fig. 1. In Sect. 2.2, we discuss paradata: 
definitions, the relation to ‘process’ and process data, and our own, broad definition.

8 This is the more general and technical term than ‘question’ as surveys also contain, e.g., prompts 
that are not phrased as questions. 
9 See Couper (2017b, p. 6 and 11) who also reflects on the evolution of the concept ‘paradata’. 



Paradata in Surveys 19

Micro 
Level 
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ParadataSubstantive 
Data 

Other 
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Paradata 
Other Auxiliary Data 

Fig. 1 Relation among data types. Sizes and overlaps are not proportional 

2.1 Substantive Data, Metadata, Auxiliary Data, Contextual Data 

Substantive Data4 are “what surveys are designed to collect or produce” (Couper, 
2017b, p. 4): they correspond largely to the participants’ survey responses but also 
include, e.g., samples and measurements taken by respondents, interviewers, or 
sensors (Groves et al., 2009, ch. 2.2.2; Keusch et al., 2024). Unfortunately, ‘data’ 
are used as both a synonym for substantive data and an umbrella term for all data 
types (i.e., including substantive data, paradata, metadata, and so on). 

Metadata are, nowadays, “any descriptive information about some object(s) of 
interest” (NAS, 2022, p. 96). Thus, survey metadata are information about the sur-
vey, its components, and the produced data—“the core of [survey] documentation” 
(Kreuter, 2013, p. 3). Metadata variables are on a more macro level,10 exhibiting 
little variability (ibid): e.g., the survey’s response rate is one single value. This 
is illustrated by considering three important categories of metadata specific to 
surveys:11 

1. Descriptions of the survey include its name, an outline of study goals, the survey 
mode, and the interviewer training handbook. 

2. Metadata on items, often in a codebook, encompass the names of the variables, 
possible values, interviewer instructions, and question wordings. 

3. Aggregated data and (statistical) summaries can come from aggregating paradata 
(yielding, e.g., the overall response rate) or aggregating substantive data (e.g., the 
share of female respondents).

10 We use ‘macro’ to denote aggregate/higher level and ‘micro’ for individual/low level (e.g., the 
level of the contact attempt). Just as microeconomics considers individual consumers, firms, etc., 
while macroeconomics studies countries as a whole (comprised of the former). 
11 See Groves et al. (2009, ch. 10.8), Mohler et al. (2012, p. 405, 411), Kreuter (2013, ch. 1.2), and 
Couper (2017b). 
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We notice two problems, particularly in relation to paradata. First, there is no 
agreement on where metadata begin: i.e., how much describing, summarizing, or, 
crucially, aggregation turns microdata into metadata. Overlaps and inconsistencies 
are thus inevitable: e.g., information on an item is metadata (about that item), but, 
in relation to the whole survey, is also sometimes treated as paradata. Second, 
often in quick succession ‘data’ are introduced to mean ‘substantive data’, and then 
‘metadata’ are defined as “data about data”,12 implying that the second “data” in 
“data about data” solely refer to the substantive data—erroneously (see category 3 
above and Kreuter, 2013, p. 3). In actuality, there are metadata on substantive data, 
metadata on paradata, and so on, although these distinctions are rarely made.13 

Auxiliary Data Without a universally accepted definition, we follow Kreuter (2013, 
ch. 1.3): all data other than the substantive data, i.e., auxiliary data, include 
paradata.14 ‘Auxiliary’ is to be taken literally: supplementary data that are meant 
to help. 

Non-paradata auxiliary data are external to and (overwhelmingly) exist inde-
pendent of the survey: e.g., administrative data on the same respondents, survey 
organization employee data on the interviewers, or Census data on area characteris-
tics. 

Enrichment with non-paradata auxiliary data can help substantive research 
(broader or more in-depth information on the very same respondents), reduce 
respondent burden (fewer questions necessary), and guide survey processes (adjust-
ing contact protocols based on background from the sampling frame). Survey 
methodology research also benefits greatly: on factual questions, one can determine 
whether a response is correct by contrasting the survey response with the otherwise 
unknown true value provided by high-quality, ‘gold-standard’ auxiliary data on the 
very same individuals. One can then investigate the causes of erroneous answering 
and offer solutions (see Sect. 1). 

Contextual Data are any information about an event’s or an individual’s context, 
particularly social, physical, environmental, temporal, or informational context. 
This also includes information about relevant reference groups (e.g., the family) and 
abstract concepts (e.g., local social norms and the legal environment).15 ‘Context’ 
goes beyond recording these aspects in isolation, also considering how they interact.

12 This original, historical definition (NAS, 2022, p. 95) also, in the first “data” (instead of using 
‘information’), hides the pronounced heterogeneity among metadata of which the three categories 
above provide only a glimpse. 
13 Similarly, Scheuren (2001)’s useful micro/macro paradata distinction is hardly used. Instead, 
the former are equated with ‘paradata’ and the latter are part of metadata (Couper, 2017b, p. 5).  
14 See also Smith (2011) and Couper (2017b, p. 2, 4). Others exclude metadata and/or paradata 
from this umbrella category. 
15 See, e.g., Sakshaug and Struminskaya (2023) and Wilkinson et al. (2017, p. 234f.). 
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Two Helpful Distinctions Micro context refers to a specific individual or event, 
whereas macro context is on a higher level (e.g., regional). Internal context is, e.g., 
someone’s emotional state, while external context includes local laws. 
Subject of the Context Substantive context is what is predominantly meant by 
‘context’ in the larger social science literature:16 context pertaining to substantive 
research questions. For example, for survey respondents asked about their cannabis 
consumption, the substantive context includes their parents’ attitude and local 
legality. Survey scientists, however, also consider survey context: the context of 
conducting surveys and producing survey data, both in general and specific to a 
particular survey. Macro survey context can be, e.g., restrictions on freedom of 
expression in the survey’s locale. Such information would come from appropriate 
auxiliary data and be included in metadata—another example of overlap among data 
types. 

We wish to emphasize the following overlap: most if not all micro survey context 
is part of paradata.17 Micro context can influence behavior at the interview or 
response level and thus is part of the processes producing a survey’s data: e.g., how 
sensitive is a question to a particular respondent–interviewer pairing (Tourangeau & 
Yan, 2007, p. 860)? Much of micro context consists of such latent constructs. Thus, 
one has to rely on individuals’ self-reports, interviewers’ observations, and other 
proxy indicators. Further examples are provided in Sect. 3. 

Figure 1 highlights some overarching results of Sect. 2.1. First, the data types do 
overlap. Second, the micro–macro consideration is useful but does not distinguish 
data types conclusively. Third, context in its various conceptions is part of all data 
types and of paradata in particular. 

2.2 Paradata Definitions 

Above, we discussed a first pitfall for grasping paradata: overlaps. A second 
challenge is that definitions in older, seminal works do not reflect the current under-
standing fully. There is also still no universally accepted definition (Couper, 2017b, 
p. 4). Third, paradata definitions in the literature even use different definitional 
bases. Some definitions even require two of them, source and content (e.g., West, 
2011, p. 1 and McClain et al., 2019, p. 199). This is perhaps because of each base’s 
weaknesses. For each of the three definitional bases (italicized boldface), we give 
example definitions and discuss some weaknesses below. 
Source Paradata are “captured during the process” (Kreuter, 2013, p. 3). Some-
times the by-product or automated nature is emphasized (e.g., Couper, 2000, p. 393 
and Roßmann & Gummer, 2016, p. 313).

16 Also, often only external and macro context is considered—without even addressing these 
restrictions. Terms like ‘environment’ and ‘surrounding’ may unnotedly induce too narrow notions 
of ‘context’. 
17 This was perhaps first articulated very explicitly by Kreuter (2018a, p. 193). 
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However, substantive data are also captured during the survey process, and 
some paradata variables are not but derived later (see Sect. 3). The by-product or 
automatic nature is missing from, e.g., interviewer observations. 
Content Paradata are “describing” or “about” the process (Couper, 2000, p. 393; 
Nicolaas, 2011, p. 1).  

Yet, some paradata are themselves not about any process directly: e.g., raw 
audio recordings, observed neighborhood characteristics, or whether respondent and 
interviewer have the same gender (as an aspect of their interaction). 
Use Paradata are “used to manage and evaluate the survey process” (Couper, 
2017b, p. 4f. on Groves & Heeringa, 2006). 

However, sampling frame information and other auxiliary data are also used to 
“manage and evaluate the survey process”, and substantive research, too, employs 
paradata. Taken literally, absolutely nothing would be paradata unless and until it 
has been actually used to “manage and evaluate”. 

Process is a common refrain among paradata definitions. We find the singular 
‘process’ misleading: it may be the reason why some equate the whole survey 
process with only the field phase, the data collection, or even only the interviewing 
process (see Couper, 2017b, p. 4, on paradata’s narrow origins). Thereby neglected 
processes include the design phase, postprocessing (editing, labeling, and coding), 
and two repeated processes: recruitment and the question–response process. The 
latter itself comprises comprehension, retrieval, judgment/estimation, and reporting 
processes (Groves et al., 2009, ch. 7.2). All these processes, and their complex 
relations, influence the survey as a whole and a specific cell’s value in the released 
substantive data. 

From authors of other chapters, we learned that some of their fields struggle 
with how the terms ‘process data’ and ‘paradata’ relate exactly. In our field, there is 
near-universal agreement that all paradata are process data.18 The reverse question 
is less settled: some disagree that all process data are also paradata (e.g., Lyberg, 
2011, p. 8), whereas some agree although they often equate the terms just for their 
paper (e.g., Kreuter et al., 2010a, p. 282 and 286). The former do not provide 
counterexamples. Unfortunately, neither define ‘process data’. 

We surmise that some processes, happening in temporal or spatial proximity to 
survey processes, produce process data, but not survey paradata:19 e.g., internal 
processes such as human resources of the survey organization, or the processes 
of processing, analysis, and algorithmic decision-making (Enqvist 2024) on the  
released substantive data.

18 We know of only two, early exceptions that did not catch on: very wide definitions that include 
other auxiliary data, thus going beyond ‘process’ (Kennickell et al., 2009, p. 1: sampling frame), 
and those distinguishing routine/process paradata from added/(interviewer-)observational paradata 
(Smith, 2011, p. 1f.). 
19 Perhaps unless repurposed (see definitional base Use): e.g., billing information from traveling 
interviewers may be used for cross-checking the so-called call records (see Sect. 3). 
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Our Definition is to reflect the heterogeneity of what are and what is seen as 
paradata. It synthesizes existing definitions. Survey paradata are data 

1. that are themselves not the survey’s substantive data, and 
2. that would typically not exist without the particular survey, at least in the 

particular form available, and 
3. that were automatically produced, actively collected, or constructed later on, and 
4. that relate to the survey and its processes in at least one of three ways: 

a. Data produced by the survey processes, often as by-products 
b. Data describing the survey processes, including proxies for unobserved con-

structs and (micro-)contextual information about the survey processes 
c. Data used to manage and evaluate the survey process(es). 

3 Paradata Examples 

Within each category (boldface), we usually first present primary, raw paradata and 
then some ‘derived variables’, i.e., created from the former or other data sources. 
The categories are to facilitate understanding. They partly overlap. 

Timing is first captured as time stamps (time and date) from which much can be 
derived: on which day of the week is the interview, is it a holiday, or how much time 
has passed since the start of the field phase, the last interview, etc. Response times 
are how long it takes a respondent(-interviewer paring) to complete a specific item 
in a particular survey (Matjašič et al., 2018); these times add up to the interview 
duration. 

Call Records are kept about prior contact attempts for each sampled unit. Note that 
survey scientists call contact attempts ‘calls’, regardless of survey mode. Together 
with each call’s outcomes (disposition codes: noncontact, rescheduled, completed, 
. . . ;  reasons  for  refusal),  they  are  also  termed  contact history data. Recruitment 
phase data are the web survey analogue (McClain et al., 2019, p. 200f.). Much 
information can be derived: e.g., a unit’s current status; level-of-effort measures 
(Olson, 2006, p. 744f.); contact sequences (Durrant et al., 2019); and response 
histories in panels20 (Kreuter & Jäckle, 2008). 

Audio, Verbal, or Voice Paradata comprise recordings and features automatically 
extracted in real time. Derivable variables include pitch, speed, disfluencies— 
particularly their levels, changes, and the respondent–interviewer similarity; over-

20 ‘Panel surveys’ interview the same respondents at multiple points in time (‘waves’), e.g., 
annually. 
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speech; and whether a question was misread by the interviewer (Jans, 2010; Conrad 
et al., 2013; Olson & Parkhurst, 2013, ch. 3.3.5). 

Location Paradata can come from, e.g., GPS (Edwards et al., 2017, ch. 12.3), 
other devices (Keusch et al., 2024), or IP addresses (Felderer & Blom, 2022). 
Interviewer travel distance and patterns or whether the respondent was on the move 
during the interview are examples of dynamics that can be derived. 

Device Paradata mainly concern web surveys: e.g., device type (PC, smartphone, 
tablet), operating system, and browser settings (Callegaro et al., 2015, ch. 2.4.2.2). 

Human Interface/Input Device Paradata mostly come in two forms: Keystroke 
data log each key pressed by the interviewer and the respondent. For exam-
ple, sequences and how often the help/back/delete keys were pressed can be 
derived. Mouse tracking captures a computer mouse’s movements and clicks, 
yielding timed sequences of coordinates and events. They allow the calculation 
of distance traveled by the mouse cursor, deviation from the direct path, velocity, 
and acceleration, as well as hovers over response options (Kieslich et al., 2019; 
Fernández-Fontelo et al., 2023). Both forms inform about navigation, idle times, 
and whether and when responses were changed and what the previous answer was. 
Analogues for smartphones and tablets have been developed (Schlosser & Höhne, 
2020). 

Interviewer Observations can be about, e.g., the neighborhood (signs of vandal-
ism), dwelling (the presence of children or whether interviewer access was blocked 
by a gate), person, or interview (interruptions by children). Interviewer ratings 
are evaluations of, e.g., the respondent’s interest, effort, or satisfaction, and the 
interviewer–respondent interaction (Kirchner et al., 2017; Jacobs et al., 2020). 

Respondent’s Ratings and Self-Ratings mirror interviewer ratings. Respondents 
are either explicitly prompted for their ratings or can provide information about their 
particular survey in an ‘open comments’ section at the end. 

Interviewer Characteristics can be either fixed or varying. The former are 
sometimes seen as paradata: sociodemographics, position or experience in the 
organization, etc. (via employee data); or attitudes, traits, education, skills, and years 
working as an interviewer (via interviewers answering a separate questionnaire). 
Varying characteristics need to be calculated: the number of prior calls or completed 
interviews on the same day or during the field phase overall, time since the last 
interview, etc. 

Few fixed respondent characteristics are widely considered paradata, except for 
some attitudes (about being interviewed, scientific surveys generally, this survey’s 
topic) and prior survey experience (Matthijsse et al., 2015; Schwarz et al., 2022, 
ch. 2). Varying respondent characteristics are discussed under Interactions below.
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Survey/Interview Characteristics such as incentives, recruitment strategies, and 
offered mode can vary: across units, time, or in multicountry efforts.21 

Item Characteristics inevitably differ between items: e.g., length, response 
options, and topic. But even a particular item may be different across respondents: 
e.g., because of adaptations based on the participant’s prior responses. 

Interactions are often only accessible via proxies or subjective judgments. For 
each respondent–interviewer pairing, ratings can be captured, the difference in 
age, attitudes, or language can be derived, or specific aspects of this complex 
social interaction can be addressed (Bradburn, 2016). For the respondent-survey 
interaction, reasons for participating (Schwarz et al., 2022, ch. 2.2) or whether it 
was conducted in the respondent’s native tongue are examples. The respondent-
item interaction, too, contains subjective aspects, e.g., item sensitivity or trouble 
understanding, and objective aspects, e.g., the number of all or of similar questions 
answered before. 

Micro Survey Context partly overlaps with observations, ratings, and interactions. 
Adding to Sect. 2.1, we highlight some further latent constructs (italicized) and 
respective proxies. Perceived level of privacy (Yan, 2021, p. 120): Was the 
respondent at home or in a public space? Who else was present: a boss, spouse, or 
children? Trust and interviewer–respondent rapport (Sun et al., 2021): Was it always 
the same interviewer, in panels or in continued recruitment attempts (Kühne, 2018)? 
Engagement and effort: Did the respondent multitask? Did they look up information 
in documents? 

Design Phase22 paradata include changes made after pretesting a survey 
(see Sect. 5). Online comments are a simple tool for volunteering information: 
e.g., respondents about comprehensibility, offensiveness, or other issues with a 
question, or experts about design flaws (Callegaro et al., 2015, p. 105, 109). 
Editing/Coding22 paradata about each cell of the substantive data can be whether 
the value came from the respondent or a labeler (Sana & Weinreb, 2008). More 
detailed information for the latter case includes the labeler id or the rate of 
agreement among multiple labelers looking at the same cell. 

Miscellaneous Video recordings, eye-tracking measures, and brain activity data 
are rare because of equipment requirements (Callegaro et al., 2015, p. 108f.). 

Some surveys inquire about providing biosamples, willingness to be contacted 
again, or allowing record linkage to other data. The respondent’s consent decision 
or reasons for refusal (Sakshaug, 2013) may be indicative of respondent behavior. 

The status or relation of who provided information can be relative to the sample 
unit (targeted person versus family member) or to the information (information

21 If fixed they are considered metadata. 
22 These are examples of paradata not accruing in the field phase. They are rarely released. 
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provided about oneself or about someone else). In establishment surveys, the 
respondent’s position within the company might influence their response. 

Sensors, wearables, and apps have received attention recently (Keusch et al., 
2024), but only a part of these data are paradata. 

4 Collecting, Structuring, and Designing Paradata 

Below, we consider some differences in how paradata types are collected and 
structured. This is not just inherent heterogeneity: many paradata types can also 
be actively designed. Thus, paradata are not necessarily ‘found’ or ‘organic data’ 
(Groves, 2011; Japec et al., 2015, p. 843) over which researchers have no discretion. 

Resolution Device-recorded paradata are usually constrained only theoretically, 
as technical resolution limits are beyond sufficient.23 Resolution for response time 
should be at least 100, better 10 or 1 millisecond(s) (Mayerl, 2013, p. 3): if  
differences across individuals (‘signal’) are on the order of seconds, then measuring 
only up to the second (‘noise’) degrades too much information (signal-to-noise 
ratio)—needlessly. 

Human-recorded paradata should heed survey methodology’s advice on how to 
construct items and response scales (e.g., Bradburn et al., 2004; Groves et al., 2009, 
ch. 7).24 Here, higher resolution can be detrimental: e.g., contact history systems 
with very many disposition codes (AAPOR, 2016, p. 71ff.) may produce minuscule 
counts for some outcomes and errors (e.g., by inexperienced interviewers). If one 
anticipates combining categories later on, then the design should facilitate this. 

Granularity Ratings may reflect the whole interview, segments, or use, e.g., 
‘increasing/steady/declining’ to capture dynamics. Response time can be at the 
level of questionnaire sections, the page (web mode), item, or even finer (see 
Components). Item-level analysis is impossible when measurements are only at the 
page level. 

In web surveys, server-side (Callegaro, 2013, p. 262) measurements can always 
be implemented but are restricted to the page level and (differential) transmission, 
and loading times are unwanted components—in contrast to client-side mea-
surements (i.e., collected on respondents’ devices) whose collectibility, however, 
depends on user consent and device (Callegaro et al., 2015, ch. 5.3.4.1). 

Components: Splitting/Combining The idealized question–answer sequence 
comprises an interviewer reading aloud, the respondent’s cognitive processing,

23 Data volume may be a constraint for transmitting and storing audio or video recordings. 
24 For example, for ratings: a 5-point scale, each point labeled, ordered from low to high, and 
equidistant. 
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their answering, and the entering of the response. Thus, item-level response time 
can be split into four components, yielding more nuanced information. 

Aggregation This often refers to the level at which a variable operates 
(varies) within the complex, hierarchical survey structure: item, respondent, 
interviewer, call, or interview. Appropriate aggregation reduces informational 
overload (see Sect. 6) and enables targeted applications: e.g., interviewer level 
monitoring and item level design evaluation (see Sect. 5). 

Ex post, one can usually decrease granularity, combine components,25 and 
aggregate. The reverse direction is typically impossible: information not captured 
is lost forever. 

Degree of Automation Some paradata are always collected automatically (e.g., 
keystrokes) and some are never (e.g., interviewer observations). For others, such as 
response times, there are several options: 

1. Manual, ‘active’ time stamps: The interviewer presses a button after having read 
the question aloud completely and again when the participant starts responding. 

2. General automation: The timer always starts when the question appears on-screen 
and stops when the response is confirmed. 

3. Specific automation: A voice-activated system recognizes when speaking starts 
and stops. 

Each approach has its advantages. Interviewers (1) know best when they finish and 
can also ignore nonanswers (e.g., thinking out loud or asking for clarification); 
they can also record whether a measurement was valid. Meanwhile, automation 
frees up the interviewer. General automation (2) is unsusceptible to inadvertent 
button-pressing and nonanswering but combines all interviewer and respondent 
components into one measurement. Specific automation (3) can separate them but 
is hampered by overspeech, low volume, nonanswering, and needs specialized 
software. Combined, semi-automated versions try to reap the benefits of each 
approach. 

Raw Paradata are sometimes not fit for the intended use. 
Preprocessing turns raw mouse-tracking data—a continuous stream of events, 

coded in computer language—into comprehensible, usable information (Olson & 
Parkhurst, 2013, ch. 3.3.3, 3.5.1). Specialized software exists (Wulff et al., 2021; 
Henninger et al., 2022b), unlike for processing tasks needing human labelers such 
as rating recorded interactions. Other paradata may need trivial (response time . =
stoptime . − starttime) or no work (interviewer ratings).

25 Problematic are components that are overlapping or nonsequential. For instance, summing 
response times over the seemingly additive four question–answer process components produces 
an overestimate when the participant starts responding before the interviewer finishes the question. 
Clever programming can sometimes solve such problems. 
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Adjustment shall denote the correction for unwanted properties. Raw response 
times are influenced by characteristics of the respondent (e.g., their general baseline 
speed; Mayerl et al., 2005), interviewer, item, device, and so on (Couper & Peterson, 
2017; Sturgis et al., 2021, ch. 1). Response times become comparable only after 
accounting for such influences; otherwise, it would remain unclear if someone was 
speeding on an item or is just generally fast. This is usually done by statistical 
regression (Couper & Kreuter, 2013), which is only possible after data collection, 
i.e., not in real time. Further examples benefiting from adjusting for respondent 
idiosyncrasies include verbal and mouse paradata. 

Capturing Paradata can take on different, potentially complementary forms. 
Location is, mostly, about server-side and client-side in web surveys (see Granu-
larity). The origin of ratings can be from interviewers, respondents, or labelers, of 
observations from interviewers, recruiters, or listers, and of response times from 
human interviewers or several devices. 

Availability for all relevant units and at a point in time limits applications 
(see Sect. 5). 
When While interviewers continually observe the process, their evaluations are 
only recorded after the interview’s conclusion. Other paradata are available in 
(near) real time—even some derived variables: e.g., idle times and response 
editing, from keystrokes or mouse tracking. However, a need for nonautomated 
or time-consuming preprocessing or adjustments impedes real-time interventions 
(Mittereder, 2019, p. 153). On a different note, early in the field phase the paucity 
of paradata limits applications (West et al., 2023). 
On whom There are more data for completed cases (e.g., ratings) than for breakoffs 
(anything collected until termination), contacts (outcome codes; some interviewer 
observations), and noncontacts (GPS; neighborhood observations) (Sakshaug & 
Kreuter, 2011). 

5 Applications 

Paradata are employed for the various survey methodological challenges 
(see Sect. 1): errors of representation, errors of measurement, and missing data, i.e., 
missing units/rows (‘unit nonresponse’) and missing responses/cell entries (‘item 
nonresponse’). The first goal is to recognize errors and the underlying mechanisms. 
Then, the design of future surveys can be improved. Also, for given survey data, 
statistical methods such as imputation and weighting can be used to derive unbiased 
results even from deficient data. The second goal is to monitor data quality and to 
predict problems: this is the basis for interventions.
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Any statistical modeling of behavior is constrained by what paradata are available 
for all relevant units. Prediction, in addition, is restricted by information available 
at prediction time (see 4).26 

Unit Nonresponse is likely the most studied application. Other than the (very 
limited) sampling frame information, paradata may be all that is available for 
respondents and nonrespondents alike (Sinibaldi et al., 2014):27 e.g., observations 
about the neighborhood, dwelling, or individual(s), call histories, and interviewer 
characteristics such as their voice (Kreuter & Casas-Cordero, 2010, p. 3; Olson, 
2013; Charoenruk & Olson, 2018).28 

Avoidance of nonresponse bias builds on increasing the recruitment effort, monetary 
incentives (Jackson et al., 2020), or the many adaptive survey design strategies (see 
below) on cases predicted to be difficult or important for sample representativity. 
Adjustment for nonresponse in the eventual data analysis of the substantive data 
usually involves some form of weighting based on the response propensity P . 
To repair nonresponse bias, a paradata variable employed in estimating P must 
be strongly correlated with both P and the survey variable of interest (Kreuter 
et al., 2010b). However, rarely a single available paradata variable exhibits enough 
correlation with both; using multiple variables may help (Kreuter & Olson, 2011). 
Panel dropout of participants between waves of a panel survey can be studied 
with prior waves’ paradata: comments (McLauchlan & Schonlau, 2016); response 
behavior and speed (Roßmann & Gummer, 2016); interviewer observations (Plewis 
et al., 2017); and habitual late responding (Minderop & Weiß, 2023). Breakoffs 
are more frequent in web mode, on mobile (versus PC) and nonpreferred devices, 
and preceding response behavior such as speeding and instability is predictive 
(Mittereder, 2019; Couper et al., 2017; Chen et al., 2022; Mittereder & West, 2022). 

Coverage Error can be addressed in two ways (Eckman, 2013). First, two 
sources can be compared. For example, sampling frame versus a ‘lister’ walking 
a neighborhood to collect addresses and contact information: flagging, additions, 
and deletions of units. How much self-reports, sampling frame information, or 
interviewer observations match on survey inclusion criteria is an indicator of 
their accuracy. Second, whether the particular circumstances affected sampling 
frame creation is of interest: e.g., duration, weather, time, location data, lister’s or 
interviewer’s discretion, and edits.

26 This includes the subtle ‘data/target leakage’ (Ghani & Schierholz, 2020, ch. 7.8.1). 
27 Ditto for what is available before contacts are attempted. 
28 There is more information for refusals and dropped contacts (Sakshaug & Kreuter, 2011). 
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Device paradata can inform about the error that would be introduced when 
survey participation required apps available only for some smartphone models 
(Couper et al., 2017, ch. 7.2). Similarly, to increase representativeness, some online 
panels have offered free devices and Internet to those lacking (Blom et al., 2017). 
Paradata on who was such an ‘offliner’ allow studying such programs’ success 
regarding participation and improving substantive results (Cornesse & Schaurer, 
2021; Eckman, 2016). 

Errors of Measurement (Yan & Olson, 2013) and Item Nonresponse are often 
studied jointly as both they concern (error-prone and missing, respectively) cell 
entries in the substantive data. 

Paradata measure or proxy behaviors, context, and mechanisms that influence 
these data quality aspects: device (Lugtig & Toepoel, 2016); multitasking (Sendel-
bah et al., 2016; Höhne et al., 2020b); regional context (Purdam et al., 2020); 
rapport (Sun et al., 2021); consistency of related answers (Revilla & Ochoa, 
2015); uncertainty, slow or fast responding, changing of responses, soliciting help, 
interviewers misreading (Yan & Olson, 2013); ratings (Holbrook et al., 2014; Olson  
& Parkhurst, 2013, ch. 3.3.6); verbal paradata (Jans, 2010); reasons for participating 
such as incentives (Matthijsse et al., 2015; Schwarz et al., 2022); and interviewer 
characteristics influencing the sensitivity of a specific question (Peytchev, 2012). 
Respondent self-reports provide additional information to that already contained in 
other paradata (Revilla & Ochoa, 2015; Höhne et al., 2020a). 

Adaptive Survey Design (ASD) and Responsive Survey Design (RSD)29 are 
popular, mostly to lower costs and increase data quality (e.g., Wagner et al., 
2012). One perspective is that the harder a unit is to recruit, the more similar it 
presumably is to nonrespondents (Olson, 2013, p. 155). Thus, when data collection 
stabilizes, i.e., primary substantive variables do not change anymore with increased 
contact attempts, one may move to another RSD phase, tweak protocols, or 
stop data collection. Real-time interventions in ASD can be appropriate pop-up 
messages to prevent breakoffs (propensity predicted with paradata: Mittereder, 
2019, ch. 6) or slow down speeders (Conrad et al., 2017). Offering clarifications 
in self-administered surveys based on age-adjusted idle time can improve response 
accuracy and satisfaction (Conrad et al., 2007). Allowing the interviewer to ask only 
the most important questions when they predict a high risk for unit nonresponse or 
breakoff is more drastic (Lynn, 2003).

29 See Schouten et al. (2017, ch. 2.2). ASD (Wagner, 2008) aims to tailor survey design to 
individuals/groups: e.g., case prioritization (with paradata-predicted propensities: Wagner et al., 
2012), call timing (time successful in previous wave: Kreuter & Müller, 2015), contact strategies, 
mode, and interviewer type (Tourangeau, 2021, ch. 2). In contrast, RSD (Groves & Heeringa, 2006) 
tries different designs in prespecified early phases of the field phase to arrive at an optimal final 
design. 
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Monitoring and Evaluation guide the complex survey processes in real time 
(Couper, 2017b, p. 10). Dashboards (Mohadjer & Edwards, 2018, p. 263ff.) visual-
ize information for survey managers: in particular, ‘key performance indicators’ of 
costs, data quality,30 and interviewer performance31 (Meitinger et al., 2020). 

Performance can improve with feedback to interviewers when data sources 
conflict (GPS vs. call history about locations: Edwards et al., 2017, ch. 12.3; Wagner 
et al., 2017, p. 221) or when paradata indicate deviations from protocols (Edwards 
et al., 2020). Recordings can be reviewed for quality control. Interview durations 
may inform about deviant behavior (fabricated interviews: Schwanhäuser et al., 
2022). 

Evaluation of Survey Design in the evaluation phase (Maitland & Presser, 2018), 
in pretesting (Couper, 2000; Stern,  2008), by experts (comments about items: 
Callegaro et al., 2015, p. 105, 109), and during the field phase uses paradata 
to indicate problems: slow responding, rates of item nonresponse and changed 
responses, going back to earlier related items, interviewer evaluations, and labeler-
coded behavior. 

Costs not being available in real time or in full detail hampers survey administra-
tion. Then, estimating cost parameters from call histories may help (Wagner, 2019). 

Substantive Research has used survey paradata, too, but is beyond the focus 
of this survey methodological chapter. For example, interviewer observations can 
supplement the substantive data when missing or for quality control: e.g., the 
presence of wheelchair ramps and cigarette butts in health surveys (West, 2018a, 
p. 212). 

Response times or ‘latencies’ have long been used to study cognitive processes 
such as the degree of elaboration (deliberative-controlled or automatic-spontaneous 
processing), abilities, strength of attitudes, and mental availability of information 
(Johnson, 2004; Mayerl, 2013; Kyllonen & Zu, 2016; De Boeck & Jeon, 2019). 

6 Challenges and Some Solutions 

Paradata Quality is understudied in general (West & Sinibaldi, 2013). 
Interviewer-produced paradata have received relatively more attention (Olson, 
2013, p. 159). Automation (see 4) and objective paradata (West & Sinibaldi, 2013, 
ch. 14.2.3) do not guarantee high(er) quality. 

Errors, including a lack of internal validity or reliability, in interviewer observations 
have been noted at rates between <10% and 92% (West, 2011, p. 4; West,

30 ‘Representativeness indicators’, using contact history paradata (Schouten et al., 2012). 
31 Accounting for each interviewer’s case difficulties with call histories (West & Groves, 2013). 
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2013b). Context (e.g., seasonality, cooperation, sensitivity) and characteristics of the 
respondent, household, area, and interviewer can influence interviewer observations 
(West & Li, 2019; West & Blom, 2017, ch. 4.8). Unfortunately, performance may 
actually decline during the field phase (West & Sinibaldi, 2013, p. 351). Also, 
interlabeler reliability can be challenging (verbal paradata: Jans, 2010, ch. 2.2). 

Missing Values can be frequent in, e.g., interviewers’ neighborhood observations 
(Olson, 2013, p. 146) and call records (Wagner et al., 2017, ch. 5.3). Reasons include 
ambiguous guidelines or cases (Biemer et al., 2013), forgetting when recording 
later,32 and hesitancy to record sensitive information. Also, using multiple devices 
can hinder completeness (Höhne et al., 2020a, p. 994). 

Solutions for improving general survey quality are also informative for sur-
vey paradata quality. For instance, operationalizations of interviewer observations 
should heed survey methodology’s general lessons better (see 4 and Kreuter, 2018b, 
p. 534). Systems must facilitate easy, timely entry (ibid), with errors easy to correct 
or flag: e.g., interviewers can rate each response time measurement as valid, respon-
dent error, or interviewer error (Mayerl, 2013, step 2.2). Automatic consistency and 
completeness checks (West & Sinibaldi, 2013, p. 352f.) can compare across data 
sources (for location: from GPS vs. from call records) or to normal values (unusual 
response times: West, 2013a, p. 352f.): after all, interviewers can prevent or correct 
problems best in real time. Frequently recommended are standardized, high-quality, 
survey-specific training and, periodically or when needed, retraining of interviewers, 
reminders, checklists, instructions, and the like (e.g., Kreuter, 2018b, p. 534). 

Informed Consent about paradata collection is an ongoing debate (Connors et al., 
2019, p. 187f.). Should respondents be informed—and how?33 Do they need to 
consent (Kunz et al., 2020a, p. 397f.)—at all,34 as part of one overall agreement to 
participate in the survey, or in a separate paradata consent question?35 Nonconsent 
may reduce participation (Couper & Singer, 2013) and bias samples (Felderer & 
Blom, 2022, p. 878), although much less so when following the emerging best 
practices (Kunz et al., 2020b). We would like to caution that in the long run a lack 
of transparency could backfire and reduce trust and participation rates.

32 Interviewers may not record information right away, even when they are supposed to, due to, 
e.g., safety concerns or a lack of time (West & Sinibaldi, 2013, p. 346f.; Kreuter, 2018b, p. 533). 
33 Couper and Singer (2013) favor informing about usage rather than about paradata themselves. 
The wealth of applications (see Sect. 5) and lack of control about how released paradata are used 
make this questionable. Informing about both, paradata types and paradata uses, may be necessary. 
34 Requiring consent is reasonable but hard in practice: e.g., nonrespondents can hardly consent. 
35 Paradata, being largely invisible, are different from the substantive survey questions. The 
respondent gets to know each of these and can, for each item, choose not to respond or to 
discontinue. 
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Confidentiality concerns are highest in, e.g., address details, interviewer obser-
vations, open-text answers, and recordings (Nicolaas, 2011, p. 15). Selective 
anonymization is hard for unstructured paradata (Kreuter, 2018b, p. 535). The 
general approaches for sensitive data (see Shlomo, 2018 and Bender et al., 2020) 
can be solutions for paradata, too. Also, paradata may be used in real time, never 
leaving a respondent’s device (Henninger et al., 2022a, p. 16). Also, perceived 
privacy (Nicolaas, 2011, p. 15), the actual driver of consent and behavior, must 
reflect reality. 

Availability of Paradata is hampered by organizations guarding internal best prac-
tices, resources needed for preparation, warehousing, and documentation (Nicolaas, 
2011, p. 16 and 14; Olson, 2013, p. 162), and confidentiality questions (Kreuter, 
2018b, p. 535). (Micro) Paradata are released more frequently nowadays but often 
only contain some of the paradata variables or only the completed interviews. 
Research about paradata may also stay internal for similar reasons or because 
improvements are deemed small (Wagner, 2013b, p. 166). 

Standardization may be helped indirectly by the dominance of a few software 
solutions (web: McClain et al., 2019, p. 201f.).36 Yet, in contrast to metadata 
there are almost no universal paradata standards (Vardigan et al., 2016, p. 445; 
Couper, 2017b, p. 7). Even within an organization there may be heterogeneity 
on how to record information: e.g., among interviewers with different experiences 
at prior employers or between survey methodologists and interviewers. Concrete, 
clear standards are key. Yet, standardization must leave room for tailoring paradata 
(Kreuter, 2018b, p. 534): e.g., to specific contexts and needs (see West & Sinibaldi, 
2013, p. 347 and 5 on nonresponse adjustment variables having to fit the specific 
application). 

Overwhelming users is a common worry about paradata (Couper, 1998, p. 45; 
Kreuter et al., 2010a, ch. 5). This is in part, but not only, about volume. 

The informational content per observation is, however, only high for some 
variables: e.g., an interviewer’s exhaustive free-text call notes may be useful to 
themselves but overwhelm other follow-up interviewers or managers (West & 
Sinibaldi, 2013, p. 347). Standardizing and structuring the minimum informational 
content while making additional notes optional is an easy fix. Many paradata 
variables are or might be available. Beginning with those that one knows will be 
used and for which one has applications is a great starting point (West, 2018a, 
p. 213). Some paradata variables have many data points: e.g., every single mouse 
coordinate.

36 However, the reliance on a few, underfunded or volunteer ‘research software engineers’ is very 
worrisome, especially as these systems must coevolve with technology and society. 
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Instead of appraising every single, microlevel value, information is aggregated to 
the appropriate level, reduced in dimension (e.g., by clustering) or to special cases 
(e.g., outliers), or fed into statistical methods. 

Handling Paradata can seem daunting at first. Yet, the separate files for call 
records, interviewer characteristics, and item-level paradata can be merged. Levels 
may be changed by aggregation, or, in files, by ‘reshaping’ between long and wide 
data formats. All this is facilitated by software and need not be done manually. 

The structure of many paradata variables can be nontrivial. Where detailed 
statistical analysis of paradata is needed, hierarchical, complex structures are 
addressed with multilevel modeling.37 Call records are an example of unbalanced 
data: zero, one, or more observations per unit. Yet, this is only sometimes actually 
problematic. Then, simple aggregation is often sufficient: e.g., counts per unit. There 
are also less crude methods that can target patterns as a whole, e.g., in call histories 
and mouse movement trajectories (Durrant et al., 2019; Fernández-Fontelo et al., 
2023). 

Heterogeneity abounds across cases. Some accrue more information (completed 
interviews) or more observations (repeated calls). One variable may capture differ-
ent concepts (Olson, 2013, p. 159): attempts made (nonrespondents) or calls needed 
for success (respondents). In surveys with multiple modes (e.g., ASD and RSD), 
some variables are not available in each or not directly comparable (Kreuter, 2018a, 
p. 195). 

Information Is Lacking on many processes (respondents’ and interviewers’ true 
motivation, states, and behavior) or because of too few cases (e.g., breakoffs and 
fabricated interviews). Unsupervised learning (James et al., 2021, ch. 12) may help: 
e.g., clustering for finding deviant interviewer behavior (Schwanhäuser et al., 2022). 

Misalignment of Incentives between, e.g., interviewers and survey designers 
or researchers, can be problematic. Yet, studies of, e.g., prevalence and reasons 
for interviewers ignoring recommendations are rare (call timing: Wagner, 2013a, 
Experiment 5; travel routes: Tourangeau, 2021, p. 17f.). Remuneration schemes 
ignoring the time needed to record paradata38 clash with expectations for high-
quality paradata.39 With (perhaps diffuse) monitoring, interviewers may feel the 
need to demonstrate performance (West & Sinibaldi, 2013, p. 343, 347). Trans-
parency is a partial solution (West & Groves, 2013, p. 373): letting the interviewer

37 See Couper and Kreuter (2013) on response times. Multiple observations belonging to the same 
unit or interviews by the same interviewer are correlated and not isolated, independent data points. 
38 Time requirements can be sizable: e.g., 15–20 minutes per interview (West, 2018b, p. 541). 
39 Conversely, West and Sinibaldi (2013, p. 344) did not find that rewarding each contact attempt 
induced interviewers to overreport calls. 
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know why they get relatively more difficult cases and that good paradata help fair 
evaluation. 

Overall, one may need to convince the interviewers of the value of quality 
paradata, in general and to themselves, via improved case assignments and improved 
recommendations (West & Sinibaldi, 2013, p. 348; West, 2018a, p. 212). The same 
is true for survey managers, listers, recruiters, and other actors on the ground or in 
decision-making positions (Olson, 2013, p. 161). 

7 Discussion 

(Un)intended Consequences of making paradata and paradata collection explicit 
need further study. Changed behavior among “watched” respondents is plausible 
but has not been found yet (Kunz et al., 2020a, p. 402) except for participation 
(Henninger et al., 2022a, p. 5f., 9). When recorded, interviewers produce fewer 
suspiciously short durations (Olbrich et al., 2022). On a different note, making 
interviewers predict respondent behavior could yield self-fulfilling prophecies 
(Eckman, 2017, ch. 3). 

Perspectives on paradata are many and varied. This is true across disciplines, 
as this volume shows, but also within our field. Most research has started from 
either the available paradata or established knowledge about surveys. Those on the 
ground—labelers, field staff, interviewers (Jans, 2010, ch. 2.2; West & Sinibaldi, 
2013, ch. 14.2.2.1; West & Trappmann, 2019)— have hitherto untapped knowledge 
about processes, their own strategies, and working with researchers’ paradata 
instruments. 

Ethics and critical reflection of potential harm from paradata collection and 
applications are paramount (AAPOR, 2021). Survey methodology is shaped by 
mostly benign surveys. In the West or elsewhere, respondents and interviewers 
from some locales, contexts, or specific groups are rightfully afraid of negative 
consequences from honest answering or mere participation. Yet, many of the ethical 
and legal struggles (see also Sect. 6) are not unique to paradata (Conrad et al., 2021, 
p. 254). 

Costs and Trade-Offs relate questions of data quality to each other and to the real 
world. Paradata may be by-products—they are not why surveys are conducted— 
but they are not cost-free: Systems need development and maintenance; recording 
information (interviewers), monitoring quality (managers), and training (both) take 
time and effort; paradata must be preprocessed and documented before being 
released. That paradata are high-quality is not a given, either (see Sect. 6). 

Our field does not have a common framework for all survey costs and few 
empirical studies on utility per dollar. Trade-offs are recognized but hard to quantify. 
Resources spent on paradata basics (e.g., infrastructure) cannot be spent to improve 
one survey’s substantive data (quantity or quality) but can benefit many future 
surveys.
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We have discussed many examples and challenges to provide a broad overview, 
but one important message should not get lost: some paradata types are easy to 
capture and contain much information relative to the resources that must be invested. 

Take a Paradata Perspective When Helpful Whether everyone agrees that 
something is paradata or whether they would, had it been created differently, will 
not diminish its usefulness. Paradata are not an end unto themselves, but “additional 
[. . . ]  tools”  to  help  in  practice  (Couper, 2017b, p. 11), not meant to replace other 
tools or perspectives. Use may not seem the most important definitional base for 
paradata (see Sect. 2.2), but, after all, applications are why we capture paradata. 
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Making Research Code Useful Paradata 

Richèl J. C. Bilderbeek 

Abstract 

Paradata is data about the data collection process that allows use and reuse 
of data. Within the context of computational research, computer code is the 
paradata of an experiment, allowing the study to be reproduced. A recent study 
recommended how to make paradata (more) useful, for paradata in general. This 
study applies those recommendations to computer code, using the field of genetic 
epidemiology as an example. The chapter concludes by some rules how to better 
code to serve as paradata, and hence allowing computational research to be more 
reproducible. 

1 Introduction  

Talk is cheap. Show me the code. 

Linus Torvalds, 2000-08-25 

Two different researchers in genetic epidemiology (more on that field later) write 
two equally good manuscripts that describe an experiment with computational steps. 
Both manuscripts are accepted by an equally prestigious journal after peer review. 
One researcher, however, does not supply the computer code (from now on: ‘code’) 
that was used to generate the results, where the other does. Are the conclusion of 
these papers to be trusted equally? Is this difference relevant and worth the effort? 
How common is it to share code, and, if shared, how can it be preserved? This 
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chapter discusses why code, a type of paradata, should be supplied and what features 
it needs to have for it to be useful. 

The concept of paradata (although not named as such yet) was introduced by 
Couper and colleagues, who developed a computer-assisted interview program that, 
among others, records all key strokes, measures the time used to answer each 
question, and even the time the monitor is turned off (Couper, 1998). The goal in 
that context was to assess and improve survey quality. 

There exists no standard definition of paradata (Nicolaas, 2011; Sköld et al., 
2022; Huvila, 2022). Without declaring it a formal definition, however, paradata 
can be understood in general sense as ‘data about processes’ (with e.g. survey 
paradata termed alternatively as records and audit trails) (Nicolaas, 2011), or in 
more specific sense in relation to data collection, as ‘data about the data collection 
process’ (Choumert-Nkolo et al., 2019). This chapter uses the latter as a working 
definition. 

The code used in computational experiments is just that ‘data about the data 
collection process’ as it commonly downloads data, selects relevant subsets in those 
data, performs statistical tests, and generates figures. In each case, code answers the 
question: ‘Where is it (i.e. the result) coming from?’. Code, hence, is paradata, and 
this chapter explores and illustrates the consequence of that premise. 

A recent paper explores the use of paradata to increase the impact of data, stating 
that lack of paradata can be seen as ‘a drastic constraint’ in the use of data and 
offer some suggestions to make paradata useful for data re(use): Paradata should 
be comprehensive, documented in a useful way, the documentation and data should 
have co-evolved, and the paradata should be computer-friendly (Huvila, 2022). At 
first glance, these suggestions appear to work well for code and will be discussed in 
detail below. 

There are multiple reasons why useful paradata matters. Most obvious is that hav-
ing useful paradata gives an understanding of how data is produced. This knowledge 
helps researchers from different fields to understand each other and collaborate. 
Additionally, useful open data is needed for Open Science to convincingly show 
its benefits. Finally, in computational fields, it can help understand how scholarly 
knowledge is produced (Huvila, 2022). 

This chapter discusses these general reasons applied to code and its implications 
for knowledge management, including recommendations on how to make code 
useful paradata in Sect. 6 (Fig. 1). 

2 Code Availability 

To determine how useful code is, it needs to be available. However, it is not common 
to publish the code of an experiment or analysis (Stodden, 2011; Read et al., 2015) 
(with a pleasant exception being Conesa & Beck, 2019). For example, in computer 
graphics, a field intimately familiar with computer code, 42% of 454 SIGGRAPH 
papers supply computer code (Bonneel et al., 2020). Another study analysed the 
reproducibility of registered reports in the field of psychology, where 60% of 62
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Fig. 1 Left: general relation between data, paradata, and metadata. Right: the same relations 
specified for genetic epidemiology. Input data: genetic data, phenotypic data, and associations 
found in earlier studies. Results: associations between genetic data and phenotypic data. Code: the 
computer code used in a computational experiment. Paper: the scholarly paper describing the (code 
of the) experiment 

studies supplied the code to redo the analysis (Obels et al., 2020). For articles in 
Science magazine, 12% of 204 studies published the code (Stodden et al., 2018) 
(note that these were in years 2011–2012). Unpublished code has been the cause 
of some saddening examples, such as an algorithm that detects breast cancer from 
images better than a human expert, yet failed to ever be reproduced (Haibe-Kains 
et al., 2020). 

When code of an academic paper is not published, one could contact the 
corresponding author and request it. However, the response rate of corresponding 
authors with a request for data in computational fields is around 50% (Manca et al., 
2018; Stodden et al., 2018; Teunis et al., 2015) (the field of emergency medicine 
seems to be a pleasant outlier, with 73% of 118 emails being replied O’Leary, 2003). 
When getting an answer of the corresponding author, 48% out of 134 replied emails 
will actually result in a sharing of the code (Stodden et al., 2018). The responses of 
unwilling authors (see Stodden et al., 2018 for some real examples) can come across 
as so caustic that one may be excused from not contacting a corresponding author. 

3 Genetic Epidemiology 

This chapter uses genetic epidemiology as a specific example, to illustrate in which 
way code is paradata, and why this type of paradata is relevant. However, any field 
that uses computation and sensitive data in its experiments could be used as an 
example. 

Genetic epidemiology is a field within biology that tries to determine the spread 
of heritable traits and their underlying biological mechanism. For example, we know 
that lactose intolerance in adults is caused by a decline in the production of lactose-
degrading enzymes and is most commonly found in south-east Asia and south Africa 
(Storhaug et al., 2017). The trait is caused by the genetic make-up, or ‘genotype’ , of 
a person. The trait, also called ‘phenotype’, in this example is lactose intolerance at 
adult age, yet any human property, such as weight or height, can be studied. When 
an association between genotype and phenotype is found, these associations, when 
relevant enough, are used to create the so-called gene panels, where the location of 
the gene causing an association is measured specifically, to detect people at risk for
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the associated phenotype. The rest of this section describes a genetic epidemiology 
study in more detail, with special focus on the computational experiment. 

The example study followed is a pseudorandomly selected paper from Ahsan 
et al. (2017). The primary data used by that paper is from a population study called 
the Northern Swedish Population Health Study (NSPHS) that started in 2010 (Igl 
et al., 2010). The approximately 1000 participants were initially mostly surveyed 
about lifestyle (Igl et al., 2010), and follow-up studies provided the type of data 
relevant for this paper, which are (1) the genotypes (Johansson et al., 2013), (2) 
the phenotypes, in this case, concentrations of certain proteins in the blood (Enroth 
et al., 2014, 2015). 

The first type of primary data, the genotypes, consists of single nucleotide 
polymorphisms (SNPs, pronounced ‘snips’). An SNP has a name and a location 
within the genome. At the SNP’s location in the DNA, there will be two nucleotides. 
One of these nucleotides is inherited from the mother, the other from the father. The 
DNA consists of billions of nucleotides. There are four types of nucleotides, called 
adenosine, cytosine, guanine, and thyrosine, commonly abbreviated as A, C, G, and 
T, respectively. 

One SNP example is rs12133641, which is an SNP located at position 
154,428,283 (that is at the 154 millionth nucleotide), where 67% of the people 
within this study have an A, and 33% have a G (also from Ahsan et al., 2017, Table 
S3). From this it follows (assuming the nucleotides are inherited independently) that 
45% of subjects have the genotype AA, 44% have AG, and 11% have GG. 

The second type of data, the phenotypes, are concentrations of proteins in the 
blood. The nucleotides of the DNA contain the code for building proteins , as well 
as the rate at which a protein is created (for sake of simplicity, it is assumed that 
such a rate is constant, yet, in practice, there are complex regulation mechanisms). 
Some proteins end up in the blood, and their presence can be used to assess the 
health of an individual. IL6RA is one such protein, and its concentration may (and 
will, see below) be associated with the SNP mentioned earlier. 

The field of genetic epidemiology looks—among others—for correlations 
between genetic data and biological traits. For example, Ahsan and colleagues 
show that SNP rs12133641 is highly correlated (p-value is .3.0−73 , for  n = 
961 individuals) with protein IL6RA (Ahsan et al., 2017). The direction of the 
association is also concluded: The more guanines are present at that SNPs location, 
the higher concentration of IL6RA can be found in a human’s blood . The amount 
of variance that can be explained by an association (i.e. the R2) is rarely 100%, 
which means that a trait (in this case, the concentration of IL6RA) cannot be 
perfectly explained from the genotype (in this case, SNP rs12133641) alone. In 
this example, as much as 43% of the variance can be attributed to an individuals’ 
genotype . Additional factors, such as the effect of the environment (e.g. geographic 
location, time of day the measurement was done), lifestyle (e.g. smoking yes/no), 
or having a disease (e.g. diabetes), are needed to explain the additional variation. 

The conclusions drawn from this chapter may end up in the clinic. For the 
sake of having a clear (yet fictitious) example, let us assume that a high level of 
IL6RA is associated with a disease that develops later in life, yet is preventable
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by lifestyle changes (see Pope et al., 2003 for an example in Alzheimer’s disease). 
Would this be the case, we can create a tailored experiment, called a gene panel, that 
specifically measures SNP rs12133641. If the gene panel shows an individual has 
two guanines, we know that this person is likelier to develop higher levels of IL6RA 
and is likelier to benefit from the lifestyle changes. 

From this simple example, it will be easier to measure the level of IL6RA 
in the blood than using a gene panel, as blood tests are easier and cheaper. 
However, there are associations published for many diseases, in which one SNP 
(e.g. phenylketonuria) or many SNPs (e.g. Bruce & Byrne, 2009) contribute to being 
more likely to develop a disease in the future. Here, the phenotype (having a disease 
in the future) is impossible to detect at the present, and associations found in earlier 
studies are used to create a gene panel. As creating a gene panel is costly, those 
associations better be correct. 

Additionally, there is an interdependency of scholarly findings here: The SNP 
has received its name based on a computational experiment. This earlier experiment 
that concluded the usefulness of that SNP is based on some DNA sequences. This 
experiment is based on assumed DNA sequences. DNA sequences, however, are 
(nowadays) not simply read, yet are the result of a complex computational analysis 
instead, with its own dedicated field of research. Both studies assumed a correctly 
calculated DNA sequence. This means that if the DNA sequence analysis contained 
a software bug, this study may be invalidated. Additionally, the result of this study 
may be used in follow-up studies that assume the result to be correctly calculated: 
One paper’s conclusion is the next paper’s assumption. 

4 Why Code Is Useful Paradata 

The experiment described above is run by code. It was code that detected the 
relationship between the genotype (in this case, SNP rs12133641) and the 
phenotype (in this case, the concentration of IL6RA). To be more precise, it was 
code that read the data, subsetted the data, removed outliers, performed the statistics, 
and generated the plots. For the rest of the discussion, we assume that the code is 
available to us (if not, see Sect. 2 for a glum estimate of the chance of obtaining the 
code). 

There are multiple reasons why (useful) code matters, and these are the same 
reasons as why useful paradata matters: Code gives an understanding of how the raw 
results and the subsequent scholarly knowledge are obtained from an experiment. 
Additionally, code helps researchers from different fields to understand each other 
and collaborate. Additionally, code helps Open Science reach its goals of openness 
and transparency. The core of these reasons is to achieve reproducible science: That 
any person in any field can redo a computational experiment and see exactly what 
happened. 

For computational science, it may appear to be relatively easy to reproduce an 
experiment, as all it takes is a computer, electricity, an optional Internet connection, 
the code, and the data. In practice, however, only 18% of 180 computational
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studies are easily reproducible (Stodden et al., 2018). To some, it appears that the 
academic culture to reproduce results has been lost over time (Peng, 2011), with 
labs that embrace reproducibility (for example Barba, 2016) being the exception. 
One suggested way forward is to make the reproduction of research a minimal 
requirement for publication (Peng, 2011). 

A genetic epidemiologist works with sensitive data as well: The genetic 
sequences of participants are private Clayton et al., 2019. For research to be 
reproducible, one needs both the code and the data to reproduce the (hopefully) 
same results. This problem is discussed in Sect. 7. 

Code holds the ground truth of an experiment; it does the actual work. The more 
complex the computation pipeline is, the easier it is to have a mismatch between 
the article (that describes what the code does) and the code (that actually does the 
work). The moment these two disagree, it is the code that is true. 

5 Preserving Code 

Code is rarely preserved (Barnes, 2010). This section discusses the preservation of 
code for a short, medium, and long term. 

5.1 Code Hosting 

To preserve code for a short term, a code hosting website is a good first step. 
A code hosting website is a website where its users can create dedicated pages 
(called ‘repositories’) for a project, upload code, and interact with that code. There 
are multiple code hosting websites, with GitHub being the most popular one 
(Cosentino et al., 2017). The use of code hosting websites has increased strongly 
(Russell et al., 2018), accommodates collaboration (Perez-Riverol et al., 2016), 
and improves transparency (Gorgolewski & Poldrack, 2016), due to its inherent 
computer-friendliness. See Cosentino et al. (2017) for an extensive overview of 
research conducted on GitHub. 

Hosted code commonly keeps a history of file changes. This means that when a 
change is made to the code, a new version is created. In the case that the change was 
harmful, one can go back to an earlier version and continue again from there. The 
version control system keeps track of who-did-what transparently. It is a general 
recommendation to put version control on all human-produced data (Wilson et al., 
2014), as well as openly working on the code from the start (Jiménez et al., 2017). 
Half of the published code has such a version control system (Stodden et al., 2018). 

The degradation of software is a known feature for nearly four decades. This is 
called ‘bit rot’ by Steele Jr. et al. (1983), or ‘software collapse’ by Hinsen (2019), 
in which software fails due to dependencies on other software. Using a code hosting 
website, which only passively stores code, ignores this problem.
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5.2 Continuous Integration 

To preserve code for a longer timespan, it needs to be embraced that software 
degrades (Beck, 2000). Continuous integration (‘CI’) allows one to verify if code 
still works and, if not, to be notified. 

Some code hosts allow a user to trigger specialized code upon uploading a 
change, called a CI script. Such a CI script typically builds and tests the code. This 
practice is known to significantly increase the number of bugs exposed (Vasilescu 
et al., 2015) and increase the speed at which new features are added (Vasilescu et al., 
2015). CI can be scheduled to run on a regular basis and notify the user directly when 
the code has broken down. 

5.3 Containerization 

To preserve code for the longest time, both code and its dependencies can be put 
into a so-called container. The most reproducible way of submitting the code of 
an experiment is to put all code with all the (software) dependencies in a file that 
acts as a virtual computational environment, called a ‘virtual container’ (from now 
on: ‘container’). Such a container is close to the golden standard of reproducible 
research as suggested by Peng (2011) .  

6 Making Code Useful Paradata 

Useful paradata, in general, is (1) comprehensive, (2) documented appropriately, (3) 
documented in co-evolution with the data, and (4) friendly to computers (Huvila, 
2022). In this section, these ideal properties of paradata are applied to code. 
However, code has multiple uses, as code can be used to (1) reproduce, (2) replicate, 
or (3) extend a computational experiment (Benureau & Rougier, 2018). Depending 
on the intended use of the code, there are different requirements for code being 
useful paradata. 

6.1 Code Must Be Usefully Documented 

For code to be ideal paradata, it must be usefully documented (Huvila, 2022). For 
purposes of reproducing code, it should at least be documented how to run the code 
and what it ought to do. Although this may be obvious, only 57% out of 56 science 
papers with obtainable code (in total there were 180 papers) do so (Stodden et al., 
2018). 

When it can be found out how an experiment is run, it is possible (even ideal!) 
that no code is read at all. Within that context, it could be argued that no (further) 
documentation is needed. However, all code in general should be documented
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‘adequately’ (Peng et al., 2006), ideally writing code in such a way that it becomes 
self-explanatory (Wilson et al., 2014) and for the remaining code to document the 
reasons behind it, its design, and its purpose (Wilson et al., 2014). 

For purposes of extending a study and its code, documentation becomes even 
more important, as the code will be read and modified. The extent of investing 
time in documenting code is recommended to be proportional to the intended reuse 
(Pianosi et al., 2020), and there exists a clear relationship between the reuse of code 
and its documentation effort (Cosentino et al., 2017; Hata et al., 2015). 

6.2 Code and Documentation Must Align 

For code to be ideal paradata, its creation and documentation need to align, not 
least because they shape each other (Huvila, 2022). This emphasized part of the 
quote resonates strongly with the idea of literate programming (Knuth, 1984), in 
which documentation and code are developed hand-in-hand. Literate programming 
is the practice of writing code and documentation in the same file. Contemporary 
examples of this idea are, among others, vignettes (Wickham, 2015) for  the R  
programming language (R Core Team, 2021) and Jupyter notebooks (Wang et al., 
2020) for the Julia (Bezanson et al., 2017), Python (Van Rossum & Drake Jr., 1995), 
and R (R Core Team, 2021) programming languages. rOpenSci, a community that, 
among others, reviews programming code (Ram, 2013; Ram et al., 2018), is one 
example of where extensive documentation is mandatory and all code must have 
examples (that are actually run) as part of the documentation (rOpenSci et al., 2021). 
In general, when developing software, it is recommended to to write documentation 
while writing software, as well as to include many examples (Lee, 2018), as this 
leads to both better code and documentation (Reenskaug & Skaar, 1989). 

6.3 Code Must Be Extensive 

For code to be ideal paradata, it must be extensive. As code has many properties, 
there are many recommendations on this aspect. 

Code should be distributed in standard ways (Peng et al., 2006), as is done 
by using a code hosting website (see Sect. 5.1). Additionally, code must be more 
extensive when it is (intended to be) used on different data, as then ‘code must act 
as a teacher for future developers’ (Sadowski et al., 2018). Error handling is one of 
the mechanisms to do so. In genetic epidemiology, it is common to have incomplete 
or missing data, so analyses should take this into account with clear error messages. 

Coding errors are extremely common (Baggerly & Coombes, 2009; Vable et al., 
2021) and contribute to the reproducibility crisis in science (Vable et al., 2021). 
Testing, in general, is an important mechanism to ensure the correctness of code. 
One clear example is Rahman and Farhana (2020), showing bugs in scientific 
software on the COVID-19 pandemic.
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Testing is so important that it is at the heart of a software development 
methodology called ‘Test-Driven Development’ (‘TDD’), in which tests are written 
before the ‘real’ code. TDD improves code quality (Alkaoud & Walcott, 2018; 
Janzen & Saiedian, 2006), and it is easy to integrate the writing of documentation 
as part of the TDD cycle (Shmerlin et al., 2015). 

The percentage of (lines of) code tested is called the code coverage. Code 
coverage correlates with code quality (Horgan et al., 1994; Del Frate et al., 1995), 
and, due to this, having a code coverage of (around) 100% is mandatory to pass a 
code peer review by rOpenSci (Ram et al., 2018). When CI is activated, the code 
coverage of a project can be shown on the repository’s website . 

It is considered good practice to add a software license (Jiménez et al., 2017), 
so that it is clear that the software can be reused. Although this may seem trivial, 
only two-thirds of 56 computational experiments supply a software license (Stodden 
et al., 2018). 

Code reviews are recommended by software development best practices (Wilson 
et al., 2014). However, more than half of 315 scientists have their code rarely or 
never reviewed (Vable et al., 2021), although code reviews are known to accelerate 
learning of the developers, improve the quality of the code, and resulting to an 
experiment that is likelier to be reproducible (Vable et al., 2021). 

6.4 Code Must Be Computer-Friendly 

The most reproducible way of submitting the code of an experiment is by providing 
the code with all its (software) dependencies in a container. Containers allow 
a computation experiment to be highly reproducible: Given the same data, an 
experiment put into a container will give the same results on different platforms, 
at least in theory. In practice, differences may be observed when peripheral factors 
are different, such as the random numbers as generated by an operating system, or 
data that are downloaded from online (and hence, probably changing) sources. 

For paradata to be useful, it has to be computer-friendly, yet “the best paradata 
does not necessarily look like ‘data’ at all for its human users” (Huvila, 2022). There 
are features of code that humans find useful, without directly being able to measure 
these. In the end, code is just ‘another kind of data’ and should be designed as such, 
for example by using tools to work on it (Wilson, 2022). 

A first example is to use a tool to enforce a coding style [e.g. the Tidyverse style 
guide (Wickham, 2019) for R, or PEP 8 (Van Rossum et al., 2001) for Python], 
as following a consistent coding style improves software quality (Fang, 2001). 
A second example is to use a tool to enforce a low cyclomatic complexity. The 
cyclomatic complexity is approximately defined as the number of independent paths 
that the code can be executed. The cyclomatic complexity correlates with code 
complexity, where more complex code is likelier to contain or give rise to bugs 
(Abd Jader & Mahmood, 2018; Chen, 2019; Zimmermann et al., 2008).
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7 Sensitive Data 

Next to the code, it is the data used in an experiment that must be made available 
for an experiment to be called ‘reproducible’ (Peng et al., 2006). In some fields, 
such as genetic epidemiology, the data is sensitive, hence cannot be released, and 
thus one cannot reproduce an experiment. To solve this problem in the future, there 
are some interesting methods being developed to run code on sensitive data with 
assured privacy (Zhang et al., 2016; Azencott, 2018). 

To alleviate the problem today, a developer should supply a simulated [also called 
‘analytical’ (Peng et al., 2006)] dataset together with the code. This simulated data 
is needed to run tests, as is part of the TDD methodology. In the case of genetic 
epidemiology, this would mean simulated genotypes and associated phenotypes, as 
can be done with the plinkr R package (Bilderbeek, 2022). One extra benefit of 
simulated data is that these can be used as a benchmark, as slightly different analyses 
should give similar conclusions. 

8 Discussion 

In a perfect world, all code has the characteristics of ideal paradata and is written 
from software development best practices. This section discusses the problems that 
arise by doing so. 

To know these best practices, one needs to be trained. Articles that suggest these 
best practices (such as this one) claim that this initial investment pays off. Code 
reviews are a good way to accelerate the learning of team members (Vable et al., 
2021). 

Code needs maintenance, as code that will stand the test of time perfectly is 
deemed ‘impossible’ (Benureau & Rougier, 2018). CI can help a maintainer to be 
notified when the code breaks, where the use of containers may slow down time, as 
an entire computational environment is preserved. 

Uploading code, preferably to a code hosting website, may feel like a risk, as all 
code can be seen and scrutinized. However, not publishing code may put oneself 
in the focus of attention and—after much effect by others reproducing an incorrect 
result— at the cost of a scientific career (Baggerly & Coombes, 2009). 

When the author of code can be contacted, there will be users asking for technical 
support. One solution for the author is to ignore such emails, as is done in a third of 
357 cases (Teunis et al., 2015): It can be argued that no energy should be wasted on 
published code and work on something new instead. However, see Barnes (2010) 
for a better way to deal with this problem. 

When the author of code can be contacted, users will send in bug reports. If the 
bug is severe enough, the question arises if all the research that use that code still 
results in the same conclusions. One such bug is described in Eklund et al. (2016), 
with 40,000 studies using that incorrect code. These reports could be ignored to 
work on something new.
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Containers do have problems. First, they themselves require software to run, with 
the same software decay being possible. Second, one needs to install that software 
and have the computer access rights (i.e. admin rights under Windows, or root rights 
under Linux) to do so. Third, one needs to learn how to build and use containers. 
Lastly, containers can be several gigabytes big files, which makes their distribution 
harder. Ideally, containers are stored online and distributed in standardized ways. 
Although progress is being made, there is no way to do so for all container types. 
Additionally, probably due to their novelty, container hosting sites lack metadata. 

9 Conclusions 

This chapter started with some suggestions to make paradata useful for data re(use): 
Paradata should be extensive, comprehensively documented, with the creation of 
documentation and code going hand-in-hand, as well as friendly to computers 
(Huvila, 2022). 

Before applying these features, the first step is to publish the code. When 
applying these general recommendations to code, this list can be phrased more 
precisely: 

1. Code should be comprehensive in supplying automatically generated metadata 
(such as commit history and code coverage). 

2. The documentation should be as extensive as recommended by the software 
development literature. 

3. The documentation should have co-evolved with the code following the best 
practices in literate programming. 

4. Code should be made machine-readable by, at least, being uploaded to a code 
hosting website. Ideally, the code is checked by CI and is put in a container. 

For the preservation of code, these recommendations are made: 

1. Uploading code to a code hosting website is better than not publishing code at 
all. 

2. Adding CI to code allows one to detect the day when that code does not run 
anymore. 

3. Putting the code in a container is the best way to preserve code. 

When research truly needs to be reproducible, putting the code of an experiment 
into a container is today’s best solution, as containers are the best solution to keep 
code running for the longest amount of time. Creating such a container, however, 
requires more skill that—as of today—is not rewarded, although an experiment put 
into a container can be considered the pinnacle of reproducible research. 

The simplest and most impactful step to make code more useful paradata is, 
however, to publish it on a code hosting website along a publication. From then on,
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the next steps can be taken gradually as the skills of the author(s) progress. To quote 
Barnes, 2010: Publish your code, and it is good enough. 

The world of science would be a more open, humble, trustworthy, truthful and 
helpful would the code that accompanies a scientific paper be given the attention it 
deserves treated like a first class citizen. Doing so, however, is yet to be rewarded, 
and still both of the two scientists at the start of this chapter can provide a 
good rationale for their behaviour. This will change when reward incentives are 
put into place that reward making paradata useful. For code specifically, in any 
computational field, the rewards are even higher, as reproducibility should again 
be a cornerstone in science. 

10 Data Accessibility 

This chapter and its metadata can be found at https://github.com/richelbilderbeek/ 
chapter_paradata. 
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A Leap of Faith: Revisiting Paradata in 3D 
Scholarship 

Costas Papadopoulos 

Abstract 

3D visualisation—be it computer graphic (re)construction or digitisation—has a 
long tradition in archaeology and cultural heritage; original research approaches, 
new methodologies, and theoretical frameworks have been developed; scholarly 
outputs in a range of forms have been published; teaching programmes have 
been designed; and an array of apparatuses, including organisations, consortia, 
projects, conferences, journals, and book series exclusively focusing on 3D, 
have been established. Despite all these, 3D scholarship is still faced with 
scepticism and hesitation, both due to constant changes in technology and 
the fragile ecosystem within which it is being developed, but also due to the 
technological authority, lack of standards, and its non-conventional nature that 
does not adhere to established academic norms. The development of charters and 
principles, such as the London and Seville Charters, which were developed to 
provide guidelines that tackle these issues, have been inconsistently addressed 
and rarely implemented. By looking back at the origins of paradata in heritage 
visualisation and the ways that three-dimensionality is perceived, captured, and 
interpreted in conventional archaeological practice, this chapter explores the 
variable and dialectic processes that take place at the trowel’s edge and the 
often neglected perceptual, physiological, and technical factors that influence 
knowledge production in the process of 3D (re)construction. The chapter argues 
that 3D scholarship requires a leap of faith and a rethinking of the ‘how, when, 
and why’ of paradata on a par with our better understanding of the complexity of 
and recent changes in digital scholarship. 
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1 Introduction  

The concept of paradata has the potential to provide the basis for intellectual 
transparency (Sköld et al., 2022) by capturing information about the processes of 
understanding and interpretation leading to scholarly outputs. At the same time, 
it is a concept that has haunted (Dawson and Reilly, chapter ‘Towards Embodied 
Paradata. A Diffractive Art/Archaeology Approach’ in this volume) the field of 
3D heritage visualisation since the inception of the London Charter (LC) in 2006. 
The LC, a set of principles to ensure the technical and intellectual transparency 
of 3D visualisation, came as a response to over a decade of intense debates about 
3D scholarship in archaeology and cultural heritage. Advancements in computa-
tional hardware and rendering algorithms, and the ability to create photorealistic 
computer-generated images (CGI) that were indistinguishable from real life, made 
several scholars argue that 3D was becoming ‘the downright misleading’ (Miller & 
Richards, 1995) and ‘a double-edged sword’ (Eiteljorg, 2000). Therefore, solutions 
had to be found to safeguard scholars and their scholarship by means of ensuring 
that visualisations were not only providing engaging images for public consumption 
but could also serve and be accepted by a scholarly audience. 

Another challenge that 3D scholarship had to face was the absence of standards 
and stable systems for documenting and presenting processes and outputs. Until 
recently, major changes in technologies and proprietary systems had as a result 
the loss of substantial amounts of 3D scholarship (Papadopoulos & Schreibman, 
2019), at least in its original form. Considering these issues, the discussion about 
intellectual transparency and the documentation of processes and interpretations was 
a timely and worthwhile pursuit. The LC formalised this discussion under a series 
of principles that aimed at providing a foundation on which different communities 
of practice could develop a series of implementable rules. Ultimately, the LC aimed 
at legitimising a particular type of work which although had many practitioners, it 
did not have many researchers advocating for its value as an autonomous piece of 
scholarship. 

The current hype for Virtual Reality and the Metaverse has brought—after a 
long hiatus—3D graphics to the fore. Also, a renewed interest has been evident 
in heritage research and dissemination with several projects problematising issues 
of sustainability, quality, intellectual transparency, and infrastructures.1 In addi-
tion, there have been significant attempts to better integrate 3D into traditional 
scholarship; for example, journals such as Studies in Digital Heritage and Digital 
Applications in Archaeology and Cultural Heritage have been accepting and peer-
reviewing 3D models as part of journal articles, while publishers, such as Stanford 
University Press and Michigan University Press, have been publishing digital

1 See for example: Community Standards for 3D Data Preservation—Moore et al. (2022); 
PURE3D: An Infrastructure for the Presentation and Preservation of 3D Scholarship; Dynamic 
Collections—Callieri et al. (2020); Study on quality in 3D digitisation of tangible cultural 
heritage—European Commission (2022) 
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monographs that integrate 3D into their narratives (see, e.g., Opitz et al., 2018; 
Sullivan, 2020). Such developments have created a more open environment for 3D 
scholarship, which was not the case when the LC was conceived. The European 
Commission (2021) is in the process of developing through a series of dedicated 
Horizon Europe funding calls a Common European Data Space for cultural heritage 
which will also involve the 3D digitisation of all at risk and most visited cultural 
heritage. This, together with the increasing digitisation of heritage—mostly afforded 
by the changes in web technology and the democratisation of digitisation tools and 
methods—will inevitably create more challenges for 3D scholarship. 

Is such mass digitisation a threat to the steps that have been already taken towards 
a more sustainable 3D scholarship or is it an opportunity to re-evaluate its role and 
meaning in our field? This may also provide us with a clean slate to critically discuss 
how should 3D models be presented on the Web; what kind of information should be 
captured about their making; and how should this be made available to the intended 
audience. None of these are insignificant undertakings and such decisions have an 
impact on understanding the outputs of this scholarship, especially when there is 
no access to the people, hardware, and software that developed and defined them. 
Even if such access was possible, the conscious and unconscious decisions that 
human operators made but also technological authority, i.e. decisions that software 
and hardware made for us, need to be considered. However, such decisions often 
remain blackboxed. Devising systems to capture as much information as possible 
in the hope that we can ultimately (re)construct every step of the process is not 
only impossible (Schreibman & Papadopoulos, 2019) but also futile. What purpose 
would such a complete documentation serve? Although transparency has essentially 
become the dominant narrative around 3D scholarship, one can only wonder if 3D 
scholars need to be more transparent than others. Are there fundamental and unique 
differences in their practice? Are processes and decisions objective and linear or 
are they defined by unknown variables? Ultimately, is the concept of paradata 
still relevant, and if so, how can we ensure that it aligns with current and future 
developments in (3D) digital scholarship? 

Since 3D visualisations can be generated in different ways and by different means 
(Huvila, 2018), and each of those bears unique technological and epistemological 
challenges, this chapter will only problematise the modelling process, i.e. the 
development of a 3D model by using a computer graphics software. It will argue 
that before reaching the stage of formalising the documentation of processes and 
decisions, we ought to understand that 3D (re)construction is ‘unbearably complex’ 
(Huvila, 2013) since it involves variable and dialectic processes based on a series of 
often neglected perceptual, physiological, and technical factors. Since technological 
authority is only one of the facets that need to be examined, we cannot and should 
not treat 3D (re)constructions as merely technical or technological processes. The 
premise of this chapter is that in order to critically evaluate if paradata still have a 
role to play in such processes, if they need to be redefined, and/or if they ultimately 
become counterintuitive, elusive, or illusionary (Reilly et al., 2021), we should first 
problematise what comes before a 3D (re)construction, i.e. the complex processes 
of decision-making and knowledge production in archaeological practice.
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To approach this question, the chapter is structured as follows. First, it provides 
an origin story of paradata in 3D heritage visualisation by exploring various 
charters, guidelines, and their implementations. Then, it turns into archaeological 
practice and examines the concept of three-dimensionality, particularly focusing on 
how it is perceived and documented. Lastly, it returns to the concept of paradata 
and discusses its relevance. The chapter concludes by arguing that paradata need 
to be reconsidered within an ecosystem that recognises and rewards non-typical 
scholarship. It proposes a ‘leap of faith’ to provide intellectual rigour and facilitate 
the transition to more contemporary conceptions of scholarship while escaping from 
any paradigms that are based on the notion of reproducibility. 

2 Paradata: Tracing the Origins and Paving the Futures 

Mick Couper coined the term paradata in 1988 to differentiate the data automatically 
generated by computer-assisted interviewing from those produced by humans in the 
survey process. As he outlines in a review article on the birth and development of 
the term (Couper, 2017), technological developments in the field, e.g. the growth of 
Web surveys and computer-based systems for survey research, led to the expansion 
of the concept to also include the description of contextual circumstances beyond 
the survey itself, e.g. observations, which may prove useful in the management, 
understanding, and evaluation of the collected data. 

The term paradata follows a similar path in heritage visualisation. With the 
increasing computational capacity in the 2000s and the move from schematic, 
illustration-like 3D visualisations to photorealistic ones, researchers started ques-
tioning the validity and consequently the scholarly value of such representations, 
while exploring ways that the intellectual rigour that went into their creation, 
including accuracy, uncertainty, and interpretation, can be communicated. As a 
result, two separate solution-oriented directions were developed: a computational 
and a conceptual one. The two approaches did not develop in parallel; computational 
approaches were developed well before the term paradata was used in 3D heritage 
visualisation, while the conceptual one started developing with the symposium on 
Making 3D Visual Research Outcomes Transparent held at the British Academy and 
the subsequent expert seminar in King’s College London in 2006, out of which the 
LC was born. These two paths started converging when projects started developing 
more practice-oriented solutions to exemplify how the principles described in the 
LC (and later the Seville Charter) could be implemented. 

2.1 Computational Approaches to Paradata 

Already in the mid-1990s, scholars implemented technological solutions to demon-
strate uncertainty and make clearer the hypothetical nature of three-dimensional 
representations. For example, Roberts and Ryan (1997) developed a VRML pro-
totype of a parametric visualisation for the Roman theatre in Canterbury in which
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the change of different parameters resulted in a change in the 3D representation, 
thus allowing users to be cognizant of the ambiguity of the preserved evidence. 
Also, several scholars followed a stylistic approach to highlighting uncertainty. 
For example, Eiteljorg (2000) used visual degradation and different levels of 
transparency, while Zuk et al. (2005) implemented various visual cues to high-
light temporal uncertainty. Similarly, Roussou and Drettakis (2003) suggested the 
deployment of non-photorealism for rendering 3D representations in more artistic 
and expressive styles. Other scholars developed approaches based on computer 
science and mathematics, for example by suggesting a probabilistic model based 
on fuzzy logic in which the reliability of 3D representation was given a numerical 
evaluation (Niccolucci & Hermon, 2010) or a pseudocolour (Sifniotis et al., 2006). 
A significant amount of 3D scholarship also focused on high fidelity and predictive 
rendering (see, e.g., Devlin et al., 2003; Happa et al., 2012; Papadopoulos & Earl, 
2014) to produce representations that are validated by the simulation of physical 
properties (e.g. light). Lastly, several projects dealt with uncertainty by developing 
alternative reconstructions either by means of manual or procedural modelling 
(Papadopoulos & Earl, 2009; Piccoli, 2016).2 

2.2 Conceptual Approaches to Paradata: Charters and Principles 

The conceptual approach to paradata was born in 2006. It is not entirely clear when 
the term was first used; however, there is consensus that it was Drew Baker from 
the King’s Visualisation Lab who introduced it in relation to heritage visualisation 
before it became almost synonymous to the LC. In his paper Towards Transparency 
in Visualisation Based Research, Baker (2007) argued that there is a ‘parallel stream 
of ancillary information to metadata’ and that: 

is essential to understanding and building successful and transparent research hypotheses 
and conclusions, particularly in areas where data is questionable, incomplete or conflicting, 
and explores how this can be applied to the process of creating three dimensional computer 
visualisation for research. 

In the same paper, and its expanded version in which the term paradata features in 
the title (Baker, 2012), the author uses the ‘Data, Information, Knowledge, Wisdom 
model’ from the field of information science to argue that understanding increases 
when more connections are created among data and sources, interpretations, and 
decisions, essentially moving from data—being the lowest level in the knowledge 
chain—to information, knowledge, and ultimately wisdom. At the same time, 
however, Baker (2012, 171) criticises the model, by arguing that in the process of 
metamorphosising data to wisdom, the knowledge chain may get contaminated by 
both data and processes involved in the move to higher levels of understanding. For 
this reason, paradata become essential, even though they pose certain challenges

2 For a more detailed account of uncertainty approaches to 3D modelling in archaeology, see 
Schäfer (2019). 
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particularly in terms of quality, quantity, granularity, time, and the sanitisation of 
the creative process. 

The term paradata has become almost synonymous to the LC which was con-
ceived in 2006 as a result of an expert seminar at King’s College London organised 
in the context of the project Making Space (run by the King’s Visualisation Lab 
at King’s College London and funded by the UK’s Arts & Humanities Research 
Council) in collaboration with the VAST-Lab and EPOCH: The European Network 
of Excellence on ICT Applications to Cultural Heritage. The first version of the 
LC entitled ‘The London Charter for the Use of Three-dimensional Visualisation 
in the Research and Communication of Cultural Heritage’ was published on the 
14th of June 2006, while the second version, entitled ‘The London Charter for the 
Computer-based Visualisation of Cultural Heritage’, was published 3 years later, 
on the 7th February 2009, also accompanied by ‘A New Introduction’ (Denard, 
2012). The second version of the LC aimed at broadening its scope by incorporating 
not only 3D visualisations but also any other type of computer-based visualisation, 
including replicas of museum artefacts, as well as those that aim to (re)construct or 
evoke heritage but do not come from the heritage field, e.g. those in entertainment. 

Both versions of the LC described its premises by developing a series of 
principles rather than concrete aims and methodologies for its implementation. 
Overall, the LC attempted to create a framework and propose the principles under 
which visualisation practitioners should operate to achieve intellectual rigour. It is 
out of the scope of this chapter to delve into the various LC principles; however, it is 
worth highlighting that although the first version was more open to the selection of 
the most appropriate means of communication according to the intended message, 
audience, and circumstances, the second version used much firmer language, 
and recommendations became granular requirements.3 For example, Principle 4.5 
(2006) suggests that ‘it may be necessary to disseminate documentation of the 
interpretative decisions made in the course of a 3d visualisation process and, as 
far as is practicable, the sources used’ [emphasis added]; Principle 4.6 (2006) adds 
that ‘transparency information requirements may change as levels and sophistication 
of understanding of particular 3D visualisation methods rise, and will vary from 
community to community’ [emphasis added]. In contrast to the above, Principle 
4.5 (2009) suggests that ‘A complete list of research sources used and their 
provenance should be disseminated’ [emphasis added] and Principle 4.6 (2009) 
adds that ‘Documentation of the evaluative, analytical, deductive, interpretative 
and creative decisions made in the course of computer-based visualisation should 
be disseminated in such a way that the relationship between research sources, 
implicit knowledge, explicit reasoning, and visualisation-based outcomes can be 
understood.’

3 Even though Denard (2012, 66) comments about the second version that the degree of documen-
tation may depend on the quality of sources and the degree in which a visualisation supports or 
becomes an argument, this is not evident in the LC principles. 


 13314 7693 a 13314 7693
a
 
https://vast-lab.org/en/

 20214 7693 a 20214 7693 a
 
http://epoch-net.org/


A Leap of Faith: Revisiting Paradata in 3D Scholarship 67

The LC gave birth to other charters and attempts to create frameworks that 
will implement its principles and standardise paradata documentation. The Seville 
Charter (SC), for example, was conceived in the context of The Spanish Society of 
Virtual Archaeology as well as the International Forum of Virtual Archaeology to 
develop an implementation guide particularly in relation to issues faced in archae-
ological 3D visualisation (Grande & Lopez-Menchero, 2011; Lopez-Menchero & 
Grande, 2011). The beginnings of the SC can be traced back to the establishment 
of ARQUEOLÓGICA 2.0: The International Meeting of Archaeology and Graphic 
Informatics Heritage and Innovation in 2009, and the session ‘Reflections about 
the London Charter’ followed by a plenary assembly on the ‘Foundations of Virtual 
Archaeology’. The first draft of the SC was presented a year later at the second 
meeting of ARQUEOLÓGICA 2.0. The SC consists of a series of principles some 
of which overlap with those of the LC. For example, they highlight the need for 
interdisciplinary collaboration (Principle 1) as well as the use of digital technologies 
to complement and not replace existing tools and methodologies (Principle 3). 
The SC ultimately emphasises authenticity as a ‘permanent operational concept’ 
(Principle 4) according to which alternative interpretations and different levels of 
accuracy are presented.4 This can be achieved through historical rigour (Principle 5), 
scientific transparency (Principle 7), and the provision of training that will generate 
more professionals able to conduct and evaluate such scholarship (Principle 8). 
Although the SC is presented as a means to implement the LC in the context 
of archaeological heritage, it does not provide specific guidelines or ways to 
standardise the application of its principles. 

2.3 Implementations and Extensions of Paradata Charters 
and Principles 

Several projects have tried to showcase how the London and Seville Charters can 
be applied to specific case studies. Georgiou and Hermon (2011), for example, use 
the 3D visualisation of the Hellenistic-Roman theatre in Paphos to provide a list of 
research sources (Principle 3) and propose ways that Principles 4, 5, and 6 could 
be implemented, e.g. by developing a reliability chart, applying an XML schema 
for describing the metadata of the sources that informed the (re)construction, and 
superimposing the 3D model over the actual remains of the theatre. Hermon and 
Niccolucci (2018), on the other hand, used the case of the Christ Antiphonitis 
Church in Kyrenia, Cyprus, to discuss its digital documentation and the virtual 
recomposition of its frescoes according to the LC principles. However, as the authors 
admit in their conclusion, objects have features that the principles of the LC cannot 
capture, also arguing that scientific analyses ‘are no less deceptive than a pretty, but

4 Also see the ICOMOS Charter for the Interpretation and Presentation of Cultural Heritage Sites 
(Silberman, 2008). 
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undocumented visualization’ (p. 45). Similar projects have also been produced in 
relation to the SC (see, e.g., Almagro Vidal et al., 2011). 

Apart from projects that explicitly follow the London and Seville principles, there 
are also those that have attempted to extend them by developing new methodological 
frameworks. For example, Pletinckx (2007) developed the Interpretation Manage-
ment tool that provides a guide consisting of five steps which mostly focus on 
LC’s Principle 3: research sources, aiming at documenting the correlations among 
sources and the resulted 3D model to achieve ‘scholarly transparency’ (p. 5). Using 
the example of the Saint Saviour church in Ename, Belgium, the author explains 
the steps that need to be followed for a transparent 3D visualisation (pp. 27–32); 
however, documenting and linking each source in the proposed manner is not a 
minor undertaking. 

Carrillo Gea et al. (2013) used the LC and the SC as a basis to propose a model 
for requirements engineering in software development for digital archaeology, 
while Apollonio and Giovannini (2015), using as a case study the Porta Aurea 
in Ravenna, developed a rather complex paradata documentation workflow to 
standardise the capturing of the modelling process and the sources that informed 
the (re)construction. Grellert et al. (2019) developed ‘Sciedoc: The Reconstruction 
Argumentation Method’, a web-based tool for the documentation of decisions in 
the form of interrelationships among (re)constructions, arguments, and sources. 
Demetrescu and Ferdani (2021), on the other hand, developed the ‘Extended 
Matrix’ by using the underlying principles of the Harris Matrix (Harris, 1989), 
which was invented in 1973 to describe the physical and temporal relationships 
between stratigraphic units in archaeological excavations. The Extended Matrix is 
based on the principle of standardisation by making use of a graph database and 
a five-step protocol: data collection, analysis, reconstruction, representation, and 
publication to describe the relationship between the archaeological evidence and the 
3D (re)construction. The complexity of the system and the resources required for its 
implementation may be the reasons why this paradigm has not been embraced by 
the 3D visualisation community. Lastly, several projects have been developing over 
the years metadata models and ontologies for the documentation of 3D heritage (see, 
e.g., Kuroczynski, 2017; for an overview, see Börjesson et al., 2021); however, since 
their focus is more on standards and sustainability than paradata, their examination 
is beyond the scope of this chapter. 

2.4 Conceptual and Computational Paradata: Looking Back 
and Looking Forward 

This section discussed two approaches to paradata, the conceptual, the beginning of 
which coincides with the conception of the LC, and the computational, which started 
more than a decade before the development of the LC. Computational approaches 
to transparency and uncertainty were developed because of the need to rethink how 
data uncertainty is communicated to end-users; and, although one could argue that 
such computational approaches are not a perfect fit for the concept of paradata
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since they do not document context and decisions, their approach is still based 
on the fundamental paradata premise, i.e. to communicate intentions, hypotheses, 
decisions, and interpretations (Börjesson et al., 2021, p. 195). Even though this way 
of doing paradata may not be as explicit as, for example, a paragraph that describes 
variables and decisions or data entered in fields with controlled vocabularies, and 
may not provide the space to develop an argument within the knowledge space of a 
3D model (Hoppe, 2001; Schreibman & Papadopoulos, 2019), such computational 
approaches fulfil the intention to communicate context and decisions at a (visual or 
other) level that the researcher thought would be appropriate for their audience. 

Even though the LC was seen as the Messiah that came to solve the issues 
that 3D heritage visualisation had faced until then, and undoubtedly shaped later 
discussions in the field, it has not helped the field to progress. Several projects 
were developed on the premises of the LC; however, to make it implementable, they 
followed the path of standardisation, attempting to turn this into another Dublin Core 
or CIDOC-CRM data model. However, as Sample (2011) argues, paradata is ‘ . . . so 
flawed, so imperfect that it actually tells us more than compliant, well-structured 
metadata does.’ The downside of the LC and its extensions or implementations 
is that its principles are based on a seemingly linear process of visualisation in 
which direct links can be made between data and 3D models. As this chapter 
demonstrates, tracing roots, tracks, and connections in knowledge production is 
utterly problematic, especially since various perceptual, physiological, and technical 
factors, as well as their connections and outcomes, can be rarely identified in a 
3D visualisation. The value of approaching knowledge production by documenting 
research sources in the form of lists and direct relations is debatable, particularly 
because such documentation would only assert an ostensibly objective method and 
consequently testify the epistemic authority of the creator. 

The next section will lay the foundation for arguing that the concept of paradata 
in heritage visualisation needs to be revisited. It will do this by problematising the 
process of 3D (re)construction in archaeology, particularly considering the different 
aspects of excavating, perceiving, and documenting three-dimensionality. 

3 Three-Dimensionality and Knowledge Production 
in Archaeology 

This chapter considers that 3D visualisation is a research project carried out by 
a hybrid scholar, e.g. a digital archaeologist, who has both domain expertise and 
highly specialised technical skills. Such a person will produce the 3D visualisation 
based on their study of relevant materials, including those that may have been 
produced during an excavation, bibliographic and ethnographic research, the exam-
ination of material produced in other research projects, and even discussions with 
archaeologists and other specialists. Considering that in a 3D visualisation project, 
one of the first materials we examine are those produced during an excavation, 
the following sections will explore the perception and documentation of three-
dimensionality in relation to excavation practice.
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3.1 Excavating the Paradoxes of Archaeology 

Archaeology is almost synonymous with excavation (Tilley, 1989, 275); it is a 
transformative process with ambiguous and paradoxical meaning (Lucas, 2001) 
that influences the way we understand the past (Edgeworth, 2011). On the one 
hand, excavation means the recovery of past remains, whereas on the other, to 
understand and materialise these remains, their context and coherence is shattered, 
and a new material reality is produced; recording techniques are used to immortalise 
excavation phases (Bateman, 2006, 68), i.e. to produce a record,5 which will allow 
further examination of the evidence. Archaeology is also based on another paradox. 
Although the real world is three-dimensional, conventional recording mechanisms 
flatten archaeological reality into a two-dimensional production. Therefore, 3D 
visualisation specialists rely on the products of this paradox to produce three-
dimensional understandings of the past. This transformation of evidence from one 
form to another is problematic, since we lack the tools, knowledge, and even 
awareness, to understand the transformations that lead to both a loss and inflow 
of data. Therefore, in order to critically assess this paradox, we should problematise 
the various neglected factors that affect the recorded evidence and invalidate the 
utopian term ‘objective record’. 

3.2 Perceiving Three-Dimensionality 

All objects have a certain morphology; however, to understand the morphology 
of an object we need to examine both the components that comprise morphology 
and any contextual elements that influence how these are structured and perceived. 
More specifically, objects’ morphology should be considered both at a micro level, 
i.e. the fine structure (e.g. colour and texture), and at a macro level, i.e. the gross 
structure (i.e. geometry and shape). In addition, the processing and construction of 
information about the real world is based on the principles of three-dimensional 
vision in coordination with the rest of our sensorium, our situated activities, and 
embodied practices (Thomas, 1993; Tilley, 1994; Tilley & Bennett, 2004, 2008). 
However, morphology should also be considered along with contextual or external 
elements that further define it, such as the light and the angle of view. 

Objects and spaces in the world are three-dimensional. However, their optical 
image formed upon our retina is two-dimensional. This means that our visual 
system is responsible for transforming this flat image into a three-dimensional 
representation by using a series of monocular (perceived by the operation of one 
eye) and binocular (perceived by the operation of both eyes) cues. We can see in 
three dimensions because of our retinal disparity, i.e. the use of our eyes located at 
a different position in our head (stereopsis), which provides the information needed

5 For a critique of the notion of the ‘record’, see Barrett (1988, 2006); Edgeworth (2003); Hamilakis 
(1999); Patrick (1985). 
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by the brain to calculate depth. Convergence and accommodation (Helmholtz, 1856) 
are used together with stereopsis to focus a scene on the retina. When movement is 
involved, motion parallax, a movement-produced cue related to the motion of the 
observer, facilitates depth perception also leading to the accretion and deletion of 
objects as we move relative to them (Gibson et al., 1959; Rogers & Graham, 1979). 

The perception of distance and object size also depends on a series of monocular 
cues. For example, perspective is one of the most known and well-understood 
cues, as it is based on a simple principle; the object that is closer to the eyes 
appears larger, whereas the further the object, the smaller its retinal image will 
be. Based on the principles of perspective there are also other cues that influence 
depth perception; these include linear (Saunders & Backus, 2006) and atmospheric 
perspective (O’Shea et al., 1994), texture gradient (Gibson, 1950, 77–94), relative 
and familiar size (Hochberg & Hochberg, 1952; Hochberg & McAlister, 1955), 
relative height (Dunn et al., 1965; Epstein, 1966), and interposition/occlusion 
(Chapanis & McCleary, 1953). However, some sources of depth perception provide 
more reliable signs of depth than others (Guibal & Dresp, 2002; Hillis et al., 2004; 
Jacobs, 2002). 

Our sight functions in coordination with light. We can see because particles 
of light bounce on objects and surfaces, then reach our eyes, and in turn this 
information is deciphered in the brain (Tarr et al., 1998; Wade, 1999, 9–25). The 
initial processing of light patterns takes place at the retina of our eye which is layered 
with cone photoreceptors, sensitive to wavelengths of red (R), green (G), and blue 
(B) colour (Kaiser & Boynton, 1996). Light, in a combination with our existing 
knowledge of the world, also generates two phenomena that enable the perception 
of objects’ morphology and spatial relationships: (1) shading, i.e. the variation of 
light’s intensity on different surfaces, generated by light coming from a particular 
angle and reflected off surfaces in a particular way (Kleffner & Ramachandran, 
1992; Ramachandran, 1988), and (2) shadowing, i.e. the way that shadows are cast 
when an object blocks the path of light onto another one (Cavanagh & Leclerc, 
1989; Mamassian et al., 1998). Although our brain uses shadows and shading to 
extract information to enhance depth perception, research suggests (Ho et al., 2006, 
645–646) that observers can make errors regarding surfaces’ roughness. 

The position of the sun, the clouds in the sky, and the haze of the atmosphere 
make light behave in different ways and consequently affect the perception of 
objects illuminated under these changing conditions. Objects’ reflectance and trans-
mittance properties also affect light’s behaviour. Furthermore, the three variables 
of light, i.e. intensity, distribution, and color, greatly vary depending on the source 
of illumination, thus further affecting how object morphology is perceived. Ashley 
(2008) undertook systematic vision testing under different lighting conditions in 
the excavation of Çatalhöyük, demonstrating that people perceive environments 
depending on several internal and external dynamics, therefore making evident the 
need for a viewer-centred archaeology. 

The perception of three-dimensional space is a multimodal production since 
objects stimulate all the sensory organs of the human body. This process, however, 
is not linear since sensory systems are triggered differently depending on objects’
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properties. For example, we have learnt to associate texture with tactility (Klatzky 
& Lederman, 1987; Lederman & Klatzky, 1987; Taylor et al., 1973); however, the 
initial information about objects’ texture is extracted from the visual system, which 
then directs the other perceptual mechanisms to enhance objects’ surface perception 
(Heller, 1982; Landy & Graham, 2004). In addition, situated activities and embodied 
practices, experiences (Charest, 2009), memories (Casey, 2000; Jones, 2007, 1–26), 
and the emotional and motivational state of the observer significantly affect the way 
that reality is perceived. In other words, three-dimensional space is an amalgamation 
of visual learning and intuition (Gibson, 1950, 10–16). 

3.3 Flattening the Three-Dimensional World into 
Two-Dimensional Records 

Conventional recording methods, such as text, drawing, and photography, depict 
three-dimensionality with a series of conventions based on established and to a 
great extent blackboxed practices (Latour, 1999; Lucas, 2012, 239). These attempt 
to separate the subjective from the objective (Barker, 1993, 163; Yarrow, 2003, 72) 
and to ensure that any biases can be identified (Andrews et al., 2000, 526). Although 
this chapter takes as a premise the normative mode of translation in archaeological 
practice, i.e. from three to two dimensions, it does not assume that this is always 
the case. An increasing number of projects deploy 3D methods of documentation, 
while others (see, e.g., Dawson and Reilly, chapter ‘Towards Embodied Paradata. 
A Diffractive Art/Archaeology Approach’ in this volume; Reilly et al., 2021) have  
been exploring multimodal translations, e.g. sound, to problematise the nature of 
the archaeological record. This chapter, however, does not aim at addressing these 
separately since it is believed that regardless of the medium used for capturing 
information, the factors that affect processes and outcomes, including technological 
authority, individual choices, and sensory perception, overlap. 

Three-Dimensionality in Text 
The most common recording method in archaeological practice is text 
(Hodder, 1989). The objective—subjective polarity of processualists and post-
processualists—gave birth to different methods for recording an excavation in 
textual form. Since it was thought that written records, and especially these in 
the form of descriptive narrative, cannot express the excavation as a neutral and 
scientific record, Single Context Recording (Westman, 1994, §1.2) and Harris 
Matrices (Harris, 1989) were employed, partially replacing discursive field diaries. 
The predefined forms and detailed guidance that these provided attempted to ensure 
that results retain their neutrality regardless of the agents of excavation and their 
actions (Edgeworth, 2003). 

Textual sources can provide a wide range of information regarding the perception 
of three-dimensionality; for example, in notebooks, where descriptive narrative is 
mainly used, the identification of colour and texture depends on an individual’s 
observation and free description. Inventions such as the Munsell Color Chart
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(Munsell, 1905, 1912) provide some standardisation, but many conditions must 
be met; for example, the readings should be taken under natural light, on a sunny 
day, and the soil should be moist. Such parameters confirm that ‘The probability 
of having a perfect matching is less than one in one hundred’ (Munsell Soil Color 
Charts, 1994, 1). Goodwin (2000) examined the process of defining the colour of 
soil in excavations suggesting that it is not only a mental task but also a situated 
activity which involves physical tools and embodied practices, and thus people 
perceive and describe colours differently. Similar problems arise when describing 
texture. Although there are flowcharts that help in the identification of the texture of 
soils and sediments by finger testing, this is also a subjective process determined by 
the individuals who record the evidence. 

Three-Dimensionality in Photography 
Photography was adopted by archaeology soon after its invention, as it was believed 
that in that way any subjectivity could be overcome by becoming the memories of 
the past transformed in the excavation (Locatelli et al., 2011, 329). A number of 
factors invalidate the claim that photography produces an objective pictorial record 
compared to other illustrative methods (Conlon, 1973, 55; Ivins 1953, 137). For 
example, technical parameters, such as lens quality, the format, and processing. 
affect how reality is captured. Cameras are also inherently limited in distinguishing 
subtle colour/tone changes, while poor exposure latitude, i.e. the range between 
the lightest and darkest parts, should also be considered (Hester et al., 1997, 166). 
Colour capturing also depends on the type and sensitivity of sensors and also varies 
depending on the reproduction medium, e.g. a computer monitor or a printer. The 
relative position of the photographer, the angle of view, and the distance from the 
subject also have an impact on the understanding of a captured scene. 

Photographs do not objectively capture, but they possess an interpretive role 
which derives from the different kinds of gaze ingrained in the photograph and 
accrued from its context (Lutz & Collins, 2003). In archaeology, photographs are 
used out of context, along with other images and text focusing on specific aspects; 
therefore, they are to a certain extent manipulated to represent in a seemingly 
unbiased manner a particular moment in time. The pluritemporality of the sites is 
therefore lost (Dawson et al., 2022). 

Three-Dimensionality in Drawing 
Drawing in archaeology is still synonymous to pen and paper, helping archaeologists 
to decipher material relationships which are not understandable by any other 
means. Schematic, interpretative, or pictorial/naturalistic and highly convention-
alised drawings transform a three-dimensional, colourful, and freely defined real 
world into a flat, linear, and colourless production (Leibhammer, 2000, 129; Piggott, 
1965, 165). Excavated features are translated into flat lines: edges become fixed, 
silhouettes clearly defined, and black lines delineate space (Ford, 1993, 319). In 
the physical world, however, objects are not flat and do not have clear edges, while 
outlines are diffuse and multiple. Therefore, drawing diminishes the sense of three-
dimensionality, while personal choices, the angle of view, and perspective distortion
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cause further misjudgements regarding shapes and edges (Griffith et al., 1996, 97). 
Also, colour variation in soil, which is essential for understanding slight changes 
in contexts, is not depicted in drawings, which are typically in black and white 
format. The depiction of texture by using stippling, hatches, lines, and gradations of 
tone is equally problematic, as it relies on project-specific conventions, and in most 
cases, little indication of texture is included in the drawings or in field notes. Guides 
for good practice also suggest that light and shade should be omitted; otherwise 
drawings may be misty and confusing (Griffith et al., 1996, 100). 

Drawings are subjective responses to the immaterialisation of the world, and 
as such, they always vary; this is not only due to different perceptual capacities 
and skills but also due to illustrators’ style and viewpoint and their decisions about 
what to include and omit (Morgan & Wright, 2018). Illustration, as is the case with 
photography and text, is an interpretative act. 

4 A Leap of Faith: Revisiting Paradata 

Archaeological remains are translated into different chronotopes, both during an 
excavation and during documentation, study, and (re)construction. Although we 
argue for the need of more and better provenance documentation (Reilly et al., 
2021), the identification of provenance becomes a complex multifaceted pursuit 
since the origins of the decisions we make and of the materials produced are framed 
and afforded by data structures and standards, conventions, limitations of tools and 
methods, cognitive mechanisms, and personal capacities. As a result, the argument 
that we can go back to the initial information or that the translation process can be 
circulated (Witmore, 2004) should be challenged. 

Many scholars have addressed the seer complexity of paradata, especially in 
the case of (3D) heritage visualisation. Turner (2012), for example, argues that 
the formation of understandings via visual perception can be complex but also 
confusing and wonders if paradata could provide a solution or a curse. Devlin 
(2012) also addresses the complex nature of computer graphic simulation arguing 
that there are many factors, including the inherent limitations of technology as well 
as visual perception that make transparency challenging. Reilly et al. (2021), on 
the other hand, by applying an art/archaeology approach to archaeological practice, 
discuss the ontological shifts that conventional recording methods undergo and 
argue that paradata become elusive and illusionary. Similarly, Börjesson et al. (2022) 
highlight paradata’s technical and epistemological heterogeneity and the challenges 
in identifying and analysing them due to their different levels of completion, writing 
style, and nomenclature. Other scholars have also gone a step further, suggesting 
that the concept may be counterintuitive and may need to be reconsidered or even 
abandoned. For example, Havemann (2012) writes about naive paradata (p. 158) 
and proposes a more ‘reasonable’ approach (p. 159) in which only meaningful 
paradata are preserved. Mudge (2012) suggests that paradata may have to be retired 
and replaced by the Lab Notebook, while Schreibman and Papadopoulos (2019)
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argue that even if it was possible to document every decision, documenting and 
representing the rationale for such decisions is an unobtainable task. 

The concept of paradata, which has become almost synonymous with the 
London Charter, has haunted the field of (3D) heritage visualisation. This is 
because, although post-processual in nature—aiming at making space for variables 
and multiple interpretations—its elaborations and suggested implementations have 
been largely underlined by a processual discourse according to which rigour and 
scientificity can make processes reproducible. In 2006, when the term was first 
introduced in 3D heritage visualisation, the field was carrying a heavy baggage: 
that of photorealism and constant shifts in technology. However, 15 years later, and 
considering both the evident lack of systematic integration of paradata practices 
in 3D visualisation, as well as the move towards alternative forms of scholarship, 
the recognition of atypical outputs, and the renegotiation of established norms 
and practices, paradata need to be reconsidered. This chapter argues that although 
paradata is a very much needed concept, it requires a leap of faith. 

Attempts to standardise the documentation of paradata and take away the 
roughness inherent in the processes and protocols employed in archaeological 
practice (Börjesson et al., 2022) do not do justice to the richness and flexibility that 
the concept of paradata provides. The need for standardisation has been dictated 
by the emphasis that the research community has placed on issues of transparency, 
without considering that the inherent problems are not dissimilar to the issues faced 
in conventional means of representation and research outputs. Two decades ago, 
scholars started embarking on photorealism, and therefore the need for transparency 
and authenticity emerged. This was also deemed to be the means through which the 
3D scholarly community could respond to the criticisms of a more conservative 
research community that did not have the capacity to deal with outputs that were 
not part of the canon. However, we have had enough exposure to such products 
over the years, and thus we are more able to evaluate 3D scholarship. Although we 
may still require new literacies to decipher its products, it is not reasonable to put 
the entire burden on the creators of such outputs, by asking them to transform their 
scholarship into forms that correspond more closely to the research outputs our field 
has been accustomed to. 

How reasonable would it be to ask historians, who, for example, write about 
a historical event, to compile lists with sources, correlations, and hypotheses in 
order to prove that there is a linear relationship between the sources and their 
interpretation? If this is not an expectation we have from a historian or any 
other humanities scholar, why should a 3D visualisation scholar be an exception? 
Why should a 3D visualisation be accompanied by additional documentation that 
accounts for every decision and the factors that influenced those? We need to accept 
that scholars who use 3D for analysis, synthesis, and knowledge communication 
have the necessary scholarly expertise to decide what aspects of their decision-
making need to be communicated to their intended audience. Consequently, we need 
to trust that the recipients of that scholarship have a sufficient understanding of what 
such scholarship entails and, thus, can evaluate research outputs. At the same time, 
we need to accept that our processes have inherent biases and contaminations. As
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Baker (2007), who first used the term paradata in heritage visualisation, argued, in 
the process of creating connections to transform data to wisdom, the knowledge 
chain will get contaminated by conscious and unconscious variables. 

How to do paradata then? Is there a minimum level of detail and an appropriate 
form for our information gathering and decision-making that will be adequate? 
And is it only paradata that we need to communicate or also the peridata (Gant 
& Reilly, 2018), i.e. the decisions about what has been included or omitted as 
paradata? Is this even feasible or useful? And how can or should we account for 
all the chronotopes and pluritemporalities (Dawson et al., 2022; Reilly et al., 2021) 
we produce in our practice and the data hidden in our conscious and unconscious 
processes? Do we need to move towards the systematisation of paradata or could 
we see the inherent roughness in our practice as an opportunity for reflection and 
self-expression (Börjesson et al., 2022)? Lastly, since changes in technology and 
obsolescence seem to be inevitable in 3D scholarship, should paradata also be able 
to dynamically adapt to the changing ecosystems we work in? This chapter does not 
offer a response to any of these questions but only a perspective that problematises 
the great range of variables that influence knowledge production, thus demonstrating 
that the guidelines set by such charters must be revisited. Tracing the interpretative 
process through lists or trees of hypotheses becomes onerous and counterintuitive 
and neglects that decision-making is sensory, embodied, and multitemporal, as well 
as a sociocultural, situated act. 

3D modelling, similar to recording in excavation, is not a passive transformative 
process but a choreographed (Huvila & Sköld, 2021) worlding (Pijpers, 2021), 
which makes the modeller think about the translation of the archaeological material 
into a computer programme. Such programmes enable their operators, through 
tools and conventions to produce the attributes of three-dimensional space; to do 
that, they also require skills, and thus, personal capacities and choices, while the 
affordances of technology also play a major role in this process. Therefore, similarly 
to the process of documentation during an excavation that is dependent on a wide 
range of often neglected perceptual, physiological, and technical factors—therefore 
generating an impenetrable black box—mechanisms of reproduction should also 
be challenged, not necessarily to dismantle their black boxes but at least to 
raise awareness of the variables and factors that invalidate the argument that 3D 
visualisation should be a reproducible act. 

The author has argued together with Schreibman (Papadopoulos & Schreibman, 
2019; Schreibman & Papadopoulos, 2019) that there is an imperative need to move 
towards a different paradigm and has proposed the theoretical and methodological 
framework of 3D Scholarly Editions: a framework that allows the production of 
an ecosystem around 3D scholarship that has the potential to enable and stimulate 
the scrutiny of authenticity and the rethinking of what paradata should be and 
how should be captured. By looking at 3D as a form of text, we are permitted to 
build an intertextual network that provides the potential for linking the editorial, 
epistemological, and technical processes involved in 3D knowledge production. 
Thinking of 3D as text is not problem-free and adds further complexity to an already 
complex process of interpretation. For example, who is the author of that text and
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what is the role of the editor? Is the 3D modeller the author and is the editor the 
person who annotates and contextualises the model? In this paradigm we have 
argued that the goal of a 3D Scholarly Edition is not to remediate the intention of the 
author (i.e. the modeller) but that the modeller is another kind of editor in the text’s 
(re)construction. There are also further complications to this model, especially if we 
think that the role of the editor can also be assumed by non-human actors, e.g. in 
the case of dynamic annotations and Linked Open Data. In this model, we do not 
propose to see the editor as someone who testifies epistemic authority in the process 
of knowledge production, but as someone who is allowed (and enabled by a 3D 
Scholarly Edition technological framework) to construct a knowledge site that will 
provide the scholarly community with tools for ‘prying problems apart and opening 
up a new space for the extension of learning’ (Apollon et al., 2014, 5–6). 

The leap of faith is presented here not just as a colloquial concept but also as 
a framework that opens up new possibilities for looking at paradata—especially 
in the context of assessment reform and non-typical outputs—and breaking away 
from the originally suggested rigidity and standardisation. While the connection 
between paradata and research assessment may not seem obvious, it is important to 
consider that paradata in heritage visualisation was suggested as a means to promote 
transparency, and in response to the criticism that 3D scholarship failed to adhere 
to established standards and practices. In this regard, the leap of faith provides a 
conceptual framework for ensuring that research processes and outputs are open, 
transparent, and inclusive; it emphasises the importance of diverging conventional 
notions of scholarship while also trusting researchers’ ethics and integrity. This 
is in line with the recent Declaration on Research Assessment (DORA, n.d.), the 
Agreement on Reforming Research Assessment (CoARA, 2022), and the Dutch 
Recognition and Rewards programme (R&R, n.d.), as well as discussions, especially 
in Digital Humanities (see, e.g., Nyhan, 2020; Schreibman et al., 2011), about 
expanding the understanding of what scholarship means and how to recognise and 
evaluate work that falls outside of conventional venues. Seeing paradata through a 
leap of faith, then, can facilitate this process and smoothen the transition to more 
contemporary conceptions of scholarship. 

5 Conclusion 

Using as a starting point the principles set out by the LC and its various imple-
mentations, this chapter attempted to look back at conventional archaeological 
practice and problematise processes and products of interpretation. The premise 
of this chapter is that the creation of a 3D (re)construction requires us to look 
back at the unearthing of data and try to decipher the processes deployed in their 
documentation. By presenting the principles of three-dimensionality, both in terms 
of perception and recording, this chapter showcases that a 3D (re)construction 
is not a linear process and does not happen in a single black box since every 
element of the visualisation process is by its nature bounded in a black box. Since 
knowledge is built through perception, and individuals’ perceptual abilities vary, the
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mechanisms of knowledge production, and consequently the resulted knowledge, 
vary too. Perception is a complex mechanism, influenced not only by our senses but 
also by our experiences and memories. Besides, it is our body, which is the decisive 
factor in the formation of understandings, by providing the sensoria through which 
experiences about the world are structured. 

Considering that there are such complex processes that make ‘the joint pro-
duction of actors and artifacts entirely opaque’ (Latour, 1999, 183), this chapter 
proposes that the concept of paradata—at least in how it has been interpreted by 
the LC, needs to be revisited. Instead of arguing for a process that will standardise 
the capturing of paradata, e.g., to make them machine readable, 3D visualisation 
requires a new approach—what I call a leap of faith—that aligns with our increased 
capacity to deal with, as well as recognise, evaluate, and reward 3D scholarship. 
The inherent roughness and lack of systematicity that 3D visualisation entails and 
the fact that paradata is ‘bound to be incomplete’ (Huvila, 2022) should be seen as 
an opportunity to develop new frameworks that will enable the authors and editors 
of 3D models to break free from the shackles of the LC and develop embodied 
productions of materiality that can do justice to the ‘unbearably complex’ (Huvila, 
2013) nature of 3D (re)construction. In such a way, the reconceptualisation of 
paradata within a framework that allows us to produce 3D scholarship that can be 
seen as equal to other forms of (digital) scholarship can provide the means to better 
integrate less typical outputs into our fields and thus expand the textual, visual, and 
multimodal vocabularies of knowledge production. 
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Dustings of Paradata as Pedagogical Support 
at Four Archaeological Field-School Sites 
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Abstract 

Archaeological fieldwork requires systematic approaches to recording and 
archiving a variety of data, from information about contexts and artifacts to 
methodologies that can vary from season to season. Drawing together retro-
spective analyses of data-making efforts in four student-engaged archaeological 
projects—the Archaeological Exploration of Sardis, American Excavations at 
Morgantina: Contrada Agnese Project, Poggio Civitate Archaeological Project, 
and Venus Pompeiana Project—this chapter focuses on the paradata work 
practiced by on-site data archivists. Paradata are the human processes that 
generate data. Field schools and the archaeological research they produce benefit 
from a “dusting,” i.e., analytical narration of the processes, proactively led by 
data archivists in context and collaboration with team members. Paradata make 
explicit the pedagogical goals at the heart of each project while simultaneously 
supporting the contextual integrity of future archaeological research. 
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1 Introduction: Archaeology as a Data Collaboration 

Archaeological data archivists manage the daily recording activities of an excava-
tion. Their work on site may encompass data entry, information creation, sense-
making, legacy integration, archival research, and even ethnographic data-gathering 
as a participant-observer on a dig site. Such activities collectively position the data 
archivist as a knowledge manager—one who assembles, researches, and provides 
knowledge upon a collaborator’s singular request. The work of answering such 
reference questions continually builds up the data archivist’s future ability to support 
more complex and data-intensive knowledge production as a peer collaborator in 
scholarship. 

Archaeology in general is increasingly recognized as a team effort. In considering 
two long-term excavations in Turkey and Jordan, Mickel (2016) “visualizes and 
measures teamwork” to connect a particular role with a level of information-
sharing, revealing the underappreciated influence of such roles in the core work 
of “creating the archaeological record.” Who the members of such teams are has 
also been the focus of Handley’s (2015) recommendations to archaeology graduates 
in the years after the Great Recession of 2007–8. Handley suggests that academic 
programs shift focus away from the pursuit of “transferable skills” in favor of a 
truer kind of reflective skillset that affords one the ability to find singular meaning 
in the archaeological activities completed, as relevant to their identity. When read 
alongside the systematic review of teamwork pedagogy in higher education by 
Riebe et al. (2016)—which helpfully attends to the overlap of educator, student, and 
institutional factors—Handley’s re-commitment to the ideals of socially conscious, 
civic responsibility outlines a bright and inclusive future for archaeological practice 
writ large. 

Such metacognitive emphases pervade the strong ties archaeologists bolster 
today with military veterans (Hill, 2021) who report revived feelings of camaraderie 
upon completing “meticulous field work” together. The emergence internationally 
of veteran-focused archaeology, especially of three such projects established in 
2015, is analyzed by Everill et al. (2020). They find that participation in an 
archaeological project resulted in both multiple improved mental health dimensions 
and an increased sense of value and well-being among the participants. Metacogni-
tive aspects of archaeological practice and the resulting practice-based scholarship 
fundamentally shape the duration of excavations and their scholarly legacy. 

Paradata, while still an emerging concept, are firmly human-centered and thus 
complementary to metadata, which are data-centered. This chapter defines paradata 
as the human processes by which a datapoint came into being. That is slightly 
broader than Huggett’s (2014) definition of paradata as “data provenance,” which 
can imply a single time and place of origin. Paradata allow researchers to answer 
how scientific data came about, just as metadata let researchers know what the core 
data comprise. When visualized, patterns of paradata can identify implicit problems 
at one of many earlier stages of data creation and offer more accurate solutions 
or opportunities for remediation (Choumert-Nkolo et al., 2019: 602). This chapter
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takes a step toward that future by introducing the “dusting,” a paradata-focused 
narrative from the standpoint of archaeological archiving. Four such dustings from 
diverse settings provide readers with experiential use cases of paradata that in 
combined analysis establish the concept’s fitness as a pedagogical aid—paradata 
are uniquely useful for teaching and learning. 

1.1 Paradata Provide Pedagogical Clarity 

Paradata not only arose from 3D visualization research with cultural heritage 
artifacts (see Papadopoulos, chapter “A Leap of Faith: Revisiting Paradata in 3D 
Scholarship” in this volume) but are central to the visionary guidelines recently 
presented by the leaders of OpenContext, an online publisher for archaeological 
datasets since 2006 (Kansa et al., 2020). They undergird the present writing from 
archaeology sites. A range of disciplines are working to move from paradata’s 
initial recognition as just “extra documentation” output from core data-generating 
activities to a more useful contribution toward accountability, traceability, tracking, 
and logging of permutations. Such disciplines include electronics (Gebru et al., 
2021), demography (Jackson, 2017), statistics (Karr, 2010), and now archiving 
(Bunn & Jones, chapter “Mapping Accessions to Repositories Data: A Case Study 
in Paradata” in this volume; Davet et al., 2023). What are the scholarly outcomes 
of participants recording data in diverse ways, seen at four sites of pedagogy? 
This chapter’s original contribution is a people-centered reconceptualization of 
constraining factors at field-school sites as valuable paradata. 

Before examining paradata at four diverse archaeological settings, this chapter 
asserts that paradata do not exist in isolation. Rather, they are one of three current 
types of data produced and recorded in archaeological fieldwork, each with partic-
ular usefulness for scholarship: core data, metadata, and paradata. Archaeologists 
place their primary focus on the raison d’être for a field season: the generation of 
core data in the form of physical materials recovered and their contexts, including 
but not limited to stratigraphic-unit characteristics, and artifact types and quantities. 
Secondly, archaeologists prioritize the creation of metadata, or key concepts for the 
organization of core data (e.g., ceramic typologies, architectural techniques, and 
stratigraphic categories). Paradata, the focus of this chapter, are data about the 
processes undertaken for generating both core data and metadata and are perhaps 
the best reflection of the underlying scholarly research priorities and motivating 
questions of an excavation season. Our assertion overall is that human-centered 
paradata recorded by archivists make engaging archaeological research possible. 
Paradata are a bridge between site scholars and novices. 

In general, the recording of paradata tends to be given lowest priority and often 
remains implicit knowledge among the specific participants of a project. While that 
is partly due to the time-sensitive nature and limited resources/participant bandwidth 
of a field season, it is also due to a common reticence to show anything but “clean,” 
fully processed data. Without insight into the data-gathering process, there appears 
to be no further room or need to query said process (Kansa & Kansa, 2013).
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Scribbled notes and clarifications about archaeological processes-in-place are not 
generally appreciated enough for the robust supplement/complement to content that 
they can be. In fact, publicly sharing such paradata can enliven the corresponding 
data. Paradata are a gateway to the core data, making ideas accessible to novice 
readers, entry-level archaeologists, and seasoned scholars alike. The natural and 
necessary limitations of data-collecting and metadata-creating efforts make paradata 
a prevailing support mechanism when analyzing the results of a fieldwork season. 
Choosing to collect one category of data can mean not collecting another category 
as thoroughly, and paradata can help fill that gap. Fieldwork paradata—the docu-
mentation of processes, workflows, and methodologies—can assist in the recovery 
of data that are desired only in hindsight, as questions and goals for archaeological 
analysis shift in response to evolving perspectives. 

Paradata such as knowledge of team leadership and total membership (acknowl-
edging role levels, titles, training, and experience with technologies), hourly 
schedules, weather conditions, and personal recording preferences such as the use 
of shorthand or annotations enable a data archivist to provide informed frameworks 
around new research questions that involve accessing and analyzing data from a 
given field season. The subsequent “embedding” of such knowledge among the site 
archaeologists, students, and broader research networks (Khazraee & Gasson, 2015, 
2017) is then its own process (about which more macroscopic studies would be 
valuable) but one ultimately based on the objectual practices interesting to the site 
team. 

2 Emerging Pedagogy of Field Schools 

Archaeological projects that adopt a field-school structure place explicit value both 
on experiential learning and on pursuing longitudinal research questions central 
to the goal of the project. As such, each field season must focus not only on the 
archaeological work at hand but also on educating a new group of individuals 
with varying skillsets and experiences. Work necessarily moves more slowly than 
it would with a team of experienced archaeologists. An ongoing gap in attending 
to fieldwork pedagogy (Dufton et al., 2019) can leave participants to form activity 
“teams” under constraints of time, roles, resources, and other aspects in situ. We 
suggest reconsidering and reconceptualizing such constraints as paradata categories, 
expressly because they can provide clues or indications of what previous activity 
might have happened that was not documented in the way now desired. Field-
school environments are most productive for considering the place of paradata 
in wider scholarship because they actively support interactions between data and 
people, especially for pedagogical purposes. (The paradata-as-pedagogy function 
is also examined beyond archaeology in both Dawson & Reilly, chapter “Towards 
Embodied Paradata. A Diffractive Art/Archaeology Approach,” and Bunn & Jones, 
chapter “Mapping Accessions to Repositories Data: A Case Study in Paradata,” 
in this volume.) Field schools provide a unique framework for analyzing the key
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role of data archivists in recording contextual information that enriches and makes 
accessible the findings from archaeological research. 

3 Four Sites of Paradata Analyses 

In the Archaeological Exploration of Sardis, American Excavations at Morgantina: 
Contrada Agnese Project, Poggio Civitate Archaeological Project, and Venus 
Pompeiana Project, the authors have led data-making activities involving diverse 
student teams. Over time, teams at the four sites have created data about daily 
trench excavations, which are captured in a variety of analog and digital ways as 
the following sections describe. Such a range of strategies lend the present authors 
insights on the wayfinding steps necessary to succeed in querying decades of legacy 
datasets. 

Through a consideration of site-specific data-making processes, the following 
four subsections (dustings) surface paradata as pedagogy to support the teaching 
and learning of archaeological activities among project participants. Archaeological 
work, including data archiving, is very embodied. Replicating the able-bodied 
efforts of particular individual(s) who focused on such work, especially in new or 
challenging geographic settings, might perpetuate blind spots related to knowledge 
absorption and sharing. Accessibility concerns also extend to format-specific 
constraints and generational expectations best identified over decades. Fortunately, 
paradata are effective entryways for making archaeology more accessible to people 
of different abilities or experience levels before participating in a field season. 
A paradata-as-knowledge-broker approach1 supports the inclusion of new and 
more contributors in a project, assisting in intellectual processes. As illustrated 
through the examples below, paradata can answer research questions from a trio 
of disciplines that intersect at field schools: archaeological curation (concerned as it 
is with types of artifacts and their long-term, climate-controlled preservation needs), 
archival science (the means of access, maintenance, and use), and archaeology (the 
understanding of past cultures). Each example is organized into a “dusting” or 
paradata-informed narrative with two parts: a description of data practices on site 
and an explication of the key pedagogical outcome that our archiving such paradata 
makes possible. 

Dusting # 3a. Expert Dialogues in the Archaeological Exploration of Sardis 
Data Practices: Engagement with experts and long-term team members, who 
are living sources of paradata, is key to successful data (re)use at both the 
Archaeological Exploration of Sardis, in western Turkey, and the Poggio Civitate 
Archaeological Project, near Siena, Italy (dusting #3c). An ongoing, joint expedition 
of Harvard University and Cornell University since 1958, Sardis has benefitted 
from consistent leadership and long-time participants (http://sardisexpedition.org/

1 Workshop dialoguer Paul Reilly is gratefully acknowledged for this insightful phrase. 

http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
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en/essays/about-sardis-expedition). Sardis was not set up as a field school, but 
it became (and continues to be) the training ground of dozens of archaeologists, 
Classicists, conservators, and more, from students at the undergraduate and graduate 
level to professional practitioners and university professors. All archaeological 
materials excavated at Sardis remain in Turkey, and all analog documentation 
(fieldbooks, paper drawings, etc.) returns to the permanent archive at the Harvard 
Art Museums in Somerville, Massachusetts. The analog resources are then digitized 
in the off-season and made available via a FileMaker database. 

A variety of students and professionals participate in fieldwork at Sardis, and the 
data they generate requires different but interrelated parameters for recording and 
publication. The structure of the current FileMaker database reflects the original 
analog data-recording system established in 1958, as born-digital data must be 
integrated with a substantial amount of legacy data. Work on site today requires 
a combination of analog and digital recording during the field season itself and 
then the digitization/digital preservation of analog content throughout the rest of the 
year. Students are involved in all phases. All team members and researchers receive 
basic database training, but there are only a set number of individuals who have 
permission to make updates to records (e.g., core staff like the registrar, archivists, 
and conservators). 

Outcomes from Paradata: As Publications Data Manager from 2014 to 2018, 
Huntsman contributed to the launch of and content development for Sardis’s first 
public-facing website (http://sardisexpedition.org). The site was part of a push to 
make data more accessible to the general public and to expand the reach of tradi-
tional print publications. That process revealed an overwhelming need to consult 
Sardis’s living sources of paradata. Like many twentieth-century archaeological 
projects, the explicit, systematic recording of paradata was not part of the data-
generating process. Instead, Sardis has been able to rely on staff members deeply 
familiar with the history of the site to fill knowledge gaps. 

Publication drives digitization priorities at Sardis, given the massive amount of 
information recorded, and publications often involve materials excavated anywhere 
from 1 to 60 years ago. The preparation of data-heavy manuscripts in which 
Huntsman was involved (e.g., Evans, 2018; Petzl, 2019; Ramage et al., 2021) 
revealed confusing and incomplete artifact records that could only be resolved 
with the insights of team members. Through that process of resolution, Sardis 
has generated and continues to create a considerable amount of paradata—often, 
narrative explanations as to which resources were consulted to resolve a data 
discrepancy, how past archaeological methods or circumstances affected it, who 
was involved, and when the solution was implemented. 

While such paradata are important for internal purposes and critical to the 
accurate publication of materials, they do not necessarily belong in the published 
record. What does that mean for the presentation of more and more data on the 
Sardis website? Under the search function is an explicit acknowledgment that the 
artifact data presented is incomplete (Fig. 1). 

The artifacts description employs transparency as a strategy to engage and 
involve experts in the enhancement (even co-creation) of accurate metadata that is

http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org/en/essays/about-sardis-expedition
http://sardisexpedition.org
http://sardisexpedition.org
http://sardisexpedition.org
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more useful to scholars than the version without their input. Additionally, related 
approaches detailed above are employed both during and after the field season 
to further encourage data (re)use: e.g., during the season, the data archivist may 
translate or otherwise boost the legibility of data so members of the team—with 
varying levels of familiarity with the site—find it accessible/intelligible, and provide 
narratives to outside researchers when necessary. After each season, Huntsman 
and now other staff codify those narratives and present them alongside core data, 
regularly obtaining outside feedback on the same narratives to ensure intelligibility. 

Sardis’s rich data archive is accompanied by an equally rich human archive that 
enhances, teases out, and sheds light on old and new information. Team members 
from undergraduates to seasoned professionals have the opportunity to interact with 
living legacies on a daily basis and now are encouraged to add paradata to records 
when a complex problem could lead to the loss of information in the archaeological 
process. Data archivists stateside work in collaboration with the field team, guiding 
students and researchers in the most effective ways to use the database, and how to 
know when they have exhausted all sources of information to resolve a problem. All 
team members rely on the database, and those directly involved in maintaining the 
archive must be able to provide the guidance and clarity those individuals need for 
their work. In this way, the living archive becomes accessible and intelligible to all, 
leading to more comprehensive data and more accurate research conclusions. 

Dusting # 3b. Data Journeys Across Teams and Time in the American Excava-
tions at Morgantina: Contrada Agnese Project 
Data Practices: Morgantina is an ancient Greek site in central Sicily, Italy, which 
has been formally excavated since 1955, then under the direction of two Princeton 
University professors and with contributions by Swedish archaeologists, architects, 
photographers, and royalty. The site has been incredibly prominent in the training 
and careers of American archaeologists (including the first director at Poggio 
Civitate; see dusting #3c), who together comprise an “archaeological family tree 
with some of the most respected names in twentieth century classical studies in 
the United States” (Edlund-Berry & Kyllingstad, 2018: 2). Contrada Agnese, the 
western area of the ancient city, was partially excavated from 1971, and the Contrada 
Agnese Project (CAP) commenced in 2013 (Schirmer et al., 2021; Walthall, 2021). 
The CAP team structure is both established and flexible—two aspects which lend 
support to the concept and practice of “data journeys” (Bates et al., 2015a, 2015b). 
As of 2015, when Buchanan participated in its third field season, CAP comprises 
the Data, Dig, Museum (Small Finds, Ceramics, Conservation, Environmental), 
Geospatial, and Architecture teams whose members work together to identify the 
types of information gathered in their work and the optimal ways of accessing 
information to carry out daily activities (Smalling et al., 2017). Small Finds team 
members, for example, capture digital photographs of excavated objects before 
and after conservation treatment, and their images are then linked to new object 
records and trench contexts in the database. The five teams have evolved over time, 
reflecting wider adoptions across several American excavations of digital data-
recording practices after 2010. For example, archaeologists Wallrodt et al. (2015)
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describe their experience of having introduced Apple iPads for recording excavation 
information at Pompeii during 2010–13, finding that same-day data processing 
enabled more sophisticated decision-making in the field. 

The CAP database started with the project in 2013 as a way of recording finds 
and has been expanded to include records for seven types of artifact-related data: 
Inventoried Finds (“museum” or cataloging work), Contexts (fieldwork), Media 
(photographs), Science (soil and paleobotanical results), Pottery (ceramics), Storage 
(locations), and Conservation (treatments). Based on the individual or team, the 
Data Supervisor prioritizes the layout view of the database that is most useful for 
the team member’s particular use, aware of the problem of “data overload . . . 
present[ing] the right data to the right audience at the right time” (Data Supervisor, 
22 June 2015 fieldnotes). The Data Team ensures that all members of the excavation 
are able to use the data efficiently: “That’s kind of where [Data Team members] 
come into play, in terms of the data curation: making sure that it’s user-friendly, 
and that it makes sense, and that it’s stored where it needs to be stored, and that 
it’s easily accessible to everyone when they need it—either during the season or 
during the off-season” (Data Supervisor, 13 February 2015 pre-season interview). 
The Data Supervisor engaged in a process throughout the season of responding to 
trench supervisors’ feedback and reactions from their use of the database and made 
enhancements to the database layout accordingly. One outcome of the database’s 
iterative development was the idea to present a database workshop during the first 
week of the 2016 season so that all team members would see the equipment and 
receive instruction for particular recording activities. Additionally, a CAP Field and 
Museum Handbook was drafted in the months before the 2015 season. 

Outcomes from Paradata: Departing from early interest in a time-use study on 
taking notes in a notebook or on an iPad, the Data Team ultimately refined the focus 
of inquiry from quantification of time and work rates to a more qualitative focus on 
excavators’ uses of both analog and digital recording tools. To support the inquiry, 
five trench supervisors provided individual perspectives regarding their particular 
uses for paper and digital technologies. Findings showed that the paper notebook is 
especially useful in capturing developing narratives, sketches (of things and ideas), 
and chronologies and that the iPad is especially useful in capturing and sharing 
the final interpretation of record. Some of the enhancements suggested for the 
database were a place for a checklist/running tally space (for Finds and Contexts), 
a better linkage with iPhoto, and a functionality like Pages for journaling and 
sketching. The researcher asked whether using a notebook and an iPad is an either/or 
situation (i.e., is one nonessential?), and a supervisor replied that “it is getting close” 
but not there yet. Technologies range from the humble sketch in colored pencil 
to the high-resolution photosynth/3D model of a trench feature on a sunny day, 
each supporting the mission of the project and promoting archaeological research. 
Continued reflection by directors on the relative contributions of each technology 
to site knowledge will better equip all collaborators to manage archaeological data, 
and encourage its use. 

Overall, data management on site as practiced in CAP’s field-school pedagogy 
can extend research goals further: the information scientist working to curate
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and provide access to datasets, the archaeologist working to enter enough and 
sufficiently granular data to detect assemblage patterns (Huvila, 2014), and the 
community member working to research the provenance of an artifact to interpret 
it in a museum exhibit. Each perspective brings something to the archaeological 
endeavor and reveals a multiplicity of designs on the data, during and after their 
initial gathering. The format-specific field documentation practices of interest here 
remain an active area of research and development (Huvila, 2015; Morgan et al., 
2021). 

Dusting # 3c. Accountability Embedded in the Poggio Civitate Archaeological 
Project 
Data Practices: Like Sardis (dusting #3a), the Poggio Civitate Archaeological 
Project is a long-running excavation that has also benefitted from consistent 
leadership. It also has an astounding amount of legacy data, most of which have 
been digitized since the implementation of a bespoke SQL database in 2001 (though 
digital efforts with FileMaker began in 1997). Poggio Civitate began with much the 
same team structure as Sardis: graduate students and early-career scholars directing 
teams of local workers, recording everything in fieldbooks, cataloging objects 
on typed notecards, paper architectural plans, and black-and-white photography. 
In the late 1970s, Poggio Civitate shifted into the field-school model (which 
continues today), with groups of undergraduate students earning college credits for 
participating in the summer excavation season. Students engage in all aspects of 
work while also conducting research, writing papers, visiting local museums, and 
listening to lectures from staff members. 

Huntsman joined the team as a student in the 2001 season, when all staff and 
students took rotations doing data entry for all paper catalog cards into the new 
database, as well as transcribing fieldbooks. The digitization process continued 
through 2005 and included changes to the database along the way as the team 
encountered shifts in data-recording practice over the decades of finds. Instead of 
selected published materials like the Sardis website, the goal of the Poggio Civitate 
website was to present a full, publicly accessible and annually updated version 
of the entire archive, with the artifact catalog and accompanying contexts via the 
fieldbooks at its core.2 This process allowed all field-school students to be directly 
involved in the creation of a digital archive, helped them understand the complicated 
nature of legacy data, and inspired conversations as to how to represent this data 
clearly to future researchers and the public. 

As a member of the team throughout this first push for digitization and beyond, 
acting registrar and cataloger Huntsman tracked and documented a considerable 
amount of paradata in her master’s thesis (Huntsman, 2005), including the decision-
making process among project directors, database administrators, and other field-

2 The original version of the database first made available online is no longer accessible, and a 
partnership with the linked open data initiative OpenContext is ongoing; see http://poggiocivitate. 
com/excavation-database. 

http://poggiocivitate.com/excavation-database
http://poggiocivitate.com/excavation-database
http://poggiocivitate.com/excavation-database
http://poggiocivitate.com/excavation-database
http://poggiocivitate.com/excavation-database
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school staff members for addressing missing data and types of data not recorded 
in earlier years of excavation. Such work also relied upon insights from interviews 
with early members of the project. 

Outcomes from Paradata: In the interest of presenting the complete archive 
online, paradata explaining missing contextual information for an artifact, for 
example, were added consistently during the catalog digitization process. When 
there are no precise coordinates for the findspot of an artifact from a particular 
trench, or if findspot information cannot be rectified with the current grid, a note is 
added with all available information that can be gleaned from the fieldbook. That 
helps any viewer know why an artifact cannot be plotted on the site plan, and it also 
helps data archivists to know which resources were consulted. 

Poggio Civitate began to work with web-based research data management and 
publishing service OpenContext in 2011 on creating a sustainable digital archive 
that could handle the problems caused by ever-changing software requirements 
for the earlier iteration. Analog and digital legacy data and paradata were key to 
the conversation, as were technological, archaeological, and archival perspectives. 
This “second round” of dealing with paradata in the creation of a digital archive 
reaffirmed the importance of documenting decision-making processes not only in 
the database itself but also in other forms (Huntsman & Kansa, 2016). Now at 
Poggio Civitate, students are familiarized with not only the database but how it was 
created, alongside the paper archive of catalog cards and fieldbooks that remains in 
the lab today. 

Writing a narrative of the (data archivist’s) legacy research process is an 
exceedingly productive activity, as it builds both transparency and accountability 
into the data (re)use activity and promulgates an awareness of archival labor where 
and to whom (in this case, the researcher) it is most valuable. This is particularly 
important for the Poggio Civitate data on OpenContext, a linked open data platform 
that encourages making new connections across sites, regions, and collections. The 
recording of paradata is now an integral part of pedagogy and practice at Poggio 
Civitate and will have an impact on research not only about the site itself but on the 
work of those consulting data from across the ancient world on OpenContext. 

Dusting # 3d. Collective Discovery in the Venus Pompeiana Project 
Data Practices: Located at the southwest corner of the ancient city of Pompeii, 
Italy, the sanctuary site dedicated to Venus (the Roman goddess of love) has been 
excavated intermittently since 1898, with recent periods of fieldwork in the 1990s 
and mid-2000s. The international collaboration known as the Venus Pompeiana 
Project (VPP) commenced in 2017 with a goal of clarifying the chronology, devel-
opment, and nature of occupation of the site (Battiloro & Mogetta, 2017). Extensive 
data are generated through such varied methods as digital photogrammetry, artifact 
illustrations, special-find photographs, feature sketches, bulk-find tabulations, and 
digital fieldnotes on the site. Established for the 2017 season by staff leaders and 
maintained ever since, a FileMaker database serves to document six components 
(stratigraphic units, photos, finds, masonry, and revetments). From its active upkeep
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to its uses year-round for academic study, the VPP database exemplifies intellectual 
discovery made collectively rather than individually. 

The 2017 and 2018 seasons saw student participants work with staff leaders 
to successfully enter data while on site. The data archivist’s addition to the team 
in 2019 allowed for a more embedded and dedicated approach to data entry. 
Following four excavation days of observation and computer setup that year, the 
project implemented a “data station” whereby one student participant would rotate 
daily into the data-archiving activity, working closely with the data archivist. The 
archivist and student together discussed and agreed upon priorities and processes 
to be completed for the day, in conversation with trench and pottery supervisors 
and project directors. Activities completed by the two data-station team members 
varied depending on the progress of unit documentation drafting and collaborative 
review, the intensity of excavation activities in the trenches, and sometimes logistical 
hurdles related to the availability of Internet signal and/or particular field notebooks 
with essential information for the database. 

As part of a funded effort to present the project’s “digital dig” data and narrative 
accompanying its forthcoming publication phase, project leaders established a data 
curation collaboration with OpenContext so that component information can be 
shared and preserved, and designed a project website to support storytelling and 
an artifact-embedded virtual tour of the site (https://venuspompeiana.mused.org/; 
https://www.archaeological.org/interactive-dig/pompeii-italy/). The Mused website 
greatly expanded during 2020 when the COVID-19 pandemic delayed fieldwork for 
two seasons; during that time, the team collaboratively posted six narrative topic 
pages and over two dozen artifact descriptions with photographs. 

Outcomes from Paradata: In preparation for the 2022 field season, expansion of 
the data archivist’s role from one to two positions was generously accommodated. 
Such recognition by the project directors, staff leaders, and all student participants 
of the value of data archiving concurrent with site work strengthened the team’s 
collective ability to stay abreast of fast excavation progress in all open trenches 
and support specialized analysis of artifact subcategories. As one measure of that 
progress, Fig. 2 visualizes the amount of Find Numbers assigned during respective 
seasons of the project. The project’s nearly two hundred small finds each have 
catalog records and one or more photographs linked in the database. Relatedly, the 
VPP employs a recovery strategy in the field of total dry screening by stratigraphic 
unit. The total volume of deposits excavated each year (not including any backfill 
cleared), per the VPP topographer’s geodatabase, is approximately 33 cubic meters 
(m3) in 2017, 66 m3 in 2018, 20 m3 in 2019, and 33 m3 in 2022. 

The Venus Pompeiana Project is distinguishable by the immediacy and integra-
tion of archiving with the fieldwork. Its model of knowledge production is dynamic: 
a genuine give-and-take with a great degree of listening to the multiple perspectives 
gathered together on site. Like CAP (dusting #3b), VPP has a small and well-defined 
scope and was born a hybrid project (with paper and digital operations), allowing 
it to be more agile with its archive. Such agility means that a new data field can 
be added and researched for use with reasonable flexibility. The six components 
recorded in the database include initials of those who entered the data for each
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Fig. 2 Number of finds assigned during field seasons 

record, which itself exists within a defined scope such as a given trench or data 
category. Paradata continue to be key to the project’s successful data archive, and 
its mindful permeation into the work of two recent field seasons is something 
that was not the case at sites like Poggio Civitate or Sardis (dustings #3c and 3a) 
until the present time, as contributors realize that their digital data are growing. 
Paradata aspects should continue productively shaping the archiving and recording 
of archaeological data. 

4 Presence and Proximity: An Integrative Discussion 
on Using Paradata Narratives (Dustings) to Support 
Instruction on Dig Sites 

While a consideration of the four sites above contributes a new layer of paradata-
based knowledge about the archaeological progress made across a given fieldwork 
season, the paradata narratives also have practical usefulness. The additive writing 
of and about processes behind the data studied by field archaeologists illuminates 
habits and patterns of work that take root during a season and can become routinized 
to the point of discomfort at alternate ways or alternate performers of that work. 
Bringing those patterns to the surface during post-season team debriefs (and even 
long after, which is far rarer) is an important responsibility and contribution of a 
data archivist. 

Since the data archivist very often is on the move collecting data from trenches, 
labs, visitor audiences, and/or site directors in the course of both a single day and 
a set of dig days, they have unique knowledge of how individual team-member 
contributions make up the collective progress, and they could help qualitatively
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evaluate which efforts were successful, efficient, or effective learning experiences. 
Their co-presence and co-commitment to more than one expert positions them to 
lead the important work of integrating data from multiple contributors, sharing that 
knowledge with the team, and ultimately presenting a coherent narrative about the 
fieldwork findings. 

Even so, paradata as an exploratory concept (at VPP in 2022 or the other sites 
discussed here) does not call for an extra, added-on task of collecting more new data. 
Indeed, paradata are not necessarily recorded as such in legacy materials. Paradata 
from work prior to VPP’s start in 2017 instead exist in the form of two individuals 
who were present for earlier campaigns and involved in the current project (Ivan 
Varriale and Marcello Mogetta). Because the Temple of Venus at Pompeii is a site 
that has been and could be excavated multiple times, it is prudent for archaeologists 
to ensure that paradata enter the archive in some form. At long-running projects 
like Sardis and Poggio Civitate, that pressure is somewhat lessened due to their 
status as continuous digs, which benefit from deep knowledge transfer happening 
among long-time leaders and have no set project end dates. Yet VPP, like CAP, is 
a discrete operation that has some born-digital components coexisting in a longer, 
analog, inherited history of site excavation. While mindful of that recency (being 
an impetus of sorts), VPP and CAP still incorporate paradata into their excavation 
operations and archives. Paradata are found to be ultimately well suited for both the 
digital aspects of modern archaeological excavation and their effective presentation 
to today’s audiences seeking out the historic legacies of known, storied sites. 

The natural continuation of a paradata-integrative operation (as opposed to the 
codification of paradata well after the fact) such as at VPP can result in substantive 
benefits to the project. The mere presence of data archivists on site can ensure that 
if and when some data are found to be incomplete, the data question can be asked 
in the moment, and individuals can be kept informed as to the answer. Furthermore, 
the proximity of the archivist alleviates problems and mistakes that otherwise would 
be difficult to resolve when discovered later. Usually such issues stem from a minor 
mistake or mishearing. Rather than compounding, they can be prevented. 

To be clear, such initiative exists beyond any one person or station, and it is 
the presence of someone who is attuned to and aware of paradata about the scope 
of the operation and what data work has happened in the past. Such individuals 
can advise decision-making in a productive way. Students witnessing that dialogue 
thus become encouraged to talk issues out with their teammates and problem-solve 
together, modeling exemplary collaborative behavior while practically keeping 
interested parties in the loop. Project participants create partnerships on a respectful 
playing field. Furthermore, such an environment reinforces the value and necessity 
of diverse experiences and training backgrounds which generate different questions. 
In turn, these insights make the processes in use better for the new purposes. 
Instead of locking new participants into tracks or static workflow patterns, the 
paradata actors help set up students as active contributors in making the work 
better. Across the cohorts of each project season, there are naturally some who 
gravitate confidently toward an evolution of work mindset and others who prefer 
to receive instruction and maintain a status quo—perhaps all such contributions



Dustings of Paradata as Pedagogical Support at Four Archaeological Field-. . . 101

reflect the diverse education that shape one’s very personal reasons for wanting 
to participate. Again, all forms and means of contributing to data-archiving efforts 
such as paradata-recording facilitate its permeation well beyond the archivist so that 
the operation is sustainable. 

5 Conclusion 

A paradata-aware approach to data archiving on a dig team illuminates patterns, 
helps separate individual habits from the role of archiving, supports attribution, 
fosters dialogue and teamwide problem-solving, and generates visualizations of 
the archiving process and products. Archaeological field seasons bring a group of 
people together for an intense experience where everyone develops some shared 
understanding of and terms for the work at hand as a matter of teamwork. Many 
projects operate under the general assumption that “everybody knows that X term 
in the data means Y modification for the duration of the present conditions.” A 
successful season will generate a critical mass of people “in-the-know” in ways they 
were not before, but the archival perspective reveals that is not always lasting, espe-
cially over the course of many years, or even between two consecutive seasons of 
work. The experience-sharing can feel exclusionary—to someone who did not know 
some background information or who missed witnessing a particular situation—and 
can deter a laudable attempt to solve problems that arise. (Temporary) knowledge 
production in such settings occurs subtly and quietly, such that only at times of need 
would such participants be able to acknowledge being “out of the groove” and in a 
position, perhaps, to seek the information. At that point, however, the information or 
datapoint might be lost; whether it is big or small in size, its absence may eventually 
affect the content, quality, or utility of data recorded. 

Recording such data in ways that are intelligible to future researchers is critical. 
Archaeology is a destructive science by its very nature, so supporting replicability 
and accessibility are essential aims of data archiving. Paradata shed light on issues 
of temporality and ephemerality that have always been present on archaeological 
projects, by illuminating the sense of immediacy that such projects generate—that 
“it will always be this way.” Even so, paradata are not exclusive to archivists, 
integrated as one may be on an excavation. Instead, they touch upon all-too-
human episodes, incidents, and characteristics that go unspoken for one reason or 
another. The capable embodiment of a role should not forever tie those particular 
behaviors to that (archiving) role but, rather, attentiveness to such paradata issues 
should encourage the tasks-of-the-role’s permeation to the other participants, since 
fieldwork is a collaborative endeavor. A thoughtful smattering of details and reasons 
why data appear the way they do enlivens an accompanying narrative and connects 
us all as human beings.
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Abstract 

For archaeologists, artists, and cultural heritage workers, paradata are generally 
viewed as explicitly selected and documented attributes, or defined sets of 
circumstances, authoritatively considered to have a material outcome on the 
provenance, collection, and manipulation of both recorded data and metadata 
and their subsequent interpretation or analysis of artefacts and other (contex-
tual) remains. Being chosen, their own provenance is questionable: why were 
the selected data, metadata, and paradata more relevant than other options? 
We (re)consider embodied practice as a form of paradata-making normally 
airbrushed out of the hegemonic accounts of how works of art and archaeo-
logical excavations are presented and analysed. Decisions to not include the 
embodied worker, their apparatus, and their practices of making, or uncovering, 
haunt images purporting to be historical accounts in the art and archaeology 
literature by their absence. Adopting a diffractive art/archaeology approach, 
and subversively applying several well-known cultural heritage recording and 
presentation techniques, recursively and unconventionally, we throw light on 
embodied paradata and (re)present them as potentially very valuable pedagogical 
boundary objects. We also dislocate paradata away from a purely epistemological 
dimension into an entangled onto-epistemological nexus. 
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1 Introduction and Background 

Artefacts and artworks are widely supposed to stand up and speak for themselves. 
Opinions appear to be ancillary. We believe this is misleading. Artefacts and 
assemblages are deliberately articulated in ways to present specific points of view. 
Transdisciplinarity or cross-boundary knowledge sharing—that is reading through 
one another’s disciplinary filters—offers the promise of revealing informative 
diffraction patterns in which these invisible decision-making processes, choices, and 
opinions become visible and where productive knowledge accidents might appear. 
Promising, but no one said it would be easy. Transdisciplinary knowledge sharing, 
management, and communication are without doubt challenging. The accounts we 
offer for the decisions we make, in other words the paradata we feature, in practice-
based disciplines such as field archaeology and fine art, where much knowledge is 
tacit and unspoken, are not necessarily readily apparent, especially for newcomers or 
students to the field. Even where we have developed explicit disciplinary conceptual 
frameworks, miscommunication across disciplinary or domain borders is a real 
possibility. For instance, the words provenance, provenience, paradata, context, and 
assemblage are examples of shared terminology for a sophisticated group of related 
concepts that, allegedly, account for the circumstances of discovery, interpretation, 
and subsequent life history of an artefact or assemblage and have subtle but 
consequential differences in meaning in the disciplines of art, archaeology, and 
cultural heritage more generally (Huvila & Sköld, 2021, chapter ‘A Leap of Faith: 
Revisiting Paradata in 3D Scholarship’ in this volume; Reilly et al., 2021; Sköld et 
al., 2022). In this chapter, we focus on embodied paradata. 

Our approach to embodied decision-making is from an Art /Archaeology per-
spective, which is not a simple combination of art in archaeology or archaeology 
in art. We adopt a far more disruptive and unsettling emerging discipline which 
constitutes a kind of diffraction zone where embodied, and material, archaeological, 
and artist perspectives and practices interlace one another (Bailey, 2017, 2018). The 
resulting interference patterns that emerge in this transdisciplinary diffraction zone 
show important, perhaps subversive, but revealing aspects of difference. 

Both authors were trained in distinct practice-based disciplines. Our knowledge 
continues to build through embodied experiences of interacting with materials in 
trenches and studios, where embodied practices intersect and mingle in the realms 
of (im)materiality, temporality, movement, gesture, and mark-making. Dawson is 
a sculptor. Reilly is an archaeologist. We are also collaborators entangled with 
digital technology, particularly technologies of imaging and 3D printing. We explore 
diffractively the affordances of the digital by applying our originally separate 
archaeology and art practices through one another’s fields. Beyond this, we have 
experimented with some novel, combined, and metabolic art/archaeology practices. 
We employ the word metabolic to suggest that the way these practices combine is 
more than a simple intersection of practices. Metabolism involves the transfer or 
conversion of material, quite literally a stuff exchange. The conversion of matter, or
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Stoffwechsel, was identified as early as the 1800s by Gottfried Semper (1803–1879) 
in his architectural writing: 

When an artistic motif undergoes any kind of material treatment, its original type will be 
modified; it will receive, so to speak, a specific colouring. The type is no longer in its 
primary stage of development but has undergone a more or less pronounced metamorphosis. 
If the motif undergoes a new change of material as a result of this secondary or even multiple 
transformation, the resulting new form will be a composite, one that expresses the primeval 
type and all the stages preceding the latest form. (Semper, 2004, p.250) 

Thinking about the metabolism of vibrant matter (Bennett, 2010) in this way 
makes intangible things and tacit knowledge perceptible. Haraway also thinks 
through ideas about the organic transfer of matter when describing the ethics of 
collaboration as a form of composting. She argues that ‘staying with the trouble 
requires odd-kin; that is, we require each other in unexpected collaborations and 
combinations, in hot compost piles. We become-with each other or not at all.’ 
(Haraway, 2016, p.4)  

One phenomenon that we have been exploring is the disturbing way in which 
archaeological and artistic artefacts metamorphose into unique stand-alone objects 
through that fallacious space described by Agamben (2019, p.IV) as ‘the mythical 
fixity of images[s]’, where artefact and art works are presented (de)contextualised 
within illusionary timeless, motionless, and apparently empty spaces. In these 
uncanny spaces, traces of both the object makers, their processes, and embodied 
practices of revealing and recording the object and the image makers—in short 
crucial paradata—are deliberately airbrushed away, masked, or cropped out. Such 
conventions have been common practice in archaeology since photography was 
first introduced into the discipline more than a century ago (e.g. Baird, 2019; 
Knight & McFadyen, 2019; McFadyen & Hicks, 2019; Thomas, 2019; Witmore, 
2007). Derrida (1994) argued that the act of selection forecloses other alternative 
futures, but paradoxically these lost potential futures can haunt current and historical 
discourse and have real effects. The decision to not include the embodied worker 
and their deep skilful practices haunts countless images with their absence in the 
art and archaeology literature. Besides being ethically questionable, these absences 
create pedagogical chasms which deny students fuller, multimodal apprehension of 
the embodied practices required to produce the incomplete assemblage, as would-
be students are deprived of much valuable tacit, or implicit, knowledge about how 
tasks of recording can themselves be usefully (re)presented. We argue that these 
diffractive images surface embodied knowledge pertaining to how practitioners 
perceive and communicate kinaesthetically. They emerge as potential pedagogic 
boundary objects that bring non-conscious and tacit knowledge into the explicit 
domain, hopefully to provide further pedagogical articulations to a broader set of 
learners/sharers for whom written or spoken accounts do not convey the full intent 
of the embodied practitioner (e.g. Derudas & Berggren, 2021). We want to make 
perceptible the image makers and some of the constraints and choices that affect 
the decisions made when (re)presenting artefacts or assemblages in images. In other 
words, we want to expose practitioner paradata that are normally excluded from, 
or deliberately disguised in, images. To this end, we adopt a diffractive transdisci-
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plinary approach that also interlaces and entangles several standard cultural heritage 
recording methods to reveal some of these ‘silent processes’ of documentation 
(Huggett, 2020), the ‘fingerprints’ of researchers (Jones & Bunn, chapter ‘Mapping 
Accessions to Repositories Data: A Case Study in Paradata’ in this volume), and 
the subtly different ‘paradata dustings’ that different art and heritage practitioners 
produce (Buchanan & Huntsman, chapter ‘Dustings of Paradata as Pedagogical 
Support at Four Archaeological Field-School Sites’ in this volume). 

Taken literally, diffraction describes the interference of light waves when they 
encounter an obstruction, and much has been talked of about the patterns that 
this interference creates by physicists and philosophers. Haraway introduced the 
concept of diffraction to contest the paradigm of reflexivity which ‘mirrors the 
geometrical optics of reflection’ (Barad, 2007, p.72). If the two-way reflective 
approach nurtures sameness, diffraction is remarkable for revealing the patterns of 
difference. Haraway harnessed this diffractive metaphor to discuss how better to 
account for the effects of the researcher on the experiment. Following Haraway, 
Barad, a feminist physicist, developed diffraction to much more than a metaphor. 
She argues that diffraction, actually and not just metaphorically, causes patterns that 
make a difference. ‘Diffraction not only brings the reality of entanglements to light, 
it is itself an entangled phenomenon’ (ibid., p.73). 

Here, we apply Art/Archaeology diffraction filters to the concept of paradata 
and to their further layers of recursive introspection, supplements that we call 
peridata. We intend to reveal hidden paradata and peridata haunting the pixels 
of our so-called diffractive images (Dawson et al., 2022). After describing the 
object of study, we will define in more detail what we mean and intend by 
the terms ‘Art/Archaeology approach’, ‘paradata’, and ‘peridata’. Then we will 
demonstrate how these para/peridata come about, non-consciously as practitioners’ 
ecologies of attention constantly shift within a dynamically adjustable cognitive 
assemblage consisting of the artefact under investigation, the instruments of anal-
ysis, the changing position and settings of both instruments and practitioners, 
and the constant visual recalibrations of our knowledge that are intended to help 
‘share’ our knowledge about the artefact. We will proceed, adopting a diffractive 
art/archaeology approach, by subversively applying several well-known cultural 
heritage recording and presentation techniques, recursively and unconventionally, 
to throw fresh light on embodied paradata and (re)present them as potentially very 
valuable pedagogical boundary objects. Rather than allowing artefacts and their 
paradata to subsist in inert, isolated, and sanitised vacuums, we will attempt to 
dislocate paradata away from a purely epistemological dimension and reposition 
them in an energetic, entangled, onto-epistemological nexus. 

2 Introducing the Nessglyph 

Our project centres on a remarkable carving, made on a block of red sandstone, 
found during the 2021 excavations of an Iron Age hillfort called Nesscliffe Hill 
Camp, Shropshire, UK (Hume & Jones, 1959; Lock & Reilly, 2019, 2020, 2021).
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Fig. 1 The Nesscliffe Petroglyph, dubbed the Nessglyph (frame from an interactive RTI) 

This pluritemporal petroglyphic assemblage known as the Nessglyph is a unique 
carved sub-triangular block of red sandstone (400 mm × 390 mm × 250 mm at 
its widest points). The Nessglyph is composite. Nevertheless, it feels as if it was 
composed, and it is certainly made by a sequence of overlapping marks, and therein 
lies its remarkability—an image in the making (Fig. 1). 

The Nessglyph consists of a ‘cup mark’ that was later inscribed by a series of 
linear grooves. We examine its pluritemporal development, (re)composition, and 
interpretative possibilities in detail elsewhere (Reilly et al., 2023; Reilly & Lock, 
2023). In this art/archaeology study, we are more concerned with looking at our own 
approach, our different ways of looking and knowing, such images in the making, 
and the creation of the paradata that we invest in, and attach to, the object. This 
image in the making has been defined by at least seven interventions affecting the 
biography and itinerary of the Nessglyph: initially the cup mark was ground out; 
then linear grooves were overscored; the stone (in the entrance) was buried; the 
stone was then disturbed unnoticed in a poorly controlled excavation; and once 
again reburied in backfill; in 2021 the stone was recovered, logged, and identified; 
the stone/Nessglyph is recorded using modern 3D photogrammetric and scanning 
devices. The last four archaeological interventions are likely to bear evidence of 
non-verbal paradata dustings and fingerprints. In the next section, we will begin to 
develop what we mean by non-verbal paradata and how it is fundamentally different 
from ‘traditional’ paradata. We start by laying out the case for apportioning greater
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weight and value to this previously overlooked source of embodied ‘investigative 
documentation’. 

3 Towards Alternative Embodied Perspectives on Paradata 

The meaning, modes, and values of paradata are not homogeneous across disciplines 
(Andersson, Sköld, & Huvila, chapter ‘An Introduction to Paradata’ in this volume; 
Börjesson et al., 2022; Buchanan & Huntsman, chapter ‘Dustings of Paradata as 
Pedagogical Support at Four Archaeological Field-School Sites’ in this volume; 
Papadopoulos, chapter ‘A Leap of Faith: Revisiting Paradata in 3D Scholarship’ in 
this volume). In archaeology, the latent value of the concept was captured, but not 
recognised as such, in the rich alternative possibilities that 1980s ‘data exploration 
loops’ offered (Burridge et al., 1989; Reilly, 1989) within ‘virtual archaeology’ 
excavation sites (Reilly, 1989, 1991, 1992), in which practitioners of field archae-
ology could ask ‘what might happen if we did things differently; what might we 
find otherwise?’ Oddly, the term ‘virtual archaeology’, and subsequently ‘virtual 
heritage’, became synonymous with interpretive visualisations of reconstructed 
buildings. A growing number of these imaginative projects were delivered by expert 
modellers who were not trained archaeologists nor architects. Questions began to 
arise about the authority of the model makers. For example, how sure were they 
that this or that detail of the model was securely established? (e.g. Messemer, 
2016; Miller & Richards, 1995; Opgenhaffen, 2021; Wittur, 2013). Over time, the 
need to augment these models with paradata pertaining to the veracity, degree of 
confidence, and possible alternative interpretations was formalised in the London 
Charter and Seville Principles (Bendicho, 2013; Bentkowska-Kafel et al., 2012; 
Börjesson et al., 2020; Opgenhaffen et al., 2021; Papadopoulos, chapter ‘A Leap of 
Faith: Revisiting Paradata in 3D Scholarship’ in this volume). The original focus on 
alternative perspectives and approaches in archaeological field and laboratory work 
was renamed ‘digital creativity in archaeology’ (Beale & Reilly, 2017a, 2017b). It 
is to fieldwork, laboratory, and studio work, that we now turn, to begin looking at 
embodied modes of decision-making (i.e. paradata) for recording and presenting 
artefacts and assemblages. 

4 Techne, Poiesis, and Empeiria: ‘Am I Doing This Right?’ 

Artefacts and assemblages do not exist in vacuums. They are not found or magically 
appear. They are produced. Removing soil and other materials by troweling, 
mattocking, or shoveling, exposing buried deposits, are central skills of the field 
archaeologist. Volunteer newcomers and novice students on training excavations 
frequently, and quite rightly, ask ‘am I doing this right?’ This is also a common 
refrain in art school studios as students navigate the entangled and shifting histories 
of techne (technique), poiesis (bringing something into being), and empeiria 
(practice without knowledge). Techne—the knowing how to make—has become
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a purely technical and technique-bound question associated more readily with 
craft and not art. Art is often more easily conveyed like empeiria as something 
that doesn’t depend on rules and cannot be taught but is to be absorbed instead 
through non-verbal learning. Problems arise however from making assumptions 
that technique is somehow separate from art and that it has a lesser role in the 
development of an artwork. There is now an opportunity to rethink the role of techne 
in art, to consider technique as woven again into art making and to reconsider the 
distinctions between techne and empeiria (Elkins, 2001, p.103). 

This apparently innocuous question—‘am I doing this right?’—opens pedagog-
ical issues across both disciplines, from the art student who is confused with how 
to think through making to the archaeology student when performing a seemingly 
simple mechanical action which is fraught with many imponderables (Pijpers, 
2021). Can art students be taught? (Elkins, 2001). Similarly, how do you teach 
the archaeology student how to navigate through opaque deposits? Best practice 
in field archaeology is very relational. The soil matrix, weather, light conditions, 
and accessibility to the deposits all must be negotiated on a case-by-case basis. 
Certainly, an experienced excavator can usually determine if the novice is making 
a mess of matters, but it is not at all straightforward explaining how you adapt to 
the material circumstances immediately in front of you. Some students just seem 
to grasp how to explore deposits using handheld tools almost instinctively. Others 
struggle. How to articulate themselves and their tools does not come naturally to 
many students, who may then decide that fieldwork is not for them. Some, however, 
will persevere and gradually develop their technique and skill levels to learn to know 
through the tools they wield with their hands. We do not believe that troweling or 
mark-making more generally is necessarily an innate skill. It seems to us that the 
issue is really a pedagogical shortcoming and that perhaps embodied paradata could 
give practitioners another avenue to share their craft skills via another medium. 

We are increasingly aware that movements, gestures, and rhythms of troweling, 
something that Tringham (2016) describes as ‘hand-ballets’ and Pijpers (2021) 
characterises as ‘worlding with trowels’, are fundamental to archaeological practice 
(see also Edgeworth, 2012; Wendrich, 2012) and can form rich sources of meaning-
making and non-verbal decision-laden paradata (Gant & Reilly, 2018; Reilly et 
al., 2021). For instance, artist Stefan Gant’s extended drawing studies of moving 
trowels in the hands of archaeologists at work showed skilful ‘gamuts’ of motion, 
with distinctive phrasing unique to individual diggers being deployed to probe and 
detect buried archaeological features. Initially, looking over the diggers’ shoulder he 
traced their unique, deft, movements of the trowel’s blade in pencil upon a sketchpad 
as their excavation proceeded. Complex ‘meshworks’ of normally unarticulated 
decision-making emerged and became available for study from the perspective 
of drawing theorists. These troweled gamuts form distinctive signatures (Gant & 
Reilly, 2018) of the otherwise anonymous diggers (Everill, 2009; Huvila, 2017). The 
start and end of each inscribed transect were initially read as a form of nonconscious 
paradata recording ‘moments of tension’ (Ingold, 2007, p.79) and ‘moments of 
completion’ (ibid., 81) at the ‘trowel’s edge’ (Berggren & Hodder, 2003). However, 
while the overall gamut of movements can be discerned in these drawings, the
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sequence of marks made by both the digger and the mimetic transcriber were not 
always obvious. Digital video recordings were enlisted to address this issue. Gamuts 
of movement could now be (re)analysed frame by frame and (re)materialised as 3D 
extended drawings. Each trowel mark in an extended engagement with arbitrarily 
selected archaeological features was reverse engineered by cutting card strips to 
the appropriate length and orientation of the trowel’s indents and stacking them in 
reverse order. After applying the well-known Cultural Heritage Imaging technique 
known as Reflectance Transformation Imaging, or RTI (CHI, n.d.), to this 3D 
extended drawing of troweling marks, the morphing temporal diffraction shadows 
(Callery et al., 2022) we observed under several RTI filters impressed upon us that 
these truncated, interweaving gamuts did not constitute meshworks. Rather, these 
troweling gamuts might be better conceived of as sinuous ‘knots’ (Ingold, 2015) of  
meaningful motion in which the decision about where and how to apply the trowel 
occurs, non-consciously, during the excavator’s expressive world-making looping of 
the tool before and after the trowel’s blade scored the ground. Some of this meaning-
making action is also detectable in the accompanying acoustic registers. Recording 
the archaeologists’ mattocking, shoveling, and troweling different materials and 
displaying this activity as sonography gave new ‘voice’ to these workers, and 
their skilful use of their tools, as the contexts and artefacts they encountered 
emerged. Distinctive ‘sonic stratigraphies’ could be detected in the soundtrack 
of these unchoreographed ‘hand ballets’ of discovery when they are presented 
as acoustic and visual paradata (Gant & Reilly, 2018; Reilly et al., 2021). We 
have exposed significant underlying patterns of expression through these initial 
observations, but the precise articulations and subtle gestures of the hands of the 
working archaeologists in these dense loops of meaning-making are still partially 
withdrawn from these extended drawings made in the field. Perhaps we can get 
more traction on subsequent gestures of meaning-making and authorship (i.e. visual, 
haptic, and acoustic paradata) made in the better controlled environment of the finds 
hut, post-excavation laboratories, and artist studios (e.g. Min et al., 2020). 

Jones and Smith (2017) foregrounded the performative nature of producing 
Reflective Transformation Images (RTIs). Dawson and Reilly (2019) then realised 
that RTIs contained ‘inadvertent images’ (Geimer, 2018) recording autographic 
traces of the RTIs in their making. All RTIs naturally operate as ‘metapictures’ 
(Mitchell, 1994, 2004) embodying a self-referential quality that triggers a meta-
level discursive opportunity to consider what, when, where, and how, this form of 
technical image operates. Painted in light on the crucial RTI sphere is a significant 
amount of the set, the choreography, and the prompts surrounding these RTI 
‘performances’ captured in a time-lapse sequence as each image is produced. 

The artefact or assemblage intended to be recorded, the DSLR device, the 
strobe, the reflective sphere, and the image maker, already entangled, are further 
entangled by residual traces of light. The reflections caught on the surface of the RTI 
sphere can be thought of as the spontaneous and co-authored signature of the total 
assemblage (Fig. 2). They are also another form of auto-archived visual paradata, 
recording the circumstances, environment, relative position, poses, gestures, and the 
condition of all the actants and their intra-actions in this emerging ‘assemblage of
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Fig. 2 Auto archiving paradata via a RTI metapicture 

practice’ (Antczak & Beaudry, 2019) or ‘cognitive assemblage’ (Hayles, 2017) as it  
unfolds from image to image. RTI can, quite literally, shine a light on what the image 
maker is most concerned to bring forth from the artefact or assemblage (Callery et 
al., 2022). 

5 Shining a Light on the Image Makers 

We attempt to extend these insights concerning non-verbal paradata through four 
techniques. Three are familiar to archaeology and cultural heritage: Highlight-
Reflectance Transformation Imaging (H-RTI), Structure from Motion photogram-
metry (SfM), and 3D Structured Light scanning (SL). The fourth is Fused Filament 
Deposition (FFD), the technology of 3D printing, an emerging area in the cultural 
heritage sector as a supplementary tool for tactile engagement (e.g. Reilly, 2015; 
Reilly & Dawson 2021; Reilly et al., 2016). All these processes are additive. In 
RTI the subject under documentation and the digital SLR (DSLR) are held static 
and a series of images of the subject are taken as strong directional lights are 
moved around the subject, eventually forming a dome of lighting positions, to 
bring out details. The outcome is a synthetic model of the recorded object that 
can be interactively relit, and its surface properties redefined to allow, for example, 
specular enhancement (Fig. 1). In the case of SL scanning, bands of projected light 
haptically stroke the object of study in order to capture its surface geometry. In
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SfM, digital photographs taken from multiple different but overlapping viewpoints 
are also processed and assembled into synthetic images or three-dimensional models 
that can be rotated, panned, and zoomed, interactively. With FFD printing the digital 
model is cut into tiny slices, turned into a sequence of silhouettes to be printed in 
material layers. 

We apply these technologies in (un)familiar ways to test the documentation 
processes that we hope will further the decipherment of the Nessglyph. We apply 
standard, and experiment with ‘dirty’, versions of H-RTI, SfM, and 3D SL scanning. 
Each of these three techniques in their pure form has associated best practices, all 
involving movement to take multiple overlapping impressions of the subject under 
study (Historic England, 2018a, 2018b). Images conforming to the best practices 
of each of these techniques produce a genre that tend to look very similar to one 
another, which is hardly surprising as they are composed in conventionalised poses 
and executed under constrained parameters. This means that, in practice, many of 
the decisions needed to record an artefact are taken away from the operator ‘in 
charge’ and are instead prescribed or delegated to the nonconscious cognition of 
algorithms and sensors concealed within technological or cognitive assemblages 
(Hayles, 2017; Huggett, 2017) that the operators handle. Flusser (2011) argues that 
the role of the operator in the making of ‘technical images’ has been reduced to 
that of a mere ‘functionary’, someone who just must point the instrument in the 
appropriate way and press a button. Cubitt (2014, 270) goes further and claims 
that operators of these instruments are ‘enslaved’ to the technology. Crucially, 
in the context of this discussion, the paradata (i.e. the decision-making criteria 
and constraining factors that had to be overcome) are now rendered silent and 
invisible in their black boxes. Ironically, their disappearance draws attention to their 
whereabouts and prompts further questions regarding their epistemic status in our 
knowledge frameworks. In other words, the provenance of the selected paradata 
to record is also called into question. Why were these paradata chosen as being 
more important than other options in the first place? These emerging layers of 
introspection—that is paradata about the selection and use of the paradata that are 
articulated—are called ‘peridata’ (Gant & Reilly, 2018). 

Significant knowledge is certainly buried within these technical assemblages. 
However, we will argue that the performative images remain images in the making 
and therefore retain opportunities to break free of the shackles of the functionary and 
expose some of the ‘silences’ in the data, metadata, paradata, and peridata (Huggett, 
2020; Ortolja-Baird & Nyhan, 2021)—those nonconscious and tacit aspects in our 
digital imaging knowledge making—through visual forms of diffractive analysis. 
Instead of attempting to consciously document the decision processes that culmi-
nated in our models, we create digital skeuomorphs of the Nessglyph in order to 
identify and explore, diffractively, non-conscious paradata, and non-verbal gestural 
peridata, embedded in the image datasets that were derived from the artefact. 
Skeuomorphs are objects or features produced in one medium that mimic, or cite, 
the processes of making, or the inherent properties, of a similar-appearing prototype 
made using another medium with different properties (e.g. a ceramic pot moulded 
to look like a woven wicker basket). Our approach is to record one documentation
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Fig. 3 Remote DiRTI scene of Ian Dawson’s Plastic Studio (2022) 

process through the lens of an ontologically different technological assemblage, 
including the embodied movements of the operators. So, for example, we will trace 
the making of a SL 3D scan through the uber-cyborgic gaze of a dirty-RTI (DiRTI1 ) 
session (Dawson, 2020). Our focus is not the Nessglyph per se, nor its making, nor 
its interpretation. Here, we (re)consider our documentation processes diffractively 
through a form of visual introspection that enables us to critique our own embodied 
and mediated interactions with the artefact. Through this subversive art/archaeology 
manoeuvre, we endeavour to record how we document the Nessglyph, and extract 
visual traces of both the embodied and cyborgic decision-making processes (i.e. 
paradata) in their making. Crucially, we deliberately put ourselves in the frame to 
haunt the pixels we render (Fig. 3). 

In short, we offer a non-standard, transdisciplinary, and diffractive analysis 
of embodied art/archaeology gestural approaches to recording this carving and, 
specifically, what we call auto-archived non-verbal paradata and potential convolved 
peridata (i.e. paradata about the paradata and other related metainformation scenar-
ios (Huggett, 2023; Martin-Rodilla & Gonzalez-Perez, 2019)). 

The ‘technical images’ we develop, using these (non)standard documentary 
techniques, expose the effects of tell-tale gestures and actions, and allow us to 
recognise and reconsider significant non-conscious decisions (i.e. spontaneous 
paradata) made by practitioners within the overall cognitive assemblages through

1 We claim no credit for either the term or the acronym. Eleni Kotoula first uttered, in shock, the 
term ‘dirty-RTI’ (Dawson, 2020, p.62), and we have Wout Dillen to thank for this neat abbreviation 
(i.e. DiRTI). 
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which these digital datasets are collected, at what density, and from what specific 
viewpoints, and what is lost in this blending. Each of the three standard recording 
methods employed produces interactive images, which means that part of the 
process of analysing these data (and, consequently, the paradata) can be outsourced 
by the maker to diffractive viewers when—most significantly here—the paradata 
about decisions on how to interact with these (para)data can become untethered. 
Nevertheless, the collected data (i.e. images) and assembly files may still be used 
to reveal careful, but perhaps unconscious or non-conscious, decisions about what 
matters to the practitioner in the making of the model. For example, in both RTI 
and SfM imaging every viewpoint is embedded and (re)displayable in the finished 
model. We can therefore begin to reverse engineer the practitioner’s focus of 
attention and, to a degree, their ‘intent’ by showing, for instance, which parts of the 
object under investigation bear more scrutiny than others. Equally, we can determine 
some of the constraints imposed by the process of data collection. For example, we 
experiment with a subversive art/archaeology version of Reflectance Transformation 
Imaging (RTI), called dirty-RTI (DiRTI), to document, recursively, both a structured 
light 3D scanning and RTI-recording session. During the DiRTI sessions we capture 
non-conscious decision-making gestures and movements of the practitioners made 
in the mise en abyme occupying the space between a panopticon-like digital camera 
and the petroglyph. 

Later, we extract geometric and other surface data, such as colour and surface 
normal from our image datasets and reuse them to create 3D prints of the artefact. 
During this metamorphic process much of the previously auto-archived gestural 
paradata outlined above is severed, and a whole new layer of physical and digital 
(phygital) paradata physically congeals in these 3D material (re)renderings of earlier 
image datasets. Decisions in the workflow—which include, for instance, digital 
coring and slicing—leading to printing components in a particular orientation and 
then their physical assembly all become evident in the object, giving these latest 
skeuomorphs a set of interactive parameters of their own. In some instances, in 
an odd inversion of properties, such as specular enhancement, these new objects 
become analogous to RTI when held and rotated in one’s hand. 

6 Paradata in Motion 

The Nessglyph has been subject to a series of documentation processes familiar 
to archaeologists and art historians. Figure 4, for example, is a rough sketch made 
by Reilly in his scuffed and blotted day journal. These reflexive notes illustrate 
the usual sorts of metadata, such as dimensions, annotating sketches of new finds, 
and developing interpretation of features as they emerge. Field notebooks are 
paradata par excellence. Unfortunately, in terms of being knowledge containers 
for knowledge management they are problematic. They are highly idiosyncratic, 
unstructured, and, as apparent in Fig. 4, often badly treated by wear and weather. 
As Huggett (2020) observes, the journals of the fieldwork team do not feature in 
the final hegemonic reports that get published under the names of the authoritative
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Fig. 4 Typical archaeological paradata: annotated, weathered, and blotted sketch of the Nessglyph 
in a day journal 

principal investigators. They may not even reach the physical archive. With some 
exceptions, these thoughtful notes will go mostly unread. Although internalised by 
the individual practitioner, this knowledge is not widely shared and so the valuable 
written and drawn insights and learning points become lost opportunities, that is 
orphaned paradata. 

Far more likely to find their way into a knowledge base and, perhaps, the 
hegemonic site report, are the carefully constructed, and processed, images (Morgan 
& Wright, 2018). Compare how the carved Nessglyph is presented in Fig. 1 
compared to Fig. 5. The incised sandstone block is showcased conventionally 
in Fig. 5. In Fig.  1 the Nessglyph is presented in an apparently static, empty, 
featureless, and distraction-free space (except for the bottle holding the reflective 
sphere, which also operates as a scale). However, this illustration disguises many 
important aspects of the Nessglyph, not least the circumstances and environments 
surrounding its discovery and its recording, and, crucially, it forecloses other 
potential interpretations (Derrida, 1994; McFadyen & Hicks, 2019; Thomas, 2019). 
To begin with, despite appearances, the exhibit in Fig. 1 is not a photograph. It 
is a frame from an interactive polynomial texture map (.PTM) produced using the 
technique called Highlight-Reflectance Transformation Imaging (H-RTI) (Historic 
England, 2018b). Similarly, Figs. 2, 3, and 5 are synthetic views derived from a 
series of digitally skeuomorphic photographs, using skeuomorphic photographic 
technology and in the genealogy of analogue photographic tropes (Jones & Díaz-
Guardamino, 2019; Taylor & Dell’Unto, 2021), but updated to create something 
Flusser (2011) characterises as a ‘technical image’. Like all technical images, they



118 I. Dawson and P. Reilly

Fig. 5 Frame from an H-RTI session recording the Nessglyph 

have more in common with spreadsheets than pictures (May, 2019). As Galloway 
(2011, p.88) emphasises, data in their purest form exist as numbers and therefore 
their ‘primary mode of existence is not a visual one’. To create this technical image, 
data were ‘assigned visual characteristics and converted, or rather translated, into 
what we humans recognise as photographs’ (Zylinska, 2017, p.26) However, as 
Rubenstein (2020, p.4) points out, the same data could equally be ‘output not as 
an image file but as a sound file, a text file, as a string of numbers, or it could be left 
unprocessed.’ So, whereas the material artefact is a heavy carved red sandstone 
block that is difficult to handle, the digital skeuomorph (re)presented in Fig. 1 
is a dimensionally elastic, weightless, surface apparition. The rendered surface 
of this simulacrum has no thickness and envelopes nothing, but is susceptible to 
panning, zooming, and relighting. The seemingly empty, inert space surrounding 
the digital simulacrum is equally skeuomorphic and just as deceptive. This apparent 
void is defined in the same code and data definitions as the featured artefact, and 
potentially contains the memory of light, shot through with movements that are 
traces of decisions and choices in motion, which flooded the recording session as it 
progressed. We will reveal some of these energetic, non-verbal, paradata haunting 
the pixels, and their underlying data that were intended to (re)present the Nessglyph. 

We have been on the trail of non-verbal paradata for a while now. During the 
pandemic, forced to collaborate at a distance, we began to consider how the widely 
used heritage recording technique of RTI could throw light on itself as both a 
technical assemblage and a process. After seeing ourselves so often within Teams 
and Zoom sessions it was perhaps inevitable that we would try to find ways of 
breaking away from the tyranny of technology (pace Flusser (2011) and Cubitt 
(2014)) and subvert, bend, or break some rules. We decided that instead of hiding 
ourselves behind the image-making process we would deliberately situate ourselves
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within the frame of the camera in order that we could, later on, observe our 
embodied decisions about where and how to position the all-important and meaning-
making light source in each successive frame of the RTI (Dawson, 2020; Reilly et 
al., 2021). 

The interactive images that began to emerge from these sessions were startling 
(e.g. Figs. 1 and 5). The ‘empty’ studio space was now filled with metabolic energy 
and movement (Fig. 5). The studio space also became plastic and metamorphic. 
The end user experience of this dirty form of RTI file through the RTIViewer is 
transformed as ghostly apparitions come in and out of view as the user interacts 
with the RTI. This is possible because RTIs are miniature quantum-like universes 
where the linear arrow of time does not apply. What was previously ‘before-and-
after’ now stumble around one another through quantum superpositions of pixel 
properties (Callery et al., 2022). We realised that through these images we could 
watch our decision-making (un)folding, that paradata could now haunt the pixels 
of the interactive image, and, perhaps most interesting of all, that we had stumbled 
upon a back door for the functionary—a way into, and back out of, the black box of 
RTI. 

We wondered if we could extend this insight into investigating the other two 
standard archaeological computational photography methods that we had already 
deployed on the Nessglyph. Could we diffract similar kinds of embodied paradata 
that are interstitial to Structured Light (SL) scanning through a DiRTI process to 
reconsider our unthought embodied decisions—the indirect visual haptic strokes of 
the scanner at a distance—as diffracted peridata? 

As we have already mentioned, in RTI the ostensible subject of study— 
accompanied by a reflective sphere and the imaging device (DSLR)—remains static 
in the recording session. All the action takes place between each frame being taken 
when the strobe or other light source is moved around the set. Highlights on the 
reflective sphere enable the RTI software to simulate all the various lighting angles 
required to interactively relight the model. By contrast, working with the Artec 
hand scanners available to us, the image maker has to constantly negotiate with the 
object. The lasers record thousands of readings a second in waves of cold flickering 
white light. It occurred to us that we could use those flickers as the directional light 
source for a DiRTI session on the Nessglyph (i.e. a hybrid or interlaced SL and 
DiRTI recording session run concurrently). Experimentally, we discovered that by 
adjusting the exposure for each RTI image to about 3 s could produce stunning 
hybrid forms of extended drawing to help us reconsider the gestures made by the 
operator. 

Figure 7 is a single frame from one such interactive SL/DIRTI hybrid recording 
session. Here the graceful knots of movement that eluded us in the RTI of the 
stacked cardboard trowel marks produced with Stefan Gant (Gant & Reilly, 2018) 
snake and twist in the form of mottled ribbons of light around the Nessglyph 
when the compiled composite dirty-RTI is inspected through the RTIViewer. These 
snakeskin-like ribbons of light are the traces of remarkable unsighted hand ballets. 

While the scanner operator must look away from the Nessglyph and concentrate 
on the screen informing the functionary about which parts of the stone are being
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Fig. 6 SL Nessglyph scanning session note operator looks at laptop 

rendered by the flickering lasers (Fig. 6), the slower eyes of the RTI trace subtle 
and delicate twists, turns, and rolls of the hand-operated scanner. Unseen by the 
operator, the stone is being stroked by strobing light at a constantly adjusted 
hovering distance from the surface of the stone to expose every mark incised on 
the red sandstone block in interactive detail. Decisions about where to point and 
wave the lasers to bring out important details are made haptically through fine 
adjustments of proprioception in the hand, wrist, and forearm of the operator. These 
gliding, handheld, scanning gestures bear an uncanny resemblance to the actions 
of the troweling archaeologist trying to envisage the form of buried artefacts and
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Fig. 7 Diffracting structured light scanning through dirty-RTI 

features hidden from direct view. These SL paradata now figure in the RTI paradata 
(Fig. 7). 

7 Phygitally Dislocated Paradata 

As Mitchell (2003, p.3) declared two decades ago in Me++, the separation of bits 
(the elementary unit of information) and atoms (the elementary unit of matter) is 
over. With increasing frequency, events in physical domains reflect events in virtual 
domains. Phygital information can, for example, direct the movement of the printer 
nozzle of a 3D printer to produce another skeuomorphic iteration of the Nessglyph. 
Now the movements and gestures (i.e. embodied and gestural paradata) of the 
original glyph maker(s) and the art/archaeological investigators are interlaced with 
the post-human cyborgic gestures of an additive manufacturing fabrication process. 
For example, the physical (re)presentations of the Nessglyph shown in Figs. 8 and 
9, produced by slicing the digital prototype into a sequence of silhouettes, allow for 
a new phygital skeuomorph of the original artefact to be 3D printed in layers. 

To accomplish this, the SL scans were converted into three packages of data: 
an OBJ file, which defines its geometry as a sequence of code that lists the xyz 
coordinates of the vertices of the object, plus a Material Template Library (MTL) 
file providing the lighting information, with a texture map (often saved in a JPG or 
TIFF format) wrapped over the OBJ code. These were converted into an STL file 
in order to 3D print the model. The STL file, developed by 3D Systems as part of 
their development work with the 3D Stereolithographic process, is another sequence
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Fig. 8 3D print derived from a structured light scan responding to the idea that the Nessglyph 
might have been carved into the stone with a bronze tool 

of code which enables a model built from interconnecting triangles to be easily 
sliced horizontally in preparation for the 3D print process. On the 3D printer these 
horizontal layers are printed in a continuous sequence. A PRUSA i3 MK3 printer 
was used to print the Nessglyph firstly on a reduced scale with a plastic/bronze 
amalgamated filament (Fig. 8). This object changed colour like a conventional 
bronze; its green patina referencing its metabolism as it slowly oxidised. The action 
of the 3D printer is captivating, like watching a stylus on a vinyl record. There are 
multiple enchantments that the machine gestures towards. The 3D print we hold in 
our hands is a souvenir of the myth of the pure potentiality of the formless, and 
the capacity of the phygital to morph, recompose, and reformat. The 3D print as 
a souvenir performs the role of catalyst for a new narrative. Once extracted from 
the 3D print bed, the 3D printed Nessglyph substitutes the context of origin of the 
glyph with the second-hand experience of the handler. We are now in possession 
of a metonymic object. Such objects are but samples of a now past experience, and 
by their very own impoverished translation, the partiality of the souvenir is laid 
bare. These copies are allusions, not models. They function best alongside a loosely 
attached supplementary narrative discourse that creates a new myth with regard to
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Fig. 9 Performative mattering: Nessglyph (re)presented using the wholly different set of gestures 
made by the plastic artist and a 3D printer 

their origin (see Stewart, 1984, p.135). In other words, these souvenirs foster the 
need for further (mythical) paradata schema. 

During this phygital metabolic exchange, the concepts of techne, poiesis, and 
empeiria have all been infused into a material amalgam that replaces the paradata 
associated with the initial digital model in a dazzling rendering of completely new, 
cyborgically expressed, gestures implemented in colourful plastics. In this metabolic 
transformation, links to any pre-existing paradata are severed. Paradoxically, these 
new mythical plastic instantiations of the Nessglyph amplify the initial inquiry: 
‘what am I recording or (re)presenting?’ The outcome of our experiments it seems 
is that epistemological and ontological concerns are now entangled (Fig. 9). 

8 Summary, Discussion, and Conclusions 

We have argued that attempts by galleries, libraries, archives, and museums to 
present artefacts within empty spaces are misleading and divisive. These exhibits 
and accessions hide the considered, embodied, work and decisions—in other words 
the layers of paradata (peridata)—made by many largely invisible people, applying 
their considerable skill sets, knowledge, and experience, by framing and presenting 
the artefact in a disembodied featureless vacuum.
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Fig. 10 Peridata: layers of (data)introversion. By choosing specific data, metadata, paradata to be 
recorded, we invite further layers of introspection: why were they chosen? (ad infinitum) 

In contrast, by diffracting several imaging processes through one another, we 
have tried to help anonymous field archaeologists and artist assistants, and other 
enslaved technological functionaries, escape the shackles of automated image-
making apparatus and the requirement for them to produce images that correspond 
to certain general conventions and configurations. We have also attempted to break 
away from conventional strategies of teaching embodied practices that rely on verbal 
instruction for learning. Our unconventional DiRTI approach has enabled many 
layers of recursion through Structured Light scanning and Structure from Motion 
photogrammetry information infrastructures and, admittedly, the images we create 
take considerable effort to unpick. At a top level, we have compiled ourselves and 
our meaning-making processes, recursively, into these DiRTIs of the Nessglyph 
(Fig. 3). The blended RTI sphere (Fig. 10, top right) highlights the diffractive 
shadows we cast on the data underpinning this RTI. Each flash of the strobe creates 
a metapicture which, when assembled, reveals the many different positions that 
we and our apparatus adopted during the shoots (Dawson & Reilly, 2019). What 
becomes clear is that the apparently inert, empty, space surrounding the object 
under study is an intersubjective space full of energy, light, movements, gestures,
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and equipment (Figs. 2, 5 and 7). These interactive intersubjective spaces are laden 
with meaning-mattering decisions and adjustments. We can think of DiRTIs as a 
form of ‘autographic’ image (Offenhuber, 2020). That is to say that it contains ‘a 
trace of the process itself: it retains some interpretive authority, and it is taken as a 
product of the phenomenon at its face value’ (Likavčan & Heinicker, 2021, p.212). 

Autographic images, which include timelapses, live streams from space, and 
the RTI images that we have practised here, become phantom operational images 
(Farocki, 2004) as human labour is joined with the labour of computational 
algorithms. Autographic images are sensitive to the socio-material context (Fenwick 
et al., 2012; Pelizza, 2021) of their contrasting ‘information infrastructures’ (Huvila, 
2019) and, just as in our hybrid DiRTIs, they reveal material phenomena as visible 
traces which draw the viewer’s attention back to the intimate ways in which the 
previously opaque reality of the process of imaging can now unveil itself in the 
productive alignments between its human and non-human elements. These ‘images 
in the making’ contain things in motion, involving conscious and non-conscious 
processes of assembling and reassembling, and reimaginations of the world, in 
other words paradata. As Back Danielsson and Jones (2020, p.4, original emphasis) 
point out, ‘if we understand imaging as a process of assemblage making, subsequent 
processes of viewing and intra-action are also components of the continuous process 
of imaging.’ Put another way, these images can be understood as assemblages of 
ongoing processes and ongoing paradata in the making. 

Remembering that all RTIs naturally operate as ‘metapictures’, the DiRTIs 
presented in this chapter are not simply epistemological models. The unconventional 
cognitive assemblages we have created also allow us to observe the observed and 
the observers. The images are not intended merely to serve as illustrations to a 
commentary on decision-making in practice-based disciplines like archaeology and 
fine art. They directly picture layers of paradata in the making (i.e. peridata). Figure 
10 summarises this recursive process: the data of interest are selected and then 
assigned attributes (metadata); since both data and metadata are chosen there is 
a need in some intellectual quarters to justify how these decisions were arrived 
at (paradata). The blended RTI highlights are a form of visual paradata recording 
how and in what order the data were imaged. This blended DiRTI highlight image 
is a hauntology in which the black areas represent lost futures of analysis in this 
model. In these dirty sessions the highlight detection algorithm was often unable 
to disambiguate the true highlight of the source. They had to be manually edited. 
Unfortunately, the finished blended highlight file is not updated by the software 
with these manual corrections and so this summary image appears to give a much 
lower density and coverage of light source positions. However, the decision to record 
those paradata and their attributes remains just another layer of introspection. Put 
simply, one person’s metadata or paradata may be another’s data, requiring further 
introspection. These layers of introspection—we have called peridata—could, in 
principle, be never-ending. 

The case for non-verbal paradata in art/archaeology as business-as-usual is 
therefore problematic since the reasons for elevating certain decisions to paradata 
status also need to be analysed and explicated (recursively via peridata). Problematic
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but not necessarily futile (contra Reilly et al., 2021). In this study, we have 
diffracted embodied paradata haunting several different forms of ‘undigital images’ 
(Zylinska, 2021) that were created and modified by archaeologists, artists, and 
cultural heritage workers more generally, to reveal spectral pedagogical boundary 
objects that enable us to share and exchange non-verbal, non-conscious, embod-
ied, multimodal, decision-making processes across disciplinary boundaries and 
domains, and across different learning levels (apprentice, journeyman, master) and 
times. In their physical translations earlier paradata became untethered as new 
paradata of performative mattering reinstated the Nessglyph in novel dazzling 
plastic forms. In this admittedly subversive art/archaeology context, diffracting 
embodied paradata allows us to interlace different registers of techne, poiesis, 
and empeiria which then enables us to expose important points of difference and 
start reconsidering some of those elusive layers of tacit learning and teaching that 
underpin the development of skilful meaning-making embodied practices in field 
archaeology and art. In the process we have shifted the role of paradata from 
the reflexive epistemic considerations contained in, for example, traditional field 
notebooks to a diffractive position in which a relational ontology has emerged 
that can no longer be categorically separated from epistemological processes. Our 
entangled computational photographic and 3D printing methods of engagement 
are simultaneously generating radically immanent but relational new worldings. 
In these art/archaeology material-discursive experimental and metabolic entangle-
ments, ontology and epistemology have become intra-laced, implying that both 
paradata and peridata have opened a new onto-epistemological dimension requiring 
(re)theorising. 
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Mapping Accessions to Repositories Data: 
A Case Study in Paradata 

Kevin Matthew Jones and Jenny Bunn 

Abstract 

Accession is the term used within archive services to refer to both the process 
of taking ‘intellectual and physical custody of materials’ and to those materials 
themselves—‘the materials physically and officially transferred to a repository as 
a unit at a single time’ (Society of American Archivists. Dictionary of Archives 
Terminology, s.v. ‘accession’. Retrieved December 15, 2022, from https:// 
dictionary.archivists.org/entry/accession.html, n.d.). This chapter describes an 
exercise to repurpose data collected about accessions to repositories over the 
period 2007–2020. The steps involved in cleaning and preparing the data are 
described and a contextual narrative to them is provided. Reflections are offered 
on the idea of paradata as it was explored and put into practice during the project. 

1 Introduction  

This chapter centres on a research project based on the re-use of data detailing the 
material accessioned into archival institutions in the UK during the period 2007– 
2020. This project required the assemblage of both these data and an understanding 
of that data in order that it might become of use for a particular purpose different 
to that for which it was intended when it was originally collected. In this way, data 
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became dataset as data were re-set and re-framed in order to serve this new use. 
The processing whereby the data were set will be described, as will the information 
which was gathered and/or recorded as part of this process of re-setting. During this 
process, the concept of paradata was encountered and the work being undertaken 
provided an opportunity to explore it further. Questions arose of whether, in the 
context of this work, such a concept was relevant and, if so, what, from that work, 
might be considered paradata. Reflections on these questions will be offered at the 
end of the chapter, in order to encourage readers to shape their own reflections on 
paradata as it applies to their own work and context. 

The National Archives (TNA) holds a wealth of accumulated data concerning 
archival materials held across the UK and beyond. The existence of this data is 
the result of concerted collective effort by a number of bodies and projects over 
many years. These bodies have included staff at archive services operating at both 
local and national levels and projects including the National Register of Archives 
(NRA) (which was started by the Historical Manuscripts Commission shortly after 
the Second World War) and the Access to Archives project (which ran at the turn 
of the twenty-first century). The data used by the project described in this chapter 
are the result of the National Accessions to Archives Survey, which TNA runs 
annually. Accession is the term used within archive services to refer to both the 
process of taking ‘intellectual and physical custody of materials’ and those materials 
themselves—‘the materials physically and officially transferred to a repository [or 
archive service] as a unit at a single time’ being described as an accession (Society 
of American Archivists, n.d.). The National Accessions to Archives Survey requests 
archive services around the UK to provide brief details of all the accessions they 
have received within a calendar year. 

To date, the main use and principal reason for the collection of this data has 
been to enable researchers to discover and locate sources of interest around the 
UK. However, a growing realisation that this data also held the potential to produce 
insights into both historical and contemporary patterns of collecting across the UK 
led to a desire to try to realise this potential. Focusing as much on investigating the 
possibilities and mechanisms for generating insights as on the insights themselves, 
a 12-month Research Fellowship was established in 2021 at The National Archives 
to re-assemble a subset of the data gathered during the annual survey exercise 
(hereafter referred to as the accessions to repositories data) and then to explore 
its potential for surfacing insights around patterns of archival collecting. The 
Fellowship concluded at the end of 2022, and further details of the work carried 
out during it can be found in the following section. 

2 Starting to Set the Data 

At the start of their work in 2021, the Fellow was presented with the data that were 
both readily available and thought to be of potential use given the aims of their 
work. These data consisted of details of annual accessions and existed in the main 
in two distinct forms. The first form existed as a set of csv data frames that each
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contained information on accessions for the years 2016–2020. These data frames 
had merged the annual accessions information supplied by repositories across the 
UK from these years. The framing of this data had been carried out according to the 
Tidy Data principles outlined by Hadley Wickham and others, in that each column 
in the data frame was a variable (2019). The content of these columns was defined 
in terms that included ARCHON Number (a unique identifier for the individual 
repository or archive service into which the material had been accessioned), Name 
of Repository, Record Creator (who had created the material being accessioned), 
Brief Description of the Record (what that material consisted of), Size of the Record 
(how much material there was), and the Dates Covered by the Record (the time 
period represented by/within the material).1 

Data from the years before 2016 were in not such an easily accessible form but 
rather in one that prevented analysis and the identification of patterns in collecting 
practices. The data detailing the accessions between the years 2007 and 2015 
had been stored on TNA systems as a series of files that were in the original 
format returned by individual repositories participating in the annual accessions 
to repositories survey. These mainly took the form of an Excel file sent out 
by representatives of TNA to participating institutions. This form also collected 
data described in the previous paragraph, but since it had changed format and 
layout since 2007, a simple merging of the forms was not possible. Furthermore, 
many repositories had submitted their return to the survey in many other formats, 
including Word documents, .pdfs, and in some cases as image files of printouts. 
These were themselves attached to emails stored as MS Office Outlook (.msg) files 
in folders within the corporate Sharepoint system. The framing of data between 
2007 and 2015 was therefore considerably less helpful with respect to its state of 
readiness for subsequent use or analysis. 

The data from between 2007 and 2015 therefore needed lengthy processing in 
order to get them into the same state as the data for the years 2016–2020. The 
first lengthy task was to extract the attachments from the stored emails. Once this 
procedure had been completed, the next task was to bring all the data contained 
in these many different attachments together into a single data frame for each 
individual year. In both cases this required a largely manual, non-computational 
effort, which was simultaneously extremely time-consuming and repetitive, yet 
necessary to lessen the risk of accidental data loss or misinterpretation. 

Issues encountered during this process included the discovery that differing 
interpretations of what should be entered into the different columns had led to 
problems with a small yet significant number of the returns. For example, in many 
returns, information had been included in the wrong place, such as details of 
record donors included within record creator fields, or the covering dates becoming 
confused with the date of record creation. A number of strategies were developed 
to identify, and where possible rectify, these problems with the data. In cases of

1 The spreadsheet template also included a number of other fields including the url of the record if 
available, and whether the record was an addition to an existing collection. 
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the data being inserted into the wrong column, it was possible to use data wrangling 
programmes such as Google Refine and the Python library PANDAS to help identify 
and move the data. In another significant number of returns, the year to which they 
referred was not self-evident, and a judgement call needed to be made. This was 
because many institutions would submit a number of returns at once. For instance, 
one repository had not sent in returns between 2007 and 2010, but had sent through 
all the returns in 2011 for that year, as well as the preceding four. Since the goals 
of the Fellowship were to use the survey data to understand trends and patterns in 
accessions, the decision was taken in this and similar cases to separate the data by 
year of accession and not by the date it was received by TNA. 

Another aspect of processing that shaped the final dataset concerned the standard-
isation of the data within it. Substantive work was carried out to standardise many 
common values, such as the names of prominent individuals, dates, and locations 
appearing in the individual accession descriptions. Hardly any of the fields in the 
standard returns template were authority controlled and the different styles of those 
completing them led to much variety. For example dates were written in a number 
of different formats—‘Jun 1915’, ‘June 1915’, ‘01/06/1915’. 

To make the data machine readable, the Fellow decided to replace natural 
language phrases such as ‘mid-twentieth century’ and ‘Victorian England’, with 
numerical representations in the format yyyy–yyyy.2 The nearest thing to a UK 
archival standard on how to do this was contained within the National Council on 
Archives Rules for the Construction of Personal, Place and Corporate Names, which 
offers the following model (National Council on Archives, 1997): 

Early nineteenth century 1800–1840 
Mid-nineteenth century 1830–1870 
Late nineteenth century 1860–1899 

However, before applying this model, the Fellow wanted first to ascertain 
whether it was one that would be shared by others. He therefore sent out a tweet 
to ask the question, ‘what is the most accurate way of numerically representing 
‘mid-twentieth century’?’ (Fig. 1). The tweet received 45 responses, and whilst not 
a scientific measure, these responses demonstrate a decided difference of opinion on 
how ‘mid-century’ should be numerically represented. It was initially thought that 
xx25–xx75 would come as the most favoured choice because it rested on an intuitive 
division of a century into quartiles,3 but as it turned out, it was the second least

2 The Fellow decided to remove information on days and months because given the wealth 
of information, it would not be possible to represent these effectively within sector wide 
representations of accessions data that emerge from the project. 
3 The quartiles being early = xx00 – xx24, mid or middle being xx25 – xx74, late being xx75 – 
xx99. 
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Fig. 1 Results of a poll carried out on Twitter as to the most accurate way of numerically 
representing mid-twentieth century 

popular choice amongst researchers on Twitter, and some complained that 1933– 
1968 was not included as an option.4 

Bowker and Star explore the problematic nature of standardisation and formal-
isation within the context of formal medical nosology, namely the World Health 
Organization’s International Classification of Diseases (2000). They provide an 
ideological reading of the medical nosology, claiming that the act of codification 
strips social and economic factors from the conditions it lists. A concern during this 
fellowship was that the standardisation required by the processing/purpose of the 
work would unwittingly remove meanings, conscious or unconscious, from the data 
in the returns, reducing or stripping entirely the agency of those who completed 
them. The need to make judgements on how to standardise data like dates had to 
be balanced with a desire not to lose meanings contained in diversity of expression. 
A number of compromises between diversity of expression and the need to make 
the dataset machine readable needed to be made during the work to clean the data. 
To improve transparency, a document that outlined and discussesd the decisions 
taken to standardise and therefore shape the data was produced in the form of a 
lengthy report. For instance, due to the condition of some of the returns and the time 
constraints upon the Fellowship, it was not possible to avoid all data loss during the 
processing described above. The amount of data that were lost is estimated at around

4 Some viewed Hitler coming to power and May 1968 as the beginning and end of the mid-century. 
Others believe the ‘mid-century’ to have begun with the Wall Street crash in 1929 and to have ended 
with the oil crisis in 1972. 
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1% for each year. This was judged to be statistically insignificant for the exercise, 
but it is nonetheless a loss. The whole process of assembling and cleaning a dataset 
that consolidated and standardised the available accessions to repositories data from 
2007 to 2020 took approximately 6 months. 

3 Understanding the Data 

Whilst the data were being set, and decisions were being taken about how it might 
best be standardised, attempts were also being made to understand better what 
it represented and where it had come from. As a result the following contextual 
narrative was constructed. 

The annual accessions to repositories survey traces its origins back to 1923 
and to a practice initiated at that time of the regular publication within the 
Bulletin of the Institute of Historical Research of listings of the movements of 
historical manuscripts. These listings were constructed from two main sources, 
firstly catalogues detailing the sale of manuscripts and secondly annual reports 
from local and national repositories, which provided details of manuscripts they 
had received during the year. By the early 1950s however the Bulletin was finding 
it difficult to allocate sufficient space to these ever-growing listings and overlap was 
also starting to be seen with the work of the National Register of Archives which had 
been established under the aegis of the Historical Manuscripts Commission (HMC) 
in the immediate post-Second World War period. In 1955, the first HMC List of 
Accessions to Repositories was published, providing a summary of those details of 
accessions that had been received from 86 repositories across the UK (Historical 
Manuscripts Commission, 1955, p.1).  

The process of compiling this annual listing was framed very much as an editorial 
one. Prefatory and editorial notes often preceded the published listings, and these 
notes provide insight into some of the decisions being made as part of that process. 
For example, in the listing for 1955 it was noted that: ‘it has again been necessary 
to curtail some of the reports considerably, and much detail has had to be omitted’ 
(Historical Manuscripts Commission, 1956, p. 1). Then again, the listing for 1963 
noted; 

In order to control the increasing size of this List, certain entries have been given in less 
detail than hitherto, viz,: 

a) Deeds are not described in detail when they relate to the area where the repository is 
situated; details are however given when they relate to other areas. 

b) Parish and school records are not described in detail unless the number of such 
deposits shown is few or the records are of particular interest (Historical Manuscripts 
Commission, 1965, p.iii). 

The editors of the list seem to have faced a constant battle to keep the publication 
to a ‘reasonable size’ as the number of repositories approached for returns steadily 
increased to over 200 by the mid-1990s (Sargent, 1995).
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As the size of the volume grew, changes were also made in terms of arrangement, 
indexing, and layout to make the listings easier to consult. An alphabetical ordering 
by repository name was often favoured, although indexing repository to geographic 
county was also considered important, leading to various editorial notes on changing 
county boundaries over the years. A major typographical change in the listing for 
1972 seems to have reflected a move towards an even more selective approach 
towards compilation. It being noted that: 

Efforts are also being made to simplify the contents as far as possible by aiming to provide 
outline descriptions only of the more important accessions to each repository in place of 
what had become a welter of indiscriminate and undigested detail (The Royal Commission 
on Historical Manuscripts, 1974, p.v).  

The annual listings were not the only way in which accessions to repositories 
information was published. Even more selective lists or digests—of those accessions 
relevant to researchers of particular subjects—were also commonly supplied for 
onward dissemination, often through publication in the bulletins or journals of 
research societies and communities. It is reported that digests of accessions for 1992 
were supplied to around 30 such organisations. 

The year 1992 also marked the discontinuation of the hard copy publication of the 
annual listings (Sargent, 1995). The Historical Manuscripts Commission—whose 
staff managed the annual accessions exercise—had eagerly embraced the coming of 
the computer and was quick to create its own presence at the birth of the Internet. 
Online publication of the listings of accessions (both the ‘full’ and subject-specific 
digests) became the norm from then on, and examples of this are preserved in Web 
Archives (The Royal Commission on Historical Manuscripts, 1995). Copies of the 
subject-specific digests did continue to be submitted to (and subsequently published 
in hard copy) in academic journals after that date, but eventually this practice also 
came to an end. 

The information gathered in the regular accessions to repositories exercise never 
fed solely into the editorial process that led to the annual lists and digests of the 
same; rather it had long also fed into the wider work of the National Register of 
Archives. This body sought to act as a central gateway to and (even before the term 
gained meaning) database of UK archives. As well as the accessions to repositories 
returns, it also gathered in (and in some cases created and published) surveys and 
more detailed finding aids, as well as creating and maintaining master indexes to 
the same. New accessions engendered new index entries, which were in due course 
enhanced through connection to more detailed finding aids as the information held 
about UK archives by the National Register of Archives grew over time. 

Gathering, holding, manipulating, and linking all this information in the pre-
digital era involved a lot of paper and human labour in copying information 
across from returns to index cards and other such technologies. The potential for 
computerisation started to be explored in the mid-1980s and a bespoke system 
based on a Prime minicomputer and programs written in Ampersand Pace came 
into operation in 1987 (Sargent, 1995). By the mid-1990s, this system was migrated 
into the newer Windows/PC environment and contained eight databases: indexes to
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the people, organisations, families, and estates about which UK archives were held 
and some details of the location of manorial documents, of archive repositories, 
and of listings and finding aids received from them (Sargent, 1995). Information 
from accessions to repositories returns (mostly still received in a paper form) was 
selected to enhance (and manually input directly into) the indexes, but it also had 
to be selected, added (and manually input again) into a separate system/database to 
create the annual subject-specific and all repository listings. 

The next big system change occurred around 2002/3 at the same time as the 
bringing together of HMC with the Public Record Office and Her Majesty’s 
Stationery Office to create The National Archives. This system, HMC Admin, 
was more interconnected, such that the need for double entry of information from 
the accessions to repositories returns was reduced. An explanation of the process 
through which information was added into the HMC Admin system from around 
2012 runs as follows: 

What happens to my return after it is submitted and acknowledged? 
Your return is logged and saved into our electronic file management system. The 

Accessioner for your region (we have divided the UK and Ireland into 14 separate regions) 
reviews your returns and makes selections for inclusion into the NRA and Accessions. They 
then input the information into the NRA and tick a box in the NRA entry, which adds it 
to Accessions. On completion the Accessions Editor proof reads each Accessions entry 
and assigns it to a thematic digest if applicable. Once all of the entries have been checked 
and assigned to a relevant digest the complete survey is published online at http://www. 
nationalarchives.gov.uk/accessions/. (The National Archives, c.2012). 

It is undeniable that there are a lot of choices and assumptions underlying the 
accessions to repositories data. The process into which it fed has prioritised its 
digestion over its analysis. As we saw above, there was a constant drive to surface 
only the most significant and interesting accessions—to facilitate use by providing 
the most pertinent selection from the ‘welter of indiscriminate and undigested 
detail’. This selection was made not only by those centrally processing the returns, 
but also by those submitting them, as the following extract from the editorial note 
to one of the early accessions listings makes clear: 

Many repositories have assisted greatly by submitting their lists in a concise form suitable 
for publication with little alteration; it would be appreciated if others could do the same, 
as the selection of the most significant facts or items is far more easily done by the 
actual custodians of documents than by an editor at a distance (Historical Manuscripts 
Commission, 1956, p.1).  

These multiple acts of selection are not well-documented, at least not at anything 
below the level of general principles as set out in the editorial notes and quoted 
earlier. 

This absence is particularly felt in the case of data relating to accessions to 
repositories, because accessioning is itself a form of selection, the decision to 
accession and hence preserve certain records or not. It is here that the work of 
archivists can have its most powerful impact. In this decision lies the potential for 
continuing to perpetuate structural inequalities whereby the margins are rendered

http://www.nationalarchives.gov.uk/accessions/
http://www.nationalarchives.gov.uk/accessions/
http://www.nationalarchives.gov.uk/accessions/
http://www.nationalarchives.gov.uk/accessions/
http://www.nationalarchives.gov.uk/accessions/
http://www.nationalarchives.gov.uk/accessions/
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all but invisible to history. This potential has long been recognised. For example, 
writing in the 1970s, Felix Hull wrote that: 

Quite bluntly so long as we are not involved in selection we can happily be all things to all 
archives, but once we assume the sword and scales of justice—what then? [ . . . ] For some 
archivists, I am sure, this dilemma raises problems of action and of morality which they feel 
ill equipped to handle (Hull, 1979). 

The archival profession is still wrestling with those problems of action and of 
morality that Hull described today, and it is for this reason that the decision was 
made to focus on the accessions to repositories data in this project. In theory, it held 
the potential to reflect back an evidenced picture of what had been collected in the 
past that could at least provide some more robust information for those continuing 
to wrestle with those problems. In practice however, its selective nature—the fact 
that it was a selection—raised concerns about the extent to which it could be relied 
on as such a picture. That selection may have served the purposes of the original 
use—to produce a digest or summary of recent accessions of significance for the 
benefit of researchers—but it did not serve the purposes of the data’s re-use—to 
undertake analysis of patterns of collecting in UK archival repositories over time. 

4 Reflecting on Paradata 

Unlike the term metadata, paradata does not yet have currency within the archives 
field and neither of the researchers involved in the above project were previously 
experienced in thinking in its terms. When prompted to do so, by an invitation to 
contribute to this volume, they undertook an initial investigation into its conceptual-
isation elsewhere, identifying (as others in this volume and elsewhere have already 
done) a number of origin stories and extant definitions. 

The origin story and conceptualisation that resonated with them the most traced 
back to the coining of the term ‘paradata’ by Drew Baker during the course of 
the Making Space project carried out at King’s Visualisation Lab to investigate ‘a 
methodology for tracking and documenting the cognitive process in 3-dimensional 
visualisation-based research’ (King’s Visualisation Lab, c.2005). In this case, the 
concerns from which the need to conceptualise paradata arose were open questions 
around the credibility and validity of 3-D visualisations within the archaeological 
and wider arts and humanities research communities. Such concerns led not only to 
the coining of the term paradata, but also to the London Charter for the Computer 
Based Visualisation of Cultural Heritage, which ‘defines principles for the use of 
computer-based visualisation methods in relation to intellectual integrity, reliability, 
documentation, sustainability and access’ (2009a). It too provides a definition for 
paradata, the glossary stating that it is: 

Information about human processes of understanding and interpretation of data objects. 
Examples of paradata include descriptions stored within a structured dataset of how 
evidence was used to interpret an artefact, or a comment on methodological premises within 
a research publication (London Charter, 2009b).
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It is also via this path that a connection has been initiated with the archival 
field. This connection taking the form of Heidi Jacobs of the University of Windsor 
who references the London Charter and interprets paradata as ‘a way to reveal 
the “fingerprints” of those who created the heritage object and the choices and 
assumptions that led to its creation’ (2020). 

This conceptualisation of paradata resonated with the work being conducted on 
the accessions to repositories data because of this focus on ideas of fingerprints, 
choices, and assumptions. As has been discussed above, not only were there lots 
of current choices being made in the reassembly and standardisation of these data, 
researching the history of them also led to many more choices and assumptions. 
Those of the archivists who not only decided what material they would or would 
not accession in any given year, but also whether, or not to complete the survey at 
all, and to what level of detail. Further choices were made by the ‘editors’ as they 
decided what they felt to be important enough for inclusion in the published digests. 
Practicalities such as the technology and time they had available to them played a 
role in such decisions, but clearly assumptions were also being made, assumptions 
which were not always consciously acknowledged at the time. 

In many ways it was these assumptions, particularly those about what was or 
was not considered important, which the Fellowship had set out to uncover, looking 
through and working backwards from the data on what had been collected to try 
to draw inferences, or at the very least prompt reflection, about what had been 
considered important—the assumptions on which archivists of the past appeared to 
have been working in their selection of material for inclusion in their collections. 
Perhaps it was because of this—our purpose for the data in question—that the 
concept of paradata became so resonant? Perhaps paradata only arises as a concern 
when you seek to look through the data to infer something else from it, when you 
seek to understand if the drawing of such an inference is justified, evidenced, or 
even possible? Given then that this concern had arisen in relation to the project, how 
did we seek to address it? What did we find or use or produce ourselves that could, 
as a consequence of meeting the concern with paradata be considered to have acted 
as such, to be paradata? 

Meeting the concern with paradata required information; it required the gathering 
and taking into account of information about (a) the processes and choices by which 
the data had originally been collected, (b) the way in which our own processing of 
it was reshaping it and leading to some data loss, and also (c) the extent to which 
the dataset could be seen to be complete and/or representative of what we were 
using it to stand in for—the pattern of collecting undertaken by archive repositories 
in the UK over the period 2007–2020. This information was sourced in many 
ways, from previously published articles and book chapters, internal TNA reports 
and documents, and the knowledge of those who had been involved in the work 
of originally collecting and processing the data, which was sometimes gathered 
through conversation with them and sometimes through the editorial notes they had 
left behind. Then again, it was also gathered by consideration of the gaps between 
what was represented in the dataset (e.g. in terms of the number of repositories 
who had made returns in any given year) and what was not (e.g. in terms of how
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that number differed from what was known of the total number of repositories in 
operation). It was on the basis of this sort of information that we worked with the 
dataset and in our placing of it alongside that dataset, outside it and yet fundamental 
to its interpretation and use, it can, from our perspective, all be considered paradata. 

In many ways then, this view of paradata paints it as something similar perhaps 
to another concept, that of a knowledge base as defined by the Reference Model 
for an Open Archival System as ‘a set of information, incorporated by a person 
or system, that allows that person or system to understand received information’ 
(International Standards Organisation, 2012). As part of this project, we put much 
effort into assembling our knowledge base, the information that allowed us to use 
and interpret the data with which we had been presented. To be sure we incorporated 
this knowledge, but we also took pains, in our final reporting of the project to dis-
incorporate or rather to disembody it, to set it out and alongside in sufficient detail 
that anyone coming across that data in the future would at the very least be able to 
work with them on the same base or basis that we had. 

5 Conclusion 

This chapter has focused on a project which aimed to re-use data (dating from 2007 
to 2020) collected as part of the annual accessions to repositories survey in order 
to create a picture of collecting patterns across UK archives. The original process 
of collecting the data was outlined as was the state of the data when it was first 
encountered. The work involved in preparing this data for its new use was described, 
highlighting the importance of standardisation, and the history reconstructed around 
the data was also set out. Leading on from this, reflections were offered on how 
paradata came to be conceptualised during the course of the project. Looking into 
earlier conceptualisations, the idea of paradata was seen to resonate with the project 
in its concern with looking through that which was being considered as ‘the dataset’ 
to something beyond—the drawing of inference or conclusion from it. In order to 
achieve this goal, it was necessary within the project to seek out a range of additional 
information beyond the original dataset. This information as well as knowledge of 
the process being followed to reshape the dataset came to act as paradata in that 
it addressed a concern with the basis or base on which the data could be used and 
interpreted. In the final reporting of the project then, a selection was made that 
prioritised that information it was felt necessary to pass on in order that the dataset 
could be used on the same basis in the future. This reflection and conceptualisation 
has been offered to encourage readers to shape their own reflections on paradata 
as it applies to their own work and context. It is also hoped that readers will be 
encouraged to consider what information they should pass on alongside any dataset 
they define or set in order that others can either understand, interpret, and use it on 
the same basis, or be aware of how they are not doing so.
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Paradata for Digitization Processes and Digital 
Scholarly Editions 

Wout Dillen 

Abstract 

As libraries and archives are increasingly digitizing their collections, their 
resulting digital reproductions are now also reused in various research outputs. 
Because their patrons typically come from diverse backgrounds, however, many 
of them lack the necessary experience with the intricacies of the digitiza-
tion process to judge how this process may have affected the quality of the 
reproductions they intend to (re)use. Without easily comprehensible paradata 
(i.e., data that indicates how they were made), patrons have no choice but 
to take these digital objects at face value—which is a problematic research 
practice. To illustrate some of the ways in which the digitization process may 
affect the reproduction, this chapter discusses a case study where a researcher 
commissioned the digitization of a collection of manuscripts held by various 
memory institutions across Sweden. By zooming in on how quality standards are 
negotiated between researchers and library staff in a specific digitization project, 
and the problems they needed to resolve along the way, this chapter examines 
which types of paradata could be useful to contextualize digitization processes 
and gives a concrete suggestion how the reusers of those digital reproductions 
could in turn provide essential paradata to contextualize their own research 
outputs. 
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1 Introduction  

In the last few decades, the “digital turn” has drastically changed the way in which 
at least the Western world interacts with the cultural documents of its past. As more 
and more memory institutions (such as libraries and archives) have begun to digitize 
the cultural heritage documents in their collections, researchers (as well as the 
general public) interact less with the original artifacts directly, and more indirectly 
with their readily accessible digital representations. Since libraries and archives 
can essentially function as meeting places for researchers from any disciplinary 
background, and the documents in their collections are invariably consulted for a 
myriad of different purposes, only a fraction of their patrons will have a nuanced 
understanding of how the digitization of their source materials were performed, 
and how this largely invisible process may impact their research. Building on 
Isto Huvila’s definition of paradata in his recent publication on “Improving the 
Usefulness of Research Data with Better Paradata,” such “contextual knowledge 
about how data [in this case: the digital reproduction] was created and how it 
has been curated and used” is called paradata (Huvila, 2022, p. 28). Precisely 
which types of data and workflows are useful in this context will be discussed 
in more detail below. At this point, however, we would do well to remember that 
the availability of paradata (in general) is especially “critical when (re)users come 
from diverse disciplinary backgrounds and lack a shared tacit understanding of the 
priorities and usual practices of obtaining and processing data” (Huvila, 2022, p. 30; 
paraphrasing Doran et al., 2019). This is often the case when memory institutions 
share their digitized documents with their patrons. In the absence of paradata, those 
patrons have no choice but to take the digital representations at face value, unless 
they meticulously check each digital image against its original—thereby largely 
defeating the purpose of the reproduction. The lesson here is not so much that 
we should distrust the library or archive and the materials they make available, 
but rather that we need more data to build this trust on, if we want to reuse those 
materials in a research setting. As I will argue in this chapter, this issue is especially 
relevant in the fields of textual scholarship and its more practice oriented sister 
discipline “(digital) scholarly editing,” where researchers develop what are supposed 
to be critically informed authoritative editions of cultural heritage documents— 
although they rarely justify the relation between the original physical documents 
and their digital reproductions when doing so. 

By having a closer look at a workflow for digitizing cultural heritage documents 
across a selection of memory institutions from a researcher’s perspective, this 
chapter will consider questions such as: what kind of problems can occur while 
photographing cultural heritage documents, and how may these problems influence 
the researcher’s results? What kind of paradata would be useful when we try to con-
textualize these types of digitization processes? And what kind of paradata would 
we need to provide when we reuse those digitized cultural heritage documents 
to develop our own digital scholarly editions? As such, the chapter makes a key 
contribution toward facilitating paradata provision in this area in the future. Still,
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while the chapter is based on the analysis of a selection of specific case studies, their 
results and conclusions are potentially useful in the broader area of information and 
knowledge management research and practice, especially in relation to those areas 
of scholarly and professional work where digital reproduction mechanisms and the 
application of critical and forensic perspectives to the organization of knowledge 
and information are crucial to the task at hand. 

2 Textual Scholarship and the Digital Reproduction 

Before doing so, however, I should first introduce the two academic disciplines 
that will frame our discussion of paradata in this chapter: textual scholarship and 
scholarly editing. Both these disciplines share a crucial focus on textual documents 
of cultural, historical, or political significance that are being preserved, cataloged, 
and made accessible in memory institutions across the world. Studying these 
documents (i.e., analyzing the differences and similarities between versions, what 
this information implies about how they have been transmitted over time, and how 
this knowledge may inform our understanding of those documents) falls within the 
purview of the field of textual scholarship. Applying this knowledge and visualizing 
it in the form of an authoritative edition that contextualizes such documents falls 
within the purview of the field of scholarly editing.1 Both disciplines are sometimes 
looked down on as “auxiliary sciences” in academia—useful tools that nevertheless 
mainly serve to lay the groundwork for the “real” research. Formulated more 
positively, it has been argued that the theory and practice of scholarly editing is the 
bedrock of many “disciplines in the humanities, such as literary studies, philology, 
history, philosophy, library and information science, and bibliography” (Boot et al., 
2017b, p. 15). 

Whichever way you look at it, these disciplines provide us with some much 
needed context to the objects of our research—objects that are increasingly being 
digitized.2 And these digital surrogates are also increasingly used in different 
stages of textual scholarship and scholarly editing workflows (Dillen, 2017b). It 
frequently occurs at the research stage, for example, when the scholar uses digital 
facsimiles to transcribe the texts of their source materials, interprets them, collates 
and compares different versions of the texts, etc. Ideally, of course, the scholar will 
not rely solely on these digital surrogates for their research, but rather complement 
their workflow with visits to the archives to inspect the original source materials, 
familiarize themselves with the materiality of the documents (which may provide

1 For examples of digital scholarly editions, see Patrick Sahle and Greta Franzini’s respective 
catalogs: Sahle (2008) and Franzini et al. (2016). For novices to the field, see my introductory 
video lecture on “What is a Digital Scholarly Edition?” (Dillen, 2022). 
2 For more information on the digital turn in scholarly editing, see: Sahle (2013); Apollon et al. 
(2014); Pierazzo (2015); Driscoll and Pierazzo (2016); Boot et al. (2017a). 
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new insights), and double-check their findings.3 But here too, the fact remains that 
the bulk of the research time is spent handling digitized objects rather than their 
physical originals—which implies that a lot of trust is placed in their quality and 
representativeness. 

This trust becomes even more critical in the reception phase. Once the digital 
facsimiles are published as a digital scholarly edition—an environment where they 
apparently receive an implicit seal of approval from subject experts in the field— 
they effectively become the default point of entry for the users of the digital 
scholarly edition, who are highly unlikely to compare each digital facsimile to its 
archived original. Which also means that it is exactly this digital facsimile that will 
be used as a point of reference to evaluate the accuracy of the editor’s transcriptions 
and the validity of the claims and arguments they are proposing about their source 
materials.4 As such, this system enables researchers to push the responsibility for 
the quality of the digitized materials forward—from the critical user to the editor, 
and from the editor to the archive. 

The fact that the users of digital editions are encouraged to take the edition’s 
facsimiles at face value in this way is ironic, to say the least, because textual 
scholarship, as a discipline, is centered around the assumption that when a text is 
transported from one carrier to the next, variance is likely to occur. And that it is 
exactly through the study of this variance that we can reconstruct the history of the 
text, learn how it has been transmitted over time, and how its contents and reception 
may have changed in the process. This is doubly true when a text is transported from 
one medium onto another, which will invariably alter our interaction with, and hence 
to some extent our understanding of, the text in some minor or major way. This was 
the case when our practices shifted from manuscript to print, and again when those 
handwritten or printed documents are digitally photographed. The fact that such 
digital photographs are never truly “unedited” or objective was already convincingly 
made by textual scholar Hans Zeller’s in the 1970s (Zeller, 1971). More recently, 
the reproductive potential of digital surrogates was questioned by Lars Björk, senior 
conservator at the National Library of Sweden (Björk, 2015). As Björk argues, when 
we neglect the complexities of transmission, and uncritically take for granted that 
the reproduction is “capable of replacing direct access to collections and documents, 
we will risk basing our knowledge and assumptions on sources that have a restricted 
capacity to convey the information potential of the document” (Björk, 2015, p. 5).  
Yet this is arguably exactly what is happening in the fields of textual scholarship and 
digital scholarly editing. 

The problem here is that while the digitized images of source documents have 
become an increasingly significant component of the digital scholarly edition over 
the last decades, scholarly editors are largely unaware of the intricacies of the

3 Of course, this ideal is not always attainable—especially for scholars who lack institutional 
embedding or have limited funds. 
4 For discussions on how digital scholarly editions are used to construct an argument about their 
source materials, see: Andrews and van Zundert (2018); Bleeker and Kelly (2018); Dillen (2018). 
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digitization processes that are being practiced at memory institutions across the 
world, and rarely (if ever) document them in their editions. This systematic lack 
of paradata is problematic because it does not account for the fact that the quality of 
the results of these digitization processes is largely determined by the availability of 
resources and expertise and the successful negotiation of terms with third parties 
that memory institutions employ to outsource some of their digitization needs. 
Indeed, the results of my studies across European National Libraries as part of 
the DiXiT project5 confirmed our hypothesis that the digitization workflows and 
standards that are practiced in individual memory institutions were flexible and 
constructed through a process of negotiation that involved various parties that 
each brought their own stakes and perspectives to the table (Dillen, 2017a). It is 
my hypothesis that documenting our interaction with these standards, practices, 
workflows, and decisions in the form of paradata can help fill an existential lacuna 
in the contextualization of our research documents in digital scholarly editions and 
thereby also play an essential role in convincing the end user of the validity of our 
work. 

3 Case Study: manuscripta.se 

To back this hypothesis up, I will focus on the findings of my main case study in the 
DiXiT project: the National Library of Sweden (hereafter: KB-SE). Specifically, I 
will reflect on an interview I conducted with one of its resident researchers: Patrik 
Granholm, creator of manuscripta.se, a catalog of Medieval and Early Modern 
manuscripts in Sweden.6 This interview focussed on some of the concrete problems 
Patrik faced while developing that resource. Although to some extent anecdotal, 
this discussion will serve to highlight the impact the tailored digitization process 
can have on the resulting digital facsimile images, and how their description in the 
form of paradata might benefit the desired end product (be that called an archive, 
catalog, or edition). 

As is usual for a project such as manuscripta.se, it was developed in a series 
of phases that depend largely on research funding cycles. In its initial phase, the 
project took place at the Uppsala University Library from 2012 to 2016 and aimed 
to construct a new, improved, digital catalog of all 130 Greek manuscripts in 
Sweden.7 Most of these manuscripts are held at the University Library in Uppsala, 
but manuscripts were found in holding libraries across Sweden. When I interviewed 
Patrik, the project was in its second phase, having moved with him to KB-SE. 
The project’s goal at the time was to expand the original catalog with 276 more 
medieval manuscripts in Sweden that were held either in the Uppsala University

5 See: https://dixit.uni-koeln.de. 
6 See: https://www.manuscripta.se/. 
7 For more details, a final report on the project can be found in Nyrström (2016). 
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Library or in KB-SE itself. These manuscripts were written in Old Swedish.8 At 
the time of writing, the project has completed this work and has moved into a new 
phase, where KB-SE’s Latin manuscripts are added to the catalog.9 Our interview 
focussed mostly on Patrik’s experiences in the project’s first phase, because at the 
time that phase of the project incorporated its most significant digitization effort 
(because it was the only phase in the project that had allocated a budget specifically 
to the digitization of the manuscripts in question). 

As the first phase of the project was hosted by the Uppsala University Library, 
the library that had also collected most of the Greek manuscripts in Sweden, 
the bulk of the materials were digitized by this institution. Besides the Greek 
manuscripts in its own holdings, manuscripts that are held by other Swedish 
university libraries (specifically Gothenburg University Library, the Linköping 
Diocesan Library and the Skokloster Castle Library) were transported to Uppsala 
to be digitized there, by the university library’s designated photographer. However, 
some memory institutions that have their own specialized digitization services (such 
as KB-SE and Riksarkivet—the Swedish national archive) insisted on digitizing the 
manuscripts themselves rather than transporting them to Uppsala. This invariably 
led to differences in approaches and standards. In Uppsala for instance, being a 
local rather than a national memory institution, digitization was still in its early 
stages. This gave Patrik the chance to provide more input for the development of 
the institution’s digitization workflow, and to place certain demands on the quality 
of the reproductions. At KB-SE, on the other hand, digitization practices were more 
advanced and noticeably more professional, and while this may have been beneficial 
for the initial quality of the reproductions, it also gave Patrik less of a chance 
to influence the digitization process. At Riksarkivet, then, Patrik had even less 
opportunity to place demands on the quality of the reproductions, as its high-end tier 
of digitization services was too expensive for the project, obliging the team to opt 
for lower-resolution scans of the manuscripts. This means that there is considerable 
qualitative variance for the reproductions that were produced at different memory 
institutions throughout the project. 

Besides these differences in quality between institutions, Patrik also suggested 
that there may be considerable differences within the selection of reproductions 
produced by the Uppsala University Library—partly because he had more of 
an influence on the digitization practice. As the institution did not have much 
experience with digitization at the time the project started, some improvements

8 A final report on this project (in Swedish) can be found in Nordin and Ahlbom (2021). 
9 For more information, see: https://www.rj.se/en/grants/2021/medieval-latin-manuscripts-in-
the-national-library-cataloguing-and-digitization/. Alongside this current phase of the project, 
manuscripta.se is also developed further through the “Swedish Post-medieval Manuscripts at 
the National Library of Sweden and Uppsala University Library” project (a spin-off project of 
phase 2; for more information see: https://www.rj.se/en/grants/2018/swedish-post-medieval-
manuscripts-at-the-national-library-of-sweden-and-uppsala-university-library--a-catalouging-
and-digitization-project/), and a related project on West Norse manuscripts (see: https://www.rj. 
se/en/grants/2021/digitization-of-the-west-norse-manuscripts-in-swedish-collections/). 
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were made during the course of the project, which were not always retroactively 
corrected. The most important factor here is perhaps the improvement of the 
institution’s equipment. At the start of the project, the library acquired a new book 
scanner for the specific purpose of this digitization project. After producing a few 
test batches, however, it became clear that the quality of the reproductions did not 
suffice for the project. Asked for examples, Patrik explained that the resolution was 
too low, the colors were inaccurate, and that the scanner’s dual light source produced 
a flare in the middle of the scan. Confronting the photographer with this problem, it 
was agreed that the quality of the reproductions needed to be improved and that a 
new solution had to be found. This is a clear example of how a researcher’s demands 
may influence the negotiation of the quality standards of digitization practices at 
memory institutions. Patrik explained that he pushed hard to have the manuscripts 
digitized with a camera, which in the end they were: the test batch was discarded 
and reshot with a 20 megapixel Hasselblad camera. In the course of the project, 
however, the institution made a new investment in its equipment and purchased a 60 
megapixel camera, which, from that point onward, was used for the project instead. 
The result is that approximately . 13 of the reproductions at the Uppsala University 
Library were digitized at a lower resolution. 

Another example of an improvement to the digitization practice at Uppsala 
University Library that was not retroactively corrected was a better control of the 
lighting conditions in the designated photography room. Patrik explained that in the 
beginning of the project, the door of this room was not always closed, allowing 
some natural light to come into the room, which affected the lighting and color 
of the reproductions. This problem becomes especially apparent when you start 
compiling spreads—placing each recto alongside its rightful verso—which allows 
for a close comparison of facing leaves. If the two photographs were shot in exactly 
the same lighting conditions, there should be no color difference between recto and 
verso, allowing them to be stitched together seamlessly. But since rectos and versos 
were photographed consecutively (a common practice in heritage photography to 
speed up the workflow), and natural light was allowed to influence the digitization 
process, this could lead to a distinct color variance between recto and verso in 
individual spreads. In the course of the project, this problem was discovered and 
eventually solved, but not retroactively corrected, leading to some differences in the 
quality between individual reproductions digitized at Uppsala University Library, 
even within the same manuscript. 

These instances suggest that there was a good dialogue between the researcher 
and the photographer, allowing both parties to learn a lot from each other in the 
process. The advantage of such close collaboration at a point where a memory 
institution is still developing its digitization practices was that it allowed Patrik 
to help steer the construction of the workflow to some extent, giving him more 
control over the final state and quality of the reproductions. The disadvantage, 
on the other hand, was that since the quality standards of the reproductions 
were still evolving over time, this produced a discrepancy in the quality of early 
versus late digitized reproductions. And this evolution continued on to the time 
of the interview: confident that this collaboration had taught both himself and the



154 W. Dillen

institution’s photographer a lot and brought them more or less on the same page with 
regard to quality control issues, Patrik nevertheless felt that there was still room for 
improvement and that a continued close collaboration between both parties would 
be advisable and mutually beneficial. 

At an institution with a developed digitization workflow and carefully con-
structed quality standards like KB-SE, researchers may not be able to influence the 
reproduction of the originals as much, but there would arguably be less reason to do 
so in the first place. Although Patrik suggested that he would still think it necessary 
to check the quality of each of the images himself, the fact that KB-SE has a 
longstanding tradition of developing guidelines and setting (high) standards for their 
digitization practices inspires more confidence in the resulting reproductions and 
would hopefully decrease the time spent discussing issues with the photographers 
and reshooting individual pages as a result. In addition, the fact that a memory 
institution has an established digitization workflow that is less prone to change 
can also be an advantage. Especially for high-volume digitization projects like 
manuscripta.se, this would make the quality of the reproductions more consistent, 
and therefore also more easily accounted for. Even in the case of low-quality images, 
documented digitization guidelines and workflows at least give the researcher a 
tangible point of reference to explain any discrepancies between the original and 
the reproduction to the user. In the end, this is where the researcher will have to 
decide what still constitutes an acceptable quality standard for the edition, and to 
what extent it is worth to surrender image quality of the reproductions in order to 
secure an improved accountability for the edition. 

This brings us to the final stage of the manuscripta.se project: to present the 
reproductions of these manuscripts as part of the digital catalog the team was 
developing. To do so, the catalog would need an interface—a publication platform 
that would make the digital information accessible to the user. The software that 
was used to display the images on the website is called IIPImage. To work, this 
software requires the images to be saved on the server in a multilayered TIFF or 
JPEG2000 format. For manuscripta.se, Patrik chose to work with the first option. 
To achieve this format, Patrik needed to process the (regular) TIFF images he 
received from the library, to turn them into tiled “Pyramidal TIFF” images before 
putting them on the server. Patrik reported that he did not perform any additional 
postprocessing on the images (except changing their file names to also include their 
folio number). He suspected that the photographer did perform some postprocessing 
to the presentation copies of the digital reproductions, such as cropping, color 
adjustment, and sharpening—a practice that would be consistent with KB-SE’s, but 
these were not explicitly communicated to him. This is a good example of some 
aspects of the decision-making process that remained invisible—even to the person 
who requested the images. 

In the delivered images, a standard margin was left around each manuscript 
page, and a ruler was photographed in this margin to attest to the page’s size. 
The images were not rescaled to 1:1 at 300ppi (as is KB-SE’s default practice) 
because the manuscripts vary in size (sometimes being as small as 10 cm wide), 
which would have rendered text on some of the smaller manuscripts illegible.
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As discussed above, Patrik checked the quality of the images extensively before 
uploading them to the server, comparing them to the manuscript (leafing through the 
original while inspecting the digital copy). Sometimes color correctness, brightness, 
or focus issues were discovered, but the most frequent errors would be missing pages 
and the fact that a bookmark or part of the manuscript was concealing some of the 
text. In these cases requests were made to shoot or reshoot the relevant pages. When 
Patrik was satisfied with the quality of the digital reproductions, he uploaded them 
to the server and made them accessible to his users. 

This case study shows that, depending on the memory institution, the researcher 
who commissions the digitization of specific cultural heritage objects may have 
more or less of an influence on the digitization practice and illustrates what the 
advantages and disadvantages of such influence may be. It also highlights the kind 
of demands that the researcher will place on the digital reproductions and how 
the negotiation of quality standards between researcher and photographer may take 
place. In Patrik’s case, there was already a difference here in his dealings with the 
various memory institutions. And indeed, for a large part, Patrik found himself in 
quite a rare position, where the connections he had established earlier with the 
library staff allowed him to be more closely involved in the process. To a less 
connected patron, such a privileged position may not be available, and even more 
parts of this process may remain invisible to them as a result. The example also 
indicates that this digitization still happens on an ad hoc basis and that digitization 
practices across memory institutions have not yet been standardized. This means 
that there will be considerable differences in quality and standards across memory 
institutions—or even within a single memory institution as guidelines and work-
flows are still under development, and its equipment and staff undergo changes. It 
should also be noted that at least in this particular case, the researcher was more 
concerned with getting the best possible quality for each individual image (pushing 
its quality as far as possible depending on the rapport he had with the photographer, 
and the type of quality the project’s budget could feasibly afford) rather than with 
providing a more consistent overall quality for all the images, based on a single and 
more easily documented quality standard. 

At the moment of writing, the catalog’s reproductions of the manuscripts are 
offered without any reference to the quality standards that were used to photograph 
the images, but Patrik attested (based on his interactions with the users of his 
catalog) that the lack of such a description is also not an issue that the user 
is particularly concerned with. In part, this can be explained by the fact that 
manuscripta.se is a catalog first—not an image repository, nor a digital scholarly 
edition. Still, even in the case of scholarly editions, attesting to the way in which 
the digital reproductions that are used in the edition were produced is not a common 
practice. But that is of course not a reason why we should not start doing so. Indeed, 
as these digital reproductions are becoming more and more detailed and important 
in our digital scholarly editions, we should also become more and more vigilant 
about the way we present them (and with it: their relation to the original) to our 
users.
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4 Paradata for Digitization Processes 

As became clear in my comparative study of National Libraries for the DiXiT 
project, these high-level memory institutions usually offer several tiers of digitiza-
tion services, from low-end services (with the help of librarians and the library’s 
most basic equipment) to high-end services (performed by photographers with 
professional equipment). Which of these services are relevant and available for a 
specific project is evaluated on a case-by-case basis, in a process of negotiation 
between the library’s staff and its patrons, that depends on a wide range of 
factors—such as the material state of the document, the needs of the project, 
the availability of equipment, the experience of the staff, and the funding that is 
available.10 As my case study has demonstrated, the fact that so many aspects of this 
process potentially remain invisible to the end user is problematic, from a scientific 
perspective, because they can play an important role in the project. For example, 
the equipment and professional expertise a library has at its disposal may change 
over time, and certain tiers of digitization services may be unavailable through 
a lack of funding. Intuitively, one would think that a given memory institution’s 
high-end digitization services would be the ideal environment to procure the 
high quality, consistent digitization results that a prestigious high-quality digital 
scholarly edition (or catalog) requires—not just because it is potentially the most 
qualitative option (using the best equipment, producing the highest resolution scans 
and truest color reproductions), but also because it is usually the only option that 
follows high predetermined standards, where the digitization is performed by trained 
professionals, and takes place in a more or less controlled environment. 

As the above case study has demonstrated, however, digitization is not a purely 
mechanical process that produces identical results at every iteration. To the contrary, 
it is a highly personal process that involves a number of different agents, each with 
their own experiences and demands, who are at times quite literally involved in 
a process of negotiation between themselves (based on personal preferences and 
professional experiences), the physical limitations of the document, the environment 
where the digitization takes place, and any contractual obligations that need to 
be met—all of which have a direct impact on the quality and consistency of the 
digitized end product. Indeed, as we have seen, there is still plenty of room for 
variation in quality among the delivered image files—even over the course of a 
single digitization project, conducted by a single team, at a single institution, per-
forming a single digitization service. In some cases (e.g., when overall consistency 
is more important than factors such as image resolution) this may mean that a more

10 I performed a more detailed analysis of these different tiers at KB-SE and proposed a mapping 
of the negotiations between different internal and external agents in the digitization process as part 
of my work on the DiXiT project. Because of space restrictions, however, it was impossible to 
include those findings in this chapter. I did, however, already discuss some of these aspects in a 
blog post (Dillen, 2017a). 
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mechanical, lower-end digitization service (like an automated book scanner) might 
be preferred over high-end alternatives.11 

Whichever suitable service or digitization process is agreed upon, however, the 
case study highlights how important it is to provide some sort of context for the 
images you use (such as their origin and some specifications of the digitization 
process) to justify their quality (or lack thereof). This is especially crucial because 
a lower quality invariably points to a greater divide between the original and 
the reproduction and, in the case of a scholarly edition, potentially between the 
reproduction (which is often the user’s only point of reference) and the transcribed 
text. This divide needs to be addressed and accounted for somehow before the 
editor’s transcriptions can really be considered “assessable” by the user—which is 
arguably the whole point of adding these images to the digital scholarly edition in 
the first place. This is where paradata could enter the picture. 

Paraphrasing my definition of paradata at the start of this chapter, we could 
say that it concerns data that describes data creation processes. In some cases, 
paradata comes in the form of metadata (highly structured “data about data,” 
described in metadata terms, following a specific ontology like DCMI,12 or CIDOC-
CRM13 —to stick with examples that are relevant for memory institutions). For an 
example of what this may look like for digitization practices, we can consider EXIF 
(Exchangeable Image File Format)—a standard for storing metadata in image and 
audio files.14 Nowadays, most digital cameras use this format to automatically store 
information about the equipment and settings that were used directly in the image 
file, at the moment the image was captured. This may include the make and model of 
the camera or scanner that was used, the model of its lens, together with the aperture 
and shutter speed that were used, etc. All of this data is structured as metadata and 
is highly relevant to the process of the image’s creation process, which means it 
qualifies as paradata too. But not all metadata is paradata. Say, for example, that we 
have a book in the collection of a library. And that the book’s metadata includes 
a Dewey Decimal Class (DDC) number, which classifies the book as belonging 
to a particular discipline and helps the library’s patrons locate the document. This 
number is part of the book’s metadata because it is a highly structured record that 
tells us something more about the book (i.e., it is “data about data”). But it is not 
necessarily paradata, because this number was given to the book by a librarian, 
in retrospect, based on their interpretation of the document—and tells us nothing 
about the circumstances in which the document was originally created. At the same 
time, not all paradata is metadata. Take, for example, the interview I conducted with 
Patrik. This interview is a source of data in itself, recorded as an audio recording and

11 This is true, for example, in cases where the editor aims to publish a lightweight minimal edition 
in order to reach a wider, less privileged audience; or when the editor has a limited budget and 
needs to put the text first. 
12 See: https://www.dublincore.org/specifications/dublin-core/dcmi-terms/. 
13 See: https://cidoc-crm.org/html/cidoc_crm_v7.1.1.html. 
14 See: https://exiftool.org/TagNames/EXIF.html. 
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accompanying transcript, which has served to support some of the arguments I made 
in this chapter. And it qualifies as paradata, because it gives an account of a set of 
conditions and practices that had a direct impact on the creation of the data files (in 
this case: images) that would later become part of the manuscripta.se database. But 
it is not strictly metadata because it is not structured and mapped onto an existing 
ontology of metadata terms. 

What this means is that paradata is very much in the eye of the beholder and that 
what does or does not count as paradata in a given context greatly depends on the 
phenomenon that is being studied. So we would do well to specify exactly which 
data creation workflows and processes we are dealing with, before considering what 
the paradata around these processes may look like, and what the benefit would be of 
sharing them with the research community. In turn, this will help us “explicat[e] in 
depth what to document and how to capture it” (Huvila, 2022, p. 33). 

In the context of this chapter, the process we are interested in is the digitization 
process. Specifically, we are looking into the way in which we create digital 
reproductions of physical objects. With regard to this digitization process, we are 
not just focussing on the moment of capture (e.g., when the digital photograph is 
taken, the scan completed, or the video recorded), but also (and: especially) on 
the workflows that dictate how this act of capturing is performed, and how the 
resulting reproduction is processed and evaluated afterward. And as we have seen, 
these workflows are basically decision-making processes where different agents 
interact with each other, and directly or indirectly negotiate how the physical 
documents and their digital reproductions are handled—agents who each put their 
own demands on the physical and digital objects concerned, based on a strong 
foundation of professional expertise. This means that the primary sources of our 
paradata are human agents and that the most straightforward way of obtaining such 
paradata is through qualitative social science research methods, such as interviews, 
surveys, observation studies, etc. In addition, these primary research data could 
potentially be complemented with secondary materials, such as institutional web 
pages, internal (digitization) policy documents, descriptions of workflows and 
standards, third-party contracts and terms of agreement, automatically generated 
metadata, changelogs, paper trails of internal and external communication, etc. 
Combined, all these materials can help paint a detailed picture of exactly how the 
physical object was digitized, and why it was digitized in this way. 

5 Paradata for Digital Scholarly Editions 

In this last section of our chapter, I would like to reflect on what these findings 
mean for the digital scholarly edition. We would be too hasty to conclude, for 
example, that from this point onward, any digital scholarly edition worth its salt 
needs to incorporate all the relevant paradata pertaining to the images it uses, from 
EXIF metadata to research diaries and recorded interviews with any agent who was 
involved in the digitization process in some way or other. While a close examination 
of digitization practices at a given memory institution with a view to developing a
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portfolio of relevant paradata may be a worthwhile research project in itself that 
can provide us with new, valuable insights about the exact relation between physical 
objects and their digital reproductions, requiring such an investigation to be attached 
to each and every digital scholarly editing project is simply infeasible and arguably 
lies well outside the purview of the editorial endeavor. 

To some extent, this is due to the nature of the paradata involved. Some paradata 
is easy to come by, but extremely hard to understand. For example, a data dump 
of metadata, technical specifications, and changelogs about the images that were 
used in the digital scholarly edition would be relatively easy to extract and provide 
alongside the digital scholarly edition. But without additional context, such data 
would be lost on the average user of the edition, who is mainly interested in 
the edition’s documents and their interpretation, and who does not necessarily 
know how to read (let alone assess) this kind of technical documentation—thereby 
defeating the purpose of the paradata. On the other hand, some paradata is easy 
to understand, but extremely hard to come by. Providing detailed descriptions of 
digitization workflows, interactions, and decision-making processes on the basis 
of interviews, observation studies, and other social science methods is simply 
infeasible for most digital scholarly editions. They would add a whole new line of 
inquiry to the research, which would require the team of editors to add an entirely 
new research profile to their project, with its own allocated researchers, time, and 
budget. This would put even more of a burden on the editorial team than is already 
the case.15 Requiring this kind of treatment of any self-respecting digital scholarly 
edition would turn it even more into a prohibitively expensive research endeavor 
than it already is. 

Still, it may be possible to find a middle way. As Huvila remarks in the 
concluding paragraphs of his essay: “an equally critical question to having enough 
[paradata] is how to avoid having too much” (Huvila, 2022, p. 41). And indeed, since 
different data users have different data needs in different contexts and situations, it 
is essential that we first try to understand which types of paradata are “useful and 
usable” in our particular context (Huvila, 2022, p. 29). In our case, this context 
is that of a scholarly editor developing a digital scholarly edition on the basis 
of a (series of) document(s) held by one or more memory institutions. In this 
sense, the scholarly editors are not exactly the creators of digital reproductions of 
physical cultural heritage documents, but rather the reusers of those reproductions.

15 In her seminal work Digital Scholarly Editions: Theories, Models, Methods, Elena Pierazzo 
exposes how the digital turn has essentially required the editor (or editorial team) to acquire an 
entirely new set of skills. Where in the age of print the scholarly editor would mainly require a deep 
knowledge of philological skills such as “textual scholarship, codicology, palaeography, historical 
linguistics, literary criticism,” etc., moving the discipline into the digital age requires a whole 
new set of computational skills, such as data management, web design, digital infrastructure, tool 
development, and metadata standards (Pierazzo, 2015, p. 126). If we would require all the relevant 
paradata related to the digitization process of all relevant digital reproductions to be included in 
the edition as well, this would expand the list of skills even more, to include an understanding of 
social science research methods, digital photography, library collection management, etc. 
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This means that while paradata that attests to the way these digital reproductions 
are created at a given memory institution would be relevant information to the 
scholarly editor (as well as to the resulting digital scholarly edition’s user), it is 
not the editor’s responsibility to commission, store, and distribute those data in the 
first place. Instead, the scholarly editor is reusing the memory institution’s data 
(be they physical, digital, or both) in order to make their own digital object: the 
digital scholarly edition. And it is paradata detailing how the latter digital object 
was created that contains essential contextual information for the digital scholarly 
edition’s (re)users. 

The practice of describing exactly how scholarly editions are made is not 
new to the field of scholarly editing. In fact, it is arguably one of its strongest 
foundations. If centuries of textual critical thinking have taught us anything, it 
is that the authority of some documents, texts, or versions over others is very 
much a matter of interpretation, and that opinions differ greatly when it comes 
to, for example, the extent to which the scholarly editor is allowed to intervene 
in the texts they are editing. And it is exactly this realization of how much the 
presentation of the scholarly edition ultimately depends on the editor’s perspective 
that has since long required the scholarly editor to position their research in the 
field and justify any editorial decisions they have made in a designated section 
that is appended to the scholarly edition.16 This section, which has existed long 
before the discipline took a digital turn, is often called “Editorial Principles” or 
something similar and does exactly this: explicate the editorial principles on which 
the edition is based, and the rules the editorial team have followed to construct the 
edition, with as few exceptions as possible. Since the digital turn, this section has 
only gained more significance and has been expanded to also include some type of 
“Encoding Description” and other “Technical Documentation.” In these sections the 
editors do not just explain the theoretical framework they have used, but also which 
technical standards they have used,17 and which choices they have made within 
those standards, to put this framework into practice. Such sections have become a 
staple of the (digital) scholarly edition—to the extent that they are, for example, 
repeatedly mentioned in the evaluation criteria used by RIDE, the well-respected 
review journal for digital editions and resources in the field (Sahle et al., 2014). 

These sections can be regarded as important sources of paradata avant la lettre. 
They are indeed narratives that embed useful information about the way in which a 
digital dataset was created—in our case: the digital scholarly edition. As scholarly 
editors have realized a long time ago, this type of information is absolutely essential 
if we want our data (be it digital or in print) to be used, understood, and potentially 
reused. And it is exactly by enclosing this information in the edition that it can

16 The parallel development of various schools of textual scholarship is a well-established part of 
the research field’s history that I explored in some more detail in my PhD thesis (Dillen, 2015). 
For more information and a more practical resource, see the Lexicon of Scholarly Editing (Dillen, 
2020). 
17 Such as, for example, the guidelines of the Text Encoding Initiative (https://tei-c.org). 
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achieve one of its most important goals: to inspire a critical attitude toward texts in 
general, and the relevant work(s) in particular. What seems to be missing from these 
sections, however, from the perspective of this chapter, is some similar information 
that helps contextualize the authority of the images that were used in the dataset. 
This information does not necessarily need to be as detailed as all the paradata 
we can imagine to contextualize the digitization process—as described above. The 
important information pertaining to the relevance and reusability of the images 
that were used in the digital scholarly edition is not so much exactly how the 
digital surrogate resembles or differs from the original document, but rather the 
extent to which the editor recognizes that the digital reproduction are sufficiently 
representative for the context in which they are used, despite its specific limitations. 
Ultimately, it is the editor who vouches for the authority of the images that are used 
in the edition, in the same way that they vouch for the authority of their texts. And 
like with their text—the authority of which is justified in dedicated sections detailing 
the edition’s “Editorial Principles,” the editor would do well to justify the authority 
of the images that were used by providing more context relating the way in which 
they were obtained. In both cases, these justifications serve to convince the reader 
of the soundness of the editor’s research and argumentation, or, failing that, to point 
the reader in the direction of the originals whenever they doubt the editor’s claims. 

Writing such a section should not take up a disproportionate amount of time and 
space, nor should it require the editor to acquire any additional skills. What is needed 
is simply some additional context that frames the editor’s decision-making process 
around the time when they made or acquired the digital images, and determined to 
what extent they were sufficiently representative of their originals for the digital 
scholarly edition. This could be achieved, for example, by describing their own 
role in the digitization process—however large or small this may have been. This 
may include a brief description of the specific digitization service they engaged 
(and, where relevant, whether this choice was the result of a process of negotiation), 
which requirements and technical specifications they requested from the digitization 
team (and, where relevant, whether these requirements were met), whether or not 
the editor established a rapport with the digitization team (and, when relevant, 
whether this feedback loop had any effects on the overall quality of the images), 
and which measures the editor took to ensure quality and representativeness of 
the reproductions, in relation to their originals (for example, by comparing the 
reproductions to the originals to make sure they are accurate and complete). By 
doing so, the editor would acknowledge their position as one agent in a complex 
process while, at the same time, explicitly taking responsibility for this crucial 
aspect of the digital scholarly edition. This would provide the reader with the 
necessary information to decide whether or not to trust the editor’s judgment, 
thereby drastically improving the accountability of the edition. At the same time, 
such a section would raise the general awareness of the complexity of digitization 
processes and acknowledge that the resulting digital reproductions are objects in 
their own right, distinct from their physical originals, and differing from them in 
significant ways. All of this can only help inspire a critical attitude in the reader and 
open their mind to new interpretations of treasured cultural heritage documents. And
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that, to a large extent, is exactly what the fields of textual scholarship and scholarly 
editing are all about. 
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Abstract 

Paradata is important for understanding the provenance of data—but capturing 
and using paradata is challenging because it is often not formalized or explicit. 
This is particularly the case for complex, long-lived digital objects, such as 
the databases used to manage long-lived museum collections. These databases 
are passed down between generations of collections managers, but the docu-
mentation explaining their structure and changes over time is often incomplete, 
thus posing an obstacle to the use and maintenance of the databases. Collection 
managers must often reverse engineer their databases and create documentation 
from scratch. Here, we present a case study of paradata reconstruction conducted 
as part of a larger project studying database maintenance in memory institutions. 
Through interviews with collection managers at the University of Michigan 
Herbarium and Matthaei Botanical Gardens, we reconstruct how a database 
evolved and changed over 50 years. We show how different ways of illustrating 
the history of a database can be used to help “open up” a database for users. 
We reflect on the strengths and weaknesses of these approaches, specifically 
versioned entity relationship diagrams, Sankey diagrams, and narrative case 
summaries, and discuss the challenges in capturing paradata from long-lived 
sociotechnical objects. 
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1 Introduction  

Literary theorist Gérard Genette famously described paratext (e.g., the table of 
contents, chapter headings, index, and other framing text in a book) as “a threshold, 
or . . .  a vestibule” and a “means by which a text makes a book of itself and 
proposes itself as such to its readers” (Genette, 1991, p 261). Paradata, however, 
is typically described in less poetic terms: it is a form of metadata that describes 
the ways in which a dataset was collected, processed, or manipulated (Pomerantz, 
2015). This nuts-and-bolts definition elides paradata’s role in similarly presenting 
data and digital objects for use and interpretation. Paradata, like paratext, is a 
threshold through which users encounter, work with, and manage complex digital 
objects. It presents and preserves aspects of a dataset’s context of production and 
fundamentally shapes how an object is viewed. And when paradata is missing 
or incomplete, datasets and digital objects become harder—if not impossible—to 
“enter” or otherwise engage with. 

In this chapter, we present a case study that illustrates the challenges of work-
ing with a particularly complex, long-lived digital object—a museum collection 
database—without complete documentation of its development or change over time. 
Museum collection databases are used to store information about the artifacts, 
specimens, and other objects in a museum’s collection. For many museums, their 
collections date back decades if not centuries, and their associated databases are 
decades old as well. The stewardship of these databases is “passed down” from one 
collection manager to the next, but, for a variety of reasons, sometimes without 
significant documentation. This leaves the “new” collection manager with the 
unenviable task of reverse engineering a database’s structure, contents, and data 
entry workflows for the next generation (Thomer et al., 2018; Thomer & Rayburn, 
2023). Even once reverse engineered, not knowing the reasons underlying database 
design decisions makes database usage difficult. 

Our case study focuses on the evolution of two collection databases with a 
common origin: the Matthaei Botanical Gardens and Nichols Arboretum (MBGNA) 
database and the University of Michigan (U-M) Herbarium collection database. 
Both databases grew out of a system called TAXIR in the 1960s; both have 
been repeatedly migrated between different software systems over the years; and 
both lack significant documentation explaining their origin, structure, or evolution 
(leading to much frustration for both databases’ current collection managers). As 
part of a larger project studying memory institution database maintenance over 
time, we interviewed database stewards at each museum and “read” each site’s 
databases (Feinberg, 2017) to reconstruct change in each site’s databases. We also 
tried different approaches of illustrating this change over time: first, versioned entity 
relationship diagrams (an illustration of a database’s underlying data model), and 
second, Sankey diagrams (an illustration of the “flow” of records between different 
database versions). In retrospectively creating this documentation, we ask: how and 
to what degree can we record the sometimes-subtle changes that occur in a database 
over long periods of time?
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Our chapter proceeds as follows: we first contextualize our project in prior critical 
scholarship on databases, their paradata, and their use in memory institutions. Then 
we present our case study and the diagramming techniques we used to reconstruct 
database histories. We conclude by reflecting on the strengths and weaknesses of 
these approaches. We find that when paired together, entity relationship diagrams, 
Sankey diagrams, and narrative histories can provide new users an entry point into 
these complex data systems. 

2 Background 

Most fundamentally, a database is a structured collection of data organized for fast 
search and retrieval by a computer (Manovich, 2002). More abstractly, databases 
are tools for encoding the world (Dourish, 2017); that is, they translate non-
computational entities into a machine-readable form. Database technology has 
drastically expanded possibilities for organizing complex or difficult-to-collect data 
and has played a critical role in allowing research data to be shared between 
collaborators, or in building networks for data sharing (Bruns et al., 1998; Cullings 
& Vogler, 1998; Mineta & Gojobori, 2016; Robertson et al., 2014; Stein & 
Wieczorek, 2004; Vieglais et al., 2000; Williams et al., 2018). There are many 
different technical standards for databases; here we are focusing on relational 
database management systems (RDMS), in which data is stored in a series of linked 
tables, each table connected through data points. The structure of these tables (the 
data model) is customized based on the nature of the data or its relevant metadata. 

Databases, like most digital artifacts, are quite fragile and require constant main-
tenance to persist. They are sociotechnical objects, built on ever-changing physical 
and digital infrastructures and fundamentally shaped by the people and organiza-
tions that create them (Bowker & Star, 2000; Dourish, 2017; Hine, 2006). Different 
aspects of a database change at different rates, creating significant challenges for the 
maintainers of these systems. For example, in memory institutions—the museums, 
archives, and libraries that “contain memory of peoples, communities, institutions 
and individuals” (Dempsey, 2000)—the database’s structure and hardware might not 
change very often, but the users and needs of users of that database change fairly 
frequently (Fig. 1). This increases the chances that a system will break or require 
alteration or repair over time. As different parts of a database become obsolete over 
time, the database will need to be migrated from one piece of hardware or software 
to another. As we explore later, this can quickly become a complex process as 
migrations are often catalysts for other structural changes to the data, such as a 
schema change. 

Critical to database migration is an understanding of the systems’ accompanying 
paradata. Though the term paradata was originally used by statisticians to describe 
process data needed to understand the quality of statistical data, such as surveys 
(Karr, 2010; Kreuter et al., 2010), the term has since come to be applied beyond 
survey data. However, as the term has gained adoption, it has also become more 
challenging to define. In many domains, paradata is often left undocumented or
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Fig. 1 A model for sociotechnical change in museum collections. Note the varied rates that change 
occurs, each factor contributing to data migrations and its accompanying paradata. Reprinted from 
Thomer & Rayburn, 2023 with permission 

implicitly present within the data itself (rather than explicitly recorded) (Börjesson, 
2022; Huvila et al., 2021). Paradata can take many different forms depending on 
the nature of the data it contextualizes. Identifying the form that paradata will take 
within a certain context is an endeavor on its own. Indeed, much literature examines 
the forms of paradata as a research question. For example, Börjesson et al. (2022) 
discuss the different forms of paradata that appear within archeological field data, 
while West and Sinibaldi (2013) examine types of paradata within social science 
datasets. 

In this case study, the paradata we are speaking of is any provenance or pro-
cessing data related to database creation, upkeep, and migration of natural history 
museum data. Natural history collections often contain millions of specimens 
that date back hundreds, even millions, of years, with each specimen requiring 
documentation. These data-intensive collections were early adopters of database 
technology and early contributors to scholarship in data curation (Palmer et al., 
2013; Strasser, 2012; Thomer et al., 2018). Because of these long data histories, 
the paradata associated with these collections is lengthy and complex. Further, 
the users, creators, and maintainers of memory institution databases have varying 
work practices, often very different from best practices defined in computer science 
(Thomer & Wickett, 2020). These idiosyncratic practices are where much paradata 
is created. Though there are systems designed to track the provenance and changes 
to databases over time (Brodie & Stonebaker, 2015; Buneman et al., 2006, 2009), 
most of the databases in natural history museums (NHM) do not have this capability. 
Thus, in our cases, paradata must be inferred from data entry guides, documentation 
or communication related to database migrations, technical documentation guiding
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the structure of the system, and changes to metadata schemas that guide specimen 
documentation. 

3 Database Evolution at the University of Michigan 
Matthaei Botanical Gardens and Nichols Arboretum 
and the University of Michigan Herbarium 

As part of a larger project studying database maintenance in memory institutions, 
we developed case studies of database migration at multiple libraries, archives, 
and museums. Each case study was developed through semi-structured interviews 
(45–75 min each) with curatorial and collection staff at each site; close analysis 
and comparison of different versions of legacy databases; and review of papers, 
memos, emails, and other documentation related to database migration. Evidence is 
triangulated to develop explanations of how and why migrations are necessary, and 
to identify patterns motivating migrations, following a multi-case study design (Yin, 
2017). 

Here we present two intertwined cases from this project: database evolution at 
the U-M Herbarium and the MBGNA. In both cases, we had access to different 
versions of the legacy collection databases and were therefore better able to explore 
different ways of reconstructing paradata. In the process of creating narrative case 
reports, we also created entity relationship diagrams and Sankey diagrams to better 
illustrate change over time in these systems. We present our case study and diagrams 
below. 

3.1 Common Origins 

The U-M Herbarium is a substantial collection of plants and fungi that began in 
1837 (University of Michigan Herbarium, 2023). Today, they have almost 1,750,000 
specimens and databasing efforts that span 50 years. Like the herbarium, the 
MBGNA is essentially a collection of plants—but unlike the herbarium, it is a 
“living collection” distributed throughout four properties and over 700 acres of land 
in and around the University of Michigan. The MBGNA’s collections and catalogs 
date back to 1910, and their digital collections databases date back to the 1980s. The 
MBGNA’s digital data collections consist of tens of thousands of items and records 
in several different database systems. Data files include specimen records describing 
the type, locality, and provenance of each plant in the gardens and arboretum, as well 
as images, associated genetic data, and other data files. 

Both the Herbarium and the MBGNA databases share a common origin: a 
holotype specimen database called TAXIR (Estabrook, 1979; Estabrook & Brill, 
1969; Estabrook & Rogers, 1966). Holotypes are the single specimen used as a 
reference when first describing a species (Britannica, 2023). Holotypes might be 
thought of as the canonical version of a species, and they are incredibly important 
as a point of reference in biodiversity research. There are many other kinds of
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“type” specimens that are used in biodiversity research; for instance, paratypes 
are additional specimens that were referenced when an author described a species, 
and neotypes are specimens chosen to replace a holotype when lost or destroyed. 
Collectively, these specimens are referred to as a type collection in a museum. 
Type collections typically represent a small percentage of an entire natural history 
museum (NHM) collection (indeed, some NHMs may not have any). However, 
they are some of the most frequently used specimens and must be extremely well 
documented to be used as a comparison point for researchers. 

TAXIR was a type database created not for the management of these collections 
but as a research tool to assist in taxonomic classification; it compared holotype 
records and mathematically calculated whether two specimens are of the same type 
by analyzing similarities between a pair of specimens (Estabrook & Rogers, 1966). 
Though TAXIR was an important early NHM database, it simply did not have the 
capability to serve as a collection management database, or a database where every 
object within the collection would have its own record, often resembling an analog 
card catalog. Both the Herbarium and the MBGNA eventually desired collection 
databases. At this point, both collections consequently diverged infrastructural paths 
to develop their own databases. 

3.2 MBGNA Database Development 

After TAXIR, the MBGNA transitioned to the collection management database BG-
BASE in the 1980s, a system designed especially for botanic gardens and arboreta 
collections. This transition was challenging for multiple reasons. Firstly, it was a 
radical change in the data model as the information documented in a collection 
database would be vastly different from a type database. Secondly, this migration 
involved a software and hardware shift, as TAXIR operated on mainframe computer 
technology, with the data being accessed on computer terminals, and BG-BASE 
utilized personal computer technology. 

Because this transition happened so long ago, our interview participants knew 
relatively little about BG-Base. However, the MBGNA was still dealing with the 
ramifications of this software—because they were not able to migrate data out of 
the system! In our interviews, a curator explained that the data in BG-BASE was 
originally entered by a volunteer who did not document their data entry process: 

We have a number of databases that people created to, basically to suit their own needs. And 
so, unfortunately as those staff members have left, we haven’t always known exactly how 
or why those files were created. And so that has been a real challenge to decipher these past 
records and know what they related to. And sometimes they were created and then updated, 
and dates weren’t kept and so it’s really hard to know exactly how to use them (Participant 
MBGNA-01). 

When staff went to migrate the data from BG-BASE to a new system (Microsoft 
Access) in the early 2000s, the volunteer had moved on, and current staff did not 
understand the logic behind the data structure. They ultimately had to abandon the 
BG-BASE database and start fresh. He stated,
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We didn’t wanna lose a whole lot of legacy information, but we decided at a certain point it 
was so erratic that it wasn’t worth carrying over . . .  it made no sense when you actually just 
look at the page (Participant MBGNA-02). 

The new Access database was created based on the International Transfer Format, 
a metadata standard for botanical garden data. This standard was developed so that 
records could be shared easily between institutions (Botanic Gardens Conservation 
Secretariat, 1987; Botanical Gardens Conservation International, 2004). However, 
the standard itself is quite complex; the Access database included many small 
tables with specialized information that link to the main table of the database, aptly 
named tblplant. While this model followed an established standard, it increased the 
complexity of the database, ultimately making the system harder to use by those 
without database expertise. 

At the time of our interviews with MGBNA staff in 2018, the Access database 
was being migrated to a new ArcGIS GeoDatabase, a system whose data model 
prioritizes spatial or geographical information first and foremost. Again, the migra-
tion to ArcGIS was unexpectedly challenging because there was little detailed 
documentation defining fields and relationships in the MS Access database, a similar 
problem experienced with the BG-BASE database two decades prior. The database 
specialist for the botanical gardens described this challenge of navigating the table 
relationships between the two systems: 

When we link Access into [Arc]GIS, the way the data shows up is not the actual characters 
that were entered into the field originally. It’s numbers. Because they’re tied to the super 
relationship table . . .  the primary keys show up, that link into GIS (Participant MBGNA-04). 

As a result this migration took over 2 years to complete. 

Capturing Paradata Through Entity Relationship Diagrams 
For the MBGNA case, we had access to versions of the Microsoft Access and 
ArcGIS databases. To better understand how and what changed over time and 
to explore different modes of capturing paradata, we developed enhanced entity 
relationship (EER) diagrams to document each version of the database structures. 
Creating EER diagrams is a standard practice in database development; they use 
a highly structured visual language to represent the classes of information in a 
database, the relationships between those classes, and sometimes the specific data 
types of different data attributes (Chen, 1976). EERs are commonly created to 
support a number of different tasks, including database design, debugging, patching, 
and documentation. 

We were able to create two EERs to try to show changes to the MBGNA’s 
structure in the transition from Access to ArcGIS. Figure 2 shows the MBGNA 
database as it existed in 2008 as an Access database with 20 related tables. Figure 
3 shows the database as it was revised in 2016 to an ArcGIS system, condensed 
into nine tables. Note that the purpose of these figures is not to understand the 
data structure in detail, but, rather, to note the changes between these two database 
versions, adding to the paradata on what changes are made over time. There is no
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EER for the TAXIR or BG-BASE databases because this data was never maintained 
by staff: a clear example of lost paradata. 

A close comparison of these EER diagrams gives a sense of a schema in 
transition, catalyzed in part by new standards and technologies. The 2008 Access 
database exhibits design choices tailored to data entry, such as Boolean fields that 
would have appeared as a checklist to students and interns doing data entry and 
shows signs of incremental change over time (e.g., several legacy tables that were 
used for short-term projects, yet were left in after the project was complete, adding 
unnecessary clutter to the data schema). The most recent database, on the other hand, 
was built using ArcGIS and represents a large-scale refactoring of the MBGNA’s 
system. It features fewer tables than its predecessors, largely because ArcGIS does 
not treat controlled vocabularies (or “domains” in their parlance) as separate tables, 
as the prior databases did. Fewer tables mean simpler queries and quicker data 
retrieval. 

3.3 The U-M Herbarium Database Development 

The Herbarium’s database evolution differs from the MBGNA’s considerably. After 
TAXIR, their databasing efforts centered around migrating to another type specimen 
database built in an RDMS called dBase in 1988. This transition was largely due 
to worries that TAXIR’s mainframe technology would become obsolete and out 
of a desire to access data on personal computers. The Herbarium didn’t adopt a 
collection management database until the early 2000s, after individual researchers 
began developing ad hoc systems for their own use. One participant describes these 
systems: 

We had specimen label data . . .  We had some algae data that we came up with from 
somewhere—we merged that in. I think at one time I had a compilation of 15 or 16 or 
more databases, that somebody had put a little bit of fungus data here, some algae data 
here. Stuff that we sort of combined it all together (UMNHM_014). 

While decisions were being made regarding what unified RDMS the Herbarium 
would choose, they stored records in what they called “The Container,” which, in the 
words of UMNHM_013, “ran through SQL with an Access front end, because it was 
such a monster. It was an enormous flat file intended as a conversion vehicle.” But 
though “The Container” was meant to be a temporary storage solution, the various 
Herbarium databases wound up spending over a decade in this limbo. 

In 2016, the Herbarium migrated to Specify for their in-house collection 
management database and Symbiota for collaborative research and data aggregation 
efforts. While the records in these systems are related, one of the challenges that 
appeared during our interviews is that Symbiota and Specify have historically had 
issues communicating with one another, largely because of Symbiota’s focus on 
georeferenced data. One participant describes this challenge:



Reconstructing Provenance in Long-Lived Data Systems: The Challenge. . . 175

Symbiota essentially would export out a Darwin Core archive as a big flat table with one 
exception, and Specify essentially divides up the data into multiple, multiple tables. Getting 
that all in the right place was very difficult. One of the things that has happened, was as the 
data is getting out in Symbiota portals, some of the project managers would georeference 
the data. And you would have georeferenced data out here, [and then realize,] ‘Oh I need to 
get it back in here. Oh, now I have a problem’ (UMNHM_014). 

In sum, Specify records can be imported to Symbiota, but not vice versa. The 
provenance challenge here is a lack of documentation to the way in which these two 
systems (with different intended audiences) fail to interact. 

Though the Herbarium database was successfully migrated, the “traces” left 
behind by legacy databases continue to impact current migration efforts—for 
instance, fields with unclear definitions, or that were split across multiple tables 
for unclear reasons. Further, these databases had multiple purposes, including to 
define type specimens, to serve as a collection database, to be used internally for 
research projects, and to aggregate collection data with that from other herbaria. 
This creates a challenge of not only tracing database changes but also intended uses 
of the systems as well. The Herbarium is fortunate to have a few staff members 
whose tenure spans since the beginning of databasing efforts and who can help track 
these changes over time, but this knowledge has not been clearly documented. 

Capturing Paradata Through Sankey Diagrams 
Because we did not have access to many of the legacy database files for the 
Herbarium, we turned to alternative methods of visualizing database migrations over 
time. Sankey diagrams are a type of “flow” diagram commonly used to visualize 
inputs and outputs in a system, e.g., the flow of nutrients in an ecosystem, or the 
energy transferred between different components of an engine; in an engineering 
context, they’re used to analyze the efficiency of a given system. Here, we use them 
to show the flow of records between data systems over time. The basic components 
of a Sankey diagram are a beginning node, an end node, and a quantitative value 
linking the two (Schmidt, 2008). For our cases, the beginning and end points for 
each “flow” are different data systems, and the quantitative value linking the two 
might be the number of records stored in each system (Fig. 4). 

By creating a Sankey diagram, we can succinctly visualize the relationships 
between older database systems in both the Herbarium and MBGNA, such as the 
shared use of TAXIR. This diagram also shows the origin of the digital databases 
in legacy card catalogs (something not possible with an EER diagram). Our Sankey 
is somewhat incomplete, however, because we don’t know the exact numbers of 
records that flowed through each system. Because of this, we have represented all 
migrations as being of equal size (and therefore, equal widths of flows linking 
systems), which does not adequately represent changes in data scale over time. 
This is an unconventional form of paradata; it might be better thought of as a type 
of analysis made possible by paradata rather than paradata in and of itself. But it 
does succeed in presenting the provenance of each data system at a high level— 
something that a new database manager would need when taking over stewardship 
of a system.
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Fig. 4 Sankey diagram showing flow of records between databases at the U-M NHM Herbarium. 
Diagram created using SankeyMATIC 

3.4 Reconstructing Paradata: How and to What Degree Can We 
Record Change in Complex, Sociotechnical Systems? 

Through our interviews, we were able to (mostly) reconstruct the history of these 
intertwined databases. In doing so, we also created three ways of looking at 
paradata: a series of EER diagrams that show change when compared; a Sankey 
diagram that shows the flow of records over time; and the case narratives themselves, 
which provide a high-level description of the histories of database use. Each of our 
approaches to capturing paradata records different degrees and scales of change to 
a system.  

EER diagrams are best at capturing detailed changes to the data model, and less 
directly, the data entry workflow and what fields might be included in the individual 
record. They are a common tool in database design and management, and provide 
the clear, detailed views of a system necessary to plan a migration, or understand 
a current system; however, they can be challenging to create, particularly for those 
with less experience with databases. And note they are not possible to create for 
legacy systems that are no longer accessible. Further, these diagrams also require 
specialized knowledge to interpret. So, while they may be very useful to individuals 
with backgrounds in computer science, museum administrators or “domain” users 
may struggle to interpret them. And finally, these diagrams cannot capture why 
schema design choices were made in the first place. 

Sankey diagrams are excellent for providing a broader view of how records have 
flowed between data systems over time and are even useful for systems that are no 
longer accessible or that are physical rather than digital. However, if there is no



Reconstructing Provenance in Long-Lived Data Systems: The Challenge. . . 177

quantitative information on the number of records, or the scale of the data for each 
system, they run the risk of overly abstracting the complexity of data systems. Also, 
a Sankey alone lacks much of the behind the scenes work of managing a database, 
including the context (why and how) of migrations, issues within the databases, and 
issues with the database schemas. 

Finally, we want to note an unexpected form of paradata that emerged from this 
work: the narrative case reports we developed through interviews and presented in 
part in this chapter. While these narratives don’t necessarily capture the nuanced 
changes to a data model shown in an EER diagram, or the high-level flow of 
information between systems in a Sankey, they do preserve much more the social 
and organizational context of a database that simply cannot be captured through 
computational methods alone. Databases are sociotechnical objects; as we reviewed 
before, they are fundamentally shaped by their users and their cultural contexts. 
Research methods designed to understand people and culture (e.g., qualitative 
interviews) are needed to surface the human (vs. computational) drivers of change. 

We posit that database stewards themselves could create similar narratives, akin 
to a README. These documents could be a low-barrier way of documenting the 
changing context and development of a system over time. The strength of a written 
narrative is its relative ease of creation and comprehension: all database managers 
have the skills needed to create and read narrative histories of their information 
systems. Our work here echoes prior work by Bates et al. (2016), Feinberg (2017) 
Mosconi et al. (2022), and Witt et al. (2009), who similarly use qualitative methods 
to create sociotechnical narratives of digital systems or objects. By documenting 
provenance through qualitative narratives, as well as collecting computationally 
generated paradata, database stewards could create something more like an extended 
paratext, akin to a foreword or introduction of a book. All of our participants 
expressed a desire for documentation that served as a better “threshold,” in Genette’s 
(1991) framing, to their inherited systems. Better capture of paradata to show the 
change in data models and record flows is one part of this, but developing qualitative 
narratives is likely needed as well. 

4 Conclusion: Creating Effective Thresholds to Complex 
Digital Objects 

In this chapter, we have shown several approaches to retrospectively reconstructing 
paradata and other contextualizing documentation of a complex, long-lived digital 
object: the museum collection database. At our study sites, the U-M Herbarium 
and the MBGNA, collection managers face challenges using and migrating legacy 
database systems because they simply lacked the documentation necessary to 
understand their predecessors’ work. We demonstrated three ways to reconstruct 
this documentation: through EER diagrams, Sankey diagrams, and narrative case 
histories developed through qualitative interviews. From a practical standpoint, 
each of these approaches has strengths and weaknesses but together could be used 
by database stewards to either document their systems for future generations or
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reconstruct their databases’ histories for their current ongoing management and use. 
More theoretically, though, we have discussed how paradata, like paratext, is needed 
as a threshold to a digital object—a way of opening or presenting media to a new 
“reader.” We posit that thinking of paradata as a paratext may open fruitful future 
research and application avenues. 
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Abstract 

Government provides a variety of critical services, often grounded in decades-old 
technology. As these services evolve to encompass newer technologies and offer 
broader capabilities, their exposure to potential threats increases the importance 
of modeling and simulation to understand their operation and vulnerabilities. 
This modeling activity requires access to records collected by government 
agencies, conceptualized formally in terms of archival science. However, the 
archival science concept of paradata is insufficient to support the forensic 
reconstruction of the real world required by a modeling effort. This chapter 
outlines how iterative, interdisciplinary work to model and simulate emergency 
services communication systems illuminates the need for a new role for paradata 
in government archives. 
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1 Introduction  

When a critical incident happens—a fire, medical event, natural disaster, crime in 
progress—we expect to be able to take out our phone, dial a short number, and 
almost immediately be paired with a person who will quickly send us the help we 
need. In fact, there is increasing demand for a broader range of emergency services 
communications systems (ESCS), broadly named “next generation systems.” The 
public expects these tools to be fully current and compatible with available 
technology. Call receivers and dispatchers are now expected to not only answer 
wireless and hardline calls, but to also intake video, photos, and text. To evaluate 
these systems, however, it is critically important to first understand what exists at the 
present, how it functions, how it can be optimized and improved upon, and where its 
most critical vulnerabilities and points of failure (from cybersecurity threats, natural 
disasters, technical problems, etc.) are. 

Our research, Emergency Communications and Critical Infrastructure, aims to 
both understand and optimize existing emergency call and response processes 
by coupling large-scale simulations, existing, real-world datasets generated from 
government records management systems and practices, and artificial-intelligence-
driven data analytics tools. Through this multiyear effort, we are developing 
generalized abstract models of ESCS, focusing initially on the “911” system in 
North America (and more specifically, the United States), building a computer 
environment capable of simulating ESCS at large scale (city to national level), 
validating these simulations against real-world data, using the software created for 
training and “what if” scenario exploration, and developing tools that examine 
call data in real time to perform tasks such as prioritizing calls when systems 
are overloaded and monitoring community health changes. Aspects of this work 
are supported by government (critical infrastructure) and by information science 
collaborators (data provenance and applications of AI in records and archives). 

Like most, if not all, government functions, emergency communication manage-
ment has workflow and documentation built into its process. Records Management 
Systems are a necessary and inherent byproduct of the activity, legally required for 
evidentiary and other public records purposes. This can mean that records may act 
as evidence of crimes committed, but also as evidence that the activity (in this case, 
emergency phone calls) itself is happening, or that the agency is functioning at all. 
These records can be compiled into large datasets that form the basis of our research. 

These two activities—academic research and ESCS operations— each generate 
their own sets of paradata. Thus, this chapter is concerned not only with these two 
forms of paradata, but also how both of them inform the modeling and analysis 
efforts. 

While ESCS in many North American jurisdictions look similar, they are not 
identical. For the purpose of the first phase of our research, we particularly focused 
only on priority-based, critical incident, nonbusiness calls (911 calls from citizens) 
in King County, Washington, USA, which was selected via processes discussed later 
in this chapter.
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2 Paradata in Archival Science 

The term “paradata” first appeared in the social sciences as a way to describe data 
collected during surveys and interviews that were, in some way, extra (Kreuter, 
2013). This data, often described as marginalia or annotations, is generally created 
and used by researchers in the process of first collecting and later analyzing 
their data and have long been recognized as critical elements of research in both 
qualitative interviews and survey methodologies (O’Connor & Goodwin, 2017; 
Schenk & Reuß, 2023). Because of the way it is created, paradata is often referred 
to simply as “process data.” 

As computers became a common tool for conducting surveys, the kinds of 
information that could be considered paradata changed. Common examples of these 
new kinds include mouse movement information and keystroke response time data, 
which can only be collected by a computer and which have been found to be 
so meaningful that they have warranted research in and of themselves (Fahmy & 
Bell, 2017). Paradata has even been used as the basis for machine-learning-based 
predictive analyses (Fernández-Fontelo et al., 2020). While paradata is an accepted 
phenomenon in some humanities and social sciences, it has not yet taken hold in 
archival science, where the distinctions among data, metadata, and paradata remain 
unclear. 

In part, this is because many of the original examples of paradata, such as 
annotations and marginalia, have long been recognized as elements of records in 
the study of archival diplomatics (as discussed also in Trace and Hodges, 2023). 
Archival theory has a great deal to say about the role of annotations in the execution, 
handling, and management of records (Duranti, 1991). But while annotations have 
traditionally been considered an extrinsic element of records, defined, and examined 
by form rather than content, the term “paradata” instead considers annotations by 
their intrinsic and qualitative value, by content rather than form. We can see this 
in the InterPARES Project’s definition of paradata: “information about procedures 
and tools used to create and process information resources, along with information 
about the persons carrying out those procedures” (Davet et al., 2022). Archival 
science traditionally has very little to say about the content of a given annotation 
or information resource, and this departure is significant. 

Paradata, inherently, is less relevant to the organization of an information 
resource than it is to the interpretation and reuse of that resource, either by its 
creator or by a third party at a later date. Most examples of paradata (field 
notes, annotations, mouse click data, etc.) are in the form of supplementary data 
within an initial collection process—marginalia, for example, must inherently be 
in the margins of another, likely more official or formal, document. Paradata, if 
defined as any information relevant to the creation processes or persons, is a far 
broader category of information than early definitions of “extra” or “exhaust” data 
(Pomerantz, 2015). It is entirely reasonable that information intentionally collected 
in the regular course of government activities could inform the acts and persons 
of creation. (For example, the identity of the call technician in an emergency
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call is intentionally recorded and stored and is paradata.) Conceiving paradata as 
something exclusively extra or unintended, therefore, is a mistake. 

Now the lines between data, metadata, and paradata are blurry to the point of 
being indistinctive. That is not a bug but a feature—if data and metadata are defined 
by their process of creation, and paradata is defined by its informational content, 
there will inherently be some overlap. 

Some data is paradata, and some metadata is paradata. 

3 Paradata in Modeling the Real World 

The researchers here are not data creators, at least in terms of the actual ESCS oper-
ation (“real world data”). Instead, researchers were granted access to a (modified) 
pre-existing dataset to manipulate and interpret. We needed paradata, either what 
was interpretable from the metadata or what could be learned through interviews 
and ongoing contact with government agencies, to inform the modeling process. 

Modeling and simulation not only seek to understand the world but also construct 
a formally defined and precise representation of the world and implement that 
representation in software. Thus, there is a sequence of complex links in the chain 
from the real world to the software and, moreover, that final step to software brooks 
no ambiguity and implements exactly any discrepancies that have crept into the 
research process. 

As a result, this chapter focuses on two separate forms of paradata within this 
research. First is paradata generated by researchers over the course of the research 
itself. Examples include documentation of the iterative development of the modeling 
workflow and meeting minutes among researchers. The second is paradata that 
the researchers seek out, created by others via processes beyond the researchers’ 
control, to understand the context of creation of the records and dataset that they are 
modeling. 

The goal of the models in this research is to, as much as possible, recreate the 
real-world conditions and transactions that generated the dataset. The data itself 
is not sufficient to accomplish this; we need to understand the processes, policies, 
decision-making procedures, and people involved in the process. This information 
might be called “forensic reconstruction paradata.” 

3.1 The Map Is Not the Territory: Forensic Reconstruction of the 
Real World 

Over 240 million, 911 calls are made in the USA each year. The private sector drives 
the business of 911 in terms of technology and hardware and software infrastructure. 
Federal, state, and local governments drive the day-to-day implementation and 
operation of the system. While trade and quasi-regulatory organizations such as 
the US National Emergency Number Association (NENA) capture, coordinate, 
and catalog the national operation and policies around 911 generally, there is no
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centralized and coordinated US clearinghouse for baseline hardware and software 
standards, data management, R&D, or privacy standards, among other 911 policy 
issues. 

Unlike the European Union and its harmonized regulations, or Israel and its 
single, national emergency call receiving and dispatch system, the USA and its 
over 6,100 call centers represent a patchwork of independent policies specific to 
their unique unit-of-government structure. The cascading effect related to 911 call 
data alone relates directly to issues such as states’ rights down to various regional 
(counties) and local government (municipal) regulatory structures (cities, townships, 
fire districts, etc.) and the philosophical, political, and mostly emotional concept of 
“local control.” 

Thus, the paradata collected in the process of operating 911 primarily serves 
911 call centers’ needs. Moreover, regardless of current technology, 911 call and 
dispatch is first and foremost reliant on human behavior. Call takers’ actions, 
responses, and interactions, both formal and informal, are grounded in their training. 
Paradata within the call intake and dispatch process can be as simple as the screen 
notes made by a single individual call taker who is also dispatching. These “notes” 
may or may not become part of a call record—either due to technical limitations or 
local data retention policies. 

This paradata may also be incredibly complex. A single event may involve many 
call takers and dispatchers in the same public safety answering point, or PSAP, who 
may communicate informally by voice or email. While these notes and interactions 
among PSAP members may have a direct influence on decision-making in real time, 
they are not likely to be captured as paradata for research purposes. 

However, it is certainly the case that the value of paradata in emergency response 
is recognized as critical to “after action reporting” and to day-to-day call center 
management. Given that call centers operate 24/7 and top management is not present 
for two of three shifts, notes and recollections of supervisors and call receivers and 
dispatchers directly influence personnel management as well as operations and call 
process, evaluation, and policy. 

Therefore, while the formal records can still suit the needs of research, these 
records are not enough to create the forensic reconstruction that will actually address 
the research questions. It is more likely that activities such as interview “deep dives” 
will be needed to understand relevance to the research process (Simpson, 2020). 

3.2 Iterative Workflow 

Since this research does not require researchers to generate their own real-world 
datasets but rather collect existing ones, the workflow and process for obtaining data 
have evolved over time. This is integral to the process of constructing an abstract 
model and then realizing that model as simulation algorithms and software in some 
programming language. Each stage forces the researcher to make explicit what 
might have been implicit and reveals gaps in understanding or a collection of real-
world data, metadata, or paradata. This is one of the primary benefits of modeling
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and simulation: It admits no fuzziness of thought. The current workflow has evolved 
and may well evolve going forward as we interact with more government agencies, 
seek out different datasets, and have new gaps in our understanding revealed by 
the modeling and simulation process. Our workflow, like our understanding of the 
datasets we work with and the needs of our simulations, develops iteratively. 

This also means that while the workflow below is presented in a specific 
order, that order has not always been the case. For example, some interviews 
of emergency management officials were conducted before any jurisdiction was 
selected to request data from, simply so that researchers could begin to understand 
processes surrounding emergency communications record creation. 

Workflow 

1. Identify geographic region of interest: 
(a) Determine characteristics of desirable geographic area (for example, 

urban, suburban, rural). 
(b) Determine critical metadata elements for simulation. 

2. Determine legal restrictions on collecting 911 data, including federal, state, 
and local frameworks: 
(a) Research federal, state/provincial, and local regulations. 

3. Determine formal processes for collecting data, and determine the differ-
ence between the formal process and the “way it is done”: 
(a) Conduct outreach and interviews with employees and managers to 

understand the processes of creation and capture of records, of creating 
and storing large datasets, and of access by the public. 

(b) Select storage methods and access restrictions according to legal and 
ethical standards. 

4. Obtain and begin work with a given dataset. 

Each of the steps along this workflow produces, in turn, paradata of its own 
in various forms. For example, the process of selecting a given region for data 
collection is a group decision and takes place during a group meeting, where formal 
minutes are taken by the research lead. Those minutes are sent to each member of 
the team for future reference. In addition, individuals may take their own notes, 
which may or may not be shared with other researchers. In some cases, decisions 
in this step have been formalized with documentation that shows a more academic, 
or literature-justified, intention behind the decision. Step two is also documented. 
The researcher who finds the information puts the sources and a summary of the 
research into a document or perhaps presents the information at a group meeting. 

Step three, the interview process, is where recordkeeping and documentation 
become more complicated and nuanced. Interviews necessarily generate a lot of 
documentation. There may be emails, for example, to set up the meeting time.
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Researchers come to interviews with prepared questions that they have each put 
together, and they may send these in emails to the interviewee ahead of time. 
Researchers take their own notes, in addition to the formal write up created by 
the head researcher. There may also be emails sent after the interview to forward 
resources, send thanks, or follow up for clarification purposes. 

A final step in this process that is not outlined in the workflow but is critical 
to the success of the research is the evaluation of the data that comes once it has 
been worked with (for example, to create, refine, or expand a model or simulation 
design). What we learn as a group is based on how usable the dataset is, whether or 
not we got the metadata we needed to create an interpretable and implementable 
model, or if there were any unforeseen lessons from working with a given set. 
These meetings and conversations can take place over weeks and happen between 
different clusters of researchers, which means that some kind of documentation is 
critical to the iterative improvement of data collection processes (in addition to the 
extensive documentation that is generated by any modeling or software development 
processes). 

3.3 Obtaining King County 911 Call Data 

Early in this research, King County was selected as a region that could be helpful 
to work with. It was selected for a few reasons beyond simple convenience. King 
County is made up of multiple municipalities and various independent units of 
government (for example, some PSAPs include fire districts with separately elected 
boards and officials). It includes a major city (Seattle, Washington) as well as 
less densely populated areas. It is a region with a potential for high variability 
of data. There are twelve separate 911 PSAPs, including university, fire district, 
fire department, police departments, police and fire cooperatives, and a county 
Sheriff’s office. There are unique and distinct units of governance involved (such as 
municipalities, universities, fire districts, Sheriff, etc.) that in turn represent separate 
and independent call data collection policies, methods, and databases. 

This decision was made in the autumn of 2020 but was not recorded in those 
terms until almost a year later, when additional researchers had joined and were 
searching for other jurisdictions to begin soliciting data from. The justification for 
choosing King county was ultimately recorded in one researcher’s personal, paper 
notes. 

The identification of preferred metadata elements took place over a number 
of meetings between different combinations of group members and was recorded 
entirely on personal devices or as personal notes, likely by multiple members of the 
team. 

Research into the legal requirements and regulations surrounding emergency 
communications data created a few pieces of paradata. Some of it came from notes 
taken during interviews with county officials. Some came from formal research and 
documentation undertaken by individual researchers.
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Through the aforementioned interviews, researchers learned how to get access to 
a King County dataset and did so. Record of this process was also kept in meeting 
minutes, or in personal notes. The logic behind decisions on where the King County 
dataset was to be kept, and to whom access would be granted, was not recorded. 

Finally, paradata that refers to the progress being made by working with the 
dataset shows up in a large number of places: in meeting minutes, in private notes, 
in plenary reports, where researchers present regularly about the status of their 
findings, and even in conference posters. Lessons learned through this process can 
also be found in the secondary and tertiary iterations—for example, the lists of 
desired data, metadata, and paradata have changed as researchers have had more 
working time with datasets and developed more refined models and software. 

4 Paradata and Interdisciplinarity 

A pattern noted above is a certain amount of chaos in the paradata from this research. 
No small amount of this comes from the number of different researchers and their 
differing areas of expertise. This research is inherently interdisciplinary, bringing 
together experts in the fields of computer science, machine learning, archival 
science, cybersecurity, emergency systems management, and critical infrastructure 
management. These fields are diverse and bring diverse concepts and taxonomies 
into an already complex effort. 

Initial meetings with the full research team (including those directly associated 
with the InterPARES Trust) were overcomplicated by linguistic confusion between 
group members. For example, archival science, as noted earlier in this chapter, 
has a very specific definition for what counts as a record, and how a record can 
be differentiated from a datum, or a dataset. Language between archivists and 
computer scientists needed to be discussed at length and over multiple meetings for 
researchers to be able to communicate effectively. Similar discussions also occurred 
between the computer-focused researchers and those with experience in critical 
incident response communications management. These problems are not specific 
to paradata, but an inevitable element of interdisciplinary research that spilled into 
the paradata: Not all of the notes, marginalia, minutes, etc., are necessarily written 
in a manner that is intuitive to every group member. 

What is more is that, since this is a long-term effort, spanning multiple years, 
not every researcher was involved when it began, nor will every researcher still 
be working on it when it ends. When this work began, before InterPARES was 
involved, the scope of work and expertise involved was much smaller. The duration 
of this work and the potential rotation of researchers, research assistants, and other 
participants will surely complicate the documentation process across the waves of 
anticipated data gathering and collaborations. 

Another critical element of this diversity is a diversity of physical locations. 
Researchers meet mostly online, communicate online, and keep research materials 
in online data storage. Data and paradata are stored in mutually accessible digital 
spaces for all to access. That does, however, inherently limit what paradata can
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look like. For example, while Google Docs does have a “comment” function on 
documents, those comments are harder to write than typical marginalia might be 
and can be later deleted by any party with editing authority, meaning some amount 
of this paradata is inevitably lost to efforts to keep documents “clean.” In the cases 
where individuals keep their own notes in a freehand manner, this may not be such 
an issue, but the geographical disparity between researchers means that those notes 
are not likely to be of help to any other members of the team. 

As the data gathering in this research is iterative, our paradata is being actively 
reused as part of ongoing data retrieval efforts. We are not done yet, and this means 
that our paradata is particularly useful to us as we get deeper into the research. It 
also means that we cannot yet grasp the totality of the role our paradata will play in 
our results. 

5 Paradata in Developing Simulations 

In fiction, a character like Hari Seldon (in Asimov’s Foundation series) may be able 
to accurately predict the fall of a galactic empire using an algorithmic science of his 
own making. In real life, we cannot yet predict the fall of a civilization, but we do 
have models that allow us to forecast the weather with some accuracy. Most people 
are familiar with this predictive nature of modeling. But what is a model? And, 
how does a computer scientist, foreigner to the inner workings of the 911 system, 
develop a mathematical model for it? 

A pertinent definition of a model is that offered by Pidd (1999) within the context 
of Operations Research and Management Science: “A model is an external and 
explicit representation of part of reality as seen by the people who wish to use that 
model to understand, to change, to manage, and to control that part of reality in some 
way or other.” This definition grants us some important characteristics; a model: 

• Can be examined, challenged, and be formally defined 
• Is a partial and simplified representation of reality 
• Is dependent on the viewpoint of its stakeholders, and 
• Is fitted for a specific purpose, therefore goal-oriented 

Given those characteristics, it is not surprising that there is no prescriptive 
methodology for modeling, a process described by Holland (2000) as the act of 
extracting regularities from incidental and irrelevant details. In the context of this 
research, our first instinct would be to dive into a 911 call log looking for regularities 
but without an understanding of the processes that generated it; as a result, our 
prospective insights will be limited. For instance, we can determine the pattern of 
call arrivals, service time, and wait times from a call log, but we would not be able 
to infer the staffing policy of a given PSAP. Unlike machine learning (ML) models 
that are black boxes where prediction is the primary interest, simulation models are 
meant for emulating the behavior of the system being modeled to elucidate greater 
understanding of that system.
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To illustrate this modeling process, let us take a look at the six principles of 
modeling suggested by Pidd (1999): 

1. Model simple; think complicated. 
2. Be parsimonious; start small and add. 
3. Divide and conquer; avoid megamodels. 
4. Use metaphors, analogies, and similarities. 
5. Do not fall in love with data. 
6. Model building may feel like muddling through. 

Not surprisingly reminiscent of the empirical model of science, these six prin-
ciples outline an iterative process where abstraction, simplicity, and decomposition 
are key aspects; careful thought and analysis drive the collection of data and not 
the other way around. As we learn more about the 911 system, we are able to 
formulate better questions and determine what datasets we need. At the time of 
writing, the relevant dataset of interest includes caller data, responder data, and 
Geographic Information System (GIS) datasets. The identification of these arose 
from conversations with stakeholders in addition to technical documents that outline 
the policies and procedures of the 911 system. For instance, the decision to look 
into the GIS datasets was due to the call routing and dispatching procedures. 
Calls are routed based on their geographic location and the service boundaries of 
PSAPs; moreover, dispatching is dependent on the first responder proximity to the 
emergency event. 

5.1 Modeling Emergency Services Communication Systems 

Human activity systems, such as ESCS, have the following characteristics: bound-
aries, components, behavior, an internal organization, human activity, human intent, 
openness to the environment, limited life, and self-regulation (Pidd, 2007). Follow-
ing the previously discussed modeling principles, we address these characteristics in 
our models through simplification and abstraction. We begin by identifying the main 
components of the system and then move into modeling three main characteristics: 

1. The internal organization of the system 
2. The internal behavior of its main components, and 
3. The interactions among these components 

Although ESCS are complex multinetwork systems, we must shear away details 
because a model must be simpler than the real system (to be useful). The seemingly 
simple act of dialing 911 triggers a sequence of steps that involve many layers of 
technology and emergency personnel, generating data and governed by paradata at 
each layer. However, we have identified three main types of entities: Caller Regions 
(CR), Public Safety Answering Points (PSAPs), and Responders. In our models, we 
use the name Caller Region (CR) to denote a geographic area where calls originate
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from, a PSAP is an emergency call center responsible for answering emergency 
calls and dispatching first responders, and Responders indicate the headquarters 
where first responders are dispatched (e.g., police and fire stations). Moreover, these 
components are arranged in a network that underlies the GIS-based call routing and 
dispatching dynamics. 

To model ESCS networks, we leverage mathematical constructs known as 
graphs. Graphs are used to model network nodes (called vertices) and their 
connections (called edges) in a pairwise relationship. This particular model is a 
directed graph where vertices denote the aforementioned ESCS entities and edges 
represent the communication channels between them. In a directed graph, the 
relationship expressed by the edges has a direction (for example, every call has 
a caller and an answerer, and thus the communication is asymmetrical). Because 
the connectivity is based on geographic coordinates and boundaries of some of the 
components, we extract the network topology from GIS datasets by encoding the 
components’ jurisdictional and neighboring relationships in a directed graph. 

The abstract concept for modeling the internal behavior of ESCS entities comes 
from the realization that PSAPs are specialized call centers. Discrete Event Queuing 
Models, extensively used in the management of call centers, are suitable for 
modeling the processing of emergency calls by PSAPs. Furthermore, the same 
concept can be applied on the responders’ side for modeling dispatching and 
response actions (this will not be discussed in this writing as it is not meant to 
be a complete model description). 

To illustrate the concept, we will use the general queuing representation of a call 
center, shown in Fig. 1. Conceptually, a call center contains k trunk lines with up to 
the same number of workstations (.w ≤ k) and agents (.n ≤ k). One of three scenarios 
occurs when a call arrives: It is answered right away if there is an available agent, 
the call is placed in a queue if there are no available agents, or the caller receives a 
busy signal if there are no trunks available. In this model, we think of an agent as a 
resource that is occupied, while a call is being answered, then immediately released 
once it has been served. Calls are lost due to blocking when all trunks are busy or 

Fig. 1 Call center as a queuing system. The diagram represents a system with 3 agents (n) and  8  
trunk lines (k); therefore, the size of the waiting queue is 5 (.n − k)
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when a caller abandons the queue due to impatience, possibly redialing soon after. 
Consequently, arriving calls come from either those who make an initial call, those 
whose got a busy signal, or those who abandoned the queue after waiting. 

Stochastic processes such as call arrivals, service time, and customer impatience 
must be modeled through random variables drawn from a suitable probability 
distribution. Existing research in this area provides possible candidates, but their 
goodness of fit has to be evaluated based on data obtained from the real system. 
Call arrivals, in particular, exhibit burstiness—intraday, interday, and seasonal 
variability—that requires extra modeling effort. One idea for modeling call arrivals 
comes from the realization that calls are the consequence of emergency events; 
following this logic, one can model the arrival as a cluster point process (Cox & 
Isham, 1980) characterized by: 

• A primary process that defines the emergency events as the realization of a 
stochastic process 

• A subsidiary process that defines the number of calls triggered by each emer-
gency event and the separation among them through discrete probability densi-
ties; and 

• A pooling that consists of the superposition of all clusters that results in the 
cluster point process 

The last abstract concept in the model is that of Communicating Finite State 
Machines (CFSM). A simulation starts with an initial setup with defined parameters 
and runs for a defined number of time steps; the values of parameters and simulation 
variables at a given time step are known as the state of the system. In the model 
being discussed, the state of the system is the compound state of every vertex and 
edge in the graph. At every time step, ESCS entities consume inputs and undergo 
state changes that might cause them to send outputs to other vertices. 

For performance purposes, our in-house simulator (Stiber et al., 2017; O’Keefe 
et al., 2022) is designed to facilitate the implementation of simulation models 
on Graphic Processing Units (GPUs). These GPU implementations allow us to 
achieve high-performance simulations of large complex systems, but at the same 
time, their high parallelization presents challenges for interconnections. Modeling 
the interaction between ESCS entities as Finite State Machines that communicate 
with each other by transferring event messages through their connecting edges 
provides a useful abstraction for highly parallelized processes such as our GPU 
implementations. 

5.2 Iterative Paradata 

Thus, we see the close of the loop in the iterative process described herein. What 
at first seems straightforward—ESCS involves emergency calls—becomes more 
involved as specific decisions are required in the model and its implementation. 
Roughly speaking, the road traveled has been:
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Paradata Iteration Workflow (Reconstructed) 

1. Start with a basic understanding of the system and initial questions/goals 
for inquiry. 

2. Consult with stakeholders, refine conceptual model of system operation, 
and secure sample call data. 

3. This new information reveals new questions for the simulation to answer 
and that the data cannot be treated from a simple “black box” point of 
view: 
(a) Stakeholders are interested in inferring the state of the world in real 

time as calls come in, and so a simple statistical model of calls as a 
sequence of random events is insufficient. Instead, the model of call 
generation should include the “primary process” of events, each of 
which can generate one or more calls. 

(b) Call data includes substantial information, such as locations, unique 
call identifiers (substituted for phone numbers, to identify repeat calls), 
call type, etc. The metadata surrounding such information is not inter-
pretable without understanding the ESCS processes that govern such 
things: how caller location is determined, how calls are categorized by 
PSAPs (free form text, selection from a limited set of choices, decision 
tree), etc. 

(c) Original call data may include personally identifiable information. 
Local laws and procedures (which may vary from one jurisdiction to 
another) control what parts, if any, are public information and the pro-
cesses for data sharing (Coyle & Whitenack, 2019). The investigators 
must develop a data management plan that applies sufficient control to 
satisfy external stakeholders so that memoranda of agreement for data 
sharing can be created and agreed to by both organizations: 

4. The model is expanded to include first responder dispatch, and conversa-
tions with stakeholders reveal details of how this dispatch occurs and what 
data is collected as part of that process. 

5. The responder dispatch process is based on geographic locations of entities 
(callers and responders) and PSAP service boundaries. Therefore, GIS data 
must also be incorporated into the simulation, and agreements must be 
reached with external stakeholders to share such data. Luckily, there are 
widely adopted standards for GIS.
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6 Conclusion 

The traditional archival understanding of the contexts of records or collections is 
composed of two concepts: respect des fonds, the idea that every set of records 
can be traced to a single creator or creating body, and original order, the idea that 
the order that the creator put records into is meaningful and should be preserved. 
By preserving the identity and order of the creator, the context and meaning of 
records can be preserved. This forms the archival concept of provenance, a tool 
that facilitates the arrangement and description of records for archival preservation 
and access. Provenance focuses, again, not on the content or information within 
materials but on their contexts of creation and storage by creators, and perhaps for 
electronic records static structure or metadata. 

This traditional approach may be most useful for archivists who manage records 
like those of government agencies, which tend to fit neatly into static structures 
and corporate ideas of creatorship. Forms of records and information, however, 
have changed and continue to change in the digital age. Records and information 
are so often decontextualized into data, where they can be easily analyzed but not 
so easily understood. Analysis can combine and recombine data in a vast number 
of different ways, including AI algorithms that render provenance opaque (as is 
also discussed in Trace & Hodges 2023). But what is the purpose of analysis if 
not to create understanding? And shouldn’t the construction of models of systems’ 
operation, implementation of such models in software, and analysis of the results of 
simulation be considered core to our process of understanding? 

Records are representative of the thing they document. In the case of the work 
described in this chapter, everything we are modeling is itself a process—making a 
phone call happens over time, emergency response vehicles take time to get from 
A to B. The model we have created, therefore, is itself an embodiment of paradata, 
process data. Such models can allow researchers to ask questions not possible to 
ask of the original dataset, and there is unique utility in using models to recreate 
processes as opposed to querying a database or spreadsheet. 

While paradata can help record creators, it is especially important for users, 
especially if those users are not the original creators. Our research group is a 
good example here, with diverse backgrounds and needs that caused us to focus 
on different elements of ESCS systems. The archival understanding of context, 
creation, and provenance needs to expand. 

Paradata in archival science could come to add a third dimension to provenance, 
as archivists come to realize that structural metadata, the name of the creating 
agency, and the order in which records are stored may not be enough context to 
make records usable, either to actors within a given agency or, as in this case, to 
researchers. 

There is limited utility in litigating whether a given piece of information is 
data, metadata, or paradata. These terms, as previously discussed, are not mutually 
exclusive. This project shows how this can be a feature. A flexible mindset can 
allow users of information resources to adapt those resources to answer their specific
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questions. In our case, where our initial questions concern real-life processes rather 
than outcomes, paradata is essential. The records themselves may not answer the 
questions that a model can. This can help drive change, in this case framing a more 
structured process in ESCS to evaluate, adjust, improve, advance, and ultimately 
uptrain emergency call receivers and first responders. Respect des fonds, original 
order, and paradata together create a much more complete view of the process of 
how a record or dataset came to be than the first two alone. 
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Abstract 

This chapter examines how the doings of the algorithm (instantiated through 
its operations, actions, and steps) and its accompanying algorithmic system 
are revealed and explored through an engagement with the paradata created 
as a part of this data-making effort. In doing so, the chapter explores how 
the concept of paradata helps us understand how information professionals 
and domain stakeholders conceptualize accountable algorithmic entities and 
how this influences how they emerge as documented and describable entities. 
Two complementary frameworks for capturing and preserving paradata for 
accountability purposes are examined in the process. The first is associated 
with diplomatic theory and archival notions of context and focuses on the role 
of paradata for algorithmic transparency. The second is related to knowledge 
management and to efforts in the AI community to use paradata to create unified 
reporting models that enhance the explainability of algorithms and algorithmic 
systems. The chapter concludes by demarcating examples and different use cases 
for paradata for accountability purposes and the mechanisms by which these 
agents of transparency and explainability can connect with interested and vested 
audiences. 
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1 Introduction  

With a surge of new technologies leading to a growth in volume, type, and 
complexity of data-making efforts and their associated data outputs, steps are 
underway to discern the concurrent processes of data genesis, maintenance, and 
use. This chapter examines the algorithm and the system surrounding it as a form 
of information object in a way that adds to the critical inquiry into the data-
making efforts inherent in their construction and use. Drawing on scholarship from 
information science and the broader research community adopting a critical stance 
on the study of algorithms and algorithmic culture, the chapter examines how the 
doings of the algorithm (instantiated through its operations, actions, and steps) 
and its accompanying algorithmic system are revealed and explored through an 
engagement with the auxiliary data—or paradata—created as a part of this data-
making effort. 

Before examining paradata in this context, the central part of this introduction 
establishes a broader narrative on the meaning of algorithms and the reasons for their 
critical study as part of today’s complex data-making landscape. Indeed, this com-
plexity is corroborated by the fact that data-making in governmental, organizational, 
community, and personal contexts now includes data traces generated through 
mobile apps, wearables, the Internet of Things (IoT), social media platforms, robots, 
and the blockchain (Wolf & Blomberg, 2020; Trace & Zhang, 2021; Desjardins & 
Biggs, 2021; Nasir et al., 2019; Mohammad et al., 2022). As a complex digital 
object comprising more than just content, software also exists as a ubiquitous form 
and output of data-making, of which algorithms (the artifact of interest in this 
chapter) are among the most studied kinds. As objects, methods, and tools for 
getting things done, algorithms exist in written and performed forms, defining the 
steps that computer programs follow to solve matters in the process manipulating 
and organizing data in some manner. In algorithmic decision-making, data is used to 
model aspects of the world. Using datasets as inputs to a model involves processing 
source data into select features or variables that allow for and are relevant to the 
predictions to be made. As a dominant type of AI technology, machine learning 
algorithms “operate over data inputs and learn from them in that they refine and 
develop their representations of the world (their models) in such a way that they 
can predict outputs based on new inputs, classify inputs, and infer hidden variables” 
(Mooradian, 2019). 

As agents in the world, algorithms are obviously consequential, existing to 
extract, search, filter, classify, recommend, prioritize, and make predictions about 
people’s identities, preferences, and behaviors, feeding into decisions about hiring, 
criminal sentencing, credit scoring, financial lending, and the like. Given the import 
and impact of their reach, efforts are underway to demarcate requirements for 
creating and consuming AI systems to reduce any likely individual or collective 
risk posed by these technologies (Castelluccia & Le Métayer, 2019; Piorkowski  
et al., 2020). The accompanying drive to understand AI systems is such that 
increased importance and visibility are given to the various types and forms of
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information (including paradata) that document this data-making activity across 
the management, design, development, testing, implementation, and deployment 
phases. These documentation efforts aim at audiences whose decision-making is 
supported or affected by AI systems as well as system auditors and reviewers 
(Information Commissioner’s Office & Alan Turing Institute, 2020). 

Of relevance to this chapter is the fact that the reach, power, and complexity of 
AI models have solidified calls for organizational accountability around the data-
making activity that forms the algorithm, accountability being “an overarching 
principle characterised by the obligation to justify one’s actions and the risk of 
sanctions if justifications are inadequate” (Castelluccia & Le Métayer, 2019, p. III). 
More precisely, accountability overlays several essential requirements for AI models 
and systems.1 Understandability is acknowledged as a critical extrinsic requirement 
(property and method) for accountability, highlighting the need for comprehensible 
information to be provided to interested parties regarding the link between the 
inputs and outputs of AI systems (Castelluccia & Le Métayer, 2019). In turn, the 
foundational components for understandability exist in the form of transparency 
and explainability (Castelluccia & Le Métayer, 2019). 

The call for transparent AI is bound to the need for organizations to comply with 
legal and regulatory frameworks for AI systems, and, in this instance, it is policy 
documents along with operational records such as code, design documentation, 
model parameters, and learning datasets that need to be available for scrutiny for 
transparency to be present. As a “ways of working” approach to documenting 
AI systems, this method provides oversight and insight into internal operations, 
“demonstrating that you have followed good governance processes and best prac-
tices” throughout your design and use of algorithms (Information Commissioner’s 
Office and Alan Turing Institute, 2020). Explanations break into operational, logical, 
or causal types, generally created and applied to the algorithm or some local and 
specific result (Castelluccia & Le Métayer, 2019). The call for explainable AI is 
tied to the benefits that accrue to organizations in cementing external trust with 
stakeholders, communities, and individuals by way of increased knowledge and 
awareness as subjects and consumers of AI systems and services (Information 
Commissioner’s Office and Alan Turing Institute, 2020). In this instance, ex-
ante and in medias res analyses and post-hoc reflections need to be available for 
explainability to be present. Such an outcome-based approach to documenting AI 
systems involves, for example, “clarifying the results of a specific decision”— 
that is, “explaining the reasoning behind a particular algorithmically-generated 
outcome in plain, easily understandable, and everyday language” (Information 
Commissioner’s Office and Alan Turing Institute, 2020, p. 22). 

In the remainder of this chapter, we explore how paradata, as a type of informa-
tion object, helps give further substance to the notion of algorithmic accountability 
and its associated concepts of understandability, transparency, and explainability.

1 Fairness is demarcated as a key intrinsic requirement, bringing with it the notion that the training 
data of an algorithmic decision system should be free from bias (Castelluccia & Le Métayer, 2019). 
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In particular, through a review of the extant literature, the chapter examines 
how information professionals and domain stakeholders conceptualize accountable 
algorithmic entities and how this influences how they emerge as documented and 
describable entities. Two complementary frameworks for capturing and preserving 
paradata for accountability purposes are examined in the process. The first approach 
is related to diplomatic theory, which is an investigative tool used to understand the 
universal characteristics of archival documents. It focuses on the role of paradata 
for algorithmic transparency and incorporates archival notions of context. The 
second is related to knowledge management and to efforts in the AI community 
to use paradata to create unified reporting models that enhance the explainability 
of algorithms and algorithmic systems. The chapter concludes by demarcating 
examples and different use cases for paradata for accountability purposes and the 
mechanisms by which these agents of transparency and explainability can connect 
with interested and vested audiences. 

2 Professional Considerations and the Concept of Paradata 

Paradata is a core construct in information studies research that seeks to capture 
(literally and figuratively) the means and the mechanisms by which a body of 
information comes to be. Huvila et al. (2021) clarify that what paradata documents 
and describes are practices and processes. In a work context, practices encompass 
resources that manifest as part of pursuing an ongoing and overarching goal or 
interest. At the same time, processes are put in place to get things done. Processes 
consist of circumscribed activities or steps carried out using sequential or chained 
actions (both physical and mental) coupled with appropriate methods, technologies, 
etc. The result of practices and processes is a defined outcome and an accompanying 
documentary trail, with paradata functioning as a mechanism to ascertain, model, 
investigate, contextualize, and reconstruct these past occurrences. 

In studying the concept of paradata, the question arises as to why it is necessary 
to document the practice and process by which information is created and used. 
In one scenario, paradata arguably serves as a tool for organizations to optimize 
the business practices and processes from which paradata emerges, providing the 
knowledge necessary to serve as a feedback loop to create improvements, such as 
system efficiency and effectiveness. This scenario aligns with the understanding and 
goals of the knowledge management profession. 

As a discipline, knowledge management (KM) focuses on the value that informa-
tion, whether held personally or in formats that allow it to be shared and exchanged, 
provides in organizational settings (Williams, 2006). Work by Williams (2006) 
draws from applied linguistics and semiotics to help delineate the practical and 
theoretical understandings that frame KM, including how the nature of information 
is understood within organizational contexts. In this articulation, ante-formal infor-
mation is “flexible, dynamic, and variable,” while formal information is understood 
as created and explicitly constructed for means of exchange. As Williams notes, 
formal information is “the outcome of the strategic choice to forgo some of the play
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and slippage of everyday language, in order to transcribe and transform particular 
aspects of everyday conversation into formal information” (Williams, 2006, p.  
96, 85). The formalization of information in the context of doing business comes 
about as part of the ways of “doing things” and “making things” (resulting in 
information about practices and processes), and of describing the type of context 
in which they may be used (Williams, 2006, p. 85). As Williams articulates, “these 
artifacts are, at the most obvious level, physical artifacts, but they can range from 
simple physical artifacts through the range of natural language, right up to complex 
computer programs for running, supporting and managing all sorts of processes— 
both physical and social” (Williams, 2006, p. 85). 

The role of the knowledge manager is to help organizations adopt an integrated 
approach to acquiring, communicating, and utilizing information so that it can be 
put to optimal use for dynamic learning, situational awareness, problem-solving, 
decision-making, strategic planning, cost savings, and the like. The KM emphasis 
is thus on helping people comprehend and gain valuable insights from what is 
considered an essential resource and asset, no matter its level of formalization or 
stasis. From the perspective of studying algorithmic systems, the role of paradata 
within a KM lens is scoped such that tangible and intangible work products (the 
results of work that include design documentation such as flowcharts, training and 
learning datasets, internal technical code documentation, etc.) can be utilized by 
the creator and the user of the algorithm as part of improving and optimizing the 
data curation and computational processes that feed algorithmic systems. Given the 
push for algorithmic explainability through “post-hoc interpretability” (Castelluccia 
& Le Métayer, 2019), paradata (such as documentation about the features/variables 
and other assumptions used in the design of the algorithm) could also be used in a 
KM framework to illuminate and impart information about the robustness and logic 
of the algorithmic process, including helping to explain its associated inputs and 
outputs (results). In this manner, paradata helps ensure that deployed systems are 
comprehensible to businesses and other users. 

This job of facilitating the subsequent scrutiny of and judgment about practices 
and processes, including their associated inputs and outputs, is an equally important 
role for paradata. In this scenario, the problem that paradata solves is tied to the 
need for AI system accountability via transparency. The information professions of 
records and information management and archival science are best positioned to 
support paradata’s role in this scenario. Like KM, these professions are attuned 
to notions of value, but information’s nature and significance are understood 
differently. These recordkeeping professions work from the assumption that what 
we, as a society, do now and have done in the past can be recorded in a manner that 
can serve as ongoing evidence of, and thus render an account of, what has happened 
and why. As Hurley notes, records are “especially relevant in documenting the event 
that triggers the accountability process, and the action or situation under review” 
(2005, p. 228). The focus here is squarely on information (paradata) that has been 
formalized, with a record defined as “a document made or received in the course of
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a practical activity as an instrument or a by-product of such activity, and set aside 
for action or reference.”2 

Yeo describes records as persistent or enduring representations of occurrents, 
occurrents being “phenomena that have, or are perceived to have, an ending in time” 
(Yeo, 2018, p. 130). The entities that records represent include events, activities, 
transactions, and “states of affairs,” defined as how things existed at specific points 
in time (Yeo, 2018). Marrying diplomatic theory (which we will get to in a moment) 
with Searle’s theory of speech acts, Yeo notes that records also represent “assertive, 
directive, commissive or declarative acts, which are performed by virtue of a record 
at the moment of its issuance” (2018, p. 152). This frame provides a view of records 
in which they are understood as stating propositions and how things are in the 
world, making inquiries or creating future obligations, undertaking to do or carry out 
something, and bringing about change by declaring it to be so (Yeo, 2018). Data that 
is contextualized and that is configured to provide appropriate levels of persistence 
are also considered records. In this instance, contextualized data is a form of what 
Yeo calls “assertive records”: “representations of statements or assertions that have 
been made about people, organizations, places, events, the results of investigations 
or the state of the world” (Yeo, 2018, p.145). In this telling, records denote and 
attest to personal, organizational, and governmental action and are thus evidence 
of what people and systems engage in as part of the ongoing conduct of work. 
From the perspective of the study of algorithms, recorded information enables, 
instantiates, documents, describes, and serves as evidence of the practices and 
processes that come into play as part of the decision to deploy advanced computers 
and applications to specific problems. Paradata, thus, is married to the notion that 
packaged data in the form of descriptions and documentation are contextualized 
understandings of work practices and processes. 

Algorithmic paradata and the broader world in which this data-making effort 
takes place are more fully conceptualized by applying insights drawn from diplo-
matic and archival theory. Information doings have long been pertinent elements 
of concern for archival science. In particular, monitoring and capturing conceptu-
alizations of practices and processes find a home in archival notions of context. 
Context comes into play as archivists assume the role of information broker. As an 
infrastructure, the archive serves as a conduit between creators and subsequent users 
of historical records, allowing these information objects to settle permanently in 
place with a guarantee of continued authenticity and usability (Trace, 2022a, b). As 
part of the work of transporting information across time and place, archivists seek 
to transcribe the context of its original production and use. In doing so, archivists 
document the “biography of the records, their creator and creation, the serial 
processes and activities that brought them into being, and the acts of sedimentation 
that settle them in systems, all the while seeking to reconstruct this life history 
within an archival fonds” (Trace, 2020, p. 92). To unpack the constituent parts that 
contextualize organizational records, archivists also rely on diplomatic theory to

2 InterPARES 2 Project Glossary, http://www.interpares.org/ip2/ip2_term_pdf.cfm?pdf=glossary 
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better understand the phenomena at play. Diplomatics offers theories to understand 
and critique the record and its associated practices and processes. 

If in Library and Information Science (LIS), descriptive bibliography entails 
the close examination and cataloging of a text as a physical object, diplomatics 
emerged as an analytical technique dating from the seventeenth century to study the 
authenticity and provenance of recorded information (Duranti, 1998). Now updated 
to study digital records and recordkeeping systems, diplomatic theory reveals how 
records emerge from administration by unpacking their foundational and necessary 
elements. In effect, diplomatics allows us to explore paradata retrospectively while 
pulling us into the circumstances in which it was created in the first instance. 
To do so, diplomatics instructs us, entails grappling with a broad recordkeeping 
system composed of a juridical system, an act, a will (to manifest the act), persons, 
procedures, and a documentary form. 

A juridical system is any circumscribed entity, such as an organization or 
industry, with rules that bind its members’ behavior (Iacovino, 2005). Tied to 
notions of governance and regulation, juridical systems establish the boundaries 
wherein records have authority and from which legal and moral obligations can 
be ascertained (Iacovino, 2005). Within a juridical system, an act constitutes the 
reason records are brought into being, with records associated with the moment 
of action in which they partake. A will to manifest the action (what is done for a 
purpose) is effected through a procedure that, according to diplomatics, consists of 
the body of written or unwritten rules created to carry out an activity. The procedure 
brings acts or actions out in the world into the record. Processes are the series of 
motions by which a person prepares to carry out the acts involved in a procedure. 
Diplomatics tells us that pointers or clues to procedural contexts may be evident in 
the substance of the document’s text or may leave a documentary residue in the form 
of annotations (or additions to the record’s content) added as elements of intellectual 
form during various procedural moments. 

Different procedure phases are also associated with different types of records 
and determine aspects of their documentary residue. As modern diplomatics has 
established (Duranti & Thibodeau, 2006) and the policies of the US National 
Archives (2020) attest, the algorithm itself constitutes a record, albeit one with no 
traditional (paper-based) counterpart. In this instance, an algorithm is considered 
an enabling record that uses its digital form to guide the execution of processes. 
As Duranti and Thibodeau note, software can be viewed as a record in contexts in 
which it is “generated and used as a means for carrying out the specific activity in 
which it participates and stands as the instrument, byproduct, and residue of that 
one activity” (2006, p. 60). What also ensures that this documentary form rises to 
the level of a record is that it is “properly maintained and managed as intellectually 
interrelated parts of records aggregations” (2006, pp. 60, 67). 

Overall, the practices, procedures, and processes from which the record is created 
are noted as a describable context of genesis that results in values and actions out 
in the world being brought into the record, whether in sequence or in parallel to an 
action. In effect, what diplomatic analysis allows us to abstract or make visible are 
critical aspects of administrative activities and action—highlighting the practices
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and routines that typically govern records creation and their flow throughout an 
organization. In addition, diplomatics allows us to demarcate those records, and 
aspects thereof, that are a direct residue and thus evidence of procedural and 
processual action. In our example, diplomatics highlights that form follows function, 
with algorithmic code, for instance, a manifestation of organizational priorities, 
including that of the creators and the practical activities and professional roles they 
inhabit. The documentary form of the resultant algorithmic code reflects a truism; 
different parts of the world end up in distinct parts of the record. 

3 Further Unpacking Algorithmic Practices and Processes 

In revisiting the notion that paradata (in whatever recorded form) document and 
facilitates subsequent interpretation of and judgment about algorithmic practices 
and processes, this section delves more deeply into what paradata is necessary to 
adequately convey the essential parameters that have gone into the production of 
algorithmic systems for the purpose of accountability. Here we show that extant 
evidentiary records of AI systems and processes (see paradata for transparency 
in Table 1) provide the documentary fodder to augment existing explainable AI 
reporting frameworks (see paradata for explainability in Table 1) together forming 
a viable basis for emerging documentation standards in the accountable AI sphere 
(see Lena Enqvist, 2023). 

Beginning with the recordkeeping realm, the literature allows us to frame what 
paradata should be captured and preserved if the target is algorithmic transparency. 
To do so involves grappling with the difficulties in defining an AI record and what 
it means to permanently capture and preserve it from an evidentiary perspective 
(Mooradian, 2019). As Andresen adroitly notes, “There is no universal method 
for referencing algorithms, or for telling exactly where a specific algorithm, that 
is supposed to be the unit to be explained, starts or ends within a system in 
operation” (2020, p. 135). As Andresen also explains, “records that are generated 
from automated or algorithmic processes do not necessarily differ much from 
manually created, captured and organized records in matters of evidential value and 
trustworthiness,” yet “explaining the content of such records may be more difficult” 
(2020, p. 129). In claiming that “sufficient explanation cannot be obtained from 
studying process flow or computer program code alone,” Andresen draws attention 
to the fact that complex systems (particularly those that draw from dynamic and 
often volatile data sets using ML or probabilistic outcomes) often generate records 
that can be “difficult to explain, trace, or recalculate after the fact” (Andresen, 2020, 
p. 130). 

In extrapolating what might constitute a sufficient AI record, Mooradian covers 
familiar grounds in defining it in terms of the “actions, transactions, and events 
that are carried out (fully or in part) by AI algorithms” (Mooradian, 2019). In 
providing examples, Mooradian (2019) makes a case for both practice and process 
documentation, noting that such materials will likely include policy documents, 
technical documentation on the algorithm and data used as inputs, base systems
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design, and testing records, along with the forms of compliance documentation 
being called for within the AI policy sphere. Andresen (2020) also makes a case 
for practice and process documentation, suggesting that explanations that shed 
light on the algorithm and its output must be drawn from both. Thus, one source 
is from discreet external business practices and associated policy documents that 
provide the context necessary to shed further light on procedural matters. The 
other source is specific internal transactional processes, operations, and activities 
from which additional records emerge. If adequate control is available on the data 
input, Andresen (2020) notes that operational and policy records should be able 
to capture explanations of algorithmic outputs that are certain, while only policy 
records are likely to be able to render explanations of scenarios in which different 
algorithmic outcomes or explanations were possible. Moving forward, Andresen 
tasks his readers with further ferreting out “what kinds of records, from what kinds 
of processes, explanations and predictions may reside in” (2020, p. 140). Drawing 
from the literature and examining AI workflows and online tools for writing AI 
documentation, Table 1 provides the starting point from which such work can build. 

In writing a scoping document on algorithmic decision-making for the European 
Parliament, Castelluccia and Le Métayer explain that requirements for AI systems 
can be either “established a priori” (by design) or “checked a posteriori” (using 
verification) (2019, p. 25). Considering insights from KM and domain experts 
adopting a critical stance on algorithms, the second framework unpacked here looks 
at what paradata should be captured and preserved if algorithmic explainability 
is the target to be deduced. Paradata, in this context, consists of ex-ante and 
post-hoc documentation scoped for exchange purposes, illuminating and imparting 
information about the robustness and logic of the algorithmic process, including 
helping to explain its associated inputs and outputs. Six of the most prominent 
efforts to generate information about algorithms and algorithmic systems for 
explainability are considered here, details of which are incorporated into a unified 
framework below (see Table 1). 

Some explainable documentary frames speak to the algorithmic system more 
broadly. In contrast, others relate to components, including datasets used to train, 
build, and evaluate models for AI systems and others (artifacts already standard in 
some areas of the computer industry). In a nod to the former and drawing from the 
literature on explainable Artificial Intelligence, Sokol and Flach (2020) delineate 
the parameters of explainability fact sheets, a self-reported list of requirements that 
offers information to parties (including developers) interested in understanding and 
comparing new and extant explainability approaches (software tools and techniques) 
for predictive systems, alongside the method itself. Dimensions, reflecting desired 
properties of explainable approaches, are operationalized as information “desider-
ata.” Desiderata encompass information on functional requirements including the 
learning task and problem type to which the explanation is tailored, the component 
(data, models, predications) targeted by the explanation, applicable feature types and 
classes of models for the explanation, and its relation to the predictive system (ante 
and post-hoc); information on operational requirements that characterize how users 
interact with explainable approaches and under what conditions (e.g., provenance,
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type, and delivery mechanism of the explanation; how the system and explanation 
interact; intended function, application and audience for the explanation, etc.); 
information on the properties (usability criteria) of explanations that makes compre-
hension possible (including soundness, completeness, contextfullness, complexity, 
parsimony interactiveness, personalization, novelty, actionability); the effect of 
explainability on the robustness, security, and privacy of the system; and information 
on any validation measures (user studies or synthetic experiments in settings 
comparable to deployment scenarios) taken on explainability approaches. 

Also proposed in terms of looking at these issues from a functional level 
are documentation efforts in the form of service-level declarations that emanate 
from suppliers of AI services to increase confidence in their finished products 
(in contrast to other efforts described below that focus on datasets or machine 
learning models). In this scenario, the producers are understood as data scientists, 
while the consumers of the AI service are pegged as other developers (Arnold 
et al., 2019). Modeled on industry documents called supplier’s declarations of 
conformity (SDoCs), FactSheets are proposed as self-reported information about the 
supplier, their services, and the characteristics of the development team; the intended 
domains, purpose, usage, procedures, implemented algorithms, and outputs of the 
AI service; the methodology and results of associated supplier and third-party safety 
and performance testing (including which datasets the service was tested on); any 
potential harms that could result from using the AI service and associated mitigation 
efforts (including features that relate to fairness, explainability, and accuracy of 
predictions); security concerns and sensitive use cases; and maintenance of the 
lineage of the AI service (which speaks to issues surrounding the auditability of 
data sets and trained models). 

With an intended audience of AI and ML practitioners, developers, adopters, 
regulators, policymakers, and impacted individuals, a frame dubbed “model cards” 
extends the notion of what it means to evaluate how well human-centric AI and 
ML-trained models perform through the inclusion of metrics that “capture bias, 
fairness and inclusion criteria” (Mitchell et al., 2019, p. 220). “Model cards” provide 
a means of disclosing the nature of the model (its who, what, when, and how) and the 
contexts and domains of use to which it is suited or not suited; model performance 
across relevant factors, including population groups (cultural, demographic, phe-
notypic, and intersectional), input instrumentation, and deployment environment; 
model performance metrics; the datasets used to train and evaluate the model 
(including how they were chosen and any pre-processing activities carried out on 
the data); results of the model performance (qualitative analysis) disaggregated by 
selected factors; and any ethical considerations, challenges, and recommendations 
noted as part of model development. Providing insights useful for interrogating 
models’ performance, design, adoption, and effects, this documentation is consid-
ered a form of ethical reporting intended to be used alongside reporting methods for 
datasets (Datasheets, Nutrition labels, Data Statements, Factsheets, etc.). 

The datasheets for datasets frame is built to address a need for a standardized 
way to document ML datasets to “increase transparency and accountability within 
the machine learning community, mitigate unwanted societal biases in machine
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learning models, facilitate greater reproducibility of machine learning results, and 
help researchers and practitioners to select more appropriate datasets for their 
chosen tasks” (Gebru et al., 2021, p. 86). The aim is to convey information 
from creators (e.g., product teams) to consumers and other interested stakeholders, 
including policymakers and academics (Gebru et al., 2021). The datasheet template 
promotes ex-ante reflection and post-hoc recording of information attuned to 
the dataset lifecycle or workflow: motivation, composition, collection process, 
pre-processing/cleaning/labeling, uses, distribution, and maintenance. Scoped for 
natural language processing systems, data statements are similarly envisioned as 
a new feature of professional practice, in this case, one that allows for linguistic 
datasets (collections of speech, writing, and annotations) to be characterized in 
ways that “provides context to allow developers and users to better understand 
how experimental results might generalize, how software might be appropriately 
deployed, and what biases might be reflected in systems built on the software” 
(Bender & Friedman, 2018, p. 587). Viewed as a necessary extension of the 
NLP field, the goal is to have long, or short-form data statements accompany 
publications on new datasets and experimental results and be included in NLP 
system documentation. Ideally created contemporaneously with dataset creation, the 
information schema for data statements consists of the curation rationale for texts; 
language variety; speaker, annotator, and curator demographics; speech situations; 
text characteristics; recording quality; and dataset provenance. 

A final exemplar is the dataset nutrition label, a prototype diagnostic tool 
(consisting of a method, an associated documentary process, and an interactive web-
based application) aimed at improving the fairness, accuracy, and transparency of 
AI systems by allowing training datasets, or proxies thereof, to be interrogated in 
terms of their quality, viability, fitness for purpose, etc. before and during AI model 
development (Holland et al., 2018; Chmielinski et al., 2022). The documentation 
that makes up a dataset nutrition label aggregates and distills essential information 
for use by data specialists to inform conversations about dataset quality, specifically 
their fitness for statistical use cases. Established in a modular fashion, the various 
prototypes of the tool have incorporated data that are technical and non-technical 
in nature, with modules generated manually from as-is information (e.g., meta-
information about the dataset, information regarding data provenance, and textual 
descriptions of variables in the dataset) and, unlike the datasheets example, by 
automated statistical processes to find patterns, relationships, or anomalies (e.g., 
information about dataset attributes via summary statistics, visualized pair plots, 
and heatmaps of ground truth correlations). 

4 Discussion and Conclusion 

Now that the nature and form of paradata for accountability have been examined in 
the AI sphere, the question turns to the mechanisms through which these agents of 
transparency and explainability can connect with interested and vested audiences, 
experts, or otherwise. One idea floated for AI services is to have suppliers post and
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distribute explainability documentation like Factsheets via the blockchain (Arnold 
et al., 2019). In the local government sphere, public AI registries are touted as a 
mechanism for people to have understandable and up-to-date information about 
AI systems (Ada Lovelace Institute, 2021). These online database registries— 
adopted by city governments in Canada (Ontario), Finland (Helsinki), and France 
(Antibes, Lyon, Nantes)—are created to capture and make available information 
from suppliers on the purpose, responsible parties, datasets, data processing, 
impacts, oversight, and mitigation measures for individual AI systems (Meeri et 
al., 2020). 

In this and other instances of explainable AI, the capture and subsequent use 
of paradata are situated within an accountability framework in which the populace 
(those in civil society) is provided with a contemporary window into how and why 
AI is being used as part of governing structures and activities, with the ability to 
understand and thus question its benefits and limitations. In moving forward with 
such registries, additional work will be needed to determine how to integrate appro-
priate documentation into organizational AI development practices and processes 
(including ascertaining the responsible parties for explainable paradata creation), 
as well as how to provision the paradata in terms of scope and detail such that it 
is fit for purpose (Meeri et al., 2020). Indeed, the pressure to ensure that the use 
of AI is human-centered (comprising trusted systems and services) has led to the 
call for at least one associated field (computer vision) to have “dedicated dataset 
professionals”; professionals undertaking data curation activities in association 
with external stakeholders and in a manner that aligns trust with “purposefully 
constructive reporting” (Famularo et al., 2021, p. 2; also see Jo & Gebru, 2020). 
This chapter contributes to the question of who is qualified to perform this and other 
human data labor by demarcating how information professionals are already scoped 
to take on such a role. 

As noted in this chapter, the “right to an explanation” approach to accountability 
is not the only recourse for issues of information asymmetry in the AI environment. 
As the Ada Lovelace Institute notes, an “under-considered” form of accountability 
“concerns the preservation and archiving of algorithmic systems for historical 
research, oversight or audits” (2021, p. 48). As this chapter demonstrates, a 
complementary form of accountability is possible when records management and 
archival mandates are put to work to control, manage, and subsequently preserve 
the paradata necessary to provide transparency about the practices and processes of 
creators and users of algorithmic systems. Beyond an immediate “need to know” 
from an internal governance perspective, paradata that can hold people to account 
provide retrospective and internal transparency (Heald, 2006). As such, it can be 
utilized by those with a vested interest in auditing and studying the inner workings 
of the development and impact of AI systems over the long term. Overall, the 
combination of in situ and post hoc paradata and the requisite skills of information 
professionals should allow digital registries and archives to function as critical 
intermediaries between those who create and develop AI systems and those who 
require or engage in their critical study. In moving forward with AI archives, further 
work will be needed in the records and information management spheres to review
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the mandates and regulatory environments surrounding AI practices and procedures 
and to undertake work process analysis as a prerequisite to developing collection 
and disposition rules for AI paradata, including identifying what to transfer to an 
archival repository for long-term preservation. Archivists will also need to supply 
the curation activities to allow paradata to remain accessible and contextualized, 
with the specifications for such work currently being investigated in the literature 
(Van der Knaap, 2020; Hodges & Trace, 2023; Trace & Hodges, 2023). 

Acknowledgments This work was supported by Good Systems, a research grand challenge at the 
University of Texas at Austin. 

References 

Ada Lovelace Institute, AI Now Institute and Open Government Partnership. (2021). Algo-
rithmic accountability for the public sector. https://www.opengovpartnership.org/documents/ 
algorithmic-accountability-public-sector/ 

Andresen, H. (2020). A discussion frame for explaining records that are based on algorithmic 
output. Records Management Journal, 30(2), 129–141. https://doi.org/10.1108/RMJ-04-2019-
0019 

Arnold, M., Bellamy, R. K. E., Hind, M., et al. (2019). FactSheets: Increasing trust in AI services 
through supplier’s declarations of conformity. IBM Journal of Research and Development, 
63(4/5), 1–31. https://doi.org/10.48550/arXiv.1808.07261 

Bender, E. M., & Friedman, B. (2018). Data statements for natural language processing: Toward 
mitigating system bias and enabling better science. Transactions of the Association for 
Computational Linguistics, 6, 587–604. 

Castelluccia, C., & Le Métayer, D. (2019). European Parliament Scientific Foresight Unit (STOA). 
Understanding algorithmic decision-making: Opportunities and challenges (Report No. PE 
624.261). European Parliamentary Research Service. 

Chmielinski, K., Newman, S., Taylor, M., Joseph, J., Thomas, K., Yurkofsky, J., & Qiu, C. Y. 
(2022). The dataset nutrition label (2nd Gen): Leveraging context to mitigate harms in artificial 
intelligence. arXiv preprint, arXiv:2201.03954. 

Desjardins, A., & Biggs, H. R. (2021). Data epics: Embarking on literary journeys of home 
internet of things data. CHI ‘21: Proceedings of the 2021 CHI Conference on Human Factors 
in Computing Systems, 1-17. doi:https://doi.org/10.1145/3411764.3445241. 

Duranti, L. (1998). Diplomatics: New uses for an old science. Scarecrow Press. 
Duranti, L., & Thibodeau, K. (2006). The concept of record in interactive, experiential and dynamic 

environments: The view of InterPARES. Archival Science, 6, 13–68. https://doi.org/10.1007/ 
s10502-006-9021-7 

Enqvist, L. (2023). Paradata as a tool for legal analysis: Utilizing data on data related processes. In 
I. Huvila, O. Sköld, & L. Börjesson (Eds.), Perspectives to paradata - Research and practices 
of documenting data processes (pp. xxx–xxx). Springer. 

Famularo, J., Hensellek, B., & Walsh, P. (2021). Data stewardship: A letter to computer vision 
from cultural heritage studies. Proceedings of the CVPR workshop beyond fairness: Towards a 
just, equitable, and accountable computer vision, 25 June 2021. 

Gebru, T., Morgenstern, J., Vecchione, B., Vaughan, J. W., Wallach, H., Iii, H. D., & Crawford, K. 
(2021). Datasheets for datasets. Communications of the ACM, 64(12), 86–92. 

Heald, D. (2006). Varieties of transparency. Proceedings of the British Academy, 135, 25–43. 
Hodges, J. A., & Trace, C. B. (2023). Preserving algorithmic systems: A synthesis of overlapping 

approaches, materialities and contexts. Journal of Documentation. https://doi.org/10.1108/JD-
09-2022-0204


 19092 18945 a 19092
18945 a
 
http://www.opengovpartnership.org/documents/algorithmic-accountability-public-sector/

 20371 22265 a 20371 22265
a
 
http://doi.org/10.1108/RMJ-04-2019-0019

 4684 26693 a 4684 26693
a
 
http://doi.org/10.48550/arXiv.1808.07261

 11585 39977 a 11585
39977 a
 
http://doi.org/10.1145/3411764.3445241

 25964 43298 a 25964 43298 a
 
http://doi.org/10.1007/s10502-006-9021-7

 24605 56581 a 24605 56581
a
 
http://doi.org/10.1108/JD-09-2022-0204


212 C. B. Trace and J. A. Hodges

Holland, S., Hosny, A., Newman, S., Joseph, J., & Chmielinski, K. (2018). The dataset nutrition 
label: A framework to drive higher data quality standards. arXiv preprint, arXiv:1805.03677. 

Hurley, C. (2005). Recordkeeping and accountability. In S. McKemmish, M. Piggott, & F. Upward 
(Eds.), Archives: Recordkeeping in society (pp. 223–253). Chandos Publishing. https://doi.org/ 
10.1016/B978-1-876938-84-0.50009-3 

Huvila, I., Greenberg, J., Sköld, O., Thomer, A., Trace, C., & Zhao, X. (2021). Documenting 
information processes and practices: Paradata, provenance metadata, life-cycles and pipelines. 
Proceedings of the Association for Information Science and Technology, 58(1), 604–609. https:/ 
/doi.org/10.1002/pra2.509 

Iacovino, L. (2005). Recordkeeping and juridical governance. In S. McKemmish, M. Piggott, & F. 
Upward (Eds.), Archives: Recordkeeping in society (pp. 255–276). Chandos Publishing. https:/ 
/doi.org/10.1016/B978-1-876938-84-0.50010-X 

Information Commissioner’s Office & Alan Turing Institute. (2020). Explaining decisions made 
with AI. https://ico.org.uk/media/about-the-ico/consultations/2616434/explaining-ai-decisions-
part-1.pdf. 

Jo, E. S, & Gebru, T. (2020, January). Lessons from archives: Strategies for collecting sociocultural 
data in machine learning. Proceedings of the 2020 conference on fairness, accountability, and 
transparency, pp. 306–316. 

Meeri, H., van de Fliert, L., & Rautio, P. (2020). Public AI registers: Realising AI transparency and 
civic participation in government use of AI. https://algoritmeregister.amsterdam.nl/wp-content/ 
uploads/White-Paper.pdf 

Mitchell, M., Wu, S., Zaldivar, A., Barnes, P. B., Vasserman, L., Hutchinson, B., Spitzer, E., 
Raji, I. D., & Gebru T. (2019, January). Model cards for model reporting. Proceedings of 
the conference on fairness, accountability, and transparency, pp. 220–229. doi:https://doi.org/ 
10.1145/3287560.3287596. 
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Adding Paradata About Records Processes via 
Information Control Plans∗ 

Saara Packalén and Pekka Henttonen 

Abstract 

To ensure evidence and to control systematically records’ life span in digital 
environment, we need additional data about records’ background, history, and 
actions creating those records. National and international specifications typically 
set requirements for metadata and functionality that an electronic records 
management system must have. Creation of metadata is resource consuming. 
One solution to this problem is to hide and automate records management 
processes. The chapter examines how this has been done in Finnish public 
administration. Firstly, the chapter contributes to discussion about description 
of records management processes and adds understanding of possibilities for 
adding metadata to records. Secondly, we aim to stir up interest toward the 
use of a concept paradata in recordkeeping and invite discussion of benefits of 
understanding some of recordkeeping metadata as paradata. While paradata is not 
an established term in archives and records management, it is a befitting concept 
to describe information that is gathered about records during their life span. 
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1 Introduction  

A key records management standard ISO 15489-1:2016 defines records manage-
ment (RM) being “field of management responsible for the efficient and systematic 
control of the creation, receipt, maintenance, use and disposition of records, 
including processes for capturing and maintaining evidence of and information 
about business activities and transactions in the form of records” (ISO 15489-
1:2016). To ensure evidence and to control systematically records’ life span in 
digital environment, we need additional data about records’ background, history, 
and actions creating those records. In archives and records management transition 
from paper era to digital environment led to a paradigm shift when archives could 
no more be managed and considered as physical objects and entities. It was realized 
that it was not enough to manage existing records only. In digital environment the 
premise for managing records had to be the process that produced those records. 
Archival theorist Terry Cook (2001, 4) said that: 

For archivists, the paradigm shift requires moving away from identifying themselves as 
passive guardians of an inherited legacy to celebrating their role in actively shaping collec-
tive (or social) memory. Stated another way, archival theoretical discourse is shifting from 
product to process, from structure to function, from archives to archiving, from the record 
to the recording context, from the “natural” residue or passive by-product of administrative 
activity to the consciously constructed and actively mediated “archivalisation” of social 
memory. 

This shift to processes and functions can be seen in records management metadata. 
Its roots are in the 1990s. At that time, it had become obvious that recordkeeping 
professionals (records managers and archivists) must manage also electronic infor-
mation and abandon their traditional role as custodians of physical documents only 
(Bearman, 1994; Cook, 1994; Gilliland-Swetland, 2005; Sprehe, 2000). This led to 
the question of what it means that something is record in an electronic environment 
and what are requirements for systems that manage electronic records. This was 
studied in research projects of the University of Pittsburgh and the University 
of British Columbia (for details, see, e.g., Marsden, 1997). The projects formed 
the basis for later national and international specifications for electronic records 
management systems (Gable, 2002; Wilhelm, 2009). The specifications typically set 
requirements for metadata and functionality that an electronic records management 
system must have (e.g., the system must capture date and time when information 
is stored in it and prevent unauthorized destruction and modification of records). 
Because of the projects it became an axiom in archival science that records systems 
must link records to business activity/transaction from which they arose (Lappin et 
al., 2021). This happens by assigning records a place in a functional classification 
scheme. Today international standard about records management metadata (ISO 
23081-1:2017) shows broad consensus about content of metadata. 

Creation of metadata is resource consuming. Adding metadata manually is for 
the person receiving or creating a record often a superfluous step for which there 
is no motivation, because it usually does not benefit the work task at hand and 
makes the process slower. One solution to this problem is to hide and automate
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records management processes. In this chapter, we examine how this has been 
done in Finnish public administration. Firstly, the chapter contributes to discussion 
about description of records management processes and adds understanding of 
possibilities for adding metadata to records. Secondly, we aim to stir up interest 
toward the use of a concept paradata in recordkeeping and invite discussion of 
benefits of understanding some of recordkeeping metadata as paradata. 

2 Information Control as Part of Information Governance 

The aim of controlling information via automated records management processes 
and metadata serves the goal of information governance (IG) or records/information 
management which is according to Brooks (2019, 14) “supporting an organization to 
manage, secure, access and exploit its information in complex digital environments 
across a myriad of locations.” 

Today, alongside a relatively narrow concept of RM or records and information 
management (RIM) more holistic and broader-reaching view of IG has enhanced 
extensive interest among the recordkeeping professionals. When RM and RIM focus 
on control of the creation, receipt, maintenance, use, and disposition of records, 
the concept of IG represents more wide-ranging area of organizations’ information 
needs. 

“In short, IG is about information control and compliance” (Smallwood, 2014, 6).  
Smallwood (2014) sees information governance as a subset of corporate governance. 
It is about standardizing and systematizing handling of information. It focuses 
on access, control, management, sharing, storing, preserving, and auditing of 
information. Organizations’ policies, processes, and technologies to manage and 
control information must be complete, current, and relevant. Further, including 
“[ . . . ] who is able to access what information, and when, to meet external legal 
and regulatory demands and internal governance policy requirements” (Smallwood, 
2014, 6).  

Yet, the concept of IG is still vague and there is no one commonly accepted 
definition of it. High-level nature and breadth of the scope characterizes the 
various definitions of the concept (Brooks, 2019). A decade ago, Hagmann (2013, 
229) stated that “The RIM community tries to capitalize this term [information 
governance] in order to get a seat at the table of senior executives and to get out 
of the dusty image of records administration in a paper environment.” Lately, other 
aspects based on the genuine need for broadening the focus in current administrative 
recordkeeping have also been arisen (Brooks, 2019). The above presented IG 
definitions of Smallwood pointing to information control fit well in Finnish public 
sector recordkeeping context in which a proactive recordkeeping strategy that is 
based on organizational functions has been traditionally dominant. 

The Finnish Act on Information Management in Public Administration 
(906/2019) that was published after and in part as consequence of the GDPR 
(General Data Protection Regulation) of the European Union has been crucial for 
the wider understanding of what records management is about. The act made it
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obvious that in a digital environment one needs a broader approach to information 
management in which records management is only one part. Although it is possible 
to manage records without automatic information control, information control 
allows automatization of records processes and connecting them to information 
resources of the organization. 

In Finland, the National Archives has traditionally played a strong role in guiding 
public sector organizations’ records management. In 2005, National Archives’ 
SÄHKE specification started to stipulate the requirements and features for records’ 
digital archiving in information systems. Finnish SÄHKE2 specification includes a 
metadata model whose purpose is to ensure evidentiality, integrity, and usability of 
records (Mäkiranta, 2020). After GDPR and the following regulation, in accordance 
with the role of National Archives, starting from the beginning of year 2023, 
SÄHKE2 specification serves only as a recommendation for the agencies. 

3 Records Management Metadata and Paradata 

Concept of paradata is ambiguous. Current definitions of paradata often include a 
certain perspective, for example the context of education or research methodology 
(Pomerantz, 2015), surveys (Kreuter, 2013), or heritage visualization (Baker, 2012). 
Sköld et al. (2022) discuss paradata in different information domains as well as 
close connection and overlapping between concepts of paradata, metadata, and 
provenance data. Only recently the concept of paradata has been introduced to 
the archival and recordkeeping sphere in studies focusing on paradata in AI-based 
automation (Davet et al., 2022, 2023). As Davet et al. (2023) state, conceptual 
overlapping exists between the conceptual development of paradata for AI and those 
of contextual metadata and explainable AI. 

Hence, in archives and records management, the concept of paradata is only 
emerging to theoretical and practical discussions and thus, it mostly represents an 
uncharted territory. The concept is barely mentioned in studies in this research area. 
Studies focusing on metadata or data processes (see, e.g., Bak, 2016; Sundberg, 
2013) do not use the term paradata. In similar fashion, Finnish SÄHKE2 calls 
metadata all data describing the context, content, structure, management, and 
handling of information (Arkistolaitos, 2008a). Nevertheless, concept of paradata 
might be applied in this area, too. 

In a digital environment, adding metadata is inevitable and an established 
practice in records’ handling and archiving. It is questionable, should we even call it 
adding, since in digital environment, most of the metadata are automatically added 
by the recordkeeping system. Some of it are still, though, explicitly added by a 
human. Metadata is part of the record, part of its content. Meta and data are not to 
separate any more the way they are/were in the world of paper records (Bak, 2016). 

If metadata is defined as information that helps in semantic interpretation of the 
data, and paradata is all other information about the background, administration, 
and use of the data, records management metadata belongs almost exclusively to the
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category of paradata. Although records management metadata may help to interpret 
the records, it is not generally about the meaning or content of data. 

The metadata can be broken into the following components (ISO 23081-1:2017, 
16): 

1. metadata about the record itself; 
2. metadata about the business rules or policies and mandates; 
3. metadata about agents; 
4. metadata about business activities or processes; 
5. metadata about records management processes. 

Figure 1 gives an example of the diversity of metadata in archives and records 
management area. It describes entities in records management metadata. For 
example, there are metadata about agents, mandates, and business (McKemmish 
et al., 1999). 

In records management, metadata has often a temporal triptych structure: the 
metadata gives information about current status of records, but also about future and 
past actions. For instance, metadata may tell that access to records is now restricted, 
but that the access restrictions will be removed in the future. Once when there are no 
more access restrictions, the metadata will show what restrictions there have been 
in the past. This reflects basic conception of records as evidence of past actions. 

Metadata accumulates throughout the records’ life span. As considered above 
and shown in Table 1, there are different types of metadata in records management. 
Metadata is largely about context of records, their background, administration, and 
use of the records. Some metadata is added at point of capture, that is, when 
the records are stored in a records management system. After capture metadata 
is complemented and this continues even when the record has been archived. A 
study of records in an electronic records management system showed that 65% of 
metadata was about event history (Kettunen & Henttonen, 2010). 

Recordkeeping metadata describes records provenance and relationships that 
define authenticity, reliability, accountability, and accessibility of digital records 
throughout the records’ life span (Fig. 1 and Table 1). All this data is called 
metadata. Some of it is various contextual information that is needed to understand 
the record’s provenance and its connections to other records. Much of the data, 
however, is something else, information about the process and various agents that 
are related to the record during its life span. 

4 Cost of Metadata Creation 

Studies have shown that capturing metadata about data context is generally ex-
pensive and labor intensive (Faniel et al., 2019). Records management metadata 
is no exception. 

Metadata schemes in records management are broad. For instance, the first 
version of the Finnish SÄHKE metadata specification includes over 120 elements,
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Fig. 1 Coverage of recordkeeping metadata (McKemmish et al., 1999, 15) 

many of which can be used at different levels of hierarchy (Records Creator— 
Collection of records—Record Series—Matters—Transactions—Records). Alto-
gether there are about 280 possible metadata element—entity combinations. A study 
showed that in one electronic records management system more than half of the 
metadata elements were unused (Kettunen & Henttonen, 2010). A reason for this 
may be that while a records management metadata scheme must be prepared for all 
eventualities when it is concretely applied not all parts of the scheme are necessary. 
For instance, if the agency does not take part in eGovernment service processes, 
elements supporting eGovernment services are unnecessary. 

The same study showed that optional metadata elements in the scheme were 
generally ignored, and only mandatory elements had values. Metadata values either



Adding Paradata About Records Processes via Information Control Plans 221

Table 1 Examples about types of metadata in records management. Created from ISO 23081-
1:2017 

Metadata about At point of capture After capture 

Records Date and time when created; 
record structure; link to business 
activity or transaction generating 
the record 

Changes in structure or in 
technical dependencies 

Accessibility Identifiers of records and record 
aggregations; classification 

Terminology changes; changes of 
personnel; changed locations 

Security Access restrictions Personnel changes; change of 
security rules and levels 

Business rules, 
policies, and 
mandates 

Metadata schema; business rules 
regarding record creation 

Metadata showing management 
of records in compliance with 
regulatory and other requirements 
(e.g., access to records) 

Agents Agents involved in record 
creation 

Changes in roles of records 

Business process Information about transactions, 
but also records management 
processes (e.g., disposition 
metadata) 

Business processes in which 
records have been used; copying 
of records 

come from the system, they are default values based on user selection, or free-text 
values given by the user. A closer inspection of the elements suggested that human 
intervention was minimal: it seems that users avoided inputting metadata (if they 
had a choice), and they also preferred to accept default values as such (Kettunen & 
Henttonen, 2010). 

Altogether this—that only mandatory values were given, and that they were 
generally generated by the system—reveals the high cost of metadata creation. 
The metadata guarantees authenticity, reliability, and usability of records in long 
run, but generally its generation makes work processes slower and does not benefit 
the immediate work task at hand. In addition, users who are not professionals in 
information management or recordkeeping may find it difficult to assign records a 
place in the organization’s functional classification scheme. A Finnish study showed 
that even experienced professionals face difficulties in using functional classification 
schemes (Packalén, 2015). Therefore, one possibility is to hide records management 
processes from the users and automate them as much as possible. This can take place 
as part of integration of records and business systems which can take place in several 
ways (see, e.g., DLM Forum Foundation, 2011, 16–18).
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5 Principles of Information Control 

The conclusion of the research projects of the University of Pittsburgh and the 
University of British Columbia in the 1990s was that electronic records management 
requires (among other things) contextualization of records by preserving informa-
tion about their functional context and relationships between records. 

Finnish recordkeeping had elements supporting contextualization already before 
digitalization. Like in Nordic countries in general, practice of keeping registries has 
been common in Finnish administration for centuries. In other words, in- and out-
going letters have been marked in a registry book, card file, or database. Registry 
entry has joined records together, linked them to a common process, and even 
to a function (if the registry classification scheme is function based). In short, 
a registry has given information a context. Another noteworthy characteristic of 
Finnish recordkeeping is that functional approach was adopted as a starting point 
for records management in the beginning of the 1980s. Thus, many agencies had 
a functional classification scheme even before digitalization. This classification 
scheme formed the core of records management plan that every agency was required 
to have by law, and which listed record types by function and gave instructions to 
their retention and management. First national specification for electronic records 
management systems (known SÄHKE1) in year 2005 required that this plan, now 
in digital form, was the source of metadata for electronic records (Henttonen, 2023). 
Besides registry information, functional classification scheme was another source of 
information about the context of the records. 

Next phase took place in year 2008 when the National Archives Service of 
Finland (current the National Archives) introduced a new approach to improve 
information management processes. According to SÄHKE1 specification records 
management plan was to be included in the electronic records management system. 
The plan contained information about functions, and record types that were gener-
ated in them, and gave default metadata values for the retention and management of 
record types. The next phase brought two changes. Firstly, records management 
plan was now separated to a system of its own (Information Control System) 
and it was complemented with information about process steps that are taken 
in the function. Information control was defined as management of information 
management process in an information system (JHS 191, 2015). Secondly, the 
idea was that the plan—now called Information Control Plan (ICP)—would be 
the source for records management metadata across information systems in an 
agency: when the process goes forward information systems get metadata values 
from agency’s ICP. This is shown in Fig. 2 that gives an example of a process from 
recordkeeping perspective. Organizations’ ICP gives metadata needed in records 
handling in an organization. These metadata will then be stored in organization’s 
information system.
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Fig. 3 Interaction of the Information Control System with other systems. Translated from JHS 
176, 2012 

Besides SÄHKE specification, legislation about information management, 
archives, and freedom of information affect information control.1 There are 
guidelines and instructions that help to identify and describe business processes 
in an Information Control Plan. Legislation also defines what information must be 
included in a registry.2 

In the core of Information Control System is a plan with an enumerative 
functional classification scheme which lists all the functions of the agency, and, 
in addition, process steps and record types that are generated or received in the 
function. This plan has default metadata values for controlling access to information, 
managing information security and data privacy, and supporting e-services. Infor-
mation Control System that contains the plan interacts via Application Programming 
Interfaces (APIs) with electronic records management systems, electronic archives, 
and other information systems that process and create records (Kuntasektorin 
arkkitehtuuriryhmä, 2016). As shown in Fig. 3, Information Control System may 
control several information systems that, to varying degrees, also interact with each 
other. Not every information system may store records in an archival system.

1 Most important laws are Act on Information Management in Public Administration (906/2019), 
Archives Act (831/1994), and Act on Openness of Government Activities (621/1999). 
2 Act on Information Management in Public Administration (906/2019). 
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Consequently, in practice, content of an ICP consists of a functional classification 
describing functions of the organization and descriptions of the organization’s 
operational processes. Process description describes an operational process from 
recordkeeping point of view. It includes administrative (or other) process stages, 
and transactions that take place in the process phases as well as record types 
involved. Process stage is an entity that includes one or more transactions. In 
administrative processes there are common administrative process stages (such 
as initiation, preparation, and decision making) that are similar in every process. 
Transaction is a single task that takes place as a part of a process. JHS 191 
recommendation for public agencies (JHS 191, 2015) gives three alternative ways 
for structuring the content of Information Control Plan. Thus, the plan may state 
what are 

Record types by process stage, 
Record types by process stage and supplementary transaction(s) specified by the 

organization, or 
Record types by transactions that are grouped by process stages. 

In short, the organization may choose the way it describes their processes in the 
ICP and how detailed process descriptions it will have. Process descriptions are 
manually generated data about the processes of the organization. When a process is 
changed the description must be updated accordingly. Information Control System 
at hand and agency’s other information systems may set limitations to descriptions 
and dictate what is their appropriate level. 

Agencies do not have concrete instructions for creating an ICP besides general 
level requirements for metadata in legislation and sparse instructions, rules, and 
regulations given by the National Archives. SÄHKE2 specification used to require 
(currently it only recommends) describing agency’s processes but it does not 
define sufficient level of detail in the descriptions. This is in the discretion of 
the agency. It is generally assumed that agencies have already had a functional 
classification scheme and management data of record types that are generated or 
received in the functions. This information is in records management plans that 
precede information control. Thus, if an agency wants to implement information 
control, it basically only needs to add process descriptions. To create a plan for 
information control, one needs information from laws and statutes, regulations 
and standing orders, strategies, quality handbooks, and process descriptions. One 
needs to consult SÄHKE2 specification and recommendation for the structure of 
Information Control Plan, JHS 191. One must also discuss with professionals who 
are responsible for the functions and the processes. 

If the agency has analyzed its business processes for other (i.e., business) 
purposes, those descriptions naturally help in drafting the ICP. However, in an ICP, 
processes are described from recordkeeping viewpoint. There are no studies about 
whether and to what extent the result differs from process descriptions that have 
been created for Business Process Re-engineering, for example. The process in an 
ICP follows the phases that are carried out in organization’s information system,
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Table 2 A possible process description of the process of Giving Opinions 

Process stage Transaction Record type(s) 

Commencement Receipt of the initiating document Letter/Attachment/Request 
Preparation Processing of the Request for Opinion Letter/Attachment/Request 

Preparation of the Opinion Letter/Attachment/Memorandum 
Decision making Drafting/Attaching the Opinion Opinion/Attachment 

Making a note: No opinion given (note) Letter 
Service notification Informing officially Letter 

including every possible record type, when handling the matter, e.g., in a recruitment 
process. 

What this means in practice can be seen when we look at administrative 
procedures which have been the most common targets for information control. For 
instance, one thing that agencies do is that they give opinions. The ICP has hierarchy 
of classes in the functional classification scheme: 

00 General Administration 
00 00 Steering and Development 
00 00 02 Opinions 
00 00 02 00 Giving Opinions 

The lowest level in the scheme is the name of the process. This lowest level 
groups together process stages, transactions, and related record types. Process stages 
are common for all administrative processes. Therefore, a process 00 00 02 00 
Giving Opinions may be presented in ICP as exemplified in Table 2. Default 
metadata values governing retention time, access restrictions, etc. of the record 
types are omitted here. Process stages, transactions, and record types as such are one 
sort of contextual information (paradata) about records that belong to the process. 
They help users of the systems to proceed consistently and provide them essential 
information about the past and forthcoming steps in the process. 

Ideally, the agency has SÄHKE2 compatible Information Control System with 
the appropriate Information Control Plan, the plan is integrated with the electronic 
records management system and other information systems, and these systems have 
been adapted to information control. In that case the records process would go as 
follows: 

The user (or personnel in registry office, depending on agency policy) opens a 
new matter in the system and chooses right class for the matter from the functional 
classification scheme. To support this the Information Control Plan may include 
additional information (metadata) that helps the user to make the right choice. The 
user checks the default metadata values and corrects them when necessary. The user 
may also add supplementary information, like title of the matter, or civil servants 
handling the matter. Finally, the user adds the matter in the registry, and it is assigned 
a unique registry identification number.



Adding Paradata About Records Processes via Information Control Plans 227

When the Information Control Plan contains process steps, the only path forward 
allowed is to follow the process description. Although the Information Control Plan 
has default steps, the user may ignore some steps, if necessary, and, e.g., to go from 
Commencement directly to Decision making, if there is no need for preparatory 
phases. User cannot add any new steps. 

The user then selects the transaction. After selection of the type of transaction the 
user creates or attaches a record to it (when necessary) and selects the appropriate 
record type from the selection list. The user checks the default metadata values and 
may update them (e.g., define a record that has by default no access restrictions as 
partly confidential). The user may also add some metadata, like date of receipt, if 
the system does not supply it automatically. Users’ capability to edit metadata is 
limited by their role. Most users cannot change retention time, for instance. This 
can be done only by recordkeeping professionals. 

When the user creates a new document in the system, the document is first 
marked as draft, and its visibility is limited. When the document is signed 
electronically it becomes final and locked to prevent any further changes. The 
system may include rules that (for instance) mark the matter automatically as closed 
when the process reaches a particular phase. 

During the process, two things may happen simultaneously. Firstly, the records 
gather paradata about their background and the function/process which they are 
result of. Secondly, this paradata is used as basis for further actions. For instance, if 
record’s retention time is calculated from the completion of the process, i.e., when 
the matter is closed, date of the process completion is recorded in para-/metadata 
and used to assign a date when the record is to be removed from the system. 

An Information Control Plan can be just a guidebook to agency’s functions, 
processes, and information, but it is stated that full benefit comes only if the plan 
is used to manage and automate information systems. There are no studies on 
whether and to what extent this goal of information control has been reached, but 
SÄHKE2 specification and concept of information control have today established 
their position in Finnish public sector records management (Mäkiranta, 2020). 
Other benefits may include improved usability of information systems because of 
default metadata values and process descriptions (JHS, 2015). Metadata enables 
tracking of processes and facilitates answering to information requests. Entries in 
the registry/system document content of a record, processes (when it has arrived, 
who has created it, etc.) and what transactions (like answering to a request for 
opinion) have taken place. Information Control Plan not only describes the records 
accumulating in the course of organizations’ business activities but provides a tool 
for managing processing stages of the information and for information security 
measures. When fully exploited, several information systems would be controlled 
by one ICP via APIs. If the systems are used without exceptions, they provide 
trustworthy evidence of the flow of information in an organization. Persons who 
access information later may convince themselves about the authenticity and 
reliability of the information by looking at the para-/metadata about it. 

A prerequisite for information control is existence of a functional classification 
scheme. Functional approach to records management is today widely accepted
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among recordkeeping professionals in the Finnish public sector (Packalén & Hent-
tonen, 2016a). However, people understand basic concepts, like function differently, 
and the plans are sometimes difficult to use. Functional approach needs more 
rigorous theoretical basis (Packalén, 2017). Functional schemes are heterogeneous, 
and analysis of class names shows ambiguity and varying conceptual structures in 
the schemes (Packalén & Henttonen, 2016b). 

Creating a workable ICP and integration of Information Control System with 
recordkeeping and other systems requires a collaboration between several stake-
holders of the organization: records managers, data protection specialist, lawyers, IT 
personnel, system suppliers, and specialists on various subject areas like personnel 
management. In addition, collaboration with National Archives of Finland is 
necessary to define records with archival value. Once created an Information Control 
Plan needs constant updating. 

Implementation of information control requires financial, technical, and human 
resources. Even with appropriate resourcing (which is often lacking) the goal is 
difficult to reach. An unpublished report on electronic archiving in municipalities 
three years ago revealed that implementation of information control—at least in a 
rigid form—has not been feasible in most information systems or databases, and 
that information in the municipalities is generally hybrid and only exceptionally 
complete digitalization has been achieved (Hänninen, Heli: Sähköisen arkistoinnin 
tilannekuvan selvitys kunnan toimialoilla 2020). A study in year 2020 found out that 
only in one state agency out of ten their ICP controlled more than one information 
system. For some, information control concerned only a part of organizations’ 
functions (Mäkiranta, 2020). No university had entirely digital processes for records 
with permanent value (Kokkinen, 2020, 10). 

6 Discussion and Conclusions 

Information control brings together different ideas. Information Control Plans 
incorporate traditions of Finnish recordkeeping: registry practice, and proactive 
planning of records’ life span. They fulfill internationally recognized requirements 
for electronic records management and, in addition, serve implementation of 
Freedom of Information legislation. An Information Control Plan can be accessed 
by anyone according to Finnish Freedom of Information legislation. Thus, the plan 
increases transparency by showing what information is gathered and processed in 
public administration (Lybeck et al., 2006). Information control is a combination 
of functional approach in records management planning, information governance 
perspective to information management, local recordkeeping traditions, and need to 
increase efficiency and automate processes. 

SÄHKE2 continues to exist as a recommendation. In the future, The National 
Archives will primarily focus on records that have value for permanent preservation, 
archives, and have less authority in records management. For the same reason, in a 
recent draft for archival legislation there is no requirement for agencies to implement 
information control (Luonnos hallituksen esitykseksi eduskunnalle arkistolain ja
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Kansallisarkistosta annetun lain muuttamisesta, 2022). Thus, formally there will be 
less constraints and obligations in Finland for public sector records management 
to fulfil. Nevertheless, proper metadata and goals of information governance are 
still considered important. While agencies will have more freedom in their records 
and information management, it is likely that for practical reasons information 
control and SÄHKE2 specification still form the basis for future development. 
Although implementations may change, organizations still need to describe their 
processes and have procedural information about them. Metadata are to ensure later 
understandability and usability of digital records. Understanding paradata as part of 
it may bring new, useful insights to the future discussion of process descriptions. 

Clearly, information control carried out through an ICP has benefits. Adding 
metadata (paradata) automatically to records and the processes they originate from 
accelerates management of information. It shortens the time used in handling a 
matter in an agency which might lead to increased customer satisfaction. However, 
there are no studies that would empirically show the benefits of information 
control. For instance, automation of records processes may save human resources, 
but there is no research showing how significant these savings are. However, on 
the other hand, ICP must be constantly kept up to date about information and 
processes in the organization which is a laborious and resource- craving task. 
Functional classifications are not without problems. Previous studies have shown 
several challenges in organizing records by function. Some of them are a result of 
conceptual confusion and heterogeneous classificatory structures which result from 
a lack of theoretical background and guidance for creating classifications (Packalén 
& Henttonen, 2016b). Information Control Plans involve similar challenges. 

Information Control Plan as such is a record that is regularly updated. Old and 
new versions of the ICP are preserved. They provide enormous amount of informa-
tion about organization’s processes and records management. Information Control 
Plans are not paradata themselves. They are only descriptions of organization’s 
planned functions, processes, and records. When the plans come to flesh in the 
organization’s daily operations, information in the plans becomes paradata about the 
records. The InterPARES research group defined paradata as “information about the 
procedure(s) and tools used to create and process information resources, along with 
information about the persons carrying out those procedures” (Davet et al., 2022). 
All this information is saved in records management and information control system 
used. 

It is important to understand that when operating in digital environment the 
premise of the information gathered is the records creating process and not a single 
document/record. Typically, Finnish recordkeeping practices and procedures are not 
based on theories but are constructed as resolutions from practical needs (Kilkki, 
2004). The same applies to Information Control and its applications. It rests on the 
rather weak theoretical base of the functional approach to records organization. One 
should base recordkeeping activities on theoretical and conceptual understanding 
and underpinnings. Therefore, in archives and records management discipline one 
needs to examine the potential of the concept paradata from various perspectives. 
Finding out what it is that paradata has to offer to archives and records management



230 S. Packalén and P. Henttonen

and contributing the recordkeeping viewpoint to paradata discussion is a start. While 
paradata is not an established term in archives and records management, it is a 
befitting concept to describe information that is gathered about records during their 
life span. How we name things forms our understanding. It is about understanding 
what kinds of data it is that we add to records and the records creating processes, 
and about understanding the foundation of our actions. 
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Paradata as a Tool for Legal Analysis: Utilising 
Data-on-Data Related Processes 

Lena Enqvist 

Abstract 

This chapter explores aspects of the relationship between technology, trans-
parency, and accountability in public decision-making. It addresses how tech-
nological advancements have increased accessibility and automation while com-
plicating decision process reviewability. It explores transparency as a relational 
concept and focuses on legal obligations on documentation and records-keeping, 
such as in the EU General Data Protection Regulation and the upcoming EU 
Artificial Intelligence Act, as a means to bolster transparency and improve 
reviewability. In particular it also discusses the feasibility of gathering and 
analysing ‘paradata’—data pertaining to data processes—as a means to safeguard 
legality and transparency in automated decision-making, notably within the 
public sphere. 

1 Introduction  

Although various public sector bodies around the globe have been using technolo-
gies to assist their tasks and decision-making for decades, such uses have advanced 
and intensified greatly especially in the last decennary. While these developments 
hold many promises of highly serviceable and efficient public sectors, concerns 
have also been raised over the risks of placing too much trust in the technologies’ 
capacities to produce reasoned recommendations or decisions that aligns with 
the law. Real-life examples, such as the Australian government’s use of the so-
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called RoboDebt system, illustrate how flawed system designs or inappropriate 
applications can have effects on the legality of the public exercise of power at a 
large scale. The system was found to have miscalculated hundreds of thousands 
welfare recipients’ incomes and related rights to benefits—and as a consequence 
automatically issued a vast number of faulty debt collection decisions to citizens 
often part of socially vulnerable groups (Carney, 2019). Examples like these have 
contributed to intensified political as well as academic discussions on the effects of 
technologies on the public exercise of power. At the core of these discussions lies 
the question of how to ensure transparency and accountability when public power 
is exercised via technological proxies. That governments are transparent in their 
exercise of power against the public is, namely, a foundational principle of the ‘Rule 
of law’ (Jamar, 2001). Otherwise, the prospect to review whether public powers 
have been exercised within their limits is hampered. Transparency is, however, not a 
fixed concept and relates to other similar concepts such as openness, explainability, 
interpretability, accessibility, visibility, and reason-giving (Felzmann et al., 2019a). 
There is no obvious or infallible solution to ensuring and safeguarding transparency. 
This contribution will, however, focus on public authorities’ use of technology to 
assist their decision-making as it has proven to be principally challenging from a 
public transparency perspective. It will also, in particular, discuss the collection 
and use of ‘paradata’ as one possible and advantageous tool and building block 
of transparency in this context. The formalisation of data on processes that the 
collection of paradata implies may, namely, prove useful for enabling qualitative 
reviews of whether automated systems are operating lawfully. 

Before continuing to outline this contribution, some introductory definitions are 
in place. Firstly, ‘technologically assisted decision-making’ is here used as a broad 
term including any use of technologies by public authorities to prepare, recommend, 
or make decisions. This means that fully as well as partially automated decision-
making procedures are included. Secondly, ‘paradata’ is not a legal concept and 
therefore, naturally, also lacks a legal definition. This contribution will use a wide 
definition as any ‘data-on-data related processes and practices’ extending beyond 
its original survey domain (Couper, 2017). Importantly, the definition includes fixed 
design decisions on system processes, as well as data on how these design decisions 
have been employed in particular applications. As relevant to the context of 
public decision-making, ‘paradata’ here also includes descriptions of the procedural 
aspects of how a system is designed to run, its authorisation and constraints. Narrow 
distinctions from neighbouring or partly overlapping concepts such as provenance 
metadata or contextual metadata, for example, will not be made (Bentkowska-Kafel 
et al., 2012; Reilly et al., 2021). 

The contribution will have the following structure. First, Sect. 2 places the ‘law’ 
and legal practice in an information and knowledge management context, and link to 
how technological developments in legal information and knowledge management 
have made ‘the law’ more accessible and automatable at the same time as it has 
obscured parts of the decision-making procedure and affected its reviewability. Sec-
tion 3 deepens the analysis by focusing on the general requirements for transparency 
in public decision-making and combines it with an argument for an increased
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need to analyse data-on-data related processes, ‘paradata’, as part of ensuring that 
automated decision-making processes are lawful and transparent. Section 4 then 
discusses how requirements on documentation and recordkeeping of data-related 
processes can contribute to increased qualitative transparency in connection with 
public automated decision-making, focusing on the GDPR and EU’s upcoming 
Artificial Intelligence Act as examples. In Sect. 5, the merits of legal standards for 
documentation and recordkeeping on data-related processes are discussed as one 
important affordance for the utilisation of such data in legal analysis. The chapter 
is finally concluded through Sect. 6, which discusses the potential benefits and 
challenges to utilising paradata analysis within the legal domain. 

2 Legal Knowledge Management as the Nexus of Legal 
Practice 

Law is a knowledge-based profession and its core, ‘legal practice’, is about provid-
ing specialised knowledge, expediated through expert services and the exercise of 
power (du Plessis & du Toit, 2006). More specifically, legal knowledge concerns the 
law and its application and is used to produce and manage legal work. Therefore, 
legal research is and has always been central to any legal practitioner or scholar 
to find solutions to particular legal questions. This is often a time-consuming 
task, as legal knowledge is acquired from the internalising of information gathered 
during legal studies, legal research and legal experience. The primary sources 
include statutes, preparatory works and case law, etcetera, and the secondary sources 
include legal reference works, digests, indexes, law reviews, legal periodicals, 
commentaries, books, and articles from specialised law publications (Roos et al., 
1997). Unsurprisingly, functional legal information management is thus imperative 
to the acquisition and internalising of legal knowledge. 

While legal knowledge management traditionally has been intimately tied to 
human carriers/intermediaries—technologically driven transformations have par-
tially challenged this premise. Early legal information and knowledge management 
research was primarily concerned with libraries and their roles in aiding legal 
research through structuring legal information carriers such as statutes, case law 
or academic writing, etcetera. The introduction of new technologies shifted much 
of this focus to search engines and the build-up of legal databases to aid the work 
flows for those performing legal research (Berring, 1994; Foster & Kennedy, 2000). 
Such systems have functioned as technological drivers for a transformation in the 
methods that lawyers use to access, retrieve, and process information in order to 
solve legal problems (du Plessis & du Toit, 2006; Merwe,  1986; Susskind, 2000). 
The expected promises of the technologically mediated legal information retrieval 
have been high and span all the way to discussions on whether the new potential 
efficacy of legal information management might even render lawyers and their tacit 
knowledge superfluous in some cases (Davis, 2020; Susskind & Susskind, 2016). 
Because when technology is sufficiently capable of imitating a ‘cognisance’ of the
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law, there is less need for human intermediaries to translate the law into directives 
on how to act. 

In relation to human decision-makers, automated processes are intended to 
‘embody the specialised knowledge and experience of a human expert in a chosen 
domain’ and provide a ‘mechanism for applying this knowledge to solve problems 
in that domain’ (Kidd, 1985). The aim is, thus, to augment human decision-making 
through knowledge management. Focusing on automated decision-making or rec-
ommender systems, they are more advanced in their operations than performing 
mere ‘legal research’. Their aim is not just to assist in determining what the law 
is, but also to determine how the law applies in a given situation. They therefore 
need to combine the (identified as) relevant set of rules with case specific data input, 
to produce a case specific data output in the form of an individualised decision or 
recommendation. 

A growing credence to automated procedures is signalled through a nearly world-
wide general tendency towards national public administrations deploying different 
types of technology (ranging from simpler pre-programmed ‘if–then’ statements 
to more dynamic AI and machine learning applications) to make or support their 
decision-making. Underlying assumptions are that automation ‘done right’ will help 
streamlining decision-making procedures, reducing the need for tacit knowledge, 
risks of skill-inadequacies and human bias. The expectations also include that 
automation will be able to provide a more accurate as well as speedy justice for 
those subject to the public exercise of power, as well as a more cost-efficient 
administration. Automated decision or recommendation systems are, thus, seen as 
media for knowledge management to scale up the capacity and effectiveness of 
knowledge distribution. On the other hand, there are also associated risks. The 
assuring that public automated processes work satisfactory and lawfully will require 
that human intermediaries exercise oversight and control of their functioning. 
Knowledge of how the system operates, and why, is crucial. What information 
governance regimes are in place thus plays an important role in elevating how the 
delivery of knowledge occurs to those tasked with overseeing the proper functioning 
of automated processes. The next section will, therefore, discuss requirements of 
transparency in relation to automated decision-making, and the possible utilisation 
of ‘paradata’ in this context. 

3 Transparency in Public Decision-Making and the Growing 
Need for Analysis of Data-Related Processes 

As put by Oswald, algorithmic decision-making may come with the risk of creating 
substantial or genuine doubt as to why decisions were made and what conclusions 
were reached (Oswald, 2018). To mitigate these risks, the assisting technologies 
must serve several and sometimes counterbalancing objectives at the same time. 
They must not only aid the more obvious aims such as correct and more efficient 
decision-making procedures. The technologies must also serve several other legal 
(and ‘rule of law’) values such as the supremacy of law, equality before the law,
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accountability to the law, fairness, and legal certainty (Zalnieriute et al., 2019). 
And, as already introduced, they must also secure sufficient transparency to enable 
scrutiny of the public exercise of power. 

The basic idea is that transparency increases the chances to detect wrongdoings, 
uncover abuses of power, and scrutinise public activities (Matheus et al., 2021). In 
this respect, transparency is foremost a supporting value to the realisation of other 
pertinent values—and essential to establishing trust in the public administration. 
As put by Jamar, transparency refers to a cluster of related ideas, including 
governmental action in the open, the availability of information (particularly relating 
to the law), as well as accuracy and clarity of information (Jamar, 2001). There is no 
common or comprehensive definition of transparency in the legal sense. Focusing 
on the aim of transparency, Mock’s definition is, however, a useful starting point: 

Transparency is a measure of the degree to which the existence, content, or meaning of a 
law, regulation, action, process, or condition is ascertainable or understandable by a party 
with reason to be interested in that law, regulation, action, process, or condition. (Mock, 
1999, p. 1082) 

Notably, this definition expands from a purely ‘informational’ perspective on 
transparency (where open access to data would equal transparency)—into a ‘rela-
tional’ one, which takes the recipient’s end into consideration (Felzmann et al., 
2020). Transparency is thus not only understood as a quality of being open and 
overt, but also as a quality of being identifiable and understandable. As the latter 
aspects indeed depend on the recipient’s knowledge base and need for awareness, a 
key question is for whom the automated decision-making processes are supposed to 
be transparent (Larsson & Heintz, 2020). This topic is discussed and debated as a 
matter of achieving ‘meaningfully’ transparent decision-making (Edwards & Veale, 
2017; Felzmann et al., 2019b), where the discussions hook into relating concepts 
such as ‘explainability’ (Deeks, 2019) or ‘reason-giving’(Ng et al., 2020). Creating 
and maintaining the transparency of technologically assisted decision-making is 
therefore, indeed, a process in itself that requires the repeated consideration of the 
recipients’ end of process or data-oriented information. 

Complicating the matter is also the fact that not all manifestations of ‘trans-
parency’ are helpful for the cause of fair and lawful public decision-making. 
Full transparency into the processes of an algorithmic system may disservice its 
reviewability by overloading the receiver with information that at least partially 
requires special expert competence to decode and interpret. The recipient, or 
overseer, needs to be able to quickly translate the data into knowledge that is useful 
for identifying whether the system is somehow flawed, and whether a decision or a 
recommendation is lawful or not. Because even if there were full openness regarding 
the input data as well as regarding the algorithmic method used, it is primarily the 
interplay between the two that yields the complexity—and thus opacity (Burrell, 
2016). 

Transparency can also have negative effects on other legitimate objectives in 
public decision-making. The limited human control of automated systems makes 
them susceptible to risks if they are ‘too’ understandable, as this might open the door
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to misuse by stakeholders trying to ‘game’ the system. Particular output objectives 
of transparency, such as the possibility to identify and correct biases embedded 
in, or reproduced by, an automated system might contrast with privacy protections 
(Independent High-Level Expert Group on Artificial Intelligence, 2018; Larsson 
& Heintz, 2020). Moreover, there are of course also limits to the technical or 
economic feasibility of providing extensive transparency, as well as limits posed by 
obligations or wishes to protect intellectual property, trade secrets, national security 
and defence, as well as public security. 

Transparency in relation to algorithmic decision-making is thus complicated. 
Even so, the obscuring effect that automated processes have in relation to public 
decision-making makes it clear that the mere disclosure of a system’s in- and 
output is not enough. The fact that the legal rules themselves are public and 
published is not sufficient to ensure a transparent handling of the input data, as 
the automated processes will not necessarily interpret or utilise this data in a way 
that replicates legal reasoning. A focus on the strictly informational aspect of 
transparency is therefore not enough to ensure efficient scrutiny of public automated 
or automatically supported decision-making. 

Attending also to the relational aspect of transparency requires that the knowl-
edge representation and problem-solving processes employed by the system are 
readily intelligible to the user. Only if this is true will the user both be able to interact 
competently and efficiently with the system during its reasoning process, and also 
be confident in the system’s reasoning and advice (Jamar, 2001). And only then 
can the lawfulness of a decision or recommendation be efficiently or substantively 
evaluated. 

It is now time to bridge the discussion on transparency as an overarching legal 
value comprising benefits as well as risks to the exercise of fair and lawful public 
decision-making, over to the utilisation of ‘paradata’ in this context. Here, the 
argument is simple enough—that the collection of ‘paradata’ could, and should, 
be emphasised as a pro-transparency measure in relation to automated decision-
making processes. Data on the data-related processes through which the system 
works, including on how data are collected and interpreted, is highly relevant for 
making sure that automated systems produce decisions or recommendations that 
are in accordance with the law. Analysis of ‘paradata’ could, for example, help 
answering important questions like: What processes are in place for the system to 
retrieve data (including what sources these data are collected from)? What processes 
does the system use to evaluate whether the collected data are accurate and sufficient 
to inform a decision, as well as whether further investigation is needed? Are there 
established feedback mechanisms in place, and how are they designed to work? Is 
the system equipped with precautionary security measures, such as set procedures 
for when to interrupt a decision-making process and when it is to be handed over 
for human review? Did these specific processes run in a particular case of using the 
system, and how did these different processes combine or feed into each other? 

As indicated by the example questions above, ‘paradata’ does not equal either the 
data that is fed into the decision-making or decision support system or the system 
outputs in the form of decisions or recommendations. The collection and analysis
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of ‘paradata’ alone could therefore not answer, from the perspective of lawfulness, 
important questions such as if a particular recommendation or decision is legally 
compliant—unless the data reveals instructions on the system’s running-processes 
that are contrary to law (such as if the system takes legally irrelevant data into 
consideration). As ‘paradata’ is data-on-data related processes, its primary function 
in the context of transparent and scrutable public decision-making is that such data 
enables the taking of additional factors, other than the current representations of the 
input data, into consideration. In relation to legal analysis, ‘paradata’ is therefore 
primarily an auxiliary explanation tool that can help to provide context to analyses 
of whether there is lawful congruity between a system’s in- and output. 

Now, although useful as a tool for analysis, the collecting of ‘paradata’ is not 
necessarily a straight-forward task. It might be that such data are only readily 
available in the form of system code, illegible or overwhelmingly technical and 
detailed to most. From the perspective that transparency is not just about the 
technical or practical availability of data, one could claim that consideration of the 
relational aspect of transparency necessitates a certain level of active control of what 
data are collected (selection) and how it is presented (information design). This 
makes regulated documentation standards and their design particularly interesting 
from a public transparency perspective. Not only because such regulated obligations 
make data retrievable, but also because they provide and give expression to modes 
of governance on how information on a system’s functioning is to be presented. As 
we will see in the next section, we can also glimpse a tendency towards specified 
and increased requirements to document data-on-data related processes. 

4 Examples of Legal Requirements on Documenting 
and Keeping Records on Data-Related Processes 

As introduced, ‘paradata’ is neither a legal concept nor a term that is used in 
regulatory practice. However, a recognition that the collection and review of this 
type of data can function as a safeguarding measure or tool in relation to automated 
decision-making processes can be discerned in some regulation. 

One example of a regulation containing certain requirements on documenting and 
keeping records of data-on-data related processes is the EU General Data Protection 
Regulation (GDPR), which applies to the vast majority of all processing of personal 
data taking place within the EU (Article 2 GDPR). Personal data is defined as 
any information relating to an identified or identifiable natural person (Article 4(1) 
GDPR). The regulation explicitly requires controllers, meaning the natural or legal 
person which determines the purposes and means of the processing of personal 
data, to be able to demonstrate how they ensure compliance with the regulation 
(Article 5(2) GDPR). When personal data are handled via automated processes, this 
may include documentation on the processes used to ensure that the data are only 
processed when there is a lawful basis to do so, as well as the keeping of records on 
how these processes did in fact run in a particular case (to enable ex post review of 
their proper functioning).
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Except from a few narrow exceptions, Article 30 GDPR lays down general and 
explicit requirements to keep and maintain records of any personal data processing 
activities. These include the keeping of records, for example, on the categories 
of recipients to whom the personal data have been or will be disclosed to, and a 
general description of the technical and organisational security measures. Although 
they include the documentation of some fixed design choices on the processes by 
which personal data are to be handled, as well as some records of their actual 
operations—these express requirements are rather limited regarding data-on-data 
related processes in particular. To demonstrate compliance the responsible con-
trollers may, however, sometimes need or want to document such data irrespective 
of whether Article 30 GDPR explicitly requires it or not. Demonstrating compliance 
with requirements such as keeping the personal data accurate and up-to-date may be 
too complex without the help of different kinds of processing tools—such as data 
classification tools, data quality tools or data flow mapping tools to determine data 
lineage, etcetera (Libal, 2021; Wrobel et al., 2017). To opt for documenting the 
design and use of such processes or tools can therefore help protect controllers in 
the event of potential violations (Grow, 2018). The GDPR thus both directly and 
indirectly places obligations on (foremost) controllers of personal data to collect 
and document some data-on-data related processes and practices. 

One potentially even more wide-reaching example of direct regulation prescrib-
ing the documentation and keeping of records on data-related processes within the 
EU is found in the upcoming EU Artificial Intelligence Act (AIA). 

This regulation will, notably, only apply to those automated decision-making 
procedures that run on AI technology. The most extensive documentation require-
ments will also only pertain to those AI systems considered at risk of having an 
adverse impact on people’s safety or their fundamental rights (so-called high-risk 
AI systems). These will most likely be relevant to the bulk of public automated 
decision-making procedures that are assisted by AI technology, as high-risk systems 
under the proposal, for example, include any AI system deployed in the areas 
of access to and enjoyment of essential private services and public services and 
benefits; law enforcement; migration, asylum and border control management and 
administration of justice and democratic processes (Article 6 and Annex III AIA). 

Any high-risk AI system will be subject to far-reaching technical documentation 
standards, much focused on the documentation of system processes. A detailed 
description is not expedient here, but the regulation includes that the provider of a 
high-risk AI system should provide for documentation of how the AI system will or 
could interact with external hardware or software, as well as of the system elements 
and process for its development. The requirements also include the description 
of the system’s general logic—where key design choices such as the rationale 
and assumptions made, main classification and optimisation choices as well as 
the relevance of different parameters (etcetera) are to be documented. The same 
is true for the system architecture explaining how software components build on 
or feed into each other and integrate into the overall processing, as well as the 
computational resources used to develop, train, test, and validate the AI system. 
The regulation will also require that relevant datasheets describing the training
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methodologies, techniques, and training data sets used are to be provided. These 
sheets should include detailed information about the provenance of those data 
sets, their scope and main characteristics, how they were obtained and selected, 
any labelling procedures or data cleaning methodologies. Further examples are 
descriptions of pre-determined changes to the AI system and its performance, 
detailed information about used validation and testing procedures as well as those 
relating to monitoring, functioning, and control or risk management. Any changes 
made to the system through its lifecycle, as well as on the system in place to evaluate 
the AI system performance are also to be included (Articles 11, 12 and Annex IV 
AIA). 

Notably, all the above-mentioned documentation and recordkeeping require-
ments pertain to fixed design choices made by the system provider (including 
by sub-contractors of the provider) that relate to the process operations of the 
systems. The regulation will, however, also require providers to ensure certain 
logging capabilities while the system is operating. In contrast to the rather detailed 
documentation requirements, the required scope and contents of these logging 
capabilities are not very elaborated. They should, however, ensure a level of 
traceability of the AI system’s functioning throughout its lifecycle (to an extent 
that is appropriate to the intended purpose of the system). The regulation also states 
that these logging records should in particular enable the monitoring of certain risks 
to health or public safety, etcetera, or substantial modifications of the system, and 
that they should facilitate the ‘post-market monitoring’ of the system (Article 61 
and 3(25) AIA). 

As seen, these requirements comprise fixed process design decisions as well 
as the collection of data on the particular application of these processes, and 
therefore captures aspects of ‘paradata’ collection under the definition used in 
this contribution. One limitation to the regulation is that it is primarily aimed at 
establishing requirements on providers of AI systems, whereas it is vaguer on extent 
to which public authorities in the capacity as users, deployers, of high-risk systems 
is to monitor the systems workings by analysing available data, such as data-on-
data related processes. It is clear that system deployers should follow the system 
instructions and have access to certain information on its functioning (Article 13 
AIA). It is also clear that any documentation and recorded data are to be made 
available to competent supervisory authorities upon request, and that it therefore 
is meant to facilitate supervisory scrutiny (Article 23 and Recital 46 AIA). In all, 
it seems that the documentation and recordkeeping requirements of the regulation 
are primarily geared towards providing for the informational transparency of AI 
systems, and less around what these data are to be used for and by whom. 

It is clear from the upcoming AIA that documentation and the keeping of 
records—not only on what data these AI systems run on, but also of the data-
related processes they premise or perform—has been emphasised. And even if there 
might remain certain (intentional or inadvertent) gaps in the regulation regarding 
the utilisation of this data, it is still clear that the overarching aim for the detailed 
standards, however cumbersome to realise, is to provide an adequate basis for 
ensuring and monitoring the safe and proper functioning of AI systems.
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5 Utilising ‘Paradata’ for Increased Transparency 
of Technologically Assisted Public Decision-Making 

Automation carries the potential for delivering speedy and more cost-efficient 
public decision-making but does not reduce the complexity of the law itself. The 
responsibilities of public authorities to ensure that any decisions they make are 
in accordance with the law therefore continues to require intermediaries—which 
now also have to decipher technical information (despite individual differences their 
aptness to do so) (Čyras & Lachmayer, 2015; Felzmann et al., 2020). At the same 
time, new technical tools also complement the legal order by offering new means to 
monitor the side effects of automated decision-making procedures (Fule & Roddick, 
2004; Tamò-Larrieux, 2021). Technology may enable the keeping of larger and 
different sets of records and at lower costs if compared to manual records. While 
the importance of keeping records in relation to transparent public decision-making 
procedures is apparent, the problem is rather how to ensure that value is generated 
through these records (for example, in the form of better reviewability of the public 
exercise of power). This requires an understanding of what types of analysis the data 
is meant to support, that there are measures in place to ensure that the relevant data 
are collected and presented in a way that is legible to human intermediaries. 

Different forms of data documentation (electronic or other) have always been 
imperative to the legal practice. The same is true for data analysis, as the evaluating 
and assessment of whether a fact—data or sets of data—is relevant, accurate, 
and substantiated enough to form the basis of a particular decision lies at the 
core of legal analysis. In addition, this analysis must also capture whether that 
particular decision came about in a systematic and formal way following certain 
procedural requirements—ultimately to safeguard the integral structure of the legal 
system. In relation to both these aspects of legal analysis, the growing use of 
automated decision-making procedures have somewhat changed the playing field. 
Where automated processes aim to assist the application of law, the subsumption of 
legal facts under legal criteria is accomplished by the system (Čyras & Lachmayer, 
2014). 

The principal merit of analysing ‘paradata’ in the legal context is that it could 
help reduce the level of opaqueness and abstraction that these systems display. 
The interaction taking place between human intermediaries and systems could, 
however, transpire in relation to different aspects of the system’s workings, as well 
as be performed by different categories of ‘humans’ with different authorisations 
as well as knowledge bases. Naturally, the aptness to identify, understand, and 
make use of relevant data-on-data related processes will also depend on whether 
the ‘human in the loop’ is a lawyer, data scientist, or other. The potential to 
reduce the need for highly qualified personnel, as well the potential to reduce 
mundane and labour-intensive human administration has been one main reason for 
the growing deployment of automated systems in performing or assisting public 
decision-making (Tamò-Larrieux, 2021). Overall, it is therefore unrealistic to expect 
that everyone involved at all stages of a decision-making process would have the
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mandate, time, and know-how to utilise any collected ‘paradata’ to the same degree. 
The information needed to oversee decision-making processes may hold different 
degrees of granularity depending on the context, the particular user, and the likely 
weight of the outcome that the system informs (Oswald, 2018). 

On the general level, however, knowledge about the processes in place to evaluate 
what data a decision is to be based on, or data on the actual process elements 
that made up the particular procedure by which a decision or recommendation was 
made may, for example, help the assessment of whether a case has been decided 
on sufficient grounds. And knowledge on the processes by which the input data 
has been collected and processed may help the assessment of whether there is 
reason to question the accuracy of that data in relation to a particular decision. Data 
on the processes in place to trigger safety-measures such as fall-outs to manual 
administration, or knowledge on the selection profiles that determines the more 
specific arrangement of particular process elements, could also help the evaluation 
of whether the process practices align with procedural requirements and thus the 
law. ‘Paradata’ documentation is, thus, one measure to increase the transparency of 
a system’s normative features—improving the reviewability of the process as such, 
as well as of individual decisions. 

Having established that ‘paradata’ might be useful for legal analysis, this 
points to the need for making such data readily accessible and useable to human 
overseers (with different competencies and at different levels of the decision-
making procedure). And this is where the design and scope of recordkeeping 
standards come in. Cobbe argues that the difficulties associated with understanding, 
overseeing, or reviewing automated decision-making processes often not only suffer 
from the opaqueness arising from the meeting between technology and people who 
lack sufficient technical know-how (illiterate opacity), or from the complexity and 
difficulty of interpreting the system irrespective of technical know-how (inherent 
opacity). She argues that these systems might also display a type of ‘unwitting’ 
opacity stemming from that those responsible for designing, developing, deploying, 
and using systems simply don’t think to record relevant organisational aspects 
of the system processes (Cobbe et al., 2021). While it should be stressed that 
the mere recording of different types of process-related data would not help 
efficiently overcome the opaqueness of automated decision-making procedures, and 
that ‘paradata’ documentation requirements certainly is no single or ‘silver bullet’ 
solution in this respect—they importantly help to mitigate unwitting opaqueness as 
a first step towards serving the informational aspect of transparency. 

From the perspective of legal analysis, one advantage of documentation standards 
is that they to some extent require that legal and technical knowledge is meshed 
and presented in a way that better help the knowledge distribution to users of 
these systems. Requirements on this type of meshing is seen in the AIA draft 
requirements, as many of the required entries presuppose the active articulation 
and augmentation of decision-making processes, rather than the mere disclosure 
of technical system process data. Although any documentation standards represent 
a type of selection and prioritisation of certain data or information over other, and 
although this means that they will create proxies through which a more complex
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reality of a system’s procedure is presented in a comprehensive format—‘paradata’ 
documentation and recordkeeping standards is one way to facilitate a common 
ground for the conversation and conceptions about data-related processes. They may 
thus also serve the relational aspect of transparency. 

6 Conclusions 

In the light of all things discussed, it is relevant to question whether ‘paradata’ as a 
particular terminology contributes something specific to the legal domain? Here, 
the strictly formal answer is simple—it does not. The term is not used in any 
regulation and does not provide any formal or substantive guidance to the content 
scope of legal recordkeeping standards, either in the GDPR, the upcoming AIA or 
elsewhere. It is quite possible to analyse data-on-data related processes, as well as to 
set requirements which include keeping records on data-related processes, without 
specifically framing this as ‘paradata’ analysis or ‘paradata’ collection. 

From the perspective of legal analysis, however, ‘paradata’ as terminology could 
serve a pedagogical function in distinguishing different types of data from each other 
and aid better cognisance of what types of analysis on decision-making procedures 
that it may support. ‘Paradata’ is not the input data that is used to feed an automated 
decision-making procedure. ‘Paradata’ is also not that type of data that describes 
and gives information about other data, such as information on when and by whom a 
certain data was collected (metadata). ‘Paradata’ is data-on-data related processes. It  
may therefore provide information on the procedural aspects of automated decision-
making processes (as particularly relevant in relation to the public exercise of 
power). 

The here used definition of ‘paradata’ is intentionally broad and includes data 
on fixed design decisions on system processes, as well as data on how these 
design decisions have been applied in particular applications (that is, in individual 
decisions). There are overlaps with similar terminology such as contextual metadata, 
or statistical and process data, in that they include process-related data. More 
important than the specific definition or choice of terminology is, however, to point 
to the functional need to collect and analyse data-on-data related processes. The 
context-creating merit of attributing certain types of data specifically to ‘paradata’ 
lies, at least from the legal analytical point of view, in that it conflates data 
with procedural properties into a cohesive category of information—around which 
awareness and knowledge on data-related processes could be more effectively 
managed. 

So, although ‘paradata’ is neither a fixed term nor a fixed legal concept—and 
irrespective of whether it will ever permeate into the legal vocabulary—it has 
a clear utility function in relation to legal knowledge management and the data 
analysis imperative to ensure that automated decisions or recommendations align 
with the law. It is evident that the mere keeping of records that include ‘paradata’ 
does not solve the problems of opaque decision-making procedures. The clear 
challenges to utilising ‘paradata’ in legal analysis are distinct and undeniable. These
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include competence issues (the technical knowledge to decipher the data and relate 
this information to legal requirements). Challenges also include the organisational 
conditions within the public authorities regarding whom and how oversight is to be 
performed. Some of these challenges could be addressed by legislative measures 
that do not relate to documentation or the keeping records. Records are, however, 
still at the core of the legal infrastructure, and perhaps even more so in the age 
of technology. As put by Iacovino, recordkeeping lies at the heart of some of 
the fundamental assumptions of how and why legal systems develop and is not 
only supported by—but also supports—the practice of the law (Iacovino, 1998). 
The establishment of recordkeeping regimes that are able to assist the structural 
and substantive qualities of legal system is therefore a topic deserving of much 
more in-depth attention in the age of accelerated technological assistance in public 
decision-making. 
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Abstract 

This concluding chapter draws together insights from the discipline-specific 
chapters to contrast and synthesise the diverse approaches to how the concept 
of paradata is conceptualised and used in the different cases covered in the 
volume “Perspectives to paradata”. Paradata as a concept that refers to process 
information resides firmly at the fringe of codified knowledge and organisational 
learning. Many different forms of information can function as paradata. There 
is a comparable variety in how the concept of paradata is understood. Due 
to the variety, having a unified definition can be debated. Major opportunities 
with paradata range from achieving reproducibility in data analysis and use and 
delivering the desired outcomes of the Open movement to increasing algorithmic 
and administrative accountability and transparency of artificial intelligence. 
However, transparency brought by paradata is not automatically virtuous. Para-
data ethics and its relation to general information and knowledge management 
ethics is central to responsible use of paradata. Besides further inquiry into 
paradata concept, actual instances of paradata in the wild and how they are linked 
to social action, it is a key area that requires further research. 
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1 Introduction  

Process knowledge has many faces. Its diversity parallels with and simultaneously 
goes far beyond the multiplicity of processes and practices themselves. In this 
volume, our aim has been to delve into this diversity and its implications by 
introducing and exploring the notion of paradata as a concept and practical tool 
in and for managing knowledge—whether it is a matter of transferring knowledge 
between two archaeologists standing next to each other in the field, promoting 
societal accountability, or recording a computational research code to enable 
reproducibility of scientific discoveries. Doing so, we expand the insight into how 
the paradata concept is understood in different disciplines and cases, and why 
paradata have proven useful in practice to answer questions or achieve goals with 
data, information, and knowledge. By this exploration of process knowledge, how 
process information can support the management of information and knowledge in 
different forms, and of how process information and knowledge can be managed in 
a variety of contexts we hope to contribute to theoretical and practical advancement 
in the field of information and knowledge management. 

The work with this volume commenced with a working definition of paradata 
that all the chapter authors were asked to reflect but not necessarily agree upon. It 
has served as a common ground and a point of departure to discipline- and context-
specific explorations of what paradata can be in different settings, what the character 
of the processes is meant to describe, what methods are used to find or generate 
paradata, what paradata can do or enable, and what needs to be considered when 
creating and using paradata in different contexts. 

This concluding chapter draws together insights from the discipline-specific 
chapters to contrast and synthesise the diverse approaches to how the concept of 
paradata is conceptualised and used in the different cases covered in this volume. 
Further, we proceed to three topics of discussion emerging from the synthesising 
analysis. First, we discuss how paradata are done in practice by various actors using 
different paradata creation methods for their specific purposes. Second, we delve 
into the implications of paradata for the theory and practice of information and 
knowledge management. Before concluding with brief remarks on future directions 
of paradata research and practice, this chapter spends a few words to discuss a third 
and crucial question that remains somewhat implicit in the chapters. It is the one 
of ethics of paradata and potential ethical hurdles that need to be considered when 
paradata—descriptions of activities—are put into practice. 

2 Paradata: In Plural 

While the punchline of this volume is that paradata, a potentially useful concept, 
has been under-researched so far, we discussed already in the introduction how the 
notion is by no means new. Chapter “Paradata in Surveys” (Schenk and Reuß) and 
chapter “A Leap of Faith: Revisiting Paradata in 3D Scholarship” (Papadopoulos)
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elucidate the history of the paradata term in two disciplines where it has the longest 
history of use: survey research and 3D heritage visualisations. While it is impossible 
to pinpoint the exact reason why paradata emerged first in survey research and 
sometime later in heritage contexts, it is reasonable to state that it has been useful in 
relation to particular kinds of documentation needs evident in these two contexts. 
Survey scholars have needed to account for the processes going into a certain 
survey dataset, and heritage scholars making 3D reconstructions have needed to 
communicate the technical details and decisions going into creating a 3D model. 
The chapters of this volume show that related needs can be identified also in other 
contexts, although similarly to how both the understanding of what paradata are 
and how they are supposed to be acted upon differs between survey research and 
heritage studies, the desideratum relating to paradata and its practical role differs 
between particular contexts. 

Some of the chapters note that the term paradata has been established in the 
disciplinary discourse of their respective domains. This applies to the above-
mentioned pioneering fields of survey research and heritage visualisation but 
increasingly also to research data management and information research. In others, 
paradata as a concept is not a part of the conceptual apparatus of the discipline 
or has only recently been introduced. For example, Enqvist remarks forthright in 
chapter “Paradata as a Tool for Legal Analysis: Utilising Data-on-Data Related 
Processes” that in the legal domain, the paradata concept does not exist. When 
paradata is not a part of the formal requirements and vocabulary of particular 
fields, it is best described as a complementary lens to understanding specific types 
of information or data and their function (e.g., chapters “Making Research Code 
Useful Paradata”, “The Role of Paradata in Algorithmic Accountability”, “Adding 
Paradata About Records Processes via Information Control Plans”, and “Paradata as 
a Tool for Legal Analysis: Utilising Data-on-Data Related Processes”). In those 
cases, introducing paradata as a conceptual tool can be a way to delineate particular 
forms of knowledge that has not yet been systematically recorded (as for process 
information about computational code, AI algorithms and automated decision-
making). 

Another indication of the varying status and genealogy of paradata are the 
different origin stories of paradata outlined in the different chapters, most explicitly 
in chapters “Paradata in Surveys”, “A Leap of Faith: Revisiting Paradata in 
3D Scholarship”, and “Mapping Accessions to Repositories Data: A Case Study 
in Paradata”, and how they relate to earlier conceptual overviews in the literature 
(e.g., Denard, 2012; Edwards et al., 2017; Huvila, 2022; Cameron et al., 2023). 
While these accounts acknowledge cross-disciplinary influences to a varying degree, 
a common trait in the chapters in this volume and the earlier literature alike is 
that the common ground is still fairly weak and the concept is made meaningful 
through domain-specific appropriations rather than interdisciplinary consensus on 
the nature of the concept. Independent of the ultimate necessity or desirability 
of such a consensus, one of the reasons for the heterogeneity is undoubtedly the 
fact pointed out by Dawson and Reilly in chapter “Towards Embodied Paradata. 
A Diffractive Art/Archaeology Approach” that paradata have been theorised fairly
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little so far. This has led to a contrast between distinctly practical and theoretical 
takes on paradata—for instance in how paradata are discussed largely as a hands-
on matter of how to document development of datasets in survey research versus 
how it is approached by Dawson and Reilly as a manifestly theoretical concept. A 
parallel distinction can be sensed between a strive for general and definitive resource 
descriptions, for instance, in research data, archives and records management, 
and paradata created to situated data reuse needs in heritage visualisation and 
computational research. 

Considering the aims of this volume to illustrate and elicit diversity, it is 
perhaps unsurprising that paradata appears as a rather amoeba-like concept both 
in theoretical and practical sense. Paradata, as data, is clearly a plural rather than a 
singular entity both literally and in what it can be and do in different settings. This 
does not mean, however, that the different threads do not entail related elements and 
starting points to a common exploration of what paradata as a whole can imply for 
information and knowledge management. 

3 Doing Paradata 

In the chapters much of the described documenting of processes is really about 
documenting rather than documents and repurposing information for new insights 
rather than generating entirely new data. Therefore, to untangle the knot of how 
it makes sense as a management concept it is appropriate to start by looking into 
how paradata are generated and how they come into being in different contexts. 
Similarly to how paradata are conceptualised in the texts and what is referred to as 
documentation, the chapters unfold a diverse array of methods on how paradata are 
or could be achieved in different contexts. Many of the methods overlap. Data that 
eventually can be useful as paradata may be a by-product of an administrative or a 
scholarly practice but before the data can function as paradata, they sometimes need 
to be extracted or (re)purposed as such. 

In some of the chapters, paradata are intentionally generated through using 
specific methods for process description. Dillen (chapter “Paradata for Digitization 
Processes and Digital Scholarly Editions”) and Schenk and Reuß (chapter “Paradata 
in Surveys”) discuss several explicit approaches of paradata generation from taking 
notes and collecting ratings to providing a description of editorial principles 
in a digital scholarly edition. A common observation in chapters and contexts 
throughout this volume is that while purposeful generation of meaningful and 
useful paradata is often necessary, it is both difficult and resource-intensive to 
generate. As a partial remedy, multiple chapters, including those of Dillen (chapter 
“Paradata for Digitization Processes and Digital Scholarly Editions”), Rayburn and 
Thomer (chapter “Reconstructing Provenance in Long-Lived Data Systems: The 
Challenge of Paradata Capture in Memory Institution Collection Databases”), Jones 
and Bunn (chapter “Mapping Accessions to Repositories Data: A Case Study 
in Paradata”), and Cohen and colleagues (chapter “Paradata in Emergency Services
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Communications Systems”) describe how paradata can be extracted—or perhaps, 
more correctly constructed—post hoc of the available data and documentation. 

In other cases, paradata can result from data being collected using particular 
tools and methods. As for example, the chapters of Schenk and Reuß (chapter 
“Paradata in Surveys”), Dawson and Reilly (chapter “Towards Embodied Paradata. 
A Diffractive Art/Archaeology Approach”), Papadopoulos (chapter “A Leap of 
Faith: Revisiting Paradata in 3D Scholarship”), and Dillen (chapter “Paradata for 
Digitization Processes and Digital Scholarly Editions”) evince, datasets, images, 
and visualisations all tend to contain plentiful traces of how they were made. 
Paradata can also be a by-product of a process or practice. This is apparent not 
least in the work of Bilderbeek (chapter “Making Research Code Useful Paradata”) 
where computer code is to a certain extent both practice and documentation. Jones 
and Bunn (chapter “Mapping Accessions to Repositories Data: A Case Study 
in Paradata”) show further how paradata can be a by-product also in the sense that 
the original purpose of generating such data was completely different. Packalén and 
Henttonen’s (chapter “Adding Paradata About Records Processes via Information 
Control Plans”) information control plans are another example of how paradata 
can be a by-product of process planning rather than an independent task of its 
own. Finally, with a conceptually different approach to paradata, also Buchanan 
and Huntsman (chapter “Dustings of Paradata as Pedagogical Support at Four 
Archaeological Field-School Sites”) describe by referring to “dustings” something 
that can be linked to extracting paradata. 

The different mechanisms explored throughout the chapters of how paradata 
either potentially or actually can come into being have obvious affinities to previous 
categorisations. The earlier literature distinguishes between ex ante and post hoc 
(forensic) means of acquiring paradata as well as automatic and manual methods 
(Huvila, 2022). In fields where paradata—or process documentation in general— 
are recognised concepts and practices, there are established arrays of specific 
methods to work with them. In this volume, Schenk and Reuß (chapter “Paradata 
in Surveys”) provide a long list of typical techniques for capturing paradata in 
survey research including capturing time stamps, keeping call records, location 
and device paradata, tracking inputs and collecting ratings and observations. Also, 
here it is possible to see a distinction between purposive paradata generation and 
collecting by-products of especially digitally administered surveys. In heritage 
visualisation, where paradata has been discussed since the turn of the millennium, 
the array of preferred methods is still unfolding as Papadopoulos notes in chapter 
“A Leap of Faith: Revisiting Paradata in 3D Scholarship” and Dawson and Reilly in 
Chapter “Towards Embodied Paradata. A Diffractive Art/Archaeology Approach”. 
Disciplines where paradata and process documentation do not have a self-evident 
role, it is unsurprising that also the methodological apparatus remains less sys-
tematic and developed. The flipside of lack of established standards for paradata 
documentation is, as for example illustrated Rayburn and Thomer in Chapter 
“Reconstructing Provenance in Long-Lived Data Systems: The Challenge of Para-
data Capture inMemory Institution Collection Databases”, the leeway to experiment 
with several different ways of documenting and visualising data processes.
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The present volume contains several examples of the split between ex ante 
and post hoc methods. Trace and Hodges (chapter “The Role of Paradata in 
Algorithmic Accountability”) distinguish, on the one hand, different records created 
before, during, and after an AI system is deployed, and forms of paradata such 
as Explainability Fact Sheets and Data Statements to inform, among others, ex 
ante their designers and post hoc their users. Rayburn and Thomer (chapter 
“Reconstructing Provenance in Long-Lived Data Systems: The Challenge of Para-
data Capture in Memory Institution Collection Databases”) show how careful post 
hoc analysis can provide a lot of insights in how a database was created and how 
it has been used. On the other hand, Packalén and Henttonen (chapter “Adding 
Paradata About Records Processes via Information Control Plans”) show how an 
ex ante planning and documentation of processes results in actionable paradata. 
Besides technical differences, they differ in a fundamental manner in what type of 
paradata they generate. Narrative descriptions of past activities result in different 
kind of paradata than a plan of action, or real-time timestamps and coordinates 
collected in the heat of action. 

The chapters contain similarly a rich array of examples of the automatic and 
manual methods and approaches that are probably best described as hybrids. 
The examples of documents in the list of Trace and Hodges (chapter “The Role 
of Paradata in Algorithmic Accountability”) on documents that provide paradata for 
understandability and explainability demonstrate how a specific form of document 
can function as paradata both to describe previous undertakings and inform 
future actions. Similarly, even if plans—discussed both by Trace and Hodges 
(chapter “The Role of Paradata in Algorithmic Accountability”) and Packalén and 
Henttonen (chapter “Adding Paradata About Records Processes via Information 
Control Plans”)—constitute at face value a source of an ex ante form of paradata, 
depending on when they are finalised, they unfold as descriptions of how processes 
were planned to be. Buchanan and Huntsman’s (chapter “Dustings of Paradata 
as Pedagogical Support at Four Archaeological Field-School Sites”) concept of 
dustings as narrations of paradata provides a parallel perspective to the temporality 
and hybridity of paradata by underlining the different timelines of when practices 
and paradata take place independently of whether it is documented before, during, 
or after—or as a hybrid—before, during, and after the data happen. 

Again similarly to how specific approaches operate on different levels of 
temporality, the different types of methods generate different types of paradata. 
In parallel, it is also evident how the means of making paradata happen link to 
diverse forms of information work discussed in the chapters. Where automatic 
paradata generation is often a straightforward process of collecting and ingesting 
paradata, it is evident in manual and hybrid processes how they are not only about 
stockpiling information but involve, incorporate, and prompt reflection and co-shape 
the data-making. Both Dawson and Reilly’s (chapter “Towards Embodied Paradata. 
A Diffractive Art/Archaeology Approach”) and Buchanan and Huntsman’s (chapter 
“Dustings of Paradata as Pedagogical Support at Four Archaeological Field-School 
Sites”) chapters show how this co-shaping can benefit from multidisciplinary 
perspectives and involvement in the process. At the same time, it is evident from the
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chapters how involving an artist or a data archivist leads to very different types of 
observations and paradata. It differs by the techniques of how paradata are created, 
what types of artefacts are considered paradata, and on a fundamental epistemic 
level, how paradata come into being. 

Finally, as with definitions of paradata, specificity undeniably makes both 
paradata and the practices of making paradata easier recognisable. Having a named 
and known technique for collecting paradata like with Data Statements (Trace 
and Hodges, chapter “The Role of Paradata in Algorithmic Accountability”) or 
EER diagrams (Rayburn and Thomer, chapter “Reconstructing Provenance in 
Long-Lived Data Systems: The Challenge of Paradata Capture in Memory Insti-
tution Collection Databases”) contributes to the clarity of what is supposed to be 
collected and achieved. With some caution, also the digitality of generated paradata 
can help to contribute to the transparency of paradata generation and the findability 
of resulting paradata. A possible downside is how they might narrow down the 
understanding of what might count as paradata much similarly to how paradata have 
so far often been neglected in formal documentation. Less specific approaches such 
as encouraging individuals to narrate their doings or exploring artistic methods can 
sometimes be better in capturing the fluidity of processes and practices but at the 
same time, increase the variegation of how paradata are done and what the resulting 
paradata are and are capable of achieving. 

An attempt to summarise the variety of approaches to doing paradata in this 
volume is obviously difficult. A glimpse to the means of how paradata are often 
literally done in practice—even if it is also sometimes explicitly, for example, 
collected, generated, or made—shows how understanding what paradata entail in 
diverse situations and contexts is not only dependent on how it is conceptualised. It 
is also as much dependent on how it is made and acted upon in practice. We posit 
that these two viewpoints, or perhaps rather constellations of vistas, are also a key 
in opening up perspectives to not only actual paradata but also where paradata as a 
concept and an arrangement of practices places itself in the context of information 
and knowledge management. 

4 Paradata for Information and Knowledge Management 

Considering the theorising and practical use cases for paradata explored in this 
volume, we propose that there is place for paradata in the conceptual apparatus 
of information and knowledge management. Depending on how it is understood 
conceptually and operationalised in practice, it can be fitted in the major discourses 
of the field as a tacit understanding of processes and practices turned to a data-
thing that is manageable in a knowledge management system, or used as a 
concept that stands for the tacit understanding that needs to be managed through 
a social and socio-technical mesh of people and technologies (cf. Handzic, 2004). 
Before rushing into conclusions of how and where paradata might be placed in 
relation to the canon of information and knowledge management terminology, it 
is useful to step back and consider what the apparent openness and pliability of the
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concept might imply for paradata in relation to managing of both information and 
knowledge. 

We readily acknowledge that information termed in this volume as paradata 
can often be described using neighbouring concepts, especially if the scope of 
inquiry is limited to a single discipline, like archival science in chapters “Map-
ping accessions to repositories data: A case study in paradata” and “Adding 
paradata about records processes via Information Control Plans”, or archaeology 
in chapters “Reconstructing provenance in long-lived data systems: the chal-
lenge of paradata capture in memory institution collection databases” and “Towards 
Embodied Paradata. A diffractive art/archaeology approach”. Similarly, again in 
specific disciplinary contexts it is possible to see apparent overlap between what can 
be conceptualised and treated as paradata and what has been traditionally termed 
as something else. However, as Dawson and Reilly suggest in chapter “Towards 
Embodied Paradata. A Diffractive Art/Archaeology Approach” by discussing the 
notion of peridata, it is possible that even paradata might not be enough to address 
the complexities of documenting processes and practices in detail. 

Even if there should be no rush to abandon earlier conceptualisations or 
perspectives to process knowledge, information, and data, the chapters in this 
volume point to a plethora of advantages of working with the notion of paradata. 
Most importantly, it can help to bring forth and make explicit aspects of processes 
that can be difficult to recognise, frame, and discuss when they are treated as a part 
of something else whether it would be a general description, context, or the historical 
origins of the object of interest. As Enqvist (chapter “Paradata as a Tool for Legal 
Analysis: Utilising Data-on-Data Related Processes”) remarks, while paradata is 
not a legal term and thus incapable of providing any formal guidance in the legal 
domain, it can still serve a pedagogical function. Another example is how Trace 
and Hodges (chapter “The Role of Paradata in Algorithmic Accountability”) use 
paradata as a lens to understand how accountability is conceptualised in relation 
to algorithmic systems, and a third one, how Jones and Bunn (chapter “Mapping 
Accessions to Repositories Data: A Case Study in Paradata”) have used the notion 
to inquire into a dataset and repurpose to a new use. 

In this edited volume we have intentionally widened the range of disciplines 
in which the paradata concept is applied and approached, not only as a matter 
of information and knowledge management for the information and knowledge 
management field, but for the management of information and knowledge in and 
across disciplinary contexts far beyond that. Some of the disciplinary contexts 
feel perhaps more “natural” in this respect as the reflections on the novelty and 
currently more or less established status of the notion in different disciplines 
evince. Others required more explicit nudging by us and the chapter authors to 
open up for testing the term and its usefulness for the purpose of conceptual 
exploration of the discipline-specific practice. Similarly, in some of the chapters 
the links to information and knowledge management—in a broad sense including 
management of data, records, and other informational assets, processes, practices, 
and doings—are more explicit whereas in others, they might remain rather implicit. 
However, it is also equally evident that paradata are always to a certain extent
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related to management of something independent of the disciplinary setting, like 
the management of a dataset (chapter “Making Research Code Useful Paradata”), 
a database (chapter “Reconstructing Provenance in Long-Lived Data Systems: The 
Challenge of Paradata Capture in Memory Institution Collection Databases”), or 
digitised texts (chapter “Paradata for Digitization Processes and Digital Scholarly 
Editions”). 

Whether explicitly referring to information and knowledge management or 
not, the chapters make multiple references to diverse examples of what paradata 
can make manageable, what can be managed with paradata, and how paradata 
themselves can be managed. Paradata can be described as a management concept 
comparable to others that function as a prism in surfacing and aid thinking 
about process descriptions, highlighting many otherwise invisible or forgotten 
facets of cognition, interactions, negotiations, intangible, embodied, unconscious, 
unregarded, or blinded processes across contexts from archaeology (e.g., chapters 
“Dustings of Paradata as Pedagogical Support at Four Archaeological Field-
School Sites” and “Towards Embodied Paradata. A Diffractive Art/Archaeology 
Approach”) to artificial intelligence (chapters “Mapping Accessions to Repositories 
Data: A Case Study in Paradata” and “The Role of Paradata in Algorithmic 
Accountability”). It can similarly be conceptualised as and compared to a boundary 
object (chapter “Dustings of Paradata as Pedagogical Support at Four Archaeolog-
ical Field-School Sites”), friction point (chapter “Making Research Code Useful 
Paradata”) and as throughout the volume, an interface between practices, processes, 
and their related entities. Perhaps in the least formal sense, paradata can serve 
as a tool for self-reflection, reflecting upon reliability, validity, reproducibility of 
processes and practices across contexts. 

The chapters that take an empathetically technical rather than theoretical take 
on paradata in highlighting how it can matter in practice. Chapter “Paradata for 
Digitization Processes and Digital Scholarly Editions” shows how paradata can be 
helpful managing library collections when they are being digitised. Like paradata 
can in conceptual sense make processes thinkable, it can help to make putting 
processes into words, accessible, analysable, and changeable. Chapters “Paradata 
in Emergency Services Communications Systems” and “Paradata as a Tool for 
Legal Analysis: Utilising Data-on-Data Related Processes” underline how paradata 
are intimately linked to information and control in the context of legal processes 
and emergency services, and chapter “Towards Embodied Paradata. A Diffrac-
tive Art/Archaeology Approach” how paradata can systematise the understanding 
of the temporality and ephemerality of processes beyond stating the fact. As, 
for example, the chapters of Bilderbeek (chapter “Making Research Code Useful 
Paradata”) and Jones and Bunn (chapter “Mapping Accessions to Repositories Data: 
A Case Study in Paradata”) evince how paradata can function as a measure against 
the obsolescence of information and knowledge by providing means to understand 
it and sometimes, in practice, (re)create it, if necessary, from new premises. 

***
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What then makes paradata pertinent for information and knowledge management 
right now? The ubiquity of large-scale data processing in broad areas of social 
life has increased the calls for the importance of reproducibility of analyses that 
underpin decisions and knowledge-making. Both Trace and Hodges (chapter “The 
Role of Paradata in Algorithmic Accountability”) and Bilderbeek (chapter “Making 
Research Code Useful Paradata”) highlight the opportunities with paradata in 
achieving reproducibility. 

Reproducibility ties also to the broader issue of the new advent of Artificial 
Intelligence that has made paradata perhaps more pertinent than ever. Blackboxing 
has become increasingly apparent in society and linked to an unprecedented array 
of modes of social action. An advantage of the paradata concept has grown and 
is growing especially in contexts where blackboxing has been experienced as a 
problem already before. While much more than mere paradata are needed to address 
the conundrums of the transparency of algorithms, thinking with paradata can 
help to work towards a greater transparency of artificial intelligence techniques 
and algorithms (Trace and Hodges, chapter “The Role of Paradata in Algorithmic 
Accountability” and Bilderbeek, chapter “Making Research Code Useful Paradata”; 
cf. Cameron et al., 2023). In a wider sense, from the perspective of using paradata as 
a lens to documentation and management of process information and knowledge, it 
can help to take necessary steps to shed light at least to parts of black boxes without 
losing the sight of the complexity of what it takes to make a process transparent 
enough to be intelligible. 

The opposite face of the pertinence of paradata in the contemporary information 
and knowledge landscape is how it can also help to distinguish between the 
knowledge about processes someone wants to share and withhold. Enqvist’s chapter 
“Paradata as a Tool for Legal Analysis: Utilising Data-on-Data Related Processes” 
draws attention to how legislation affects and reflects the strive to open and close. 
Outside of the scope of the themes touched upon in this volume, for example patents 
and lab notebooks provide further examples of settings and techniques of how to 
regulate transparency with something that could be termed paradata. 

*** 

While we acknowledge that we have but touched the possible settings and 
situations where paradata might matter, as we suggested already in the introduction, 
we posit that in the context of information and knowledge management the paradata 
as a concept resides firmly at the fringe of codified knowledge and organisational 
learning. Paradata makes sense both as a lens to make visible the complexity of 
processes and practices, and the limits to what extent they can be codified, and 
as a form of documentation that catches the complexity, systematicises it, and 
makes it intelligible across time, as is illustrated, for example, by the paradata 
for database maintenance in chapter “Reconstructing Provenance in Long-Lived 
Data Systems: The Challenge of Paradata Capture in Memory Institution Collec-
tion Databases”. When successfully implemented, paradata-as-codified-knowledge 
(or paradata-as-data) unfolds as an asset for pushing forward the ideals of Open 
Science, friction-free data publishing and sharing, and systematic data governance.
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At the same time, a closer look at paradata-as-lens underlines the limits of such 
attempts and directs attention to the situated nature of processes, practices, and how 
they can be knowable to anyone not part of them. 

While these two standpoints might appear irreconcilable, they do also represent 
two perspectives to how and to what extent paradata are difficult and possible 
to achieve. In this sense, paradata is clearly a disruptive concept as it both 
suggests and resists the idea that data processing information can be codified, 
captured, and passed along on a time-space continuum. Both perspectives make 
paradata transformative in their respective manners. Chapter “Mapping Accessions 
to Repositories Data: A Case Study in Paradata” highlights how paradata-as-data 
has a power to datafy, or to turn data to data in a particular sense whereas, perhaps 
especially, the work of Dawson and Reilly in chapter “Towards Embodied Paradata. 
A Diffractive Art/Archaeology Approach” points to how considering the conceptual 
premises and implications of paradata points to the opposite. However, as Stephanie 
Bunn et al. (2022) notes, while it is tempting to juxtapose “the kinds of knowledge 
we think can be extracted or condensed from a craft process and transferred into 
a diagram for a novice learner” and the ones impossible, it is necessarily not 
the most productive approach. The chapters show how in line with the technical 
perspective to managing knowledge, paradata unfold as a potential tool helping to 
make tacit knowledge explicit (cf. Polanyi, 2009; Nonaka & Takeuchi, 1995), and 
from a human perspective, paradata are something to make tacit knowledge, that is 
fundamentally non-codable, easier to understand, and following the classification 
of knowns and unknowns of Huggett (2020), to make unknown unknowns at least 
known unknowns. The chapters themselves feature multiple examples how the two 
perspectives can be combined in a reflexive dialogue, for example, in digital textual 
and visual scholarly editions. The bottom line is not paradata itself, but about 
doing things with data, critical reflection on such doings and their implications, 
and making them understandable to an extent that is deemed desirable. 

5 The Idea of Transparency and Ethics of Paradata 

When considering the implications and opportunities of paradata, it is necessary 
to direct attention to an aspect of paradata that has remained largely implicit 
throughout much of this volume. This is the extent to which processes and practices 
are indeed desirable to be made transparent and what ethical concerns paradata 
arises in par with trying to solve others. While paradata is admittedly a pro-
transparency concept and intuitively about (positive) openness, increased trust (e.g., 
chapters “Dustings of Paradata as Pedagogical Support at Four Archaeological 
Field-School Sites” and “Mapping Accessions to Repositories Data: A Case 
Study in Paradata”), and accountability (chapter “Adding Paradata About Records 
Processes via Information Control Plans”), there is nothing in any form or notion 
of paradata that makes it automatically virtuous. Even if it would be tempting to 
rally for what Hess (2005) describes as a technology- or product-oriented movement 
to promote paradata as a definite means for positive change, there is reason for
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caution. There can be both too much and in different terms “wrong” kind of paradata 
that is inappropriate, or for example, difficult to navigate for their users. Enqvist’s 
discussion in chapter “Paradata as a Tool for Legal Analysis: Utilising Data-on-
Data Related Processes” raises a legitimate and highly pertinent question of whether 
transparency is always desirable. It is necessary to hold back and consider for a 
moment what eventually makes paradata ethical and responsible. 

Similarly to how paradata is conceptually multi-faceted and knotty, also its 
ethical underpinnings and repercussions are diverse. An obvious dividing line is 
how and to what extent paradata is approached as a lens or a form of data. They 
can be roughly seen following what Mickel and colleagues (2023) distinguish as 
two cultures of ethics “one focused on the relationship between science and social 
justice, and the other focused on clean data and accuracy as an ethical issue”. 
However, as they continue, also the mundane interactions shape “at a decidedly 
local level” how those who engage in everyday work “understand and ultimately 
approach ethical decision-making”. They, for their part, shape everyday practices 
with paradata that shape paradata itself and what is considered as good practice. 

In addition, such issues as the availability and unavailability of paradata have 
implications to how (para)data is understood, what kind of new (para)data is gener-
ated, what it makes manageable and how, and what consequences it has on different 
groups and individuals. The reasons to create and eventually (not) share data have 
also implications to paradata, what they imply and to whom. Legal professionals 
have theirs, archivists theirs, and researchers their multiple context and situation 
influenced reasons to embrace the concept and particular practices to operationalise 
it. For researchers, data sharing for the purposes of gaining credit or economic 
benefits has very particular implications to what paradata end up being and doing 
with an emphasis on the gain rather than documentation. Altruistic sharing and 
documentation motivated by helping others by sharing an existing resource has 
others—perhaps focused on very particular ideas of transparency— similarly to 
obligatory creating and sharing that might lead to prioritising conformity with 
guidelines rather than usefulness and responsibility. 

There is a plethora of conceivable ethical risks with both poor and too specific 
paradata. While paradata can counter obsolescence also it can be and become 
obsolescent and indecipherable. Paradata is easy to use for measurement, assess-
ment, and evaluation of practices and processes beyond what is fair and reasonable. 
Producing paradata can be used as a token for underlining general commitment 
to transparency even if the documentation itself would remain of limited quality. 
Paradata comes similarly with a risk of misleading people by emphasising aspects 
of processes and data that might not be the most pertinent ones. Paradata come 
with an imminent risk of surfacing people’s cognition beyond what might appear 
comfortable and necessary. Similarly to other forms of meta-information, it can 
indirectly reveal too much about processes and the datasets, information, and 
knowledge it is supposed to describe. Risks are apparent with, for example, various 
types of archival records, health information, and knowledge belonging or relating 
to vulnerable communities.
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The studies of algorithmic accountability and legal ramifications of paradata 
point succinctly to difficulties to know whose interests paradata serve now and in 
the future. With automated paradata and using paradata for advancing algorithmic 
accountability, an obvious but admittedly, a convoluted question is what ethical 
questions are relevant when describing human involvement in processes and to 
what extent they are also relevant when describing automated or machine supported 
processes. Further, by increasing transparency of specific aspects of practices 
and processes, paradata might simultaneously hide and blackbox others either by 
accident or on purpose. Similarly to misinformation, there can also be non-truthful 
or even malign motivations to create paradata to promote particular narratives, 
distort the public image of a certain process or practice, or to “paradata-wash” a 
truly messy and poorly designed and executed endeavour. However, like many forms 
of misinformation, paradata-washing does not need to be malicious. Similarly to 
how Ruokolainen and Widén (2020) remind of misinformation, the dividing line 
between paradata and “mis-paradata” is not sharp. It is to an equal extent produced 
in a particular social situation. 

However, in spite of all the thinkable caveats, if responsible, paradata have 
a capacity to do good. It has an apparent capability to realign some of the 
very fundamental “lines of accountability” (Guston, 1999) of how processes and 
practices become and remain dependable. By increasing transparency, both as form 
of codified knowledge and a lens, paradata can increase trust, shared understanding, 
equitability, and transparency. In attempts to decolonise data, paradata can tell 
about how they were collected, what wrongdoings were committed that could be 
repaired but also who was represented and to what degree a dataset actually is 
and is not biased. While this might entail an in-depth exploration of practices and 
processes, using paradata as a mere reminder to avoid overly simplistic conclusions 
can sometimes be enough. Similarly, even if the contemporary ideas of transparency 
and the aims of the Open movement are interpreted in terms of a close to unrestricted 
access to information, it is important to consider that there is nothing inherent 
in paradata suggesting that everything needs to be released or to be directly 
exploitable by others—whether they are multinationals, governments, individuals, 
or communities. Archival secrecy, privacy policies, patents, and the provisions in 
data sharing principles to make data as “open as possible and as closed as necessary” 
(Wilkinson et al., 2016) are all examples of how paradata can be generated but kept 
responsibly closed whenever needed. 

Paradata ethics and its relation to general information and knowledge manage-
ment ethics is without any doubt an important line of future research and practical 
attention. Incontestably, with ethics as well as with keeping up with paradata in 
general, the most important point of departure is to acknowledge the need of 
critical reflection. Like transparency is not given with or without paradata, the 
meritoriousness of paradata or any specific idea or form of transparency is equally 
little self-evident. Schenk and Reuß (chapter “Paradata in Surveys”) point to the 
on-going debate on the requirement of informed consent about paradata collection 
and the limits of their confidentiality. Enqvist (chapter “Paradata as a Tool for Legal 
Analysis: Utilising Data-on-Data Related Processes”) and Trace and Hodges (chap-
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ter “The Role of Paradata in Algorithmic Accountability”) stress how extensive 
transparency easily conflicts with privacy. This is not least the case when legacy 
data is repurposed for new uses like in Cohen and colleagues’ work of modelling of 
emergency service communications in chapter “Paradata for Digitization Processes 
and Digital Scholarly Editions”. Often it is possible reach a trade-off but sometimes 
it is difficult to draw a line between what paradata are reasonable to keep and what 
needs to be discarded. In the current volume, survey studies and human subject 
research provide example of by definition benevolent activity that epitomises much 
of the intricacy of balancing between process transparency and keeping involved 
individuals non-identifiable. Comparable and even greater challenges are apparent 
in many other fields from healthcare to public and private security. 

6 Future Perspectives on Paradata 

It is obvious that with this volume we have only scratched the surface of the theory, 
practice, and implications of paradata for information and knowledge management 
and for the diverse settings where it is applied. The conceptual field is still very 
open, so is the field of practice. With perhaps the exception of survey research, the 
notion of paradata is still very much in the making without consolidated theory and 
practices of producing and exploiting it neither as a theoretical lens nor descriptive 
resource. However, the chapters throughout this volume show that it is stabilising, 
especially in fields like heritage visualisation, archivistics and artificial intelligence, 
systematising implications of the concept and its concrete instantiations. The forms 
and formats of paradata and the conceptual understanding of what the concept and 
paradata entail is a challenge that is approached in different disciplines from varying 
angles. For a legal scholar, paradata can work as a pedagogical concept, for survey 
researcher it is an established part of the scholarly toolbox, and for many fields of 
practice and scholarship it comes with a promise of shedding light and emphasis on 
matters that might have previously been under the radar. There is much work to be 
done to frame what counts as paradata and where to draw a line between paradata 
and other concepts. While the usefulness of theoretical uniformity can be debated, 
there is room for contrasting and comparing different theoretical understandings of 
paradata, finding synergies and complementarities. 

The chapters shed light to different ways of collecting, extracting, creating, and 
curating paradata. Similarly to the need for a continuing theoretical discussion, there 
is a methodological discussion to be had. Relevant questions include, for instance, 
how interviews can be used to generate paradata in comparison with the on-going 
discussion about ethnography of fieldwork in archaeology. Another key line of 
future inquiry pertains to expectations and implications. Paradata is a concept that 
holds a great promise in helping to deliver the desired outcomes envisioned in the 
Open movement (European Commission, 2016) and the many of the contemporary 
societal aspirations for transparency, accountability and effective, responsible and 
equitable sharing and use of information and knowledge.
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Finally, before departing to pursue future research, we feel that it is relevant 
to highlight two aspects of paradata that form a red thread through the texts in 
this volume. Creating paradata is an integral part of scientific method and in a 
broader sense, systematic knowledge-making. From the perspective of information 
and knowledge management, it is similarly an integral part of understanding and 
knowing what is managed. Another similarly crucial aspect of paradata is that it 
quite apparently changes the epistemological base for information and knowledge 
management. Paradata turns attention to what Prusak described as “thoroughly 
adopted” and invisible knowledge of processes (Prusak, 2001, p. 1006). Rather than 
being content with managing acontextual dichotomously true or false knowledge-
things, paradata direct awareness to managing knowledge and information with 
history and future. With paradata we need and want to know how knowledge came 
into being. 
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