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Preface

In this volume we reflect on 50 years of what we term Systems and Innovation 
Research (SIR). To write and compile this anthology has been a risk, and it has been 
a necessity. It has been a risk because it is ambitious and enters uncharted territory. 
In order to do so, we needed to define and delineate the area of SIR. We therefore 
defined SIR as encompassing the scientific study of, first, the conditions, dynamics 
and impacts associated with the generation and uptake of innovations in innovation 
systems and, second and related to this, the development of functional systems sat-
isfying essential needs such as the provision of energy or water. We then had to 
select a limited number of specific research fields within SIR in order to provide 
in-depth analysis, to understand the interplay of specific fields and to identify over-
all patterns and dynamics in SIR. All these fields are application and problem ori-
ented. As they are interconnected in many ways, we consider it inevitable and 
indispensable to analyse them and their governance together.

This volume has been necessary for three reasons. First, in defining SIR, we 
noted that most of the fields—along with a number of important research institutes 
across Europe—had their origin more or less than 50 years ago. This is a milestone 
that deserves some recognition, and to the best of our knowledge, there is no history 
of the fields as such. Second, based on our own experience as researchers in the 
field, we developed a starting assumption that there are a number of specific patterns 
through which the fields have developed and interacted with each other and their 
stakeholders. In so doing we sought to understand the nature of change in application- 
oriented SIR fields and, in particular, the changing role of SIR research over time. 
Third, we are convinced that the SIR fields will become even more important in the 
future, given the urgency of the challenges and the growing complexity and uncer-
tainty we observe. However, in order to understand how SIR research can have an 
impact and meet the challenges ahead, we believe it is necessary to understand the 
historical development first.

We hope that our risky and necessary undertaking is met with widespread inter-
est, both in the SIR community and, equally importantly, in the stakeholder com-
munities that we, as SIR researchers, have served for 50 years. Inspired by the 
50-year anniversary of Fraunhofer ISI in 2022, our undertaking did start with an 
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internal research project. The aim, however, was not to take the perspective of the 
history of a single institute, but to reflect on the history of selected SIR research 
fields. This book presents the result of this undertaking. The team of authors are 
based in Germany, and we are aware that we have a strong bias towards Europe and 
a certain bias towards Germany. However, we do not claim to present the ultimate 
global history of SIR, but to contribute to a better understanding of an area of 
research that has been, and we hope will continue to be, very influential.

This anthology was only possible due to the admirable endeavours of an incred-
ible team of excellent and dedicated colleagues. We have all realised that it is not a 
trivial matter to delve deeply into the historical development of fields and to step out 
of the comfort zone of our daily practice, to zoom out and to thoroughly reflect on 
what it really is we have been doing and how we can draw general lessons from this 
development. We are convinced that all chapters have fully succeeded in their task, 
and we are deeply grateful to each and every contributor.

Furthermore, it would not have been possible to produce such a volume without 
excellent support. We would therefore like to thank our colleagues Marianne Werder 
and Wiebke Baumann for all their coordinating, technical and editorial support. We 
are also deeply grateful to Gillian Bowman-Köhler, Louise Antill-Blum and Barbara 
Sinnemann, who have worked excellently and tirelessly to improve our language 
page by page. Above all, however, we would like to thank Johanna Schuler who was 
the excellent and highly efficient mastermind behind all the coordination and edito-
rial support, and who never stopped pushing all of us over the line. Without her 
outstanding and insightful help, this volume would not exist.

Karlsruhe, Germany Jakob Edler 
Karlsruhe, Germany  Rainer Walz
March 2024

Preface
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Introduction

Jakob Edler and Rainer Walz

Abstract It has become a commonplace that in order to tackle the enormous soci-
etal challenges we face throughout the globe we have to support transformation; and 
in order to do so, we have to mobilise innovation. As innovation and transformation 
are strongly intertwined, it is thus imperative essential to analyse and support their 
interplay.

This volume reflects on nine selected research fields in the area of systems and 
innovation research that have developed in the last five decades to do exactly that. It 
defines and delineates systems and innovation research as encompassing the scien-
tific study of the conditions, dynamics and impacts associated with the generation 
and uptake of innovations and the development and transformation of functional 
systems satisfying essential needs such as the provision of energy or water. This 
allows to draw general lessons as to what drives research fields throughout their 
development and how their role—in particular vis-à-vis policy—changes over time. 
It also allows to speculate about future challenges and trends in the area of systems 
and innovation research. This is important because, if anything, the need to govern 
transformation through innovation will further grow in the future and with it the 
need to understand the underlying dynamics.

It is now largely undisputed that socio-technical transformations are urgently 
required and that innovations are key requirements for them. Policy is once again 
becoming much more ambitious, seeking to accelerate transformations, bringing 
innovation and knowledge generation in line with the directions of transformations 
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and ensuring that the appropriate technological and economic foundations are in 
place for transformations. In addition, all of those ambitions are to be pursued in 
conjunction with social cohesion and innovation-driven competitiveness. This 
renewed ambition of the state to shape change is characterised not only by urgency, 
but also by growing complexity. Strategic intelligence is therefore increasingly 
important, and the calls for excellent, evidence-based policy advice are becoming 
louder and more impatient.

Against this background of rising demands, urgency and uncertainty in relation 
to evidence-based policy advice, we embark on a review of the history of systems 
and innovation research (SIR). Our intention is to reflect on the development of key 
research areas within SIR and its interplay with policy-making and societal devel-
opments. Based on this, we seek to draw overarching lessons concerning the devel-
opment and function of that advice in the past and in the future.

We define systems and innovation research (SIR) as the area of scientific enquiry 
into two overlapping topic domains. First, SIR is interested in better understanding 
the conditions and processes through which novelties are produced and put into use 
and their subsequent effects as innovations on the economy, society and the environ-
ment. This approach requires thinking in innovation systems to understand the 
underlying conditions and processes. Second, SIR analyses the ways in which func-
tional (sectoral) systems, such as those providing and using energy, mobility, food 
or water, perform and evolve over time. These simplified definitions already indi-
cate why it is not only justified, but indispensable to consider innovation and sys-
tems together with their governance. It is impossible to fully understand the 
performance and transformations of functional (sectoral) systems without under-
standing how technological and social innovations are mobilised and diffuse in the 
respective systems. It is equally impossible to understand the demand for as well as 
the production and effects of innovations without an understanding of the role they 
play in the various (sectoral) systems in which they are embedded.

In our understanding, SIR is further characterised by the strong interplay between 
researchers and stakeholders from politics, the economy and the wider society. In 
fact, the impetus, the very raison d’être of SIR from the beginning, has been to con-
tribute to a better understanding of societal problems and developing solutions to 
them. SIR is both application-oriented and problem-driven. This volume will show 
that the empirical questions, analytical approaches, scientific methods and data 
sources for SIR and its various fields have co-evolved with the policy demands in 
different policy fields and with the changing perception of problems.

Systems research in its own right had its beginnings after the Second World War 
in the USA, as earmarked, for example, through the RAND Corporation in the 
USA, or - some years later - the International Institute for Applied Systems Analysis 
(IIASA) in Austria. The history of Systems and Innovation Research starts roughly 
50 years ago. At the end of the 1960s and in the early 1970s, a number of new 
research centres were established in several European countries both inside and 
outside universities. With regard to innovation studies, these included the Science 

J. Edler and R. Walz
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Policy Research Unit at the University of Sussex,1 Policy Research in Engineering, 
Science and Technology at the University of Manchester, the Bureau d’Economie 
Théorique et Appliquée (BETA) at the University of Strasbourg, and the Fraunhofer 
Institute for Systems and Innovation Research (Fraunhofer ISI), whereby the latter 
was explicitly designed to span both systems and innovation research. While these 
institutes had very different institutional and disciplinary backgrounds, they all 
shared a common mission. They all sought to analyse the dynamics of the develop-
ment and application of technologies and innovations more broadly and not as a 
purely academic exercise to advance knowledge. Instead, the protagonists of these 
fields were driven by a normative objective to support policy-making and decision- 
making in businesses by providing strategic intelligence of various kinds in order to 
improve economies and the welfare of societies. With the advent of environmental 
consciousness catalysed by the first Earth Day in 1970, the report of the Club of 
Rome in 1972 and the first international UN conference on the Human Environment 
in Stockholm 1972, this normative impetus included concerns regarding the long-
term detrimental effects of technology. Researchers increasingly understood the 
significance of the systemic character of those processes that satisfy human needs 
but at the same time threaten the very foundation of human life.

We strongly believe that reflecting on the dynamics of SIR can help us to better 
understand how those fields can—and should—support decision-making in the tur-
bulent times ahead. This is the reason why we are interested in the development of 
the scientific endeavours that started over 50 years ago.

Against this background, this volume includes historical intellectual journeys in 
nine selected fields within the broad area of SIR over the last five decades. We can 
neither cover all possible SIR fields nor give a full picture of the various interna-
tional and national developments, especially for those research fields involving sec-
toral functional systems, which are largely shaped nationally. Therefore, some of 
the nine fields are analysed from a more international perspective, others somewhat 
focus on a German perspective.

The SIR fields in this book represent a subjective selection, but not an arbitrary 
one. We applied a set of conditions to justify their selection: First, they need to have 
been relevant in all or most of the past five decades, as our main interest is in their 
development over time. Second, they need to be directly relevant for policy develop-
ment, engaging with policy-makers at different levels. While certain individuals and 
institutes within those fields have contributed to excellent academic publications 
and driven the development across various disciplinary fields, the bulk of the work 
was directed at supporting a better understanding of problems and opportunities and 
providing the relevant decision-makers with sound insights and evidence as a basis 
for policy-making. Third, while all nine fields have a variety of links to established 

1 For an impressive case study of SPRU as an example of transformational changes in the study of 
science, technology and innovation and related policies, see Soete, Luc. “Science, technology and 
innovation studies at a crossroad: SPRU as case study”. Research Policy 48.4 (2019): 849–857

Introduction
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academic fields and sub-fields, they have always been multi-disciplinary, where dif-
ferent disciplines were mobilised in parallel, and in parts inter-disciplinary, where 
epistemic approaches of different disciplines were combined and partly integrated. 
All fields always have been and are strongly application-oriented at the same time, 
with all nine fields developing—to various degrees—their very own disciplinary 
norms and practices.

We deliberately do not deal with a more recent field of research, i.e. transition 
studies. This field has evolved in the last 20 years or so and has become an increas-
ingly important field to understand socio-technical system transitions. A strong 
epistemic community of scholars has developed its own conceptual basis building 
on a range of conceptual sources in (transition) management, evolutionary econom-
ics and the science and technology studies. While various chapters in this volume 
refer to their specific relationship with this field, a history of transition studies 
deserves its own compilation.

We have selected research fields that cover a broad range of functions for stake-
holders. Five of the nine fields are horizontal in nature, developing analytical and 
methodological approaches to understand, support and manage systems develop-
ment and applying them across a range of (sectoral) functional systems:

The first field is Conceptualising and Analysing STI Policy. The authors base 
their analysis on the conceptualisation of policy paradigm change. In addition to 
exogenous changes in the economic, societal and political context conditions, the 
authors focus on primarily endogenous phenomena in three areas: changes in the 
main theoretical-conceptual basic understanding of the origins of knowledge and 
innovation, changes in STI policy objectives and changes in problem constructions 
and preferred policy solutions.

Our second field is concerned with the development of innovation monitoring 
and innovation indicators, which aims at analysing the dynamics and performance 
of innovation systems. The authors analyse the development of the generation and 
use of indicators in the context of changes in the conceptual understanding of the 
innovation process. In addition, they look at changes in political demands to under-
stand innovation dynamics and the consequences for developing innovation indica-
tors over time.

Our third field, Foresight, deals with strategic intelligence through forward- 
looking analytical and participatory approaches on a systems level. The authors 
analyse how foresight has changed drastically over time from more deterministic 
views to open and diverse future perspectives, and towards participative approaches 
and the integration of AI in a flood of “big data”.

The fourth field focuses more narrowly on the evaluation of public research and 
innovation policies. The authors discuss the interplay between Research and 
Innovation (R&I) policy and evaluations that aim to capture the function and influ-
ence of such policies as well as considering the goals, instruments and approaches 
to evaluating research institutions. The chapter focuses on the German and the 
European level with regard to evaluation practice, but also includes Anglo-American 
literature with regard to evaluation theory.

J. Edler and R. Walz
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The fifth field, Technology Assessment, emerged out of the awareness of the 
ambivalence of technologies increased in politics and public life at the end of the 
1960s. The authors describe the development of the research field by focusing on 
the paradigmatic changes in Technology Assessment from an expert-based approach 
to a participatory one and on towards the current pragmatic approach.

The remaining four research fields are vertical in nature and focus on selected 
(sectoral) functional systems:

The sixth field is concerned with the research on the development of production 
technologies and their systemic embedding. Although the process of deindustriali-
sation started in the 1970s, manufacturing is still considered a driver of the high 
innovativeness and competitiveness in particular of the German economy. The 
authors analyse the development in this research field by looking at changes in the 
central production paradigms over the last 50 years and the systemic embedding of 
changing production technologies and highlight the major issues steering German 
manufacturing industries.

The seventh field focuses on research on renewable energy. Since the Limits to 
Growth report in 1972, renewable energies research has made key contributions to 
the debate surrounding the scarcity of resources and energy transition, with the 
topic continuing to become ever more important, not least due to the rise of climate 
policy. The authors identify the main research topics and assess project types, key 
methods and research approaches and how these have changed over time.

The eighth research field, energy demand and modelling of energy systems, has 
been a cornerstone of systems analysis ever since the publication of the Limits to 
Growth report and the first oil embargo by the OPEC countries in late 1973. The 
authors have organised this chapter by decades and show how the research field has 
developed, driven by the interplay of economic and political context factors, increas-
ing energy efficiency options and policies, and the progress achieved in modelling 
approaches.

The last field is concerned with water systems research and focuses on the sus-
tainable use of water. The authors have structured this chapter by distinguishing 
three phases over the last 50 years. They analyse the interplay of pressure to act, 
changes in research activities and important measures and regulations. The underly-
ing analysis focuses on the national development in Germany, but includes links to 
developments at EU level.

Each of the nine chapters on the research fields explores their origin, how the 
associated methods, data sources and concepts have developed and, most impor-
tantly, how the major research questions and policy decisions have interacted with 
each other over time. Based on this, each chapter speculates about the future 
demands and opportunities to inform policy-makers and decision-makers more 
broadly in the future.

In a final chapter, we develop an analytical model to draw overall conclusions of 
the development of the SIR fields. In particular, we look at what we regard as most 
critical, i.e. the dynamic interaction between policy demands and research practice, 
concepts and methods over time. In doing so, we argue that it is absolutely vital for 

Introduction
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the future that each of these fields opens up and integrates perspectives and insights 
from other fields to a much greater extent. Given the complexity of system develop-
ment, and the need for productive contributions of science, technology and techno-
logical as well as social innovation to tackle our societal challenges, a more holistic 
approach in each of our fields and a better integration of the fields is needed. This 
will not only improve the production of scientific evidence, it will also render policy 
advice for system transformation and innovation-based competition more meaning-
ful and relevant.

We do hope in analysing SIR in its historical development this volume is a con-
tribution towards such a more holistic—and more impactful—analysis in the future.
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1  Introduction

Science, technology, and innovation policy (STI policy) has evolved extensively 
over the past decades and undergone fundamental changes in the process. These 
changes were related to the respective political objectives of STI policy, the under-
lying rationales for government action, basic conceptual and theoretical assump-
tions as well as the instruments employed and the governance arrangements. Since 
the Second World War, three distinct phases of STI policy can be distinguished in 
the OECD world, each of which is characterised by specific rationales and funda-
mental concepts (Gassler et al. 2006; Kuittinen et al. 2018; Breitinger et al. 2021); 
see Fig. 1.

The focus during the first post-war decades was on building or expanding the 
science systems and supporting the generation of fundamental knowledge. The 
intellectual and conceptual foundation of STI policy was primarily shaped by the 
mainstream neoclassical economics prevalent at that time and a largely linear under-
standing of the innovation process. State interventions in this linear model were 
justified by the need to compensate for market failures during the generation of 
knowledge as a public good. The 1970s saw the start of a reorientation of STI pol-
icy. The end of the long phase of economic growth and the increasing intensity of 
international competition led to a revision of the basic assumptions about the nature 
of the innovation process, which finally resulted in the rise of the systems approach 
in STI policy. The development of a more complex, non-linear understanding of 
innovation and of the crucial role of interactions between heterogeneous actors of 
the innovation system was particularly influential. Consequently, according to this 
understanding, the main task of STI policy was to improve the performance of the 
innovation system. While economic goals such as competitiveness and growth were 
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Fig. 1 Phases of STI policy. Sources: Breitinger et  al. (2021); based on Daimer et  al. (2012); 
Gassler et al. (2006)
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the main reasons for state interventions in the first two phases of STI policy, from 
2000 onward, these primarily economic rationales were increasingly supplemented 
and overlaid by the goal of mobilising knowledge, technology, and innovation to 
address societal challenges such as climate change. Questions about the directional-
ity of research and innovation and the growing importance of gearing these towards 
societal needs are reflected, for example, in new policy approaches such as mission-
oriented or transformative innovation policy. At the same time, it cannot be claimed 
that there was no directionality in STI policy prior to this third phase. Research 
programmes based on the needs of various sectors have been around for decades, 
such as those in the energy sector, the health sector, environmental protection, or in 
agriculture. The responsibility for these programmes lies partly with STI policy and 
partly with the respective sectoral policies. The research programmes do not primar-
ily pursue economic goals, but rather sector-specific (policy) objectives. However, 
there was no overarching strategic approach in STI policy that aimed at directing a 
large part of applied research at specific targets or at sparking transformative change. 
Nor were sectoral programmes or sectoral policies necessarily oriented towards 
transformation.

While tracing and characterising the historical sequence of different phases of 
STI policy is valuable in and of itself, the main interest of this chapter is to improve 
our understanding of the conditions and factors that shape and drive the empirically 
observable dynamics of STI policy. What were the crucial influencing factors in 
processes of policy change, how did they interact and what effect did the changing 
context conditions have? There is a particular focus on the role played by scientific 
expertise, ideas, and conceptualisations in these processes of change. The concept 
of policy paradigms is useful to examine these questions more closely. It assigns 
strong explanatory power to ideas-based and cognitive aspects in processes of poli-
cymaking and policy change.

This chapter is structured as follows: First, the analytical framework is developed 
that is used to examine the developments in STI policy in recent decades. The main 
part of the chapter then applies this analytical framework to describe the key char-
acteristics and development dynamics of the three major STI policy paradigms 
since the 1950s. The final section summarises the key findings on the processes of 
STI policy change and draws conclusions both for the future development of scien-
tific policy advice in STI policy and for the applied policy-analytical tools.

2  Policy Paradigms as Framework for Analysis

Explaining policy change is an important research perspective for policy analysis. 
However, identifying the causes, drivers, and relevant contextual conditions of pol-
icy change is an analytical challenge due to the multidimensional factors influenc-
ing change processes. For a long time, policy change processes were predominantly 
attributed to the actors involved being able to assert their interests as well as to 
institutional conditions and exogenous events. However, since the 1990s, ideas, 
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knowledge, interpretations, and beliefs have also been included as key explanatory 
factors and have undoubtedly contributed to improving the conceptualisation of the 
phenomenon of policy change. The growing recognition of the role of ideas as fac-
tors in their own right in processes of policy change has made the key dimensions 
of policy content accessible to systemic analysis. In the literature on policy analysis, 
the heading of “ideas” usually refers to conceptual models, assumptions about cau-
salities, theories but also world views, beliefs, values, and norms (Campbell 2002), 
with particular policy relevance given to complex, structured ideas (Carson 2004; 
Edler 2003). Ideas are important in the policy process because they provide inter-
pretative frameworks that can be used to determine values and preferences and 
enable political and economic interests to become actionable (Carstensen and 
Schmidt 2016). Important contributions to this “interpretative change” (Münch 
2016) or “ideational turn” of policy analysis (Daigneault 2014b) were made by 
approaches such as multiple streams (Kingdon 1984), advocacy coalitions frame-
work (Sabatier 1998), the epistemic communities framework (Haas 2001), as well 
as approaches rooted more strongly in neoinstitutionalism, such as the punctuated 
equilibrium theory (True et al. 2007) and discursive institutionalism (Schmidt 2010; 
Edler 2003). Hall’s work on policy paradigms and policy change (1990, 1993) is 
considered particularly influential.

While ideas represent important factors in policy change processes, they are not 
the only driver of transformation. On the one hand, the specific institutional and 
political conditions influence policymaking and thus both stability and change in 
policy. In particular, variants of historical institutionalism explain policy stability 
through the long-term effects of previous policy measures (path dependencies, pol-
icy legacies) (Béland 2009). From this perspective, policy change is predominantly 
incremental and is explained by institutional opportunity structures used by political 
actors within the framework of the given conditions (Skocpol 1992; Streeck and 
Thelen 2005). On the other hand, the rarely occurring, far-reaching changes are 
primarily explained by exogenous shocks and crises that break up established and 
ingrained policy pathways and open up new ones (Hogan and Howlett 2015). 
However, both approaches have significant blind spots when it comes to uncovering 
and explaining the concrete content and direction of policy—whether in the mode 
of incremental policy development or in disruptive, path-breaking phases. This is 
where the above-mentioned ideas-based, interpretative approaches come in and 
help to illuminate how beliefs, values, and the understanding of problems change 
and become effective in the complex processes of constructing meaning, agenda 
setting, and problem-solving (Béland and Cox 2013). In this context, it is worth 
recalling Heclo’s famous dictum of 1974 that policymaking is not only determined 
by power and interests, but is shaped to a significant extent by the search for solu-
tions to problems (Heclo 2010).

Policy paradigms can be understood as a cognitive model or a coherent set of 
ideas and beliefs concerning a policy problem and suitable solutions to it, which is 
shared by a specific group of actors and provides orientation in the relevant policy 
field (Carson 2004; Daigneault 2014a). Hall’s analysis of monetarism displacing the 
macroeconomic policy paradigm of Keynesianism was groundbreaking for the link 
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between paradigms and policy change. The essential starting point of this approach 
is the observation that processes of policy formulation and design take place within 
the context of discursive relationships (Hall 1993). Such discourses are powerful 
and effective because they occur within a framework—consisting of ideas, stan-
dards, and assumptions about the relevant policy field. Hall refers to this reference 
framework as a policy paradigm, defined as an “overarching framework of ideas 
that structures policy-making in a particular field” (Hall 1990). These interpretative 
frameworks affect policy by determining fundamental relationships, structuring 
policy discourses according to the prevalent parameters and thus influencing policy 
goals. Once a policy paradigm has become established, fundamental disputes about 
its key elements usually only take place to a very limited extent and transaction 
costs between stakeholders in the policy field are reduced due to shared patterns of 
interpretation. To explain policy change that goes beyond incremental shifts, Hall 
draws on Kuhn’s concept of scientific paradigms (1962). Following Kuhn, Hall dis-
tinguishes three modes of policy formulation (Hall 1990): While in phases of (1) 
first-order change, changes in a policy field are manifested as continuous further 
developments of existing policy instruments, in phases of (2) second-order change, 
revisions, or even the exchange of instruments take place in order to still achieve the 
goals pursued within the framework of the current paradigm despite emerging pol-
icy problems. Finally, (3) third-order change involves the fundamental departure 
from the previously dominant system of ideas and is accompanied by profound 
changes in the overarching discourse. First- and second-order changes are thus 
“normal”, incremental phases of policy change, whereas third-order change signals 
a policy paradigm shift.

While Hall’s approach has received a lot of attention and has been widely used 
to analyse processes of fundamental policy change, the understanding of policy 
paradigms has continued to evolve. Today, a generally more fluid and differentiated 
understanding of policy paradigms is prevalent, in which some of the central postu-
lates of the original concept are no longer shared or shared only in a modified form. 
Above all, this concerns the assumption that competing paradigms are strictly 
incommensurable. In contrast to the arguments by Kuhn (1962) and Hall (1993), 
linkages and combinations of different paradigms are now regarded as possibilities 
(Hogan and Howlett 2015), these are sometimes referred to as “synthetic” and 
“hybrid” paradigms (Béland 2007; Kay 2007; Wilder 2015). The strict assumption 
that a new paradigm always completely supersedes and replaces its predecessor has 
also been watered down. Instead, different paradigms can co-exist, although often 
not without conflict, and a type of “policy layering” results. Sometimes there are 
recombinations and novel combinations of ideas that can lead to paradigms that 
incorporate partially contradictory ideas (Diercks et al. 2019). Additionally, with 
regard to the dimension of time, paradigm change is no longer understood as an 
exclusively revolutionary process that occurs in phases, but also as a gradual pro-
cess, that takes place over longer periods of time (Carstensen 2011; Mahoney and 
Thelen 2010).

Based on the conceptualisation of policy paradigm change and its further devel-
opments, this chapter focuses on the following perspectives to analyse the change in 
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the fundamental orientations of STI policy since the middle of the twentieth century 
in the OECD world. A distinction is made between phenomena that are predomi-
nantly external to the policy field and those that are internal to it.

Primarily exogenous phenomena:

• What changes in the context conditions (economic, societal, political) can be 
identified that have played a role in fundamental change processes in STI policy?

Primarily endogenous phenomena:

• How has the main theoretical-conceptual basic understanding of the origins of 
knowledge and innovation changed?

• How have the STI policy objectives changed?
• How have problem constructions and the respective preferred solutions and their 

instrumentation changed in STI policy discourse and in application?

In all three main endogenous dimensions of analysis, it is of particular interest 
what role scientific policy consultation played in the processes of change in each 
case, and which questions research providing policy advice was confronted with in 
the different phases.

3  The Paradigmatic Development of STI Policy

3.1  The Point of Departure: STI Policy Centred  
on Knowledge Generation and Addressing Market Failures

In OECD countries, STI policy in the first two to three decades after the Second 
World War was strongly focused on funding, strengthening, and differentiating the 
science system (OECD 1972). It was considered a genuine task of the state to sup-
port the development of scientific capacities as a foundation for progress and pros-
perity. OECD countries generally adhered to the logic that it should be a task of the 
state to promote basic knowledge, which would then make its way into innovation 
via market processes or direct state (especially military) demand (Bush 1945). This 
idea was based on experiences during the Second World War, when massive govern-
ment scientific programmes had laid the groundwork for military innovations 
(Gassler et al. 2006).

The guiding principle of the state funding basic knowledge, especially for non- 
state utilisation, was scientifically underpinned in the following years, primarily by 
economists. Science and technology were increasingly perceived as the engines of 
economic growth and social progress in neoclassical welfare economics (especially 
Solow (1957)). However, it was stated that the necessary scientific foundations 
could only be secured through state funding. The reason for this is the neoclassical 
concept of market failure as an underlying problem: The economic benefit of basic 
knowledge is, by its very nature, not foreseeable ex ante, and its utilisation is 
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therefore highly uncertain. At the same time, the potential economic benefit can 
usually not be limited to the actor producing the required basic knowledge due to 
spill-over effects. Due to these positive externalities and the associated free rider 
behaviour, there is insufficient incentive for private actors to invest in the creation of 
basic knowledge (Arrow 1962; Nelson 1959). Following this logic, the public good 
of basic knowledge needs to be largely financed by the state and then progresses 
along a linear process towards economic utilisation as innovation via the develop-
ment of technologies (among others Pavitt 1976; Tidd et al. 2005; Klodt 1987).

Consequently, the state has the task of creating and maintaining the financing 
and research institutions relevant for the respective disciplines and state or private 
utilisation contexts, promoting the transfer from publicly financed research to 
industry, and subsidising strategic research conducted in companies (OECD 1972). 
Additionally, intellectual property rights have to be strengthened in this logic, espe-
cially via patents, in order to create incentives for investment in uncertain innova-
tions (Edler and Fagerberg 2017). This also explicitly meant that the state set certain 
priorities in science and technologies that were viewed as particularly worth sup-
porting in terms of state or private utilisation interests (Soete and Arundel 1993). 
This phase of public governance of science and technology was thus in no way 
devoid of setting priorities or supporting selected technology trajectories. Science 
and technology policy was institutionalised and differentiated in all OECD coun-
tries in the post-war period based on this understanding (OECD 1972). The first 
generation of large, mission-oriented research and development programmes also 
fall into this context, especially those in the USA such as the Apollo projects of the 
1960s. These so-called “old missions” were characterised by their almost exclusive 
public funding and their focus on developing novel, hitherto non-existent technolo-
gies (Foray et al. 2012).

The dominant research questions of analysts in the context of this differentiation 
were the empirical documentation of expenditures with regard to research, develop-
ment, and innovation activities (see Frietsch et al. 2024 in this anthology), in order 
to determine empirically what contribution science and research make to productiv-
ity, economic growth, and social progress. This included the institutional analysis 
and international comparison of “science systems” (OECD 1972) as well as the 
importance of state demand for technological innovations (Mowery and 
Rosenberg 1979).

The conceptual development within this underlying paradigm can be illustrated 
using the example of German policy advice. In a study for the then German Federal 
Ministry for Research and Technology (BMFT), the founding director of Fraunhofer 
ISI, Helmar Krupp, analysed the institutional conditions of science and its gover-
nance in Germany (Krupp 1972; see also Stucke 1993). To start with, Krupp still 
followed the linear model outlined above and the idea of market failure as the ratio-
nale for political steering and stated the need to particularly focus on changing the 
knowledge  transfer and utilisation conditions. Implicitly, however, Krupp went 
beyond the linear model and emphasised the huge variety and heterogeneity of all 
the actors involved in the creation, transfer, and exploitation of scientific knowledge 
in innovations and who therefore contributed to the diffusion of innovations in the 

Understanding Paradigm Change in Science, Technology, and Innovation Policy…



14

economy and society. His use of the term “innovation system” already pointed the 
way to concepts that only experienced a breakthrough in the 1980s (see below). The 
early 1970s also marked the beginning of a comprehensive but prolonged revision 
of the understanding of the nature of the innovation process throughout the OECD 
world. This revision culminated in the development towards a more differentiated 
technology and later innovation policy (Sweeney 1985; Dodgson and Rothwell 
1994; Rothwell and Zegveld 1981), see also Fig. 2.

3.2  Systems of Innovation as the Dominant Heuristic 
for Analysis and Policymaking

This reorientation towards a systems approach during the 1970s and early 1980s 
was largely driven by a generation of economists inspired by evolutionary theory. 
This group exchanged ideas through various expert groups and conferences of the 
OECD, among others, and this helped their ideas to quickly disseminate interna-
tionally and gain legitimacy (OECD 1981; Edler 1999). There were different intel-
lectual sources for this reorientation. The broader context, founded on political 
science, was the fundamental optimism about steering by means of state interven-
tion in the early 1970s. In a sort of “planning euphoria” (Mayntz 1996; Mayntz and 
Scharpf 1973) in the late 1960s and 1970s, there was the notion that state instru-
ments, regulations, and incentives could be used to comprehensively steer social 
dynamics. The optimistic basic notion of state steering capacities came to an abrupt 
end in the 1980s, which also meant the steering theory of political science became 
less important (Mayntz 1996). Nevertheless, this fundamental belief in the state dur-
ing the social democratic decade of the 1970s was an important cognitive and 
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normative basis for the academic and political discussion that then began concern-
ing a more proactive state, which was also reflected in research and innovation policy.

On the macroeconomic level, against the backdrop of stagflation in the 1970s, 
the insight from welfare theory became increasingly widespread that research and 
development (R&D) and technological innovation were major drivers and condi-
tioning factors for the economic and social development of national economies 
(Pavitt 1979; OECD 1980: 91 ff.). Entrepreneurial R&D became more central to 
explaining economic dynamics, but at the same time, there was an increasing 
emphasis on the scientific knowledge of technological innovations (Freeman 1973), 
with the result that the link between state-funded scientific research and private 
R&D became even more important. Targeted R&D directed at market innovations 
became the core of economic policy considerations. According to this logic, the 
crisis in the 1970s had to be addressed by the targeted support of R&D activities, 
especially in view of the stagnation in productivity development (Edler 1999).

A vital insight from the systemic view of innovation was that it is the increas-
ingly generic and systemic character of technologies that determines these dynamics:

[O]ne of the most important advances made in the area of the theory of technology during 
the last five years or so has been the move made from several sides towards an understand-
ing of major technologies as having systemic traits (Chesnais 1982).

In concrete terms, microelectronics was the most important technological driver 
on which the conceptual developments were based. This was characterised as a 
“technical revolution” (Krupp 1975) that was going to fundamentally alter various 
sectors and social practices. The changes that were associated with this pervasive 
technology led to reflections on how technological innovations and socio- 
institutional configurations interacted. This was new in this form (see Heyen et al. 
2024 in this anthology).

This also involved rethinking the innovation process itself. The linear model was 
replaced—or rather supplemented—by a model of different phases and stages 
which interact with one another. The chain-linked model of Kline and Rosenberg 
(1986) is one prominent example among several at the time, or the coupling model 
of Keck (1986). Innovation was thought of as resulting from complex interactions 
of different actors, with feedback loops between different stages of the process (see 
also Mowery and Rosenberg 1979) and between different sectors and scientific dis-
ciplines. Attention was also increasingly paid to innovations not only being the 
result of implementing technological inventions but also emerging in response to 
the needs of the market or as recombinations of existing technologies. This more 
complex view of the innovation process and the understanding of the need for mul-
tiple horizontal and vertical interactions and collaborations had become widespread 
by the early 1980s (European Industrial Research Management Association 1982; 
Teece 1986; Rosenberg 1991; Wissenschaftsrat 1992; Edler 1999).

This new conceptualisation of the innovation process was accompanied by the 
development of a specifically systemic view of innovation dynamics. R&D and the 
generation of innovations were then conceptualised as the interplay of the economy, 
science, and society (Freeman 1982). This insight was also the result of empirical 
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analyses that were no longer able to explain productivity differences only in terms 
of different sectoral production functions. Instead, different socio-institutional con-
figurations were considered important complementary explanations (Nelson and 
Winter 1977; Gaudin 1985; Edler 1999). Consequently, the understanding became 
increasingly widespread among researchers and analysts that technological innova-
tions and socio-institutional configurations are influenced by their close 
interdependency.

The various academic developments then led to an explicit and broadly concep-
tualised innovation systems approach in the 1980s. While this term had already 
appeared in the early 1970s (Krupp 1972), it was conceptually elaborated by a num-
ber of leading innovation economists, i.e., Freeman et al. (1982); Lundvall (1985, 
1992); Nelson (1993) as well as Edquist (1997). The different variants of the inno-
vation systems approach place a different emphasis on cumulative learning pro-
cesses and on institutional configurations, especially with regard to user–producer 
relationships and the relative importance of the public sector vs. the market. In 
addition, the different approaches are influenced to varying degrees by insights and 
assumptions from evolutionary economics, according to which actors behave with 
bounded rationality under conditions of high uncertainty and therefore develop 
adaptive strategies instead of striving for optimal ones (Nelson and Winter 1982; 
Fagerberg 2003), as postulated in a neoclassical world with perfect information and 
technology as external variables. These different variants were widely adopted in 
practical policy strategies not only in the OECD world (Lundvall 1992), but also in 
developing and newly industrialising countries (Chaminade et al. 2018).

From the end of the 1990s onward, the research agenda included not only actor 
relationships and dynamics in the innovation system, but also more holistic system 
considerations as objects of investigation. Alongside the evaluation of individual 
funding programmes, institutional evaluations became more important, i.e., the role 
and performance of research or research funding organisations in the innovation 
system were also taken into account. The evaluation of the Research Council of 
Norway, which was co-developed and conducted at Fraunhofer ISI, was the first to 
work with a graphical representation of the innovation system (Arnold et al. 2001; 
Kuhlmann and Arnold 2001; see also Bührer et al. 2024 in this anthology). The dif-
fusion of the innovation system approach, which was formulated by different scien-
tific communities, had far-reaching consequences for the role and instruments of 
STI policy. If innovation is the driver of economic growth and social development, 
if innovation is the result of a complex, recursive interplay of different actors, 
scientific- technological disciplines and sectors, if recursive learning processes must 
be enabled and enhanced, if publicly funded research remains a mandatory founda-
tion for market-based, radical innovations, then it is incumbent upon the state to 
actively support and help shape the necessary socio-institutional configurations and 
interactions in the system. Not only the financial subsidising of existing constella-
tions is important in this perspective, but also support for reconfigurations, for new 
linkages, for connections that do not result on a sufficient scale from a purely 
market- based logic. It is therefore a task of the state to adapt socio-institutional 
configurations over time or to enable this adaptation to come about in an 
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evolutionary way. This does not question the role of the market in generating and 
selecting innovations, but greater attention must be paid to the conditions under 
which innovations are generated and diffuse in market economies. According to this 
perspective, it is no longer sufficient for the state to fund science or long-term ori-
ented R&D in companies. In terms of research and innovation policy, it was now 
increasingly important to think of R&D in broader contexts, as more cooperative 
and more systemic.

In the early 1980s, the term innovation policy became increasingly dominant for 
all the policies that actively addressed these systemic challenges and linked them to 
economic and social goals (Rothwell and Zegveld 1981; Sweeney 1985). In view of 
the stated complexity of the system, the relevant innovation economists were quick 
to point out that a number of different ministries and policy fields would have to be 
an active part of such an innovation policy, and at the same time, that they would be 
overwhelmed by the complexity of the interrelationships. Thus, although the funda-
mental steering optimism of the 1970s was largely obsolete and the neo-liberal or 
neo-conservative turn in the late 1970s and early 1980s assigned the state a more 
reticent role in the economy, the role of the state became de facto increasingly 
important for the “new” innovation policy in light of the complementary insights 
into the systemic nature of innovation outlined above. This was accompanied by a 
greater differentiation of instruments that took different forms in different countries 
(Rothwell and Zegveld 1981, 55 ff.; Gaudin 1985; Stuart and Kuntze 1982).

In view of the many systemic points of connection in the innovation systems 
approach, the concrete set of instruments continued to become increasingly differ-
entiated over the course of the 1980s and 1990s (Edler and Georghiou 2007; Edler 
et al. 2016). The focus was on improving the framework conditions, and especially 
on incentives to support collaboration or networking among different actors. 
Examples include Alvey in the United Kingdom, ESPRIT and BREITE/EURAM at 
EC level, as well as the “Verbundprogramme” in Germany. In addition, there were 
cluster and network programmes, mobility programmes, knowledge and technology 
transfer programmes, further education and training on innovation management and 
entrepreneurship, as well as awareness-raising measures and the first large-scale 
foresight processes (see Cuhls et al. 2024 in this anthology). These were intended to 
provide actors in the system with more structured opportunities to jointly reflect on 
the orientation of innovation activities. The latter has been part of a broader under-
standing of policy advisory studies associated with the catchphrase of strategic 
intelligence (cf. Kuhlmann 2003 as well as Bührer et al. 2024 in this anthology). 
The differentiation and policy design of sectoral (among others, Malerba 2004), 
regional (e.g., Braczyk et al. 1998; Koschatzky 2001), and technological innovation 
systems (e.g., Carlsson and Stankiewicz 1995) became significantly more important 
during this phase. Accordingly, the epistemic community also broadened to include, 
for instance, economic geography and various forms of sustainability research.

Since both the European and, in federal countries, the regional level developed 
policymaking ambitions, and since it made sense to apply the innovation systems 
approach at different levels, this differentiation took place on all three political sys-
tem levels. Simultaneously, on all three levels, the institutions of innovation policy 
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also became increasingly more differentiated, i.e., innovation and funding agencies, 
ministerial departments, advisory bodies, etc. From around the late 1980s, this led 
in turn to a growing need for vertical and horizontal coordination.

Similar to the institutional expansion and differentiation of the innovation sys-
tems, the field of STI policy research also experienced major steps of institutionali-
sation in the early 2000s. Taking advantage of an EU sponsored scheme for European 
Network of Excellence (NoE), a number of senior researchers, led by Philippe 
Larédo of Paris, initiated the NoE “Policies for Research and Innovation in the 
Move towards the European Research Area” (PRIME). The founders were moti-
vated by the recognition of “major transformations in the locus, formulation and 
implementation of science, technology, higher education and innovation policies, 
which call for new theoretical and empirical research in research and innovation 
policy studies” (see Larédo 2003). Furthermore, as the STI policy field at the time 
was highly interdisciplinary and consisted of researchers dispersed in universities 
and non-university research organisations, it was poorly institutionalised. The inten-
tion thus was to create a pan-European intellectual homebase for researchers, in 
particular the young generation (Luukkonen et al. 2006). In 2010, building on the 
experiences of PRIME, the “European Forum for Studies of Policies for Research 
and Innovation” (EU-SPRI) was founded as a European Association which has 
meanwhile grown to include 19 member organisations (https://euspri- forum.eu/).

3.3  The “Normative Turn” and the Orientation Towards 
an Innovation Policy Aimed at Addressing 
Societal Challenges

In the early 2000s, there was a first wave of criticism of the dominant policy 
approach of the time, heralding, as it were, the policy shift towards addressing soci-
etal challenges. Although innovation policy as a policy of improving the system 
performance also set certain content-related priorities or directionality in technol-
ogy or sector-based programmes, it was generally not oriented towards specifically 
applying innovations to solve societal problems. Aligning innovation with societal 
needs was left to the state or other policy areas, not innovation policy. In terms of 
competencies of departments and ministries, negative coordination was the domi-
nant mode of governance, in essence leading to a demarcation of responsibilities. In 
the area of research and innovation funding, technology or sector programmes 
focused primarily on basic research and the early phases of the innovation process, 
while research and innovation with a stronger focus on strategic policy or societal 
goals such as energy efficiency or environmental protection were (and still are) the 
responsibility of the respective sectoral ministries. Although these disconnected 
responsibilities are understandable in their political-institutional context, it can be 
stated that the epistemic communities that were engaged in analysing and develop-
ing approaches in the respective policy areas were not able to sufficiently bridge the 
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gap between the different rationales. There was no overarching discussion of the 
different objectives and possible implications of an increased focus on sustainability 
issues, e.g., in the areas of energy, the environment, or water innovation (cf. the 
contributions in this anthology). The lack of an integrated approach has been noted 
over time by several authors, such as Walz et al. (2019), who criticised the lack of 
integration between environmental and innovation policies. Weber and Rohracher 
(2012) spoke in this context of policy coordination failure. So, although other policy 
areas were engaged in directional research and innovation funding earlier than STI 
policy in the stricter sense, this does not mean that this was done under the paradigm 
of initiating transformative change and the socio-technical system innovations nec-
essary for it. The lack of a transformative paradigm has been noted to this day, for 
example, in environmental policy (Jacob and Ekins 2020).

At the same time, orienting policy to real needs was already part of the concept 
of innovation policy as it had been developed in the 1980s. Even in the early days of 
a more explicit innovation policy, innovation researchers called for innovation pol-
icy to be more strongly oriented towards societal needs and for innovation policy to 
be placed at the centre of government policy, as it were, in order to bring about posi-
tive change in the economy and society (Rothwell and Zegveld 1982). An interna-
tional example of this is the summary of an Innovation Policy Workshop of the 
so-called Six Countries Programme, which was organised by Fraunhofer ISI:

In fact, with a little thought it is possible to extend the list of things that influence innovation 
to such an extent that if the concept of an innovation policy is expected to accommodate all 
of them, then such a policy becomes almost all encompassing in relation to the wide range 
of already existing policies. This should make clear that by its horizontal nature the goals of 
innovation policy may interfere with those of other policies. In a rational innovation policy, 
one would expect these conflicts to be recognized and taken into account in the formulation 
of policies and measures, i.e. a rational and systematic approach towards moving in desired 
and predetermined directions (Stuart and Kuntze 1982).

As early as 1985, Helmar Krupp also called for a decidedly demand-oriented 
approach (Krupp 1985), especially with regard to the necessary adaptation of new 
technologies to increase efficiency in the energy system. Moreover, Soete 
and Arundel (1993) developed a conceptual differentiation of innovation policy that 
included an explicit move towards an approach that was also “mission-oriented”.

However, these notions were ahead of their time. In practical policy terms, this 
only changed with the development of dedicated concepts for demand or needs- 
based policies (Edler 2007; Edler and Georghiou 2007). The starting point for this 
was, on the one hand, the attempt to make greater use of government demand to 
generate societally important innovations (Edquist et al. 2000; Edler et al. 2005). On 
the other hand, political actors from other policy areas (environment, energy) also 
began to look more closely for opportunities to use research and innovation policy 
to address complex problems in their areas of responsibility. At the same time, 
approaches in other policy areas that had traditionally applied demand-side instru-
ments inspired the innovation policy debate (Edler 2007). Consequently, demand- 
side instruments were also integrated (OECD 2011) into innovation policy with a 
focus on innovative procurement in the public sector. More far-reaching demands 
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for tools that not only integrate the demand side but also cover all the functions 
attributed to innovation systems in a holistic and coordinated manner (Edler et al. 
2007; Edler 2007; Smits and Kuhlmann 2004) went largely unheard.

With the shift to the demand side and thus to society’s needs, the bridge to other 
policy areas was finally established. However, the corresponding opening up of 
innovation policy only really began with the explicit turn towards the “Grand 
Challenges” and transformation-oriented innovation policy.

In addition to the early opening up of innovation policy research to include a 
stronger focus on societal challenges, there were simultaneous policy developments 
in the early 2000s that supported the existing paradigms (and they continued to 
dominate the majority of research articles published on the topic).

At the EU level, the Lisbon Strategy identified shortfalls in public investment in 
R&D and it was agreed that EU Member States would make a voluntary commit-
ment to increase their overall economic spending on R&D to three percent of their 
GDP. At the same time, the lead market idea was emphasised with the aim of bun-
dling and streamlining programmes in terms of topic and technology at both 
European and national level in order to achieve a stronger focus on promoting fields 
of strength or key technologies that had been identified. The newly created mission 
statement of the European Research Area was intended to support these ambitions 
and create the necessary systemic conditions at the same time.

The so-called Aho Report (Aho 2006) on the “Grand Challenges” was a first 
impulse in the direction of the emerging transformation in STI policy into the third 
paradigm on the policy level. In this report, innovation researchers and high-ranking 
representatives from politics and industry urged that innovation policy should be 
mobilised to solve societal problems in the EU. This was in no small part a response 
to the overall disappointing innovation dynamics in the context of the Lisbon 
Strategy. A few years after publication of the Aho Report, in the Lund Declaration 
in 2009 (Swedish Presidency 2009), 350 participants from science, politics, indus-
try, and research funding called on European policymakers to focus European- 
funded research on the grand societal challenges of the day and also to align national 
research funding accordingly in a conference organised by the Swedish EU Council 
Presidency in preparation for the 8th EU Research Framework Programme (later 
Horizon 2020). The statement already addresses the necessary political processes 
and course-setting that were to determine the debates for more directionality in 
innovation policy a few years later. In this context, the Lund Declaration (2009) 
emphasises that the “Grand Challenges” must be identified in a joint process involv-
ing politics, business, administration, NGOs, and the research community.

However, the financial crisis of 2008/2009 shifted the focus of many European 
governments back to stabilising economic strength, with particular attention paid to 
strengthening the industrial base. Although research and innovation had been con-
sidered important drivers of economic strength under the first two paradigms, many 
governments actually decreased their investments in R&D. The legal basis adopted 
in 2011 for the EU’s 8th Research Framework Programme Horizon 2020 (European 
Commission (2014)), for example, was dominated by the crisis and emphasised the 
growth and competitiveness of European industry as its primary goals. Although, 
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for the first time, the programme did not contain any theme-based sub-programmes, 
it did organise funding along seven societal challenges. However, the instruments 
used were not changed in any way that would have been conducive to the new para-
digm that was emerging. The societal challenges were merely included in the broad 
research agenda, and mostly only in the form of expected “impacts”, whereas the 
instruments continued to address primarily science and industry as the traditional 
R&D actors. Further developments of these instruments were primarily focused on 
strengthening SMEs and the innovativeness of companies (new instruments for 
SMEs and the subsequent piloting of the European Innovation Council, EIC). 
Similar developments occurred at the national level. In Germany, for example, the 
so-called High-Tech Strategy was launched in 2006 (Bundesministerium für 
Bildung und Forschung 2006), in which societal goals were increasingly proclaimed 
over successive generations of this strategy (Bundesministerium für Bildung und 
Forschung 2010, 2014, 2018). However, a consistent shift to the new paradigm had 
not yet taken place.

The adoption of the United Nations Sustainable Development Goals (SDGs) in 
2015, as well as the rapidly worsening climate crisis and internationally agreed 
climate targets once again increased the pressure on STI policy to focus its 
approaches more strongly and systematically on addressing these overarching 
issues. These developments at policy level were accompanied by and interrelated 
with conceptual developments in innovation research.

After Christopher Freeman, Bengt-Ake Lundvall, Charles Edquist, and Luc 
Soete, a second generation of innovation economists and researchers played a piv-
otal role. These included, for example, the economist Mariana Mazzucato, who 
gained popularity with her call for the state to take a more active role and to shape 
markets in response to important societal challenges (Mazzucato 2013, 2018). The 
innovation policy debate in Germany also opened up cautiously in the direction of a 
needs-based and directional approach as a result of the greater focus on evolution-
ary economics in the Expert Commission for Research and Innovation (EFI) 
appointed by the German government. However, the broader research community 
that was specifically concerned with STI policies dealt with the new issues com-
paratively cautiously and published only with some delay in reaction to the develop-
ments, especially at the European level. An early influential paper from 2012 by 
Weber and Rohracher created a foundation for broadening the legitimacy base for 
policy intervention by placing a third group of rationales for government interven-
tion alongside the established ones of market and systemic failures, namely: “trans-
formational failures”. Fraunhofer ISI also addressed the issue in its commemorative 
publication as part of its 40th anniversary celebrations (Daimer et al. 2012) and by 
organising the European Forum for Studies of Policies for Research and Innovation 
(EU-SPRI) conference under the heading “Towards Transformative Governance? 
Responses to mission-oriented innovation policy paradigms” (Fraunhofer Institut 
für System- und Innovationsforschung ISI 2012). The call for the conference postu-
lated the emergence of a third paradigm for STI policy:
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This (author’s note: The Lund) declaration has taken up and reinforced a development in the 
past few years in which governments and the European Union have adopted a new strategic 
rhetoric for their research and innovation policy priorities which addresses the major soci-
etal challenges of our time. This is evolving into the third major policy rationale besides 
economic growth and competitiveness.

The third paradigm essentially assumes that science, technological development, 
and innovation produce relevant contributions to solving the societal challenges of 
our time and, in particular, trigger transformations in the direction of sustainable 
development.

The STI policy science community is now intensively addressing issues related 
to this latest policy paradigm and is increasingly interacting with communities 
researching sustainability transitions. This has further substantiated the impetus of 
the third paradigm in normative and conceptual terms. Thus, approaches such as the 
multi-level perspective were taken up, from which the need for policy interventions 
aimed at supporting new market niches (technologies or applications) can be derived 
(Geels 2002; Smith et al. 2010). A conceptual combination of approaches from the 
two research traditions, i.e., approaches from STI policy and sustainability transi-
tion research, and thus an explicit derivation of the third paradigm was provided by 
another influential publication by Schot and Steinmueller (2018), which popular-
ised the term transformative innovation policy.

Although the new paradigm of innovation policy, which aimed at directionality, 
problem-solving, and system transformation, quickly became widely accepted (e.g., 
OECD 2015), little has changed so far at the instrumentation level. Policymakers 
may have accepted the new objectives (“policy agenda”), but they have not yet fully 
adapted a broader concept of innovation, which would ultimately have far-reaching 
implications for innovation policy instrumentation (Diercks et al. 2019).

A broad conception of innovation goes beyond a purely science-based and tech-
nological understanding of it to include forms such as “doing, using, and interact-
ing”, which places a great deal of emphasis on social or organisational innovation. 
This also implies that the group of innovating actors is defined more broadly, 
encompassing not only research and industry, but also a wider range of actors in the 
public and, above all, the civic sectors (cf. also Warnke et al. 2016). A third crucial 
point is that, in addition to the supply side (“technology supply”), the demand side 
(end users, so-called “need owners”) is also an important starting point for pol-
icy design.

Many of the policies established in recent years address the new objectives, but 
in effect still remain constrained by a narrow definition of innovation. The above- 
mentioned example of Horizon 2020 is one of them, as are some of the national 
innovation strategies initiated in the past decade, such as the German High-Tech 
Strategy (Bundesministerium für Bildung und Forschung 2018) or the Dutch Top- 
Sector Strategy (Ministry of EZK 2019). Despite their mission-oriented focus, both 
these national strategies rely primarily on research and technology and allude, 
mainly rhetorically, to wider definitions of actors and innovation, but do not actually 
apply them in the instruments used.
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There are systemic instruments that are suitable for addressing the new paradigm 
because they deal with diagnosed systemic failures in a differentiated way and are 
suited to integrating a wider definition of innovation and directionality (orientation 
towards societal challenges). These include, above all, approaches that strengthen 
the ability of actors to learn and reflect, such as adaptive, supportive, and interactive 
evaluations of funding programmes, or foresight processes that are designed to be 
inclusive and systemic (Daimer et al. 2012; Lindner et al. 2016).

Whereas at the strategic level, the alignment of STI policy with the Grand 
Challenges can now be observed on a broad scale in the OECD world, the under-
standing of innovation and its instrumentation has by and large not followed suit. 
Against this background, STI policy in a number of OECD countries as well as at 
the EU level has increasingly adopted mission-oriented approaches in recent years 
(Larrue et al. 2019; Larrue 2021), in order to make the unspecific Grand Challenges 
politically manageable and to operationalise them by defining concrete targets and 
time horizons (Lindner et al. 2021). Accordingly, current research is concentrating 
on the new mission-oriented approaches (Janssen et al. 2021; JIIP 2018; Kuittinen 
et al. 2018; Wanzenböck et al. 2020; Wittmann et al. 2021a, b). It can be observed 
that mission-oriented approaches are becoming increasingly differentiated and a 
number of challenges related to governance have been identified, which still stand 
in the way of effectively implementing mission approaches (Edler and Boon 2018; 
Lindner et al. 2021). Simultaneously, the first attempts are being made to evaluate 
these new policy approaches (Ghosh et  al. 2021; Haddad and Bergek 2023; 
Wittmann et al. 2022), which are primarily concerned with the question of how to 
measure political and societal “impacts” (cf. Bührer et al. 2024 in this anthology on 
this and on the generally increasing impact orientation). Another major issue that 
has so far been discussed mainly in research is the need for the transformation of 
entire systems, understood as a reconfiguration of the provision of important soci-
etal functions such as mobility or energy supply. This requires a complex process of 
transformation involving not only technological but also non-technological innova-
tions and changes in actor behaviour, as well as the reconfiguration of actor net-
works (Borrás and Edler 2020; Grillitsch et al. 2019).

4  Conclusions and Outlook

4.1  Making Sense of Paradigmatic Changes

The development of STI policy in the OECD world can be divided into three distinct 
phases that differ in terms of the underlying theoretical basic assumptions about 
how knowledge and innovations emerge, the policy goals, the dominant approaches 
to solutions, policy instruments and governance structures as well as the contribu-
tions of (policy advising) innovation research.
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 1. In the first post-war decades, the theoretical foundations for early STI policy 
were clearly dominated by the key postulates of neoclassical economics. State 
intervention in processes of knowledge generation was justified by the need to 
address phenomena of market failure, especially in the funding of basic research. 
However, the policy paradigm was not without contradictions at the level of 
instrumentation, as priorities and steering of technology policy already existed, 
albeit in a comparatively weak form that were in conflict with neoclassical ortho-
doxy. Over the course of the 1970s, there were the first cautious conceptual 
developments from science that challenged the previously dominant basic 
assumptions and problem constructs. These were based on a gradually improved 
understanding of knowledge generation processes as well as initial approaches 
of a systemic understanding of innovation processes.

 2. From the end of the1970s, the second STI policy paradigm gradually asserted 
itself as the dominant perspective. As with the first paradigm, the key policy 
goals of STI policy focused mainly on economic objectives such as growth and 
competitiveness. The main drivers behind this paradigm shift were the end of the 
long period of economic growth in the first post-war decades and intensified 
international competition, which significantly increased the importance of 
national (and later also regional and sectoral) innovation performance as an 
essential prerequisite for economic prosperity in the political and scientific 
debates. In this context, these were the expansion of the theoretical and concep-
tual foundations of the STI policy paradigm to also include concepts from evo-
lutionary economics and other academic disciplines (such as political science) 
on the one hand, and new insights into innovation processes and their factors of 
influence on the other. When combined, at the time, these provided convincing 
epistemic explanations to challenge STI policy. The goals of STI policy remained 
basically the same compared to the first paradigm (economic growth), but with a 
much stronger emphasis on company-based innovation activities. At the level of 
instruments, the new paradigm was accompanied by numerous innovations in 
the form of “system-strengthening” instruments. However—and this is an indi-
cation of the phenomenon of policy layering—key instruments from the first 
policy paradigm were largely continued without any changes. Criticism of the 
goals of the system-strengthening paradigm started at the beginning of the 2000s, 
mainly due to the insufficient orientation of STI policy towards society’s needs.

 3. The rise of the third STI policy paradigm became apparent around the mid- 2000s. 
The main characteristic of this most recent paradigm is the targeted orientation 
of STI policy towards addressing urgent societal challenges. Within this para-
digm, STI policy measures are justified by the potential contributions that STI 
can make to addressing the Grand Challenges. This new orientation at the level 
of objectives was mainly driven by the growing pressure of problems related to 
worsening of the climate crisis and the crossing of planetary boundaries as well 
as the growing realisation that previous STI policy approaches were unable to 
effectively mobilise science, technology, and innovation and direct them to 
tackle current problems. However, economic crises have slowed down the trans-
formation process and reinforced the strong influence of established STI policy 

R. Lindner et al.



25

paradigms. Overall, the fundamental objective of the third policy paradigm has 
become established over the last 10–15 years and it is now widely recognised 
that this new generation of innovation policy should not only address market and 
system failures, but also the failure to transform (Weber and Rohracher 2012). 
However, the debate in STI policy research on the conceptual foundations and 
implications of the new paradigm has largely only taken place as a follow-up to 
the strategic reorientation of STI policy, which, as has been shown, was strongly 
influenced by the course set at EU level. Important discursive contributions to 
the paradigm shift from research are related, for example, to re-assessing the 
function of the state in research and innovation processes, which is in contrast to 
the main, primarily neoclassically influenced axioms of previous policy para-
digms, as well as to systematically deriving the policy intervention rationale for 
the new paradigm. The fact that a significant mismatch between paradigm objec-
tives, on the one hand, and the instruments and governance structures, on the 
other, can still be observed is also an indication that the process of paradigm 
change is still ongoing.

Table 1 provides an overview of the three STI policy paradigms based on the key 
analytical dimensions of this chapter.

In order to further develop the policy-analytical understanding of the processes 
of paradigm shifts, some conclusions can be drawn, at least with regard to the STI 
policy field. That policy paradigms are not subject to strict incommensurability and 
that one paradigm does not have to be completely replaced by the next is supported 
by the analysis of the three STI paradigms. The fact that the dominant paradigm in 
each case has incorporated theoretical and conceptual elements as well as partial 
goals of the previous paradigms clearly confirms empirically the possibility of 
recombinations and hybrid forms. This rather “soft” form of paradigm shift is cou-
pled with predominantly incremental processes of paradigm shift that take place 
over longer periods of time. One explanation for the fact that the process of para-
digm shift in STI policy has not been characterised by a clear replacement of one 
paradigm by another, as conceptualised by Hall (1990, 1993), could be that he based 
his analyses on the replacement of an economic policy paradigm, whose basic 
assumptions were developed and discussed exclusively by one scientific discipline. 
In STI policy, on the other hand, a number of different disciplines have played a role 
since the 1970s at the latest, with the consequence that academic discourses are 
more diversified and thus the processes of paradigm change could also be more 
multi-layered. We have seen that, at least in the two most recent STI paradigms, the 
degree of coherence between the systems of ideas is low, given the coexistence of 
sometimes contradictory intervention logics, approaches, and goals.

The three STI policy paradigms have thus been superimposed on one another in 
an additive manner in the sense of policy layering, reducing the effectiveness of the 
preceding, older paradigm in each case, but not displacing it completely. This some-
times results in considerable tensions both between and within the paradigms. This 
last point applies, for example, to certain measures of targeted technology support 
that took place within the framework of the first and second paradigms, but which 
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Table 1 Overview of the three STI policy paradigms

Analytical 
dimensions

Paradigm 1:
STI policy to generate 
knowledge and address 
market failures

Paradigm 2:
Innovation systems 
approach

Paradigm 3:
Directionality and problem 
orientation, transformative 
change

Context 
conditions

Post-war years with a 
specific focus on 
reconstructing science 
systems

End of the long phase 
of economic growth in 
the post-war decades; 
stagflation in Western 
industrial nations

Growing political urgency 
of the “Grand Challenges” 
and the need for system 
transformations

Basic 
understanding

Development and 
expansion of scientific 
capacities, public 
funding, especially for 
the generation of basic 
knowledge;
Neoclassical welfare 
theory as a guiding 
theoretical and 
conceptual idea

Ideas based on 
evolution theory;
Research and 
technology as 
particularly important 
drivers of economic 
growth

STI as an essential 
prerequisite for and 
contributor to solving 
societal challenges;
Emerging change: 
increasingly broad 
understanding of 
innovation, which also 
sees non-research-based 
forms of innovation as key 
to addressing societal 
challenges

Policy 
objectives

Promoting growth and 
competitiveness through 
research

Growth, economic 
dynamism, and 
competitiveness 
through innovation

Focus increasingly on 
addressing societal 
challenges, complemented 
by economic goals such as 
competitiveness

Problem 
constructs and 
solutions

Since knowledge is 
conceptualised as a 
public commodity, 
government funding is 
required (basic research, 
research institutions);
Utilisation of linear 
understanding 
predominantly through 
spill-over effects
Support through IP 
governance;
To some extent 
technology policy 
priorities

Systems of innovation 
and interaction 
between actors as 
dominant heuristic;
Understanding the 
innovation process in a 
recursive way;
Government 
interventions aimed at 
improving the 
performance of the 
innovation system 
(systemic instruments);
Supply orientation;
Innovative companies 
as the key to globally 
competitive economies

Systems of innovation 
remain key;
Sustainability 
transformation concepts 
find their way into STI 
policy discourses;
At the level of instruments, 
largely as in paradigm 2, 
quantitative growth of 
thematic research funding;
First approaches of MOIP 
and transformative 
innovation policy;
Growing impact 
orientation;
Need for system 
transformations

(continued)
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were at odds with the dominant economic assumptions of the time. With regard to 
the third paradigm, there is a potential conflict of goals with the earlier paradigms, 
both of which, in different ways, aim at the economic growth of separate, mainly 
national, innovation systems. As already stated in the Club of Rome report “The 
Limits to Growth” (Meadows et al. 1972), planetary limitations such as resource 
availability necessitate a move away from a definition of welfare that is based exclu-
sively on economic growth. In addition, sustainable innovation needs to diffuse as 
quickly as possible. This implies that the necessary demand-side support can 
become support for innovation imports and thus contribute to positive economic 
benefits in other innovation systems (Edler 2010).

The overall picture also reveals differences in the contributions of the STI policy 
research community and scientific policy advice community to the processes of 
paradigm change. This becomes clear when looking at the recent STI policy para-
digm shift, which differs from the previous one primarily in terms of changes at the 
level of objectives, while the shift from the first to the second paradigm was signifi-
cantly driven by changes at the level of basic theoretical assumptions and concep-
tions of the problem. To put it bluntly, the first case was therefore primarily 
science-driven, while the second paradigm shift was and is more strongly influ-
enced by shifts at political and normative levels. In both paradigm shift processes, 
however, changes to the context conditions—in brief: end of the growth phase of the 
post-war decades and stagflation crisis, urgency of the climate and environmental 
crises—created important prerequisites for paradigm reorientation. It is a perplex-
ing finding that, apart from a few exceptions, the scientific community in the field 
of STI policy has not actively promoted and prepared the conceptual basis for the 
most recent paradigm shift, but has delayed incorporating it into the research agen-
das. One reason for this omission may be the process of professionalising the 

Table 1 (continued)

Analytical 
dimensions

Paradigm 1:
STI policy to generate 
knowledge and address 
market failures

Paradigm 2:
Innovation systems 
approach

Paradigm 3:
Directionality and problem 
orientation, transformative 
change

Main focus of 
(policy 
advising) 
research

Requirements of 
knowledge generation in 
publicly funded research 
and in industry;
Requirements for the 
transfer of basic 
knowledge to its 
application

Further development of 
the understanding of 
innovation processes 
and the implications 
for innovation support;
Identification and 
analysis of 
requirements and 
effects of the 
innovation system and 
its deficits (also 
comparatively);
Instruments for system 
upgrading and their 
effects

Further development of 
STI policy instruments and 
their governance to 
achieve directionality;
Interplay between 
innovation and system 
transformation;
Identification of innovation 
paths that contribute to 
solving problems;
Mobilising strategic 
intelligence, including 
impact analysis, to support 
transformations
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discipline of innovation research in recent decades. This has led to establishing and 
formalising the discipline of innovation research at universities and non-university 
institutions, but at the same time might have been accompanied by a tendency to 
close off innovation research from related disciplinary discourses, such as sustain-
ability transition research. A perspective that was strongly influenced by economic 
and industrial policy also prevented a discourse being established with the epistemic 
communities of important sectoral policies, where the directionality towards sus-
tainability became apparent early on, which was also reflected in the corresponding 
sectoral research and innovation funding programmes. It was not until the rise of the 
third STI policy paradigm that efforts were actively made to correct these past 
omissions.

4.2  Challenges for the STI Policy Community

Looking at the changing paradigm of STI policy since the post-war period has 
clearly revealed the profound interplay between changing environmental condi-
tions, new normative policy objectives, and the conceptual work of the scientific 
community. Looking at the future development of STI policy poses the question 
with which research agenda, but also with which understanding of its role STI pol-
icy research can make the most constructive, future-oriented, and socio-politically 
relevant contributions. This seems to require a three-pronged approach:

 1. Coherence: In the course of the policy layering of the three distinct phases of STI 
policy to date, tensions and contradictions are evident in some of the central 
basic assumptions as well as in the orientation of STI policy actions derived 
from them. Contributing to a more coherent theoretical-conceptual framework 
of STI policy and its further development seems to be an important task for the 
relevant STI policy researchers and their scientific policy advice services. 
According to Hogan and Howlett (2015) and Daigneault (2014a), the coherence 
of idea systems or policy paradigms plays a major role in determining how influ-
ential and “policy effective” they are. As effective contributions of science, tech-
nology, and innovation to the complex processes of system transformations are 
increasingly called for, greater urgency is attached to questions concerning the 
right balance and effective interplay between market-oriented mechanisms and 
primarily state-orchestrated directionality. So far, the tensions between the 
market- oriented basic assumptions of the first two paradigms and the problem- 
and/or solution-oriented approach of the third paradigm have hardly been 
addressed. One exception is the attempt by Breitinger et al. (2021) to produc-
tively combine findings from classic innovation research with the requirements 
of transformation processes.

Of even more fundamental importance is the conflict between the goals of 
economic growth and the need to respect planetary boundaries, which has so far 
only been touched upon marginally in the STI policy community. The discourses 
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on green growth, de-growth, or post-growth have so far largely taken place with-
out any significant participation of innovation researchers. A systematic exami-
nation of the question of how innovation processes can be shaped under a 
different growth policy premise appears increasingly necessary.

 2. Positioning: It is obvious that findings from STI policy research can make sig-
nificant contributions to the effective design of transformation processes. 
 Particularly relevant STI policy perspectives include questions of improving the 
performance of innovation systems, the diffusion speed of new applications and 
innovative processes, or the analysis of policy and governance capacities. While 
the need to mobilise STI for transformation processes is indisputable, there has 
been no approach to date that effectively links STI policy with sectoral policies. 
The problem is illustrated by the example of mission-oriented innovation policy 
(MOIP), which often claims to be transformative, but in fact remains mostly 
within the traditional confines of the STI policy field in terms of its main focus. 
The fact that effectively integrating STI policies into the broader policy mixes of 
sectoral transformation processes might also be accompanied by a relative weak-
ening of the role of STI policy in relation to the respective sectoral policies has 
hardly been openly discussed so far, although the field of sectoral policy research 
has touched upon this. Here, STI policy is conceived as part of an overarching 
policy mix that complements sectoral policies which play a role primarily in 
innovation diffusion and the exnovation of established solutions (e.g., Kivimaa 
and Kern 2016; Rogge and Stadler 2023).

The growing importance of transformation processes raises further questions 
of identity and positioning for the STI policy community. Since successful trans-
formations aim at comprehensive behavioural and structural changes, generating 
winners and losers and often intervening to a great extent in people’s everyday 
lives, transformative policies generally receive more political and media atten-
tion than conventional innovation policies. The question of how to deal with the 
potential politicisation of transformation processes also arises indirectly for 
(policy advising) academia. So far, it seems that STI policy researchers have not 
paid much attention to these issues.

 3. Responsiveness: The last few years have been repeatedly marked by turbulent 
developments such as the COVID 19 pandemic or the deep geopolitical upheav-
als resulting from Russia’s military aggression. In general, the STI policy com-
munity has responded quickly to each crisis. For example, in the case of the 
pandemic, methods were developed to assess the effectiveness of crisis response 
(Weber et al. 2021). Fundamental questions of systemic resilience (cf. Roth et al. 
2021) in response to increased crisis probability or technology sovereignty 
(Edler et al. 2023) in the face of growing geopolitical uncertainties and global 
trade conflicts were also incorporated into the research agenda. In view of the 
growing frequency and intensity of crises, the question also arises as to the 
implications for STI policy research. Two things seem obvious: in the short to 
medium term, the aim is to improve the responsiveness of research and innova-
tion actors without compromising quality and content; in the medium to long 
term, it will be a matter of further developing research and innovation systems in 
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the direction of resilient yet transformation-capable structures. The idea behind 
this is that policymaking based on a concept of the reasons for failure will always 
remain reactive. This should be accompanied by a more forward-looking, proac-
tive approach to policymaking that enables policy interventions based on a 
potential future failure to address crisis-related developments (Kubeczko and 
Weber 2009). Especially for the latter, the STI policy community seems rather 
well equipped due to its wealth of knowledge and experience with system 
analyses.
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Abstract Innovation indicators are instruments to systematically analyse the per-
formance of innovation processes and systems. In this chapter we discuss the evolu-
tion of innovation indicators alongside conceptual developments as well as technical 
and methodological progress. We identify four driving factors, namely (1) new 
theories/concepts, (2) lower technical thresholds for data analyses and availability 
of new data, (3) increasing policy demands and (4) technological and economic 
developments. Our discussion shows that at different stages of the indicator devel-
opment different factors were the driving forces. The early innovation indicators 
were mainly R&D-centred with a strong focus on the manufacturing industry and 
R&D processes in companies as well as the science systems. The innovation sys-
tem’s perspective widened the focus and introduced additional indicators, among 
them indicators on transfer and collaboration. Data availability and better options 
for data treatment and analysis gave another push. More recently, information and 
computer science methods have entered the innovation indicators scene and wid-
ened the scope even further. We conclude that indicators are a means to measure and 
assess constructs which are otherwise not directly measurable. They should not 
become a means in itself.

1  Introduction

This chapter intends to provide an overview of innovation indicator developments 
since the early 1970s and against that background to critically discuss current trends 
and potential future developments. When writing on innovation—and this is essen-
tially the case when writing on innovation indicators—it is always a good idea to 
start with Schumpeter (1997 [1911, 1934]) and his seminal work on the economic 
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development. We will come back to his work when defining innovation. However, 
our journey of the history of innovation indicators and development over time starts 
after the Second World War when the new discipline of innovation research started 
off with conceptual and also empirical analysis of the subject in new research units 
and institutes, among them Fraunhofer ISI, founded in 1972.

Vannevar Bush published his “Science—The Endless Frontier” (Bush 1945) in 
1945 that led to the establishment of the National Science Foundation in 1950 where 
he essentially suggested the linear model that reaches from basic research to innova-
tion (Godin 2006). In the USA a systematic analysis of innovation processes, their 
management, as well as conceptual considerations on their formation and effects, in 
particular by economists and sociologists started as early as the 1930s and 1940s 
(see, for example, Fagerberg et al. 2011; Godin 2006). A regular report by the NSF 
was first published in the late 1950s (Godin 2003). At the same time Europe—during 
this period the USA and Europe mainly represented the industrialised world—was 
lagging behind. Also systematic data collections of innovation processes or out-
comes slowly began to emerge on both sides of the Atlantic in the 1950s and 1960s.

Starting in the mid-1960s, the OECD assumed a very important and impactful 
standard setting role. It thereby changed the development not only of innovation 
analysis, but even more so the development of innovation indicators that were 
needed for these analyses (Godin 2003). It was also decisive for the development 
and diffusion of science and innovation policies on a global scale (Henriques and 
Larédo 2013). The OECD was following what we call “the R&D paradigm”—
focusing on innovation activities in the R&D departments of companies, mainly in 
large multinational enterprises. In consequence, indicators were developed and 
employed that allowed a thorough analysis of R&D inputs and outputs in industry. 
With the availability of large data sources—not called Big Data in the early years—
and the capacities to process them in the first decade of the new century, an emanci-
pation from the R&D paradigm resulted in a new paradigm of innovation research 
(Sundbo 1997, 2001). This accelerated and shifted the focus to the service sector 
and also to further aspects of the innovation process.

In the following, we will discuss the evolution of innovation indicators in the last 50 
years. We will do so in a contextual and conceptual approach. We analyse the develop-
ment of the generation and use of indicators in the context of the changes in the concep-
tual understanding of the innovation process. In addition we look at the changes in the 
political demand to understand innovation dynamics over time. The chapter is struc-
tured as follows. We briefly introduce our conceptual framework before we summarise 
the theoretical foundations of innovations in technologies and firms in the next section 
of this chapter. Section 3 describes the pioneering activities and first innovation indica-
tors that already broadened the empirical perspective on innovations and continues with 
indicators that allow to describe innovation systems and their performance in a national 
and international comparative perspective. New data sources and upcoming target areas 
are discussed in Sect. 4, while Sect. 5 focuses on recent developments and tries to look 
what is immediately ahead of us. Section 6 contains the summary and conclusion.

As a conceptual framework we consider four different, but interacting dimen-
sions. They have shaped the demand for and evolution of the indicators in the last 
50 years (Fig. 1).
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Fig. 1 Framework for the 
evolution of indicators. 
Source: Own 
representation

Economic and innovation theories provide a first dimension on the development 
of innovation indicators. Important examples comprise the replacement of a linear 
understanding of innovation by a systems perspective, the realisation of different 
types of innovation systems and their significance, such as national, regional or 
technological systems (Warnke et al. 2016). Other contributions deal with research 
on the functions of innovation systems offering new opportunities for innovation 
analyses (Bergek et al. 2008; Hekkert et al. 2007), or the emergence of transition 
theories, providing a multi-level perspective on innovation (Geels 2002). For a sys-
tematic elaboration of empirical evidence supporting such new concepts, specific 
indicators are needed.

Second, new technological possibilities to generate data offer an additional per-
spective for the elaboration of innovation indicators and the empirical analyses. The 
tremendously increasing computing power or the availability of huge data sets (Big 
Data) not only in (natural) science, but also on social and economic systems, are 
important examples illustrating these trends (Glänzel et al. 2019).

The third dimension comprises the political perspective. Needs and concerns in 
the political space call for objective, and if possible, quantitative measures and 
assessments for informing policy-making. Examples include the discussions on the 
international competitiveness (Fagerberg 1988; Freeman 2004) of Europe in the 
light of emerging economies in Asian countries. This trend started in the 1970s with 
a focus on Japan and for a number of years has been replaced by the development 
of China as an economic super power. This was complemented by increasing con-
cerns as to the contribution of technologies and innovations to solve societal prob-
lems (Edler and Fagerberg 2017). Other recent examples include discussions on 
technology sovereignty (Edler et al. 2020) of nations or regions considering trade 
restrictions, breaking down of supply chains, or the dependence on energy supply 
and raw materials from just a few countries.

The fourth dimension concerns technological and economic developments. 
Examples encompass the rapidly growing biotech sector since the 1980s (Reiss 
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2001), the ongoing digitisation of basically all industry sectors (Oztemel and Gursev 
2018) or recently the emergence of new technological paradigms, such as quantum 
technologies. Exemplary economic developments embrace, for example, the grow-
ing global influence of China (Frietsch et al. 2019), the dominating role of a few 
global IT companies, or the issue of economic perspectives of countries in the 
Global South. In order to track such developments, suitable indicators are required.

2  Theoretical Foundations of Innovation Processes

2.1  What Is an Innovation Indicator?

Before we clarify what is an innovation indicator, we first need to define what we 
see as innovation in the context of our discussion. In other words, we need to define 
our subject before we can look for means to measure and describe this subject. 
Schumpeter (1942, 1997 [1911, 1934]) himself did not really define innovations. He 
only delivered a process definition using five categories of “new combinations”, 
namely new products, new production processes, new markets, new input sources or 
new positioning in markets.

First globally accepted and codified definitions of innovation at the OECD (1992, 
p. 31) and also previously used definitions were restricted to technological product 
or process innovations. These definitions led to (or were inspired by) a focus on the 
manufacturing industry and a corresponding production of data and indicators. It 
served well for a long time, but since the second half of the 1990s, in particular, it 
has repeatedly encountered broad criticism within empirical and theoretical innova-
tion research (Coombs 2003; Gallouj 1997, 2002; Hauknes 1998; Miles 2004; 
Sundbo and Gallouj 1998; Tidd and Hull 2003), since a superficial focus exclusively 
on technical innovations no longer seemed appropriate due to the growing impor-
tance of the service sector within Western industrialised countries.

In consequence, the OECD adapted the definition of what innovations are. 
However, similar to Schumpeter the definition is also a process—or in this case an 
output-oriented—definition. The OECD provided a general definition, describing 
innovation as the result of different kinds of processes:

An innovation is the implementation of a new or significantly improved product (good or 
service), or process, a new marketing method, or a new organisational method in business 
practices, workplace organisation or external relations (OECD, Eurostat 2005, p. 46).

Following the OECD approach, defining innovation as the process of the genera-
tion of new outcomes or the outcome of such a process itself, we continue with the 
definition of what an innovation indicator is.

Many analytical subjects, especially when they are of an abstract, multidimen-
sional, or in other ways complex form, cannot be directly observed or measured. 
These are the so-called latent constructs or latent variables in economic and man-
agement research. To monitor, assess, compare (benchmark) or measure them, it is 
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therefore necessary to resort to so-called indicators, which—as their name clearly 
suggests—provide an indication of the underlying concept to be measured (Grupp 
1998). In essence, these are factors or variables of which one knows or at least 
believes to know that they are closely linked to the subject of interest and therefore 
allow conclusions to be drawn about the actual target variable. These indicators can 
then be measured, counted or recorded in some other way.

If ‘measurement’ is the formal assignment of numbers to circumstances, comparisons will 
be necessary. [...] The properties which need to be noted when comparing the process inves-
tigated against an archetype are termed indicators. If, simultaneously, various indicators are 
considered plausible (which is standard practice in innovation economics), it can be stated 
that various operational definitions and hence various measurement processes are available 
to innovation processes or to their component parts. (Grupp 1998, p. 31)

Besides what Grupp emphasised in this definition of an indicator, namely the 
link between the measurement and the circumstance itself, the operationalisation of 
the measurement in form of an indicator and its validation are inevitable. 
Furthermore, it should always be kept in mind that the indicators are only indica-
tions and therefore a means to analyse the end. It should not become an end in itself. 
In this respect, the measurement itself might have an impact on the validity of the 
relation between the subject (or circumstance, as Grupp put it) and the indicator. For 
example, scientific journal publications were seen as an indication of scientific com-
petences, assuming they add to the current scientific knowledge. In addition, their 
quality as well as scientific perception or visibility was to be reflected by the cita-
tions they receive in papers by other researchers. In times when the numbers of 
publications exploded and when the marginal added value of the majority of these 
publications is diminishing, the former relation of the subject/circumstance (namely 
scientific contribution) and the indication by bibliometric data might require a 
reconsideration.

We leave the answer to these questions to other papers, but would like to stress at 
this point that indicators are a means and not an end in themselves and should be 
carefully selected and used based on scientific grounds. Otherwise artefacts and 
mistakes might be the outcome of indicator studies instead of empirical evidence. 
The fact that, for example, social media data is available at all does not mean that it 
is an adequate indication of social impact of scientific or technological activities. 
Proper conceptualisations and especially validation studies of these conceptualisa-
tions are mandatory. A task that nowadays sometimes seems to be neglected, when 
data availability appears to drive the conceptualisation instead of an operationalisa-
tion of the concepts based on proper data and indicators.

2.2  The Development of a New Discipline: Innovation Studies

In this part of the chapter we describe the innovation indicators along the dimension 
one and two of our indicators development scheme (see Fig. 1) as this more or less 
reflects the chronological order of the historical development. The first dimension is 
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that of innovation research and economic theory. The second dimension is that of 
data availability and accessibility as well as decreasing technical obstacles due to 
increasing computing power. To start with, we address the first dimension and espe-
cially the paradigm we would like to call the “R&D paradigm” as the indicators at 
this time are centred on the R&D activities—either the R&D inputs like expendi-
tures or personnel, or the output in form of patents or publications. The “R&D para-
digm” bore innovation indicators at the firm level as well as at the macro-economic 
level to analyse the (linear) innovation process that spans from directed and struc-
tured R&D activities to inventions and via new technologies, processes or services 
to commercialisation and diffusion of these inventions, which then become innova-
tions (Godin 2006; Grupp 1998; Schmoch et al. 2000).

The theoretical basis of innovation economics was elaborated by Joseph 
Schumpeter as early as 1911 (Schumpeter 1942, 1997 [1911, 1934]). In the 1960s 
and 1970s, economic theories on innovation were developed by, e.g., Gibbons and 
Johnston (1974), Gilpin (1975), Mansfield (1968), Merrifield (1979), Nelson and 
Winter (1977), Price and Bass (1969), Rosenberg (1976), Schmookler (1966), 
Utterback and Abernathy (1975) or Weingart (1975) who laid the conceptual ground 
for innovation systems analyses, innovation economics and innovation policy as 
well as innovation policy analyses. As innovation economics contribute to describ-
ing and analysing economic prosperity, the theories induced a strong need for 
empirical verification and stimulated the conception of innovation indicators and 
innovation monitoring.

However, the broader establishment of innovation economics as an independent 
sub-discipline of economics was first initiated by Christopher Freeman with his 
book “The Economics of Industrial Innovation” (Freeman 1974). Therein, he 
describes the growing relevance of innovation for economic prosperity by citing 
various examples such as chemistry, automobiles or electronics. The illustration of 
the theory by empirical examples was decisive for the broad diffusion of Freeman’s 
approach that he developed further in his later publications (e.g. Freeman and Soete 
1997). For him, research and development (R&D) played a crucial role. For exam-
ple, he showed the trends for the expenditures on R&D in the 1980s for 50 leading 
countries. He also provided a table on inputs and outputs in research, invention, 
development and innovation and listed various items, which could be used to mea-
sure these activities. He therefore introduced innovation indicators. For instance, he 
suggested the working time of researchers or their remuneration, research papers, 
patents or technological papers as possible measurable quantities.

Freeman had established the Science Policy Research Unit (SPRU) at the 
University of Sussex as early as 1966 (Fagerberg et al. 2011) and even before that 
he got involved in the OECD in order to achieve a comparable documentation of the 
R&D activities of countries that led to the Oslo Manual—setting the standard at that 
time and continuing to do so today. His work had enormous influence on the field, 
but also on institutions worldwide, among them Fraunhofer ISI.

While in Solow’s (1956) economic growth model the technological change was 
external and simply explained by the unexplained component in the model, 
Mansfield (1968) and later on Romer (1990) endogenised the technological prog-
ress and established it as a relevant component in macro-economic modelling, giv-
ing especially way to analyses of the technological competitiveness of countries, 
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regions or sectors. At about the same time, analyses at the micro-economic level of 
the firm began to focus on effects of innovations on firm performance and competi-
tiveness (Crépon et al. 1998; OECD 1996; Teece 1986, 1998). R&D expenditures 
became the main input indicator to measure and assess the efforts to achieve new 
scientific and technological knowledge that lays the foundation of this competitive-
ness, both at the level of countries and at the level of firms. At the throughput level 
of the innovation process, scientific publications and patents became the core indi-
cators. The main advantage of these indicators is not only the direct comparability 
of countries (or science and innovation systems, respectively), but also that they 
enable putting a focus on scientific disciplines and technological areas—even down 
to individual technologies. In the early years a focus on countries, regions and tech-
nologies was mostly taken, while in the 2000s a shift towards analyses of organisa-
tions and individual actors in the system became more widespread—among other 
factors, this trend was definitely influenced by the innovation systems heuristic 
(Edquist 1997; Lundvall 1992; Nelson and Winter 1982) and its actor orientation.

Box 1: One Example of Organisational Development in the Field of 
Innovation Indicators: Fraunhofer ISI’s Pathway to Indicators
The founder and first director of Fraunhofer ISI, Helmar Krupp, was in close 
contact with Christopher Freeman. In the first years of the institute’s activities, 
the work was primarily qualitative, e.g., the conception of political measures of 
initiating R&D activities in small and medium-sized enterprises, or based on 
limited surveys, e.g. users of energy efficient houses. The general situation at 
that time is well characterised by a seminar of the German Federal Ministry of 
Research and Technology (BMFT) with international participants in 1977, 
where most of the contributions were qualitative (Stroetmann 1977). The only 
innovation indicator was research and development expenditure (R&D) by 
countries or by specific industrial sectors. The contributions to patents dealt with 
the relevance of patent protection for innovations, but not with patent statistics.

Early contributions by Fraunhofer ISI to innovation indicators are Gielow 
et al. (1982), suggesting improvements of the German survey on industrial 
R&D, Kuntze et al. (1975) with basic considerations on using patent statistics 
as an innovation indicator, and Legler (1982b), analysing the German chemi-
cal industry based on foreign trade and patent statistics, where the patent data 
were provided by the US-American and the German Patent Office. The fur-
ther development of innovation monitoring and innovation indicators was 
stimulated by a series of small international workshops. For example, at a 
seminar in Karlsruhe in 1985, researchers from Sweden, Germany, Portugal, 
Japan, the USA, the Netherlands and Great Britain discussed topics such as 
bibliometrics, the relation of patents and R&D, patent statistics, technomet-
rics, foreign trade of research-intensive goods or the international comparison 
of research-intensive technologies such as robotics, genetic engineering or 
fibre-optics (Grupp and Legler 1987). Similar workshops followed in 1988, 
1990, 1991 and 1993 (Grupp 1992; Sigurdson 1990). Due to these workshops, 
various international co-operations were initiated such as Noyons et al. (1994) 
or Schmoch et al. (2003).
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As regards the output side of the innovation process, the commercialisation of all 
these efforts is of interest also from an indicators perspective. From a rather macro- 
economic view, international trade was the main indicator, while at the micro- 
economic level the introduction of new products, processes or services was taken as 
an indication of the innovation output. A differentiation of the analytical models by 
sectors, technologies or organisation type led to a better understanding of the inno-
vation process as such and provided insights into the complexity of the processes 
and their effects. Distinctions between R&D-intensive sectors or technologies (see 
Grupp et  al. 2000; Hatzichronoglou 1997; OECD 2003) as well as between 
knowledge- intensive businesses (Legler and Frietsch 2007) were introduced to cat-
egorise the groups and types. These were based on the insight that not all actors 
need to be or effectively are involved in innovation processes. Furthermore, the 
particular innovation processes are very different for each technology, company or 
sector and the categorisation helped to generalise this insight.

2.3  Paradigms of Innovation Research: Shaping Indicators

We referred to Schumpeter’s work (Schumpeter 1942, 1997 [1911, 1934]) as the 
initiation of innovation research, focusing on the entrepreneur and his/her role as a 
“creative destructor”. This perspective on innovation activities was later on named 
as Schumpeter Mark I (Malerba and Orsenigo 1995; Nelson and Winter 1982). In 
his later publications, Schumpeter already stressed the role of large companies and 
their R&D departments for putting forward innovation processes, which was later 
on named Schumpeter Mark II.

Since the 1960s a systemic perspective has occurred, first focusing on science 
systems and their competitiveness and then broadening to R&D in general—first 
also on the systemic level, where most indicators have their origin and later more 
and more also including company data at the micro-level, which allowed a better 
understanding of the processes themselves. This is what we referred to as the R&D 
paradigm (Mark II) and in which the indicator development was closely linked to 
the work of Christopher Freeman and his endeavours for the OECD (Fagerberg 
et al. 2011). In this section, following Sundbo (1997, 2001), we want to introduce 
an additional paradigm (we could also term it era) of innovation research, that is 
characterised by further differentiation and deepening of the analytical framework. 
From here on, we would like to rely on this differentiation of three paradigms to link 
the particular focal points of innovation indicator developments.

Based on Schumpeter’s work, Sundbo (1997, 2001) differentiates between three 
“paradigms” of innovation. In addition to the “founder’s paradigm” that mainly 
addresses the era of Schumpeter and his descriptions of the entrepreneurial innova-
tion processes (Mark I) and the “economic paradigm” that is centred on R&D activ-
ities of large companies (Mark II) and which we therefore termed “R&D paradigm” 
above, he introduces the “strategic paradigm” (Sundbo 1995, p. 400) that widens the 
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innovation definition and perspective especially to services and shifts the attention 
to demand-side and diffusion activities in addition to the (R&D) input.

The first of the three identified paradigms, the founder’s paradigm, falls into the 
period of the industrial revolution and the subsequent start-up period of companies, 
often with a patriarchal company owner at the top. This paradigm lasted till about 
the end of the Second World War (Grupp et al. 2005). According to Sundbo, it is 
precisely these founders that Schumpeter had in mind with his analysis of the inno-
vation system. In this first phase of innovation research, indicators played a minor 
role and the research was more of a qualitative and descriptive nature with the inten-
tion to understand—in Weber’s sense (Weber 1972 [1922])—the process and the 
success factors. A focus was on the individuals and the inventions they made.

After this start-up period of innovation research, which, depending on the defini-
tion, extends into the first half of the twentieth century, the time of technological 
developments in modern society arose, forming a second paradigm. According to 
Sundbo, this paradigm is the “economic” one, in which technology and its develop-
ment are in focus. Investment in research and development (R&D) drives economic 
growth through the generation of new technologies. These technologies develop 
new needs or cover existing needs. So new technologies find their buyers. During 
the period of this paradigm, R&D departments and public research activities are the 
focus of attention. The innovation process is often associated with a science or 
technology- push situation, where the “right” and new products will be absorbed by 
eager consumers/clients in demanding markets. Innovation theory is correspond-
ingly concerned with the kind of “indicators” that can be used to measure these 
components. Here the focus is on research expenditures, patents or high-tech 
products.

Therefore, while Schumpeter’s theory (1997 [1911, 1934]) clearly aimed at the 
entrepreneur (Mark I), within the framework of the economic paradigm with its 
focus on R&D (Mark II), his/her importance has receded somewhat into the back-
ground in some parts of the economy. On the one hand, large corporations emerged 
in which a manager or technical director did not play the same role as the entrepre-
neur in Schumpeter’s model (Mark I). In such corporations, the fate of the individ-
ual is generally no longer tied to the fate of the company. On the other hand, it is 
much more important for the decoupling or the loose connection between the 
decision- maker and the company that the number and complexity of the tasks and 
the qualifications involved and competencies have increased significantly over time. 
A division of labour is essential within companies that want to be economically suc-
cessful. This leads to specialisation and “expertise” as well as to a systematisation 
of the process and its organisation (Frietsch 2011; Marengo and Dosi 2003; Teece 
2007). The functional division of labour creates the prerequisite for the intensifica-
tion of knowledge and its importance for all work processes. This also means that 
innovation indicators are found that are able to describe the different tasks, the dif-
ferent stages of the innovation process. They also describe the role of the different 
actors relevant for these processes as well as the effects/outcomes of these tasks 
and stages.
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The third paradigm, the “strategic paradigm”, emphasises the shift in innovation 
processes to additional factors, making R&D investments still a necessary, but no 
longer a sufficient condition for innovation success. Since the technologies have 
become very complex and the supply of new technologies does not necessarily 
cover an open need/demand on the part of consumers, other strategies are necessary 
that lead to the sale of the new products and services. A science-push or technology- 
push situation occurs less often. A “pull situation” needs to be created, i.e. the tech-
nologies attract the consumers’/clients’ attention, for example by employing 
marketing and other sales-promoting measures. From the companies’ point of view, 
which are now moving into the centre of a holistic interest under the aegis of this 
paradigm, it is crucial to look for the ability to develop corresponding strategies and 
ideas about products and services that enable growth in the respective markets. The 
key players in this game are the managers and decision-makers in companies who 
use their skills and abilities to guide the companies’ fortunes. At the same time, 
however, the employees are also moving further into the centre of the analyses 
because they generate ideas, contribute their knowledge and thus create the prereq-
uisites for innovations.

In this third (and still ongoing and open-ended) paradigm and the shift of focal 
points of innovation analyses, new needs and perspectives of innovation indicators 
arose as well, mainly driven by a differentiation of innovations and innovation pro-
cesses. Sundbo’s (1998, 2001) thesis is that the image of the decision-maker and 
thus also of the innovation process has changed significantly over time. Neither the 
image of the classic entrepreneur, who was seen as the “creative destructor”, 
addressing the market needs through “new combinations”, nor R&D expenditures 
or other mainly input-driven factors are the main driving forces in the innovation 
process any longer. Teece (1986) makes a similar argument when he claims that the 
innovation process has changed significantly. The increased complexity and the 
necessary broader knowledge require a different approach to the research and devel-
opment process and then also imply different forms of organisation. Although the 
research process is still targeted, it is associated with significantly greater uncertain-
ties and also with significantly larger investments. The latter, in particular, means 
that not only increasing productivity, but also increasing R&D efficiency is required 
to ensure competitiveness. In consequence, concepts like open innovation 
(Chesbrough 2003; von Hippel 1988; von Hippel and Krogh 2013) attract the inter-
est of innovation researchers and managers alike as the insight diffuses that not only 
effectiveness, but also efficiency in the knowledge-creation processes is of the 
utmost relevance. Absorption (Cohen and Levinthal 1990; Teece 1986), transfer 
from public research to industry (Etzkowitz and Leydesdorff 1995; Schmoch et al. 
2000), active external knowledge sourcing, for example, from international markets 
(Arundel et  al. 1998; Thursby and Thursby 2006; UNCTAD 1992), as well as 
knowledge exploitation (Chesbrough 2003) have been accounted for by innovation 
scholars, managers, and also by policy makers since then.

To sum up, while in the first phase of the “founder’s paradigm” hardly any quan-
titative indicators were used, but rather qualitative analyses of companies and pro-
cesses, the economic paradigm shifted the attention towards—mostly 
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macro-economic—quantitative indicators. This is where the OECD and its focus on 
R&D activities played a crucial role. For the description and the analysis of the 
innovation processes under the “strategic paradigm”, additional indicators for col-
laboration types, knowledge exchange or innovation processes outside the manufac-
turing sector were needed. Indicators to assess the flow of knowledge between 
science and industry or industry and industry, international knowledge flows, the 
use of knowledge by innovators, or the particular knowledge and technology trans-
fer gained attention.

3  Pioneers in Innovation Indicators: Early Activities 
of the Community

3.1  Main Indicators (R&D, Patents, Foreign Trade)

As outlined above, the early 1970s saw developments in innovation studies to com-
pare the competitiveness and performance of science and innovation systems at the 
different levels, mainly at the country and later on also at the regional or technologi-
cal level. Therefore, one focus was a better understanding of industrial R&D as well 
as innovation systems as a whole. While early indicator developments had mainly 
focused on the science system and its contributions to innovations in general, the era 
of the “R&D paradigm” achieved not only a much broader conceptual understand-
ing of innovations and innovation processes, but also a huge differentiation and 
systematisation of indicators for their empirical underpinning.

The analysis of industrial R&D was a major topic already in the analyses of 
Freeman (1974). Industrial R&D was examined by many authors, such as Majer 
(1978), Griliches (1979), Caulcutt (1992) or Grenzmann et al. (1991), but already 
Schmoch et al. (1988) showed that R&D data are only available on the aggregate 
level of industrial sectors, whereas for specific technologies rarely reports were on 
hand. Therefore, R&D data are primarily useful at the aggregate level. R&D indica-
tors refer to the first dimension of our indicator scheme (Fig. 1), i.e. policy concerns.

For achieving a finer level of aggregation, patents were suggested as innovation 
indicators quite early on (e.g. in Freeman 1974; Maclaurin 1954). The prospects of 
patent indicators were discussed in Kuntze et al. (1975), but still on a very basic level 
with some aggregate data provided by the German Patent Office. Many concerns as 
to the validity of patent indicators existed. They achieved a broader legitimation by 
Griliches (1981), whose article was a real turning point for the acceptance of patent 
indicators. Decisive progress in the use of patent indicators was achieved by using 
electronic databases. Faust and Schedl (1984) used an in-house version of the inter-
national patent database INPADOC, Narin et al. (1987) established an in- house ver-
sion of the patent database of the USPTO (US Patent and Trademark Office). Narin 
and his colleagues introduced a variety of new indicators such as patent citations or 
citations of non-patent literature (NPL) to patents. The Science Policy Research Unit 
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(SPRU) at the University of Sussex also worked with an in- house version of a 
USPTO database and contributed basic methodological papers (e.g. Pavitt 1985) and 
various patent-based economic analyses (e.g. Patel and Pavitt 1991).

In Germany, Fraunhofer ISI began broader patent analyses with the access to the 
German patent database PATDPA, which the host STN provided as an online data-
base. Schmoch et  al. (1988) discussed various topics such as the comparison of 
national and international patent databases, the conception of patent search strate-
gies, the use of foreign patent applications, the grant rate, the team size of inventors 
or the citation frequency, and the link of patent indicators for different technologies 
to R&D data, publications, technometrics or foreign trade. This very basic analysis 
was largely ignored, as it was published in German. However, by various follow-up 
publications, such as Schmoch et  al. (1991), Grupp et  al. (1996) or Grupp and 
Schmoch (1999), the use of international patent statistics beyond the use of USPTO 
data was taken up by many research groups and international institutions such as the 
OECD or the WIPO, among them the Triadic patent approach (see box below) or 
the classification of technology fields published by the WIPO (Schmoch 2008). 
Despite some limitations such as the focus on patentable technologies or underrep-
resentation of small and medium-sized enterprises (SMEs), patent indicators 
became broadly accepted, as they allow for a very detailed definition of specific 
technologies, balanced country comparisons, the analysis of enterprises, the transfer 
activities of academic institutions, etc. Patent indicators offer to retrace technologi-
cal developments and are often produced in reaction to policy concerns, thus cover 
dimensions one and two of our indicator development scheme. They are also used 
for supporting new economic theories (dimension three, Fig. 1).

Patent searches for statistical analysis are mostly based on codes of the 
International Patent Classification (IPC) or keywords in the title, abstract or claims 
of the patent documents. Due to more powerful computer systems, it is now possible 
to define strategies by text mining in the complete text which opens new possibili-
ties of analysis (we will come back to this further below). Thus, in the recent version 
of the Handbook of Science and Technology Indicators (Glänzel et al. 2019) five 
chapters on patents deal with text mining approaches.

Box 2: Country Comparisons in Patent Statistics
A major issue of patent statistics is to describe the technological competen-
cies of countries in country comparisons in an appropriate way. Country com-
parisons at a specific patent office imply a strong advantage for the domestic 
country linked to that office.

 1. A first suggestion to solve this problem was made by Soete and Wyatt with 
the indicator RTA (Revealed Patent Advantage). However, this indicator 
only captures relative, but not absolute comparisons.

 2. Gerstenberger (1992) used all patent applications which are applied in at 
least two countries, thus have a family size of at least two. This concept 
was adopted by the World Intellectual Property Organisation (WIPO) (see, 
e.g., WIPO 2019, p. 123). However, in specific analyses for technologies, 
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the patent numbers of Japan appeared to be overestimated (Schmoch and 
Khan 2019, p. 916).

 3. A further suggestion were the so-called triadic patents (Grupp et al. 1996), 
which focus on applications filed in the USA–Europe–Japan triad. This 
approach was taken over by the OECD and used for many years. But it 
became increasingly obsolete in the late 1990s, as the economic power of 
China and South Korea grew.

 4. The IP5 concept was suggested by the OECD. There, patent applications 
to the five major patent offices in the world are considered: the EPO, the 
USPTO, the JPO, the SIPO and the KIPO (OECD 2015, p. 20). In this 
concept, the threshold for Southeast Asian countries is quite low, as e.g., 
the step from China to Japan is smaller than that from Europe to the 
USA.  In consequence, these countries are overestimated in analyses for 
specific technologies (Schmoch and Khan 2019, p. 916).

 5. Worldwide Patent Counts were suggested by the OECD and some univer-
sities (de Rassenfosse et  al. 2013), which are implemented as counting 
patent families, including singletons (Maraut and Martínez 2014; Martinez 
2011). This needs to be seen very critically as it assumes that any patent at 
any office has the same technological value. In reality, patent offices differ 
immensely, for example in the quality or inventive step of the patents they 
accept, the newness of the inventions (worldwide vs. national prior art) 
and a number of other dimensions. In addition, it is not possible to analyse 
emerging technologies (Schmoch and Gehrke 2022). These concepts tend 
to strongly overestimate the effects of national filings and therefore ignore 
the structural and legal as well as market differences of patent jurisdic-
tions. The technological competitiveness of countries like South Korea or 
China is overestimated based on these approaches and on most of the other 
conceptual approaches.

 6. Transnational Patents were suggested by Frietsch and Schmoch (2010). 
The concept is defined by patent families which comprise either European 
applications and/or international applications (PCT applications), thus 
families with a substantive size. According to the present state of knowl-
edge, this approach seems to lead to appropriate results (Schmoch and 
Khan 2019, p. 916). This concept follows the same idea as the Triadic pat-
ent approach, which addresses a balanced and internationally comparable 
market where mainly the technological competitiveness is decisive beyond 
national or legislative idiosyncrasies. This concept for patent analysis 
allows to construct the conditions for empirical analysis and comparison of 
national systems based on technological profiles. The concept makes use of 
the effective filing routes for most of the companies and technologies, when 
they are to be filed abroad. Empirically it was shown that in the vast major-
ity of cases, companies tend to use at least one of these filing routes of EPO 
or PCT. According to the present state of knowledge, this approach seems 
to lead to internationally comparable results (Schmoch and Khan 2019, 
p. 916) that are at the same time correlated to other relevant innovation 
indicators such as R&D expenditures or exports (Frietsch et al. 2014, 2017).
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Foreign trade data are standard for a variety of economic analyses, e.g. the annual 
analysis of the trade balance of countries. The foreign trade data become innovation 
indicators, once they are linked to R&D. An important activity in the context of 
R&D was the differentiation of industrial goods by R&D intensity. As early as 1982, 
the Institute of Economic Research of Lower Saxony (Niedersaechsisches Institut 
fuer Wirtschaftsforschung, NIW) defined a list of goods according to the foreign 
trade classification SITC, differentiated by high and medium technology (Legler 
1982a). The European Commission published a similar list in 1982 (Kommission 
der Europäischen Gemeinschaft 1982) and the OECD in 1985 (OECD 1985). 
Further details can be found in Grupp and Legler (1987). This definition of R&D-
intensive goods, high-level technology goods and cutting-edge technology goods 
was regularly updated (e.g. Legler and Frietsch 2007). An early report based on this 
classification is Legler et al. (1992). This classification allows for a characterisation 
of countries by the R&D intensity of goods. In addition, it analyses how economies 
with specific R&D profiles respond to business cycles.

Based on the classification of goods, it is possible to characterise sectors by R&D 
intensity. In the case of service sectors, a classification by knowledge intensity is 
made on the basis of the shares of qualified staff (Legler and Frietsch 2007).

Foreign trade data are documented to fulfil the demand policy and inform 
decision- makers to allow for analyses of national competitiveness (first dimension 
of our indicator development scheme, see Fig. 1).

3.2  A Further Broadening of the Scope: Micro-Data Analytics 
and Additional Indicators for Particular Parts 
of the Innovation Process

The informational value of patents and R&D as innovation indicators, which essen-
tially reflect the strong focus on inputs and throughputs of innovation processes, 
was challenged already in the 1980s and 1990s by several authors (e.g. Kleinknecht 
et al. 1993, 2002; or van der Panne 2007). They suggested to shift the attention to 
outputs and, for example, to identify new products introduced to the market by sta-
tistically evaluating trade journals. The authors achieved quite convincing results, 
but the challenge of this approach was to classify the products in an appropriate way 
and to identify comparable trade journals for different countries. Due to these 
restrictions, this approach did not establish itself to a greater extent. However, the 
introduction of new products was included in the Oslo Manual (OECD 1992) and 
incorporated standards for innovation surveys.

Due to the political interest to better understand the competiveness of firms 
within innovation systems, further innovation indicators for enterprises are gener-
ated by regular broad surveys. The Community Innovation Survey (CIS) is the ref-
erence survey on innovation in enterprises (OECD, Eurostat 2005). On this basis, it 
is possible to compare the innovation activity of most countries of the European 
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Union (Eurostat 2020). For each country the innovation activity in specific sectors 
and the development of innovation in time can be examined (Rammer et al. 2021). 
In order to comply with the regulatory requirements and also to respond to the needs 
of various users, Eurostat together with the member countries develops for each 
round a standard questionnaire—Harmonised Data Collection (HDC). In addition 
to core mandatory questions, each survey wave includes varying variables, e.g. 
environmental benefits of innovation. Thus, many aspects of innovation are covered.

The EU Member States first introduced the survey in 1992 and since then it has 
become the regular biennial data collection. At present, the survey is carried out in 
the EU, EFTA and the EU Candidate Countries. Other countries such as South 
Africa use the CIS as well. Most of these national surveys build on the Oslo Manual 
of the OECD, which defines the standards for innovation surveys and provides the 
“guidelines for collecting, reporting and using data on innovation” (OECD 2018). 
The CIS activities fulfil requirements of the political space (Dimension three of our 
indicator development scheme, Fig. 1).

A further approach to use production statistics are broad enterprise databases 
such as ORBIS (Moody’s), Crunchbase or Hoovers (Dun & Bradstreet). Therein, 
the enterprises are classified by economic activities according to classifications such 
as NACE. Due to improved software and hardware, it is possible to link patent and 
enterprise databases and to analyse innovation activities by industrial sectors 
(Neuhäusler et al. 2016; Schmoch et al. 2003. This approach can be associated with 
dimension two of our indicator development scheme (Fig. 1), namely new technical 
possibilities for indicators.

Additional data sources of innovation indicators are also available for foreign 
trade, R&D expenditures, production or labour force. For example, the UN Comtrade 
database, the Business R&D Expenditure (ANBERD/STAN) databases of the 
OECD, the production and sales database of the OECD or the ILO Labour Force 
database (ILOSTAT) provide additional data, mainly for macro-economic analyses 
of innovation systems.

A further concept for measuring technological performance is technometrics, 
first described in Grupp et al. This approach aimed at a holistic understanding of the 
performance of a country (or region) as regards the generation of a technology. For 
this approach, some technologies such as solar cells, laser beam sources or indus-
trial robots were selected in a first step. Then, characteristic performance features 
for these technologies were identified based on a literature survey and interviews 
with enterprises and scientists. In the final step, the level of these performance fea-
tures was collected for different countries. This way, the performance of a country 
in a specific technology in comparison with others could be determined and in par-
ticular the features with high and low performance. This approach proved to be 
useful for analysing the situation in a specific technology field. However, the iden-
tification of relevant features and the collection of related data are quite laborious, 
so that a comparison of many technologies and countries is challenging. Therefore, 
the use of technometrics is quite limited. Technometrics help to describe techno-
logical developments, i.e. they can be categorised in dimension four of our indicator 
development scheme (Fig. 1).
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Another innovation indicator for enterprises are trademarks, for which basic con-
ceptual work started at the beginning of the 2000s (e.g. Mendonça et  al. 2004; 
Schmoch 2003). At that time, the innovation process and its outcomes were well 
described with the indicators at hand, whereas it was not possible to analyse the dif-
fusion and implementation—which makes the crucial difference between an inven-
tion and an innovation—in a satisfactory manner. The introduction of trademarks as 
innovation indicators was intended to close this gap and to push the frontier of 
innovation indicators further. Whereas patents show the intention to introduce a new 
product into the market, trademarks indicate that the product already is on the mar-
ket. The classification for trademarks is quite coarse and comprises only 34 product 
classes (Nice Classification). In consequence, the analysis of products by patents is 
generally more differentiated than that by trademarks. Nevertheless, trademarks 
describe a different aspect of innovations with a closer link to markets and diffusion. 
In addition, Neuhäusler et al. (2021a) suggested a method to further classify and 
differentiate the categories addressed by trademarks employing the mostly stan-
dardised keywords of the Nice Classification.1

In addition, it is also possible to apply trademarks for services with 11 service 
classes, a dimension which cannot be captured by patents. Therefore, it is feasible 
to analyse service enterprises such as banks or insurance enterprises by service 
marks (Schmoch and Gauch 2009). Furthermore, the economic performance 
depends not only on technology, but also on the quality of services linked to the 
products. Thus, a combination of patents and service marks offers additional ana-
lytical potentials than a simple patent analysis (Mendonça et al. 2019). Again, trade-
marks are used for describing technological developments, which, in contrast to 
patents, indicate that the technologies are deemed ready to be introduced into 
the market.

4  Indicators for Innovation Systems

The discussion of national systems of innovation (NIS) brought about a decisive 
change in the use of innovation indicators (Freeman 1987; Lundvall 1988; Nelson 
1993). The enlarged view on national systems instead of enterprises and individual 
technologies proved to be necessary, as many observations in the context of innova-
tion could not be explained solely by the activity of enterprises. Rather, the contri-
bution of institutions of education and research, of government bodies, intermediaries, 
financial institutions, the structure of the socio-economic environment, the legal 
system, etc. are also relevant for the innovative performance of a country. In conse-
quence, many additional indicators and their interaction have to be taken into 
account. In the following section, the most important additional indicators are 
described.

1 https://www.wipo.int/classifications/nice/en/

R. Frietsch et al.

https://www.wipo.int/classifications/nice/en/


55

4.1  Data Sources for Indicators

For measuring the performance of universities and research institutes, a set of pub-
lication indicators was developed. Garfield (1955) built a publication database 
including the citations on publications very early on. This was the origin of the Web 
of Science (WoS). The company CHI Research (Philadelphia) owned by Francis 
Narin used this database already in the 1970s (Frame et al. 1977) for bibliometric 
analyses in order to compare the performance of institutions and of national science 
systems. A broader introduction to innovation research was achieved by a series of 
conferences of the Centre for Science and Technology Studies (CWTS) at the 
University of Leiden, Netherlands (van Raan 1989). At the beginning, CWTS was 
confronted with various concerns as to the validity of bibliometrics or the citation 
analysis of publications. They succeeded in developing a sound methodology of 
bibliometrics (van Raan 2005). The broad acceptance of bibliometrics was the con-
sequence of the extension of new public management at universities and, linked to 
that, the need of performance indicators of science.

Around 2004 the database Scopus by Elsevier was established in competition to 
the Web of Science (WoS) of Garfield, by then provided by the information broker 
Thomson Reuters and in the year 2017 taken over by Clarivate Analytics. Both 
databases have a broad coverage of international publications, about 14,000 jour-
nals in WoS and 22,000 in Scopus (Bauschmann and Ahnert 2016). Therefore, they 
are not only useful for citation analysis, but also for the analysis of publication 
trends of countries and institutions. Since 2018 also the free-of-charge available 
database Dimensions by Digital Science added to the available and curated biblio-
metric sources as well as the Open Alex Database that emerged out of Microsoft 
Academic Graph after it was discontinued. Naturally, many publication databases 
for special scientific fields are available, for example MedLine, Compendex, and 
also for particular document types such as arXive in the case of pre-prints. However, 
most of these latter listed publication databases only provide bibliographic informa-
tion, while bibliometric data (including citation information) is only covered by a 
small number of data sources. The steadily developing new ways of bibliometric 
analysis, documented, e.g., in journals such as Scientometrics, are induced to a large 
extent by improved technical possibilities to conceive and exploit databases (dimen-
sion four of our indicator development scheme, see Fig. 1).

For innovation analyses, not only the performance of the science system of a 
country is relevant, but also the link between science and technology, which will be 
discussed in more detail in the following section of this chapter. In the case of 
science- based technologies, the parallel observation of patents and publications 
proved to be one insightful approach (e.g. Schmoch 2007). Furthermore, it is pos-
sible to analyse which university publications are frequently cited by enterprises 
(Tijssen 2006) or which were published by authors affiliated to companies (Krieger 
et al. 2021). The number of citations in patent examination reports is a good indica-
tor for the science-linkage of a technology (Narin et al. 1997; Verbeek et al. 2002). 
For analysing technology transfer, the patents of universities are frequently 
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employed indicators (e.g. Dornbusch et al. 2013; Neuhäusler et al. 2021a). For this 
type of analysis, patent and publication databases are linked. More recently, stan-
dard-essential patents and standard-relevant publications have gained attention for 
analysing transfer and market developments (Blind 2004; Blind and Fenton 2022). 
A further aspect is international collaboration in science (Leydesdorff and Wagner 
2008). A central discussion in the context of national systems of innovation is the 
interaction of enterprises, universities and governments (Leydesdorff and Etzkowitz 
1998). Systemic improvements are to be achieved where different actors or sub-
systems interact—this is the basic assumption of these analytical approaches. For 
each of the sub-systems, particular indicators are used—for example, publications 
in the science system or patents mainly for industrial technological innovations—
but at some point these indicators overlap or play a particular role in describing the 
activities of the sub-systems that go beyond. Examples are co- publications (see 
above) or co-patents of science and industry. Academic patents (Lissoni et al. 2008; 
Neuhäusler et al. 2021b)—these are patents invented by staff- members of universi-
ties or public research organisations, but not necessarily filed by these organisa-
tions—or academic spin-offs (Frietsch et al. 2021) are additional examples where 
the classical focal tasks and therefore also focal indicators span over the boundaries 
of the sub-systems.

In the case of publication databases, online versions of the Web of Science (WoS) 
or Scopus are available, but therein sophisticated citation analysis is not possible on 
a large scale, as many of the indicators use expectancy rates, field-specific indicators 
or organisation- or author-specific normalisations (e.g. exclusion of self-citations) 
as the basis for the calculations. In addition, data cleaning, data treatment and espe-
cially data linking with external sources are much harder in web-based applications 
than in the case of raw data access.

4.2  New Target Areas and Analytical Differentiations

A slightly different perspective arose from science and technology analyses, how-
ever, using similar data sources. The relation of science and technology has always 
been a major topic of analysis in innovation research. Already in the 1960s, various 
retrospective studies were conducted to assess the impact of basic research on tech-
nological innovation. In particular, the US-American studies called “Hindsight and 
Traces” had a relevant influence on science policy. An early indicator-based study 
was provided by Narin et al. (1987), which considered references to publications in 
patent search reports. A further survey-based, important study was performed by 
Mansfield (1991) looking at the impact of scientific research on industrial innova-
tions. A famous theoretical contribution, why enterprises conduct basic research, 
was made by Rosenberg (2010). Rappa and Debackere (1992) described the interac-
tion of enterprises and academic institutions in science- based technologies.

This line of research became more precise and tangible by the use of innovation 
indicators, in particular by specific forms of patent and publication indicators and 
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their combination (Schmoch 1997). In this context, publication indicators are not 
used for the assessment of universities and research institutes as in bibliometrics, 
but for the analysis of scientific research, so the subject of research instead of the 
process or output is the centre of interest. For instance, Schmoch (2007) could 
describe the parallel development of science and technology over long periods and 
show the substantial delay between scientific discoveries and their broad implemen-
tation into technology (see also Moed 2017).

A phenomenon of the last years is the increasing number of science-based tech-
nologies such as nanotechnology, graphene and other two-dimensional materials, 
artificial intelligence, electrically conducting polymers, plant biotechnology, high 
temperature superconductivity, light emitting diodes (LEDs), fuel cells, CRISPR- 
Cas technologies or improved computer storage systems. A typical observation of a 
parallel analysis of patents and publications is that in the early years of a science- 
based technology, the academic research is focused on (oriented) basic research and 
with the intensified search of industry for specific applications, the academic 
research is increasingly oriented on applications as well. Thus a direct link between 
science and technology and its development in time can be shown (see, e.g., 
Schmoch and Thielmann 2012).

Since about the end of the 1990s, a major topic of the relation of science and 
technology are the university-industry relations. Most of these papers are indicator- 
based (Perkmann et  al. 2013) and aim at assessing the link between academic 
research and economic impact. A trigger for this broad activity was an article by 
Meyer-Krahmer and Schmoch (1998) analysing the university-industry relations as 
to major mechanisms, advantages and disadvantages for universities as well as dif-
ferences by scientific fields.

In recent years, there has been an increasing interest in knowledge transfer from 
academic research to society. This is monitored with indicators such as member-
ships in political advisory councils, consultancy for social institutions, publications 
in non-scientific journals, etc. and can be observed in many countries. Thus all sci-
entific disciplines, not only the engineering and natural sciences, are involved. For 
analysing this type of interaction, new indicators have to be conceived. A part of this 
new approach comprises the so-called altmetrics (Thelwall 2019), but additional 
tools will be needed for describing the full spectrum of transfer activities.

In the 1960s and 1970s, innovation indicators were primarily oriented on 
research-intensive technologies. In the middle of the 1990s, innovation in service 
industries was complemented. However, it was attempted to transfer the methodol-
ogy for production technologies to services which proved to be problematic. For 
example, it is possible to compare biotechnology and mechanical engineering on 
the basis of R&D intensity, but the structures in services such as banking, accom-
modation, transport logistics or medical treatment are so different that a meaningful 
comparison based on R&D expenditures is difficult.

One approach to overcome this inadequacy is the concept of knowledge intensity 
instead of R&D intensity. Knowledge-intensive companies or services are charac-
terised by high shares of highly qualified personnel—most often university or 
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college graduates—whereby these high qualifications play a major role in the value 
creation of these companies/sectors.

This is even more complicated in the case of digital business models or platform 
economies, where the platform provider only acts as a broker with a huge market 
power, but does not provide the service or the product itself. Digital business model 
indicators to assess their innovativeness and/or their contribution to innovation pro-
cesses are to a large extent missing.

In the last 15 years or so, the character and meaning of critical technologies in 
the economy and society have changed. A number of key technologies are much 
more pervasive across a number of other technologies and domains and thus impact 
more generally and comprehensively on broad aspects of the economy and society 
compared to previous critical technologies. For example, information technology 
has developed into a generic field which is relevant for many other areas such as 
mechanical engineering, the automotive industry or biotechnology. For the descrip-
tion of this development, new derived indicators are needed. Another topical devel-
opment is the increasing relevance of biotechnology for practical applications in 
industrial processes, materials, agriculture or pharmacy. Again, new indicators are 
needed to encompass the effects more appropriately.

5  New Data Sources, New Data Analytics: Nature, 
Opportunities and Limits of New Indicators 
and Measurements

At the beginning of the new century the framework conditions for innovation indi-
cators began to change massively. In about the middle of the first decade a new 
methodological paradigm began to diffuse that was driven by what is nowadays 
called Big Data. While up to the middle of the 2000s data access was very expen-
sive—both in terms of fees and in terms of transaction costs—a diffusion of a num-
ber of data sources changed the picture completely. First of all, it was the accessibility 
of patent data that completely changed the landscape—especially the PATSTAT2 
database provided by the EPO, but also the inauguration of the bibliometric data-
base Scopus by Elsevier, which appeared on the scene as a competitive product to 
the so far—more or less—unique bibliometric data source of the Web of Science, 
then owned by Thomson Reuters.

Patent data was used by several innovation scholars worldwide, but the exploita-
tion of the analytical potential was seen to be too limited so that several users and 
scholars asked for better data and broader data access. A first conference3 was held 
in Geneva in September 2003 as a start of a series of conferences where user needs 
were discussed. This was one of the milestones in the direction to the first release of 

2 The official name of PATSTAT is “EPO Worldwide Statistical Patent Database”.
3 https://www.wipo.int/meetings/en/topic.jsp?group_id=230
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PATSTAT in 2005. First users started to implement PATSTAT and learned to work 
with large-scale relational databases. Given the technical restrictions in processing 
these large amounts of data, several researchers started to work with individual 
tables only (flat files). By the end of the decade, however, a large number of univer-
sities and research institutes in many countries had subscribed to PATSTAT and it 
offered completely new analytical potentials. Data cleaning, data treatment and data 
matching moved patent statistics from the macro-economic or technological meso- 
level to the micro-level of organisations (companies, universities, research insti-
tutes) or even the characteristics of individual applications (e.g. legal status, family 
size, citation rates). A differentiation of patent analytics became possible with 
micro-data access like PATSTAT.

Other data sources, for example bibliographic data on specific scientific areas 
like PubMed in the field of medicine or Compendex in engineering, were more and 
more subscribed by universities for monitoring and publication retrieval purposes 
and therefore became also accessible for science and innovation analytics. Additional 
data sources were implemented, for example, on trademarks (see Gotsch and Hipp 
2012; Mendonça et al. 2004; Schmoch 2003; Schmoch and Gauch 2009), which 
became possible at that time as web interfaces by data owners and database provid-
ers lowered the thresholds for access to larger groups of researchers.

Most of these data sources are generated as a by-product of otherwise needed 
processes. In essence, innovation research analytics became possible as a secondary 
use of the already existing data. For some data providers commercialising the data 
turned out to be an additional business model. In case of IPR data, it was just an 
additional way of fulfilling the need for publishing and granting access, which is 
inherent to the IPR system. Patents are a vested right of exclusive use, but in 
exchange for this right, those who intend to own the rights are obliged to describe 
and publish their technology. Innovation statistics benefit from this IPR specific 
publication requirement.

In addition to those changes in relation to traditional indicators such as patents 
and publications, a more fundamental development took place that opened up a 
number of new possibilities to show innovation developments. Contrary to R&D 
data that requires extra efforts to collect it in large-scale surveys of (suspected) 
R&D conducting companies, process generated data just existed and was more fre-
quently co-used for statistical purposes. So new business models emerged and inno-
vation research was in demand for this new kind of data. The access to data was not 
the bottleneck of analyses anymore. Two dimensions gained relevance; on the one 
hand, an understanding of the data and its particularities; on the other hand, capa-
bilities for data storage, data treatment and linking it to other data sources. These 
capabilities have recently been supplemented by capabilities to produce and use 
large amounts of unstructured data, mainly from web sources, from business reports, 
or from full-texts of patents or publications. Next to the availability of the data and 
the meeting of supply and demand of new data sources, all this has been possible by 
two additional trends. The technical evolution of treating large amounts of data with 
comparatively short computation times, storing them, treating them and developing 
ever more complex models. In addition, the demand for solid and robust innovation 
research results as well as evidence-based policy-making increased as more and 
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more countries entered the innovation stage. Accordingly, policy makers all around 
the globe became eager to either provide the perfect framework conditions for inno-
vation (sometimes also called innovation eco-systems) or even govern the national 
innovation systems with the aim of increasing the national, regional or local com-
petitiveness. This is essentially the root of category 3 in our innovation indicators 
scheme (see Fig. 3).

New data trends are already in full swing, especially the emancipation of science 
from commercial data providers. Public research itself started to produce data and 
non-profit organisations emerged with other than purely profit-oriented business 
models. The move from proprietary to open infrastructures continues and now cov-
ers a broader area of data sources—most visible in bibliometrics, but also in terms 
of other data like geospatial, mobility or company information.

Box 3: Reporting and Monitoring Systems
We have outlined the historical development of innovation systems and inno-
vation process analyses as well as the evolution of indicators to measure and 
analyse them. From the beginning, one of the core aims, but also the core 
challenges was the international comparability of the data and the analyses. 
For this purpose, several activities of regular innovation monitoring were 
undertaken by the US National Science Foundation as early as 1973 (e.g. 
NSB 2020) or by the French Observatoire des Sciences et des Technologies 
since 1995 (OST 2000). Following the NSF, the OECD published in 1984 
“Science and Technology Indicators”, which in 1988 was replaced by “Main 
Science and Technology Indicators” (Godin 2003, p.  680). “Industrialised 
countries followed the NSF definition when they adopted the OECD Frascati 
Manual in 1963. The manual was designed to help countries in their measure-
ment efforts, offering methodological conventions that allowed international 
comparisons”. Godin (2006, p. 648).

Important activities for creating, discussing and testing new innovation 
indicators were efforts to establish regular innovation monitoring, which 
came up in several countries. For example, in Germany the annual “Bericht 
zur technologischen Leistungsfähigkeit Deutschlands (TLF)” (Report on the 
technological competitiveness of Germany) was initiated on behalf of the 
German Federal Ministry for Education and Research (Bundesministerium 
für Bildung und Forschung, BMBF). It started with Grupp and Legler (1987), 
a cooperation between Fraunhofer ISI and the Institute of Economic Research 
of Lower Saxony (NIW), and ended in 2007 (Egeln et  al. 2007). Over the 
years, the number of participating institutes and of the indicators on different 
topics increased, for instance in the last report indicators on productivity, for-
eign trade, patents, R&D, scientific publications, technology transfer, skilled 
labour, women in science, technology and research, environmental technol-
ogy, etc. were analysed and discussed. Since 2008, the activities of TLF have 
been pursued in parts of the work of the Commission of Experts for Research 
and Innovation (EFI) to the German government.
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Already in the late 1990s and early 2000s this development found a seedbed in 
public data providers like statistical offices or publicly funded service providers that 
made their previously non-disclosed micro-data accessible to researchers. New 
developments in anonymisation of individual data made data protection possible 
even when sharing micro-data. For example, R&D data in Europe became (partly) 
accessible as scientific use files became available or—more comprehensive—by 
on-site visits to Eurostat’s data centre. Many national data providers established 
similar data centres and possibilities of data access as well. Company registers and 
broad data access—for example, in Sweden—allowed even more sophisticated and 
detailed analyses that were able to address completely new research questions (see, 
for example, Jung and Ejermo 2014).

All these developments were possible because of the step change in technologi-
cal progress of computing power and software packages. Local servers instead of 
super-computers in the computing centres of—mostly only—selected universities 
were able to handle the relational databases in a satisfactory manner. Even desktops 
and laptops gained the computing power to analyse the extracted data or acted as 
access points to the central servers of the innovation and economics institutes that 
were working on these topics.

In consequence, the number of institutes using innovation data especially univer-
sities worldwide and the number of authors analysing or even developing new inno-
vation indicators grew very quickly since the middle of the first decade of the 2000s. 
This is visible in the number of publications using the keywords patent, publication 
or bibliometrics in their title (Fig. 2)
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6  Summarising Conclusions: Historical Developments 
and Challenges of the Near Future

In this chapter, we outline and interpret the evolution and development of innova-
tion indicators since the early 1970s. We identify four driving factors of innovation 
indicators provision and use, namely (1) new theories/concepts, (2) lower technical 
thresholds for data analyses and availability of new data, (3) increasing policy 
demands and (4) technological and economic developments, mainly the shift 
towards R&D-intensive sectors and technologies. Our discussion shows that at dif-
ferent stages of the indicator development different factors are the driving forces.

While in Schumpeter’s time the focus was on the individual entrepreneur and 
his/her impact on technological progress and innovations, the post-Second World 
War era was characterised by a change in the innovation processes and their organ-
isation, based on a division of labour and responsibilities. This led to a need for 
innovation indicators that are internationally comparable and generally applicable. 
In addition, the first innovation-oriented political programmes and the first innova-
tion indicators appeared about 1990.

In this first phase of a broadening take-up of indicators in the 1960s and 1970s, 
various scientific entities at different universities and research institutes emerged—
among them Fraunhofer ISI in 1972—that took innovations and innovation pro-
cesses, as well as science and innovation policy as their subject of analysis. 
Individuals in these organisations pushed the conceptual and methodological foun-
dations further ahead (driving factor 1 of our model). New disciplines, namely inno-
vation economics, STI policy analysis and STI indicators were born. Ever since, 
innovation indicators and innovation policy (factor 3) have been closely intertwined 
and have led to evidence-based policy-making (see, for example, Dosso et al. 2018).

Indicators (are) the instrument of an ambitious and open S&T policymaking: Indicators 
feed analysis and argumentation by opening the black box of the scientific community and 
of the political decision (Arvantis et al. 1986).

The early innovation indicators were primarily linked to the OECD and out-
standing monitoring and standardisation efforts, the establishment of the Science 
Citation Index (now Web of Science), the engagement of national bodies such as the 
US National Science Foundation and more recently international bodies such as the 
ILO or World Bank. Innovation indicators were mainly R&D-centred with a strong 
focus on the manufacturing industry and R&D processes in companies as well as 
the science systems. The origin and target of these analyses were the monitoring and 
performance measure of science systems that then shifted towards the competitive-
ness of nations. Essentially, next to case studies and survey data, the majority of 
indicators were of macro-economic nature, addressing national or technological 
levels. The innovation system’s perspective widened the focus on various actors and 
their interplay, which also led to the introduction of additional indicators, among 
them indicators on transfer and collaboration (factors 1 and 4). Data availability and 
better options for data treatment and analysis (factor 2) gave the indicators 
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Fig. 3 Schematic representation of indicators in the innovation process. Source: own representa-
tion based on Grupp (1998) and Frietsch and Jung (2009)

development another push since about the year 2000. More recently, information 
and computer science methods have entered the innovation indicators scene and 
widened the scope even further. These latter developments supported a shift away 
from the macro-level to more micro-level and process-oriented indicators and anal-
yses. Surveys are no longer the only option for micro-analyses, but company data-
bases and their matchings with other data sources offer—in most cases even a more 
large- scale—option for analysing companies, research organisations, projects or 
even individuals. The use of unstructured (text) data is about to push the possibili-
ties even further. More differentiated information, qualitative aspects and com-
pletely new insights might be introduced into STI analyses, based on large 
language models.

A schematic representation of (a selected set of) innovation indicators is depicted 
in Fig. 3. It tries to grasp the admittedly simplifying logic of the linear model (Bush 
1945; Godin 2003) of innovation when it orders the indicators from left to right 
along the dimension of input, throughput and output. More conceptually, the scheme 
sketches the continuums from science to technology (see top) or from idea to the 
market (see bottom). A differentiation of the indicators that rather address the 
macro-level and those that rather address the micro-level is also represented. The 
figure shows the larger and further growing landscape of innovation indicators. 
Traditional indicators like R&D expenditures, patents, publications, trade or pro-
duction data are supplemented by trademarks, standards, company data or unstruc-
tured data sources like web-crawling.

Among the major new trends in innovation, which will have an impact on the 
conception of indicators, is a further increasing relevance of science-based 
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technologies such as batteries, fuel cells, nanotechnology, quantum technologies, 
materials, or maybe also fusion power technologies (factor 4). A further phenome-
non is the steadily increasing number of new services and (digital) business models. 
Among the current challenges of innovation research as well as innovation indica-
tors might be a shift in the relevance of manufacturing companies towards a few 
enterprises from the IT sector such as Apple, Google, Microsoft, Huawei, Amazon, 
Facebook, etc. For a more detailed assessment of technologies, a combined analysis 
of many different indicators such as patents, publications, enterprise structure, for-
eign trade, price structure, international linkages production structures, supply 
chains, sustainability, impact on climate change, etc. will gain more relevance. New 
concepts and perspectives like the question of Technology Sovereignty (Edler et al. 
2020, 2023) demand new indicators or interpret established indicators differently. 
The available indicators conceived in the last 50 years are a good basis for analysing 
the development of innovation in the next years. What stays constant is a steady 
effort to conceive new indicators. Adapting them to new phenomena is a great 
challenge.

However, we should not forget that indicators are a means to measure and assess 
constructs which are otherwise not directly measurable. They should not become a 
means in itself. Recently there has been some fundamental critique on the current 
status of indicators. While Goodhart’s law is a fundamental critique of any indicator 
becoming a means in itself, some more specific criticisms (e.g. Larivière and 
Sugimoto 2019; Moed 2018) have been raised with respect to S&T indicators. For 
example, Barré (2019, p. 44) sees a “landslide of instrumentalised S&T indicators” 
since the mid-90s to the present day. In this context, he mentions the link between 
new public management and bibliometrics and linked to that publication statistics 
as tools for competition, the increased funding of scientific research by enterprises 
and the emergence of an industry of science information. Barré complains that “the 
indicator is integrated in the social, professional and cultural norms and has become 
the undisputable reality of the object or phenomenon. It is forgotten that an indicator 
is only a proxy, but not the object”. In this context, he speaks about “culturally pro-
duced ignorance”. However, many researchers struggle to correct these misleading 
activities, e.g., the San Francisco Declaration on Research Assessment-DORA 
(ASCB 2012), the Leiden Manifesto (Hicks et al. 2015) or the review of the use of 
metrics in the UK research assessment (Wilsdon 2015).

It seems that many options, but also challenges stay ahead of indicator-based 
science and innovation research. This makes this field so attractive to many young 
researchers, who will push the frontiers even further. Artificial intelligence based on 
large language models already opens a new avenue of research that might be able to 
simplify and differentiate classification tasks that were a bottleneck for many 
decades. Neural networks will help to detect relations of topics, organisations or 
persons, helping to better understand the relations, effects, causalities and impacts 
of certain factors in the science and innovation systems. New questions will arise 
and new answers will be given. The new possibilities, even after more than 50 years 
of indicator development, still let it appear a rather young and dynamic field.
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Abstract Foresight started with the notion of (Science and) Technology Foresight 
as a part of Technology Assessment (TA) but is now an independent scientific area. 
For a long time, Foresight mainly aimed at detecting determined futures but has 
developed into different directions under different headings. Most processes make 
use of a combination of methods to explore and develop different possible, probable 
or desirable futures. Foresight is more and more embedded in different institutions. 
There, it is carried out together with clients, and serves their specific purposes in the 
preparation of decision-making or science, technology and innovation policies. It 
offers the space to bring the different actors in the respective innovation system 
together. Foresight concepts are more and more accepted, and the results are distrib-
uted and used—in companies, ministries, associations, NGOs or the European 
Commission. Our contribution describes how Foresight has changed during the last 
50 years and explains some of the aspects researchers have addressed. We conclude 
by highlighting two crosscutting emerging dimensions of change in Foresight, i.e. 
the engagement with transformative, mission-oriented agendas and the meaningful 
integration of machine-based approaches. Foresighters have to be aware that not 
only the results of their projects change but also the methods and the actors who 
work with them.
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1  Introduction

Preparing for the future, dealing with futures’ uncertainty and the question of what 
may be in store for us is what drives people to engage in looking forward. Like 
Futures Research, Foresight does not aim to predict a determined single future, but 
supports people in exploring alternative future pathways (Amara 1974; Kreibich 
2006; Voros 2017, 2019): possible, probable and desirable futures open up differ-
ent perspectives and approaches. With each perspective, different objectives in sci-
ence, technology and innovation (STI) are addressed. “Foresight” in a broader 
sense started in operations research of the 1950s, especially in military support 
(RAND Corporation, Santa Monica, see e.g. Helmer 1975, 1983; Helmer and 
Rescher 1959. And with expert support (Dayé 2020) to consider the future of sci-
ence and technology as a driver of the economy and societal development. During 
the 1960s, many researchers in the world assumed that it could be possible to 
develop world simulation models even though the first models at that time were 
only able to process a limited number of variables (Forrester 1961; Meadows et al. 
1972). A milestone in this way of futures thinking was the report “Limits of 
Growth” written by the Club of Rome, which raised the awareness of resource 
limits. This coincided with new institutional foundations, for example, in Germany, 
the Fraunhofer Institute for System Technology and Innovation (ISI) or the Science 
and Policy Research Unit (SPRU) in the United Kingdom. Although working on 
the long-term view, the researchers in the early 1970s were already aware that 
predictive outlooks are assumptions about the future, mere means or “working 
material”, not facts, and the major task of a Foresight researcher is to deal with 
uncertainties about future issues and transfer new ideas and technology into real 
life (Krupp 1972; ISI 1973).

While the existing simulation models were updated (see, e.g., in Meadows et al. 
2009) and new models were added, the toolbox of searching for potential futures, 
assessing assumptions about or consequences of these different futures as well as 
developing new options has been growing tremendously over time and was dis-
cussed internationally, most visibly in the AGARD project for NATO in 1977 
(Hetman 1977). Under the umbrella of “technology assessment” (see Heyen et al. 
2024 in this anthology), many Foresight studies were performed during the 1970s 
and early 80s to assess the future impacts of certain technological developments on 
the economy, society and policy-making (see, e.g., Jochem 1973, 1975; Jochem and 
Wiesner 1977; Krupp 1984 and many others). The 1980s rather saw a decrease in 
science and technology-based foresight, whereas participatory future workshops 
(Zukunftswerkstätten) were still actively used in civil society and spatial planning 
(Jungk and Müllert 1987).

At that time, Foresight and Futures Research of all kinds were often perceived as 
predictive (Which future may come true?), as part of planning processes (strict plan-
ning in the sense of the “planning decade”), but also as policy and political pro-
cesses (Flechtheim 1966; Jungk 1986; Toffler 1990; Steinmüller 2012, 2013, 2014a, 
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b, Godet 1986; Radkau 2017; Seefried 2015). Even the notion of “social technol-
ogy” was used (Helmer 1966), but sociologists were not very active in Foresight, 
“the analysis of the future has been ... neglected in sociological theory and research” 
(Mische 2009). First overview studies in early Foresight were scenarios (Kahn and 
Wiener 1977) or Delphi surveys (Helmer 1967, 1983). After a single broad study in 
the USA (Dalkey and Helmer 1963; Helmer 1983; Helmer- Hirschberg and Gordon 
1964), Japan was the first country to establish regular Delphi surveys and later fully-
fledged Foresight processes in science, technology, innovation and society on a 
national level (Cuhls 1998; Kuwahara et al. 2008; NISTEP 2019). In other coun-
tries, Delphi surveys fell into oblivion after harsh criticism by Sackman (1975), a 
criticism that rather aimed at the practical use of surveys, less at the method itself.

From the content point of view, science, technology and innovation were often at 
the forefront of Foresight-like activities—human-induced and described as drivers 
for “progress”. Policy advice based on the findings and to support innovation policy 
beyond pure science and technology policy was and is still intertwined with 
Foresight. Triggered by Irvine and Martin’s report on comparing Foresight in sev-
eral countries in 1984, a broad way of conducting science and technology outlook 
studies with Key Technologies approaches to learn for the present attained momen-
tum at the beginning of the 1990s and gained traction when the first national 
Foresight activities in Japan were taken over to be repeated at first in Germany, then 
in the UK, France and South Korea. This marks the beginning of national Foresight 
activities all over the world (Georghiou et al. 2008; Grupp 1999) and the enhance-
ment of the methodological toolbox, encompassing analytical, participatory and 
anticipatory tools (Cuhls et al. 2002; Cuhls 2008; Glenn and Gordon 2009; Slaughter 
2005; UNIDO 2002). First regional, national and international networks emerged. 
International collaborations started with the exchange of knowledge and were 
extended to framework contracts and nowadays cooperative online projects.

Several aspects and dimensions of Foresight have changed drastically over time, 
for example the development from more deterministic views to open and diverse 
future perspectives, or the tools and the way researchers collaborate and with whom, 
from single projects in teams to participative approaches, even integrating the cli-
ents or the general public. Foresight started struggling with the scarcity of data and 
is now integrating AI approaches in a flood of “big data”. Foresight is more and 
more (also) working in virtual settings. With hindsight, we point at some of these 
developments during the last 50 years.

We structure the sections according to key aspects of change and proceed chron-
ologically within the subsections. The key aspect in the first section explains how 
Foresight started without a theory by researchers who had the will to practically 
apply first methods. The terminology they used was still scattered and—at least in 
Germany—it took until 2020 to be officially acknowledged as a scientific area 
“futures research” at all. The second section describes the way towards a broad 
variety of perspectives and different conceptions of futures with open processes that 
also demand different methodological concepts. Section 2.3 highlights the evolu-
tion of participatory approaches within Foresight. At the same time, new ways of 
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making use of data and information in the digital age developed (Sect. 2.4), leading 
to a certain degree of automation in Foresight. The underlying struggle between 
quantitative and qualitative approaches is illustrated in Sect. 2.5. Foresight has 
played different roles in innovation systems research and policy—in Sect. 2.6, we 
describe this development. Networks in Foresight supported all the developments 
(Sect. 2.7) and changed in nature over time. In the last section, we offer a summary 
and give a brief outlook on potential further developments of the field.

2  50 Years of Exploring Futures and Dealing 
with Uncertainty

Foresight—starting with the notion of (Science and) Technology Foresight as a part 
of technology assessment—has broadened and developed in different directions 
under different headings. Foresight is dealing with different, complex futures and 
some uncertainties in imagining and assessing the different issues or “things to 
come”. The following sections describe some of the changes over time having 
selected different aspects and following them over historical times.

2.1  Towards a Scientific Discipline with Accepted Terminology

The terminology for Foresight, Futures Research or Futures Studies has always 
been in flux and developed in different communities all over the globe (cf. Gransche 
2015). In France, “la prospective” emerged as a similar concept (Godet 1986, 2000). 
Since 1992, the term “Foresight” has been used more often in the sense Martin 
(1995) defined it: “(technology) foresight is the process involved in systematically 
attempting to look into the longer-term future of science, technology, the economy 
and society with the aim of identifying the areas of strategic research and the emerg-
ing of generic technologies likely to yield the greatest economic and social benefits” 
or Coates (1985, p. 30) who formulated more broadly “Foresight is the overall pro-
cess of creating an understanding and appreciation of information generated by 
looking ahead. Foresight includes qualitative and quantitative means for monitoring 
clues and indicators of evolving trends and developments and is best and most use-
ful when directly linked to the analysis of policy implications. Foresight prepares us 
to meet the needs and opportunities of the future. Foresight in government cannot 
define policy, but it can help condition policies to be more appropriate, more flexi-
ble, and more robust in their implementation, as times and circumstances change. 
Foresight is, therefore, closely tied to planning. It is not planning—merely a step in 
planning”. Thus, Foresight is “the systematic debate of complex futures” (Cuhls 
2013), contains much more than scenario building (see examples in Jochem et al. 
2024 in this anthology) and includes full processes (EFFLA 2013).
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The need to be clearer in the definition, to explain why Foresight needs an epis-
temological explanation or theory behind it, and the need to communicate this to 
others (disciplines, communities, institutions) became obvious when researchers of 
the field met at conferences worldwide and had to explain what they are doing. It 
was also observed during the 1990s that it was difficult to be accepted by other 
fields or by scientific disciplines. At this time, first projects, processes and commu-
nities started to reflect on this epistemological area. Whether or not Foresight should 
be a discipline that is taught at universities was not yet discussed and is even now, 
in 2024, up for debate.1 But what became clear was that Foresight needs an epis-
temic frame to be understood and to be taught—otherwise, it would be difficult to 
apply for projects or to recruit personnel for further projects. During the 1990s, 
Foresight also became institutionalised in academic journals with rigorous peer 
reviews, dedicated conferences, specialised networks of professionals (see below) 
and acknowledged in public research organisations and universities but was still 
belittled as “unscientific” or an “art” (de Jouvenel 1967).

Within a European network (ASTPP-TSER, see Kuhlmann et al. 1999) and a 
special issue about “Foresight” in the Journal of Forecasting (Cuhls and Salo 2003), 
more agreement was achieved on terminology, especially concerning Foresight, 
Planning and Strategic or Anticipatory Intelligence. Foresight and Forecasting were 
competing notions at that time, and although there was an agreement to differentiate 
in framing both notions in the EU context (Cuhls 2003; Kuhlmann et al. 1999), in 
many regions of the world, Forecasting and Foresight terminology remained the 
same. In the first decades of this century, “Futures Studies” has been more and more 
used in other regions of the world (especially in Australia, the term is congruent 
with Foresight, see, e.g., Slaughter 2005, etc.) by researchers organised in the World 
Futures Studies Federation (WFSF). “Futures Literacy” (Miller 2018) and 
“Anticipation Studies” (Poli 2017, 2019) represent another part of the more recent 
communities in rather qualitative future-oriented studies framing futures thinking 
and working on the present by “using the future” (Miller 2018). For 30 years, the 
UNESCO has been active in Foresight and since 2012 has gained influence again 
(https://en.unesco.org/futuresliteracy/about). Since then, UNESCO chairs have 
been nominated in all regions of the world and a High-level Committee on 
Programmes (HLCP) Strategic Foresight Network was established in 2020 to coor-
dinate global activities (https://unsceb.org/foresight- network). The discussions on 
Futurology or Futures Research as “a real discipline” in the scientific sense or as a 
scientific subject (Seefried 2015; Steinmüller 2012, 2013, 2014a) are thus still on- 
going and the research community is highly interdisciplinary. They rarely use the 
term “anticipation”, which experiences a renaissance in the context of RRI and 
mission-oriented innovation policy (OPSI 2020; Poli 2017).

With time, the number of communities and scientific literature in Foresight has 
increased. The first journals, in which Foresight results were published, came from 

1 For example, the Bundesakademie für Sicherheitspolitik (BAKS) started new online events called 
“Foresight Breakfast” with the question if Foresight needs to be a discipline (May 10, 2022, 8:30).
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operations research, modelling and quantitative approaches (Long-Range Planning 
since 1968, European Journal of Operational Research since 1977 or the 
International Journal of Forecasting which started in 1985), or Business 
Administration journals (e.g. Business Horizons since 1957; Journal of Business 
Research since 1973). Later, a more strategic focus was in the forefront of publica-
tions (like the Strategic Management Journal since 1980 or Technology Analysis & 
Strategic Management since 1989). Foresight articles were also included in policy- 
oriented journals (like in Research Policy, which started in 1971) and more general 
societal, economic, political and technology discussions (Technological Forecasting 
& Social Change since 1969, Futures since 1968 and Foresight since 1999, or the 
Russian Foresight Journal), often with a partly quantitative “touch” were estab-
lished. Others have a more technological or engineering direction like Technovation 
since 1981, or IEEE Transactions on Engineering Management since 1968.

To establish a community and to further strengthen and institutionalise Foresight 
towards a “scientific discipline”, the European Journal of Futures Research was 
founded in 2013 at the same time as the German Zeitschrift für Zukunftsforschung. 
The latest journal is Futures & Foresight Science, which started in 2019. All three 
journals address methods, theoretical approaches and scientific projects on futures.

Since 2019, Futures Research is an official “Small Scientific Subject” acknowl-
edged by the German Federal Ministry for Research and Education (BMBF) even 
though chairs at universities labelled “Foresight” are still rare. There is no UNESCO 
Chair of Futures Literacy or similar in Germany yet, although there are more and 
more departments at universities offering courses or integrating Foresight knowl-
edge—as well as many faculties working in Foresight-like thematic areas without 
calling it Foresight (e.g. in environmental studies, climate change modelling, inno-
vation research or philosophy).

In sum, the field of Foresight has seen a growing institutionalisation in different 
research organisations and into a scientific area acknowledged by universities. 
Foresight and futures research are now highly differentiated and have developed 
from more forecasting-like activities in models, assessments of future topics or 
clear trend lines to methods working with open and varied future perspectives and 
combinations thereof.

2.2  From Detecting “the” Future to Exploring Multiple 
Open Futures

Looking back on looking forward, two major approaches to Foresight can be distin-
guished (van Asselt et al. 2012: 24–25): The predictive approach to Foresight (fore-
casting) dominated from the 1950s to the 1970s—and is still prevalent today 
(Kreibich 2007c), in particular in the realm of business economics and macro-eco-
nomics, and the explorative approach to Foresight that surveys multiple futures 
(scenarios) which emerged in the 1960s (e.g. Godet 1986). Foresight researchers 
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worked towards a view that sees the future as essentially open, and Foresight pro-
cesses as a way of reflecting on possible futures to derive insights for the present. 
The first modern futures science and futures research approaches emerged during 
the 1930s–1940s in the USA. The pioneers of “Futurology”, children of their time, 
assumed a linear trajectory of human development and tried to predict that trajec-
tory accurately. Not surprisingly, the focus was on the perceived main driver of 
change of modern societies: scientific and technological progress, its expectations 
and assessments. The 1950s were the time, when the RAND Corporation—founded 
in 1948—developed scenarios (Kahn 1977; Kahn and Wiener 1977), Delphi surveys 
(Dalkey 1968; Dalkey and Helmer 1963; Helmer 1983), models and simulations.

The original “forecasting approaches” (Cetron 1970) broadened into general 
societal questions, and emerging science and technology were identified (Helmer 
and Rescher 1959; Jantsch 1967; de Jouvenel 1967). In the 1960s, the early years of 
Foresight and Futures planning in West Germany, the Batelle-Institute was leading 
in the development of new methods, combining quantitative and qualitative 
approaches. In East Germany, Foresight as such did not exist (Steinmüller 2014a) 
but deterministic future planning was an integral part of state policy. All over the 
world, different prognostic (Beinhauer and Schmacke 1970; Picht 1967) and fore-
casting approaches (Martino 1983) were tested. It took until the 1960s, when futures 
conceptions were developed more openly, identifying impacts and risks of the 
technological- economic dynamics were brought into play mainly by citizen move-
ments (Kreibich 2007a, b: 177–181).

Although not explicitly framed as a scenario study, “The Limits of Growth” 
explored different futures through various prospective simulations (Meadows et al. 
1972). It is considered to be one of the earliest scenario studies in policy-oriented 
Foresight (Kosow and Gaßner 2008; van Asselt et al. 2012). It is no coincidence that 
at the time, when global environmental and climate concerns were first systemati-
cally assessed and widely modelled for contributing to the creation of new policies 
and attitudinal changes. Research institutes with similar missions like the Fraunhofer 
ISI (in Germany) and SPRU (in the UK) were founded. Following the example of 
other international institutions, innovation researchers already worked with world 
models and “modelling the future” approaches, mainly by extrapolating variables 
from the present (Krupp 1972). The ISI founding proposal (Krupp 1972) mentions 
the collection, inventory and assessment of research issues, connected with techno-
logical foresight and technology transfer, as a principal task. Accordingly, complex 
systems were to be viewed with system technology methods, in particular dynamic 
simulation, to fill a gap for future modelling in applied research at that time (ISI 
1973; Krupp 1972), which required interdisciplinary competences.

The earliest projects in the 1970s were still US-dominated, but first German con-
tributions to a world model with decision layers existed, and technology assessment 
with the support of dynamic simulation started (Bossel and Hughes 1973). At the 
same time, the relevance of technological forecasts for industrial long-term plan-
ning was reflected (Fischer 1976). Not surprisingly, there was no uniform reasoning 
about the future at that time. While the exploration of the potential of deterministic 
simulations was attempted, the limitations of dynamic systems modelling to 
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represent complex systems have been apparent right from the beginning. The con-
tingency of perceptions and of future developments was already considered. 
However, at that time, researchers searched for likely scenarios in-between “corner-
stone scenarios” and the deliberation of viewpoints rather than fully-fledged partici-
patory scenario processes (e.g. on a morphological basis or at least thinking in 
alternative pathways into the future) embracing the uncertainties in assessing “the 
future”.

The following three examples illustrate how uncertainty was dealt with in the 
early 1970s: In a study on waste, three alternative future scenarios were built based 
on an analysis of statistics and trends—however without describing in detail how2 
and to what end the scenarios were built (Jochem 1973). The implications were 
discussed and assessed against a set of criteria. The author concluded that the most 
likely scenario would be somewhere in-between. From today’s point of view, these 
scenarios are the single author’s personal plausible assumptions on how particular 
single trends or developments could unfold in the future, but at that time, it was 
already a huge achievement to figure out futures at all. In 1976, “chemical scenar-
ios” were published, that already used a terminology similar to environmental fac-
tors (“Umfeldbereiche”) and included different experts in the scenario creation 
(Batelle Institut e.V. 1976).

In a second project, a value-controlled decision-making process on energy 
policy was modelled and simulated (Bossel and Hughes 1973) with the flow of 
decision- making represented as a causal logical sequence (e.g. “Is Dissatisfaction 
Less Than 100?”—YES/NO, p  73). In addition, three scenarios were built to 
account for the complexity of the energy system: worst case, best case and most 
likely case. These scenarios had the nature of plausible sets of parameter values, 
and it was simulated how these assumptions propagated to the results. According 
to the authors, who were aware of the pioneering character of their work, “A great 
deal remains to be done in the creation of a fully acceptable value-based decision-
making structure” (Bossel and Hughes 1973). This kind of Foresight work was 
not very actively followed in the next 10 years and the communities split into 
those who worked on a sectoral basis (mainly in the field of energy) with new 
ways of modelling, and those who were searching for future issues in a 
broader sense.

In the 1980s, new indicators for measuring progress in science and technology, 
competitiveness studies and innovation for a new ecosociety (Krupp 1989) were 
paramount. Indicators described the presence, the here and now. They could only be 
extrapolated into one single future. Country comparisons and outlooks for the dif-
ferent regions of the world (Bierhals 1980; Grupp et al. 1987)—always with a view 
to staying competitive (“Standortpolitik”)—were started to guarantee growth and 
jobs. Under the heading of “early detection of technologies” 
(Technologiefrüherkennung) the development levels of industrial countries were 

2 Today, one would ask if they are constructed as desk research or with expert participation, com-
bining different pathways systematically or just assuming one most likely pathway etc.
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measured by technometrics, patent analysis, bibliometric studies and literature 
reviews (e.g. Grupp et al. 1987; Grupp 1997; Schmoch 1988, 1990, see also Frietsch 
et al. 2024 in this anthology). The community of futures researchers was split into 
those coming from academia, making use of indicators and data, and others who 
emphasised the diverse interests of actors in different futures and the empowerment 
of civil society in shaping futures (like Flechtheim or Jungk, see, e.g., Flechtheim 
1990; Jungk 1983, 1986; Seefried 2015; Steinmüller 2014a).

During the later years of the 1980s with the experience of nuclear accidents (esp. 
Harrisburg, Chernobyl), the discussions shifted towards problems and negative 
effects of technology. But it remained obvious that also the opportunities of science 
and technology needed attention. Researchers started to learn from other countries, 
especially Japan, which was en vogue at that time—partly propagated as a threat, a 
competitor on global markets, and partly admired, as Japanese scientists were suc-
cessful in learning from others and getting more out of the lessons. Thus, the idea 
was to learn from the USA and Japan by performing Foresight—regarded as a posi-
tive view towards futures, to induce complementary thinking to the more negative 
aspects often dealt with in TA and to learn their way of shaping futures with 
innovation.

Therefore, in the 1990s, Delphi expert surveys3 were added to the German and 
later to other European countries’ Foresight repertoire (again), this time on a larger 
level and with communication purposes. Studies on the national level to gain an 
overview of future science and technology developments and their potential became 
well-known, especially in industry. Corporate and organisational Foresight also 
spread (Gordon et al. 2020) with the aim of competitiveness in a global world and 
the identification of strengths and weaknesses of the innovation system to support 
“basic technologies” or foster those science areas in one’s own country. As in Delphi 
surveys, the time horizon of realisation is one major estimation to ask for, the 
method was criticised as being predictive and/or too specific. This led to the attempt 
of integrating a “megatrend” assessment to analyse the participants’ views on large 
societal developments as well (Cuhls et al. 1998, 2002). The factor analysis on the 
megatrends made it also possible to raise the question if there were hidden biases or 
values behind the judgements on science and technology in general (Blind 
et al. 2001).

But political questions changed and so did the methods in Foresight—from more 
forecasting and focusing on the supply side of science and technology to problem- 
and demand-driven approaches. The German national activities of the 2000s started 
with more society-oriented (demand-driven) Foresight attempts (e.g. FUTUR of the 
BMBF, see Cuhls and Georghiou 2004), integrating different participants, broaden-
ing the scope of issues in question and even re-uniting the technology assessment of 
the German TAB with “Future Reports” (ITAS and Fraunhofer ISI 2002). In 2007, 

3 Expert surveys with future statements assessed in several so-called rounds, in which later rounds 
feedback was given on the assessments so that the same experts could assess once more with the 
psychological anchor of other results. These surveys started a large communication with many 
experts from different backgrounds.
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BMBF started a first Foresight “programme” to broaden its range of interdisciplin-
ary research themes beginning with the technology fields of the German High-Tech 
Strategy (Cuhls et al. 2009a, b). In 2012, the second, more demand-driven approach 
followed (Warnke and Schirrmeister 2016; Zweck et al. 2015a, b). The third German 
Foresight programme is combined with a “Horizon Scanning”, as the search part of 
Foresight is called meanwhile, supported by a Committee (Zukunftskreis) identify-
ing thematic issues relevant for diving deeper.4

One of the major methods in Foresight were and are scenarios. As there are many 
different scenario methods and “schools” (see for example Bradfield et al. 2005; 
Fink et al. 2001; Fink and Siebe 2016; Kosow and Gaßner 2008) in Foresight, most 
of the scenario methods use different inputs to combine future paths into coherent 
and plausible images of the future. Morphological approaches with different key 
factors (or drivers) and their potential developments into the future (named also: 
assumptions, options, projections) involving just data or experts or literature or 
other sources illustrate how the different pieces of future paths can be combined to 
new coherent pictures. Scenario work and thinking in different future paths, in 
fully-fledged processes or as scenario sprints, are the backbone of many Foresight 
processes nowadays in Germany and all over the world.

On the European Union level, Foresight in RTDI developed along similar lines 
as in Germany, but started later. Systems dynamics and other models were used for 
the long-term view of the interconnections in and between different systems in sin-
gle projects. The same is true for qualitative scenario work, which started in a divi-
sion called K2, a division that was given up later. The European Forum of 
Forward-Looking Activities brought Foresight back into the Commission processes 
in 2012 and the following years. Foresight gained attention by being used in the 
preparation of Horizon 2020, the Framework programme on RTDI of the European 
Commission. There were already many qualitative approaches available to identify 
new topics for science, technology and innovation (policy). Open, facilitated work-
shops for systematic Foresight were used in the preparation of Horizon Europe, the 
9th Framework Programme. All of these processes used assumptions about different 
futures under uncertainty—to identify futures, to prepare for, or to make them pos-
sible, but less to predict them. The European Commission itself got more and more 
involved in the Foresight processes via workshops, interviews or internal consulta-
tions, expert consultations (European Commission 2017b), and the European 
Commission’s Foresight Correspondent’s Network, which was later established as 
the Horizon Europe Network (Cuhls et  al. 2021; European Commission 2017a; 
Kimpeler et  al. 2022) to support in-house processes. With a new Commissioner 
responsible for Foresight, the European Commission broadened its strategic 
Foresight work and meanwhile also publishes regular reports (European Commission 
2020, 2021, 2022).

4 https://www.bmbf.de/bmbf/de/forschung/zukunftstrends/foresight/mit-foresight-in-die-zukunft-
schauen.html
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To recapitulate, Foresight started with the expectations of detecting “the” deter-
mined “future” but is now—and partly always has been—a debate about futures 
under uncertainty, with remaining unknowns, not predictive, but about understand-
ing and handling uncertainties, preparing decisions under uncertainty as well as 
working with different futures (often in form of different kinds of “scenarios”), less 
with “worst case” and “best case” but with different plausible scenarios “some-
where in between or beyond”. Starting with expert involvement, the stakeholder 
groups that take part in the processes have diversified and expanded over time.

2.3  From Narrow to Broad Perspectives: Evolving Demand 
for Participation

The step-by-step integration of Foresight activities into on-going policy-making 
and strategy development routines over the past 50 years has developed towards 
opening up Foresight for different types of actors (Cuhls 2003). Before, it was 
mainly based on desk research of intelligence units and selected expert assump-
tions, used for policy or business consultation and planning in the 1970s. Scenarios 
and futures work were often regarded as part of technology assessment (Verein 
Deutscher Ingenieure 1991, see Heyen et al. 2024 in this anthology) in the 1970s 
and 80s. The opportunities and limits of technology assessment (TA) were reflected 
early on (Jochem 1975) with the impossibility of an “objective or neutral” TA (e.g. 
causal relationships are only partially known), methodological difficulties (e.g. sub-
jective impact perceptions) and technocratic versus democratic management of 
technology (e.g. negligence of poorly organised groups). This calls for a participa-
tory process approach. It is argued that (1) the integration of stakeholders benefits 
the identification of unintended and unforeseen side effects, (2) group-specific 
views of possible developments differ and (3) controversial steps in TA could be 
resolved through participation (Jochem 1975).

Accordingly, participatory Foresight processes are future-oriented activities that 
encourage the integrated, focused engagement of interdisciplinary experts, stake-
holders and citizens at multiple points in the Foresight research process and recog-
nise interactively created artefacts as an important mode of developing and 
communicating “bottom-up” imaginaries of the future and their inherent diverse 
aspirations. The participatory turn is similar to that in technology assessment (see 
Heyen et al. 2024 in this anthology). Different from TA studies, Foresight processes 
are creating these images. The plausible images of the future and the paths to them 
should be described in easy-to-understand narratives and in a way that is compre-
hensive, inspiring, evoking interest, provocative and nice to read. The science 
behind it involves the addressees in the creation of the images and narratives and 
combines it with data and information pieces that already exist or are assumed to be 
possibly based on current findings. Information could be gained from experts and 
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stakeholders—and that is why they are often included in scenario processes or sur-
veys (e.g. Delphi surveys).

Despite the identified shortcoming of a Foresight process that uses scenarios 
based on a few expert opinions only, i.e. to illustrate impacts of certain technologies, 
policies or actions at a systems level (Jochem 1975), participatory approaches were 
not at the centre of methodological improvements in the 1970s and 80s. During the 
formation years of the Innovation Systems approach in the mid-1980s (Irvine and 
Martin 1984), the quantitative analysis of the technological performance of national 
or regional economies was a main interest in “prospective analysis” (Grupp et al. 
1987; Irvine and Martin 1984; Schmoch 1988). Consequently, the heuristic innova-
tion system model attributes a key role in technological progress to actors from 
science and industry, and policy actors set the framework conditions. Other groups 
of actors are only considered as stakeholders, consumers or technology users 
(Kuhlmann and Arnold 2001).

One merit of the systems approach was that the need for interdisciplinary knowl-
edge and for stakeholder involvement in Foresight was slowly increasing. It reflected 
the understanding that different actors and their roles are key for the development, 
diffusion and use of innovation (Dosi et al. 1988; Edquist 1997). Therefore, expert 
surveys like large Delphi surveys, for example, the Delphi 1993, 1995 and Delphi 
’98, spread not only in Germany (BMFT 1993; Bundesministerium für Forschung 
und Technologie 1993; Cuhls et al. 1996, 1998), but also in Hungary, France and the 
UK (Georghiou et al. 2008)). Alternatively, the so-called Key Technology Lists with 
national priorities were created, e.g. in Germany, the Czech Republic or France 
(Grupp 1994; Klusacek 2002; Ministère de l’Économie 2006; Wagner and Popper 
2003), including international comparisons (Cuhls et al. 2002). Delphi surveys were 
already performed in the 1960s in the USA as large communicative and participa-
tive surveys. Since 1970 every 5 years surveys have been carried out in Japan with-
out knowing the notion of the “innovation system”, but they have been regarded as 
a tool which has taken into account the opinions of different (if possible all) actor 
groups in the innovation system.

Interviews with stakeholder representatives like in the INTERDIS Project in the 
1990s were conducted to gain deeper insights and involve a broader audience—as 
the participants in surveys and interviews were also the multipliers of the processes 
(Schmoch et  al. 1996). With time, the notion “expert” broadened, and more and 
more citizen involvement was asked for by the European Commission or the national 
ministries. In the 1990s, participatory Foresight gained momentum, led to some 
participatory frameworks (Inayatullah 2000; Rosa et al. 2018) and was even dis-
cussed in high-level circles in the European Commission (Brussels talks on opening 
up Foresight processes: Cuhls 2002). Since the beginning of this century, societies 
have increasingly faced complex, interrelated, grand challenges with high uncer-
tainty. The realisation spread that more actors than knowledge providers need to be 
involved in foresight (Cuhls 2000, 2003; Martin and Johnston 1999) and that led to 
a new German Foresight approach: The first FUTUR activity tried to involve stake-
holders “from bottom-up” in a workshop-based process combining “open space” 
and “focus group” activities with heterogeneous actors. The FUTUR conference on 
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participation in other countries’ Foresight processes (Cuhls and Jaspers 2004) dem-
onstrated the huge interest in experiments with participative Foresight and citizen 
involvement in countries like Sweden or the Netherlands. From then on, more and 
more actors with a broad and general, interdisciplinary view were involved in 
Foresight processes to discuss and find solutions for the broad societal challenges, 
mainly via conceptualised workshops or surveys.

With the emerging concept of “Responsible Research and Innovation (RRI)” 
(see Bührer et al. 2024 in this anthology) and its guiding principles of inclusiveness, 
anticipation, reflexivity and responsiveness, more actors in the system, namely sci-
ence and society, were supposed to work intensively together to develop responses 
to the grand societal challenges and to identify new challenges. The idea of harness-
ing the wisdom of the crowd, in the sense of “many people know more”, even if they 
are not specialists (Surowiecki 2005) like in the large Delphi surveys (Belton et al. 
2021), was gaining momentum, not only in open innovation activities in industry 
(Baldwin and von Hippel 2011) but also in innovation systems research, in particu-
lar for energy and sustainability transitions. As a consequence, the understanding of 
actor constellations and their specific roles in innovation systems was revised 
(Warnke et al. 2016) and led to the concept of open organisational Foresight (Wiener 
2018). In Germany, the BMBF Foresight cycles I and II mobilised different actors, 
new types of experts and citizens for emerging trends, and initiated dialogues 
between them (Warnke and Schirrmeister 2016), for example in “strategic dia-
logues” (BMBF Foresight Process I) and different co-creative workshop formats to 
support mission-oriented (innovation) policy.

The development illustrates that it is not only crucial to use a wide range of 
sources to search for signals of continuity or change in Foresight, but also to include 
a variety of perspectives and knowledge from different backgrounds, key actors and 
affected stakeholder groups in developing visions, analysing alternative futures and 
developing the necessary actions. Opening up Foresight to more participants and to 
involve stakeholder representatives and citizens as experts of everyday life has two 
objectives: first, to provide a more valid knowledge base for strategic decision- 
making by harnessing the cognitive diversity and varying perspectives of different 
actors; and second, to broaden the engagement of different actors in agenda-setting, 
prioritisation of action needs, development of ideas for solutions, and in the imple-
mentation of measures (Rosa et al. 2021; Nikolova 2014). In addition to the benefits 
of a more valid information base, despite uncertainties, there is also a societal func-
tion of participatory Foresight. It can support pluralistic information and communi-
cation about emerging societal challenges, “which builds political coherence and 
trust, increases commitment to joint action and reduces resistance to change (...), 
and highlights tensions in society in a constructive way” (Committee for the Future 
2020). Specifically the societal function of participatory Foresight nowadays 
receives increased attention, in particular in the context of resilience in times of 
crises (Kononenko 2021).

The key to participatory Foresight that builds upon citizen engagement is the 
strengthening of people’s capacity to recognise and embrace uncertainty while col-
lectively shaping a preferable vision of the future. Engaging with citizens in 
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Foresight requires specific methods suitable for the different phases of a Foresight 
process, for the development of joint visions, for dialogues to share perspectives and 
priorities and for scenario generation and analysis to identify challenges or develop 
ideas for actions (Rosa et al. 2021). Visioning methods can support diverse groups 
of actors, including citizens, to develop a shared vision of their preferred future as a 
community, often shaped by normative principles, e.g., well-being or sustainability 
(Rosa et al. 2018). Futures dialogue methods enable discussions with a strict future- 
orientation on complex issues like bioeconomy or sustainable consumption 
(Kimpeler et  al. 2022; Zweck et  al. 2015b). Co-created storylines for consistent 
scenarios about possible futures in everyday life of the people are more comprehen-
sible than expert reports. They serve as narrations in the communication about pos-
sible futures (Kimpeler et al. 2021). Examples like the storyboards on the application 
of Artificial Intelligence in new environments (see, e.g., https://www.uba- ki- 
storyboard.de) or the bioeconomy scenario stories “How do we want to live in the 
future?” can evoke discussions to negotiate desirable futures, be it in workshops 
with young people, in museum exhibitions, or other arenas (Kimpeler et al. 2021). 
These different forms of engagement can be considered at multiple scales of gover-
nance, from local communities or regions, to national, European or global levels 
(Rosa et al. 2021).

In addition, a gradual expansion of expert assumptions and advice towards more 
co-generation of knowledge about possible futures and collaboration in the develop-
ment of ideas for action to tackle the challenges can be observed. This has taken a 
long time to become acknowledged and is aligned with the engagement of more 
people in the co-creation of the urgently needed societal transitions to meet the UN 
Sustainable Development Goals. One example is the participation process for the 
co-creation of ideas for action in the context of mission-oriented innovation policies 
for the German High-Tech Strategy (Trénel et al. 2020).

For this kind of co-thinking and co-creation of futures, a thorough stakeholder 
analysis that identifies not only dominant but also affected and “silent” system 
stakeholders (Haegeman et al. 2012; Schmidt et al. 2020) is crucial. It should be the 
first step of any participatory Foresight process. A particular emphasis is on recog-
nising potential future stakeholders who may emerge along with the change of the 
system (dormant or latent stakeholders, Clausen et al. 2020), stakeholders with a 
particular role in transformations (Lyon et  al. 2020) and long-term stakeholders 
such as future generations. Also, as we are dealing with complex emergent and 
transforming systems, a continuous critical reflection of system boundaries and sub-
sequent revision of stakeholder mapping is crucial (Achterkamp and Vos 2007).

Due to the urgency of change in society as a whole, there is a demand for partici-
patory approaches in Foresight that go beyond describing trends or exploring the 
space of possibilities and opportunities. Approaches in the 2020s try to support the 
various actors and experts in critically reflecting on their expectations for the future, 
and learning from each other to be able to shape transformations together. 
Participatory Foresight is asked for to include citizens in critical thinking about 
futures and the co-creation of goals, priorities and actions for mission-oriented 
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policies. This is essential for bridging citizen needs and policy requirements to 
finally increase the reflexivity of innovation systems.

2.4  Towards Conscious Integration of Machine-Learning 
Based Approaches

In the 1980s and 90s, literature and patent data were the most important data pub-
licly available to analyse innovation activity (Blind et al. 1999, 2001; Cuhls 1998; 
Cuhls et al. 2002; Grupp 1997; Schmoch 1990). Technology Foresight was closely 
interlinked with these activities and extensively used scientometrics methods along 
with expert interviews and surveys. In addition to the Delphi surveys for the BMBF 
or the EU (Bundesministerium für Forschung und Technologie 1993; Cuhls et al. 
1996, 1998; Dreher et  al. 2005; Grupp 1995), the production innovation survey, 
later on the European Manufacturing Surveys (EMS), can be mentioned as exten-
sive primary surveys connected to Foresight (see Lerch and Jäger 2024 in this 
anthology).

Since the 1990s and even more so the beginning of the 2000s, researchers have 
explored the mining of more diverse but structured and clearly defined databases for 
environmental scanning and Horizon Scanning, for example in Cuhls et al. (1995). 
Bibliometric analyses offer the possibility to broaden the perspective and to include 
scientific developments outside the patent realm such as social sciences. At the 
same time, the use of new data sources became possible with much less effort than 
the collection of primary data, allowing the definition of keywords for further 
searches even in different languages (Cuhls et al. 1995, 2009a, b). To enlarge the 
diversity of sources even further, Foresight researchers combine qualitative and 
quantitative sources and pay closer attention to the biases at play. As an example, in 
the second BMBF Foresight process, the Fraunhofer ISI team developed a sophisti-
cated approach for working with fringe sources to identify seeds of change across 
fields of human needs (Warnke and Schirrmeister 2016).

At the same time, the very notion of objectively “observing” signals of change is 
challenged. Especially in Finland, a lively discourse emerged to advance capacities 
for identifying and assessing “weak signals” (Hiltunen 2010; Ilmola and Kuusi 
2006 based on the early work of Igor Ansoff (1975)). Others investigated the role of 
rare and unexpected high-impact events under labels such as “wildcards” or “black 
swans” (Taleb 2007).

Another group of Futurists and Foresighters emphasised challenging of anticipa-
tory assumptions in order to recognise “change in the conditions of change” (Miller 
2007). Foresight researchers increasingly adopt a constructivist approach towards 
futures thinking (Rossel 2012) and subsequently focus on the cognitive framings 
determining the way futures are perceived (Schirrmeister et  al. 2019, 2020) and 
build on seminal work in cognitive science (Gigerenzer and Gaissmaier 2011; 
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Tversky and Kahneman 1974). Human perception can be distorted by such biases at 
the individual, group or organisational level.

In addition, data artefacts that root in signal thresholds or decision rules coded 
into the algorithms can be misleading when judged by humans. The deliberate 
explication of such biases and distortions has become a focus of Foresight research-
ers within the last 10 years (Day and Schoemaker 2004).

The availability of new, unstructured data in different sources and the possibility 
of using this data via machine-learning algorithms have developed very dynami-
cally in the last 5 years. Algorithms to analyse patterns in unstructured data sources 
such as natural language processing (NLP), topic-modelling such as Latent Dirichlet 
Allocation (LDA) and deep learning methods based on artificial neural networks are 
increasingly available (Daas and van der Doef 2020; LeCun et al. 2015; Muhlroth 
and Grottke 2022; Porter 2019). These new possibilities are incorporated mainly at 
the beginning of the Foresight process. One example is the “hybrid AI-expert fore-
sight framework” (Geurts et al. 2021), which serves to support the questioning of 
anticipatory assumptions by feeding a wider range of (emerging) aspects into users’ 
conceptualisations of the future. In current and recently completed projects, 
researchers extensively analyse unstructured data (especially news sites) without a 
predefined search realm and use the results as a starting point and reflection oppor-
tunity for future dialogues with experts. However, in most cases, the outcomes 
require substantial human sense-making activities. In addition, the development of 
quality criteria for AI-based approaches to deliver futures insights is still under way.

In the future, the development and choice of suitable algorithms will be a key 
challenge for generating meaningful insights for Foresight processes in machine- 
based approaches. The composition of sources for the search with sufficient diver-
sity and quality is similarly important. It will be key to generate results in a format 
that lends itself to sense-making and assessment by humans in participatory futures 
dialogues. Examples are projects like the Radical Innovation Breakthrough Inquirer 
(Warnke et al. 2018) or Fraunhofer Foresight (Ganz and Schirrmeister 2019) where 
future technologies and other potential innovations were identified semi- 
automatically by algorithms and then assessed in dialogues by human beings. In 
these “sense-making processes” humans excel with their abilities to identify rela-
tionships across concepts and generating novel ideas. The cognitive biases of human 
perception can partly be counter-acted by the machine-based input. But AI algo-
rithms and the underlying databases are also subject to biases on several levels 
(Friedman and Nissenbaum 1996), and sole reliance on algorithms in Foresight 
might even lead to self-fulfilling data prophecies (Gransche 2016).

To sum up, there is no such thing as an unbiased assessment of “signals of 
change”, yet it is possible to soften the shortcomings of both the human and machine 
side by combining the two approaches reflexively, and thereby broaden our perspec-
tives when constructing possible futures. In short, we are inclined towards cautious 
optimism when it comes to data-driven anticipatory methods if complemented by 
human sense-making.
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2.5  Towards New Combinations of Quantitative 
and Qualitative Methods

Quantitative forecasting methods are helpful within Foresight, when themes are 
identified and investigated in more detail (Cuhls 2003). They can be relatively pre-
cise in the short term, but cannot adequately capture qualitative factors such as 
political, social, ecological and technological future developments. Moreover, it is 
often challenging to take the structural discontinuities into account, since 
mathematical- statistical models assume that patterns observed in the past will con-
tinue to be valid in the future (Helm and Satzinger 1999). An important feature of 
qualitative Foresight and forecasting methods is the collection of non-quantifiable 
expert knowledge about science, technology or innovation issues, including subjec-
tive opinions, in expert-based approaches. The focus is less on “explaining” a cer-
tain issue (causally) and more on “understanding” its meaning (Dilthey 1968). 
However, purely qualitative statements about the future are often difficult to com-
municate as a basis for decision-making.

Over time, the collaboration between more quantitatively oriented research and 
more qualitatively oriented Foresight has differed substantially. In the 1970s and 
80s, both approaches existed alongside and first attempts were made to bring issues 
about science and technology, changes in technology directions or emerging tech-
nologies into the frameworks of economic—often input-output—models. Later in 
the 1980s and 90s, qualitative approaches and quantitative simulations were often 
used independently of each other, because both have their advantages depending on 
the specific research question (Alcamo 2008; Lamnek and Krell 1993). There was 
an increasing distinction between the two research directions (even in one single 
institute), differing scientific communities (Foresight versus forecasting) and con-
troversial discussions about their respective performance and possible applications 
(Kardorff v. 1995). However, it soon became obvious that there are many overlaps 
and shared concepts between the methodological approaches (Moschner and 
Anschütz 2010; Stummer et al. 2021), especially when single methods are com-
bined in a larger process.

Thus, the combination of the two approaches with qualitative Foresight as the 
open view into the future and quantitative data from the past and present simulated 
into the future by different models was increasingly discussed as reasonable. It was 
tested in different projects because problems can be described more comprehen-
sively and the disadvantages of each type of approach can be overcome (Smolenaars 
et al. 2021). For the identification of new topics (from problem fields to thematic 
research areas), quantitative approaches are mainly used in bibliometrics (mapping) 
or later in semi-automated Horizon Scanning approaches—as phases of broader 
Foresight activities (see previous section).

Different types of combinations for qualitative and quantitative approaches are 
used nowadays: Firstly, narratives containing qualitative statements are created with 
the involvement of experts and then transformed into quantitative parameters or 
model variables or input values for simulation models (Mallampalli et  al. 2016; 
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Shaaban et al. 2022; Voglhuber-Slavinsky et al. 2022; Erdmann and Priebe 2022). 
And secondly, quantitative results from modelling are placed in context by develop-
ing narratives to explain the model and the results of the modelling (Rogge 
et al. 2020).

An example for a combination is the project Time Rebound, Time Prosperity and 
Sustainable Consumption (ReZeitKon), where a combined scenario narrative and 
systems dynamics modelling approach was used. Scenarios were framed through 
guideline-based interviews challenging peoples’ mindsets and by identifying influ-
encing factors from Foresight or futures studies. The initial causal loop diagrams of 
the system under study served to develop scenario storylines, from which implica-
tions on future parameter values were estimated in focus groups and led to the 
refinement of the model structure. In addition, a representative survey was used to 
calibrate the system dynamics model with empirical data (Erdmann and Priebe 
2022). Another example is the creation of scenarios for the maritime industry’s 
pathway to a greener future, which are mainly available as stories. They also contain 
quantitative statements, and they are subsequently transferred into model parame-
ters of the MATISSE-SHIP simulation model (MAN Energy Solutions 2020). The 
scenarios were discussed in a workshop with international experts, verified with 
stakeholders and updated. In a further round, the experts’ feedback for the final 
results was incorporated.

The future will see more combinations of scenario stories or single assumptions 
about futures with quantitative models or backed up by surveys, because they have 
the advantage of linking subjective judgement and rational analysis, which is mean-
ingful only to a certain degree. Mathematical models are able to contribute to the 
interpretation of qualitative statements and allow quantitative conclusions about 
possible social, ecological or political effects and conditions in the future. In addi-
tion, the usually static representation at the selected point (of time) in the future 
gains analytical depth in dynamics through the combination with simulation mod-
els. In the combination of qualitative scenarios and quantitative modelling, there are 
many new opportunities, which require researchers to collaborate intensively.

2.6  Foresight and Innovation Systems: From Wiring 
Up to Rewiring

From the mid-1970s onwards, in the context of “evolutionary economics”, systems 
approaches have gained considerable importance in innovation research along with 
a new recognition of the complexity and non-linearity of innovation processes (c.f. 
Dosi 1982; Dosi et al. 1988; Nelson and Winter 1977). This resulted in the central 
notion of the “national innovation system” that was supposed to comprise “... all 
important economic, social, political, organisational, institutional, and other factors 
that influence the development, diffusion, and use of innovation” (Edquist 2005). It 
implies that in order to foster competitiveness, national governments should 
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strengthen not only the technological infrastructures but also the interlinkages 
between system elements, in particular between research and industry actors.

This concept has been further expanded to include regional, sectoral and even 
technological innovation systems. The image developed by Kuhlmann and Arnold 
(2001) in the context of the evaluation of the Norwegian Research Council has 
become one of the most cited elements in innovation research, and different teams 
have developed countless variants for specific policy arenas and tested them in proj-
ects. The emergence of the innovation system framework is also a defining element 
of the rise of Foresight in the innovation policy discourse. Foresight became one of 
the “systemic” instruments (Smits et al. 2010; Smits and Kuhlmann 2004) with the 
core function of “wiring up” innovation systems (Martin and Johnston 1999) to bet-
ter evolve in phase with changing framework conditions, aligning actors behind 
shared priorities and creating “distributed anticipatory intelligence”.

This understanding remained dominant for almost two decades and fuelled sev-
eral large Foresight exercises in countries around the globe. The framework began 
to evolve again along with changes both in the understanding of innovation pro-
cesses and in the innovation policy framework. The crucial role of actors beyond 
research and industry became increasingly obvious and the “triple helix” of univer-
sity, industry and government (Etzkowitz and Leydesdorff 2000) broadened to 
include societal actors (Knappe et al. 2019) and even ecosystems actors in a “quin-
tuple helix” approach (Galvao et al. 2019). In parallel, in the 1990s, the notion of 
“social shaping” of technology gradually diffused from its origin in “Science and 
Technology Studies (STS)” into the innovation research community. The result was 
that closer attention was paid to societal actors and downstream phases of innova-
tion trajectories (Warnke and Heimeriks 2008). Subsequently, concepts like user 
innovation, collaborative innovation, social innovation as well as social and rela-
tional capital became important also in the innovation systems framework. An inter-
nal research project involving researchers from all competence centres at Fraunhofer 
ISI about opening up the innovation system framework resulted in a new graphical 
representation of the innovation system (Warnke et al. 2016). At the same time, in 
the innovation policy arena, the “Lund declaration” in 2009 marked the beginning 
of the orientation towards addressing “grand challenges”, while internal Fraunhofer 
Foresight processes were also carried out (Cuhls 2012). This shift later resulted in 
the “mission orientation” (Mazzucato 2021) of the European and EU member 
states’ research and innovation policy (cf. Lindner et al. 2024). This again has major 
implications for the “systemic instruments” and especially for Foresight (Daimer 
et al. 2012).

Since 2010, it has no longer been enough to “wire up” the existing structures but 
essential to form new ones, that are better suited to accomplish “missions” in the 
sense of “desirable futures”. This “rewiring” includes also actively challenging or 
breaking up existing non-sustainable innovation trajectories (Kivimaa and Kern 
2016). The increasingly broadening notion of innovation systems enables innova-
tion policy-oriented Foresight processes to expand their long-established practice of 
expert and stakeholder involvement.
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While this aspect of opening up is well addressed in Foresight theory and prac-
tice (Nikolova 2014), the “mission orientation” is still posing challenges. Foresight 
is increasingly requested to generate “transformative pathways” or “normative sce-
narios” for defining targets or  achieving predefined goals. Even though first 
approaches have been developed (Brunori et  al. 2020; Erdmann et  al. 2013; 
Schirrmeister and Warnke 2013; van den Ende et al. 2021; Warnke and Schirrmeister 
2018) some tensions between open and oriented scenario building remain. 
Predefined normative orientations do not go hand in hand with key notions of the 
openness of the future. A bridging concept may be the notion of “resilience” which 
has long been an important pillar of Foresight thinking. Resilience entails both the 
ability of systems to react to unexpected futures (coping/ adaptive capacity) and the 
capacity to transform and develop new narratives that reach beyond dominant 
frameworks (Brunori et al. 2020; Lorenz 2013; Roth et al. 2021). A focus on such a 
transformative capacity in reflexive resilient innovation systems may become the 
next interface between Foresight and innovation system thinking. It can lead to the 
incorporation of Foresight into governance structures or an institutionalisation of 
Foresight (Warnke et al. 2021).

2.7  From Loose Networks to International Collaboration 
and Networking

During the 1980s and 90s, an international innovation policy network existed and 
futures research discussions already took place with an exchange of knowledge on 
methods and approaches organised in irregular workshops and conferences (e.g. in 
Kyôto in 1992). The regular monitoring of science and technology as an official 
network started with the European Science and Technology Observatory (ESTO), 
the first project of the European Commission’s Joint Research Centre’s Institute for 
Prospective Technological Studies based in Seville, Spain. It was set up to attempt 
to “create a platform of experts engaged in monitoring and analysing scientific and 
technological developments and their relation and interaction with society”. ESTO 
developed into two new networks: the ERAWATCH Network, a web-based service 
that presented information on national research policies, actors, organisations and 
programmes, and the ETEPS Network (European Techno Economic Policy Support 
Network), a network which supports Foresight of European organisations. ETEPS 
managed projects in all 27 EU Member States, covering policy subjects such as 
agriculture, consumer protection, energy, environment, enterprise, health, informa-
tion society, innovation, research and transport and their respective futures. Through 
these networks, the European Commission financed several projects to foster 
Foresight and observations and laid the ground for further developments.

From 2001 on, under the heading of “Future-oriented Technology Analysis 
(FTA)” a series of conferences in Seville and Brussels were organised by JRC, and 
many papers concerning Foresight and FTA were published by authors from very 
different backgrounds. The last of these conferences took place in Brussels in 2018. 
They were the major meeting place for Foresight experts from all over the world.
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The unification of Foresight in science and technology but also towards making 
use of “strategic intelligence” on a European level gained momentum with the proj-
ect TSER-ASTPP as a European Network that defined terminology and raised ques-
tions about making use of actor networks and their strategic intelligence (Kuhlmann 
et al. 1999). The ForLearn Foresight Learning Platform (https://knowledge4policy.
ec.europa.eu/foresight/topic/forlearn- online- foresight- guide_en) has been built up 
since 2005 to foster a shared understanding of Foresight, teach newcomers and 
facilitate mutual learning among practitioners. The platform was followed by the 
European Foresight Monitoring Network and funded by the European Commission. 
It formed the basis for a platform to collect Foresight studies and processes from all 
over the world. The network described Foresight projects in “briefs” to give a short 
overview of different approaches and their implementations and developed a sand-
box for retrieval. The European Foresight Platform was its successor (http://www.
foresight- platform.eu/community/forlearn/what- is- foresight/). The European net-
work FOREN for mutual Foresight learning in the Regions (Gavigan et al. 2001) 
served to bring Foresight to the regions.

In Germany, the Federal Ministry of Education and Research (BMBF) was one 
of the drivers of Foresight starting in 1992 with larger activities to connect Foresight 
colleagues internationally. Several of the single projects in the different ministries 
could be labelled with “Foresight”, but there was no co-ordination or coherent 
understanding of what Foresight could mean for ministries and agencies. The exter-
nal impetus came from the Stiftung Neue Verantwortung (Foundation New 
Responsibility, SNV) that tried to bring Foresight into different government agen-
cies and ministries. This also initiated new conversations about futures and Strategic 
Foresight first on a rather informal level at the German Bundesakademie für 
Sicherheitspolitik (BAKS), later more formalised in the Federal Chancellery. More 
and more ministries or agencies now institutionalise Foresight in their departments 
(often as “Strategic Foresight”, see also Warnke et al. 2021). The SNV also started 
the first teaching programmes that were taken over by the BAKS, which developed 
towards a node connecting the ministerial network. The seminars on Foresight 
started as a trial—but in 2022, they are still on-going and always fully booked.

A German network for Futures Research has been already established since 2007 
as a club (“Verein”; see https://netzwerk- zukunftsforschung.de/) with the aim of 
uniting the understanding of Futures Research in Germany, giving the researchers a 
joint “Leitbild” (kind of vision) and mutual exchange in working groups. The 
Foresight Europe Network (https://feneu.org/) tries to connect the Foresight com-
munity for a “better Europe”. The Millennium project (https://www.millennium- 
project.org/) can be located between a project and a network: It connects “futurists” 
around the world to improve global foresight, has so-called “nodes” in many coun-
tries and carries out global projects.  National private activities like the D2030 
(https://www.d2030.de) contribute to the picture.

Internationally, the OECD, very active in data gathering, quantitative analyses 
and reporting information to the member states started a Government Foresight 
Network (GFN) with a broadened perspective in Foresight. To bring together world-
wide approaches in anticipatory monitoring for policy-makers and governments 
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under the headline of “anticipatory innovation governance”, the observatory OPSI 
intends to give new impetus to the strategic orientation of policy processes and is 
driving Strategic Foresight further within the respective organisations (OPSI 2020). 
The international collaboration and networking of Foresighters worked on joint 
book projects, International Advisory Boards of journals, the collaboration with the 
nodes of the Millennium Project and was present in institutions’ Advisory Boards. 
Also expert groups of the European Commission like the European Forum of 
Forward-Looking Activities (EFFLA), the Strategic Foresight Group (SFRI) or the 
Research, innovation and science expert group (RISE) cooperate for independent 
scientific advice in Foresight. Major associations, in which the researchers organise 
themselves globally are the World Future Society (WFS), founded in 1966, and the 
World Futures Studies Federation (WFSF) which has existed since 1973.

The new possibilities of video meetings together with joint working tools like 
boards, fast surveys or games offer many new possibilities of international exchange, 
networking, collaboration on projects, training Foresight or fast information collec-
tion as well as project acquisition. Even though many researchers are looking for-
ward to meeting physically again, there will be huge opportunities in offline, online 
and hybrid workshops of all kinds for connecting and conducting future Foresight. 
Researchers will go on working globally and in their respective networks. OECD 
and EU have the intention to broaden their networks further.

3  Reflection and Outlook

We have outlined key dimensions in the development of Foresight theory and prac-
tice within the last 50 years. This included institutional maturing such as the devel-
opment towards an established academic field and the forming of a differentiated 
community with dedicated networks, organisations, conferences and journals. The 
evolution of innovation systems theory and related policy approaches also impacted 
Foresight. Its role evolved from informing to wiring up and transforming innovation 
systems. At the same time, the underlying epistemological basis of Foresight shifted 
from a predictive forecasting mode to an emphasis on better dealing with uncer-
tainty and complexity by broadening present perceptions of the future through chal-
lenging dominant cognitive framings. In line with this, Foresight processes became 
increasingly participatory and included a wider range of diverse voices and perspec-
tives. In parallel, the increasing availability of data, computing capacities and algo-
rithms for their machine-based analysis led to a plethora of new approaches for 
identifying emerging changes under the umbrella term of “horizon scanning”. This 
added up to an already on-going integration of quantitative modelling approaches 
into qualitative Foresight scenarios.

Across these dimensions of change, a few emerging issues can be highlighted:
As indicated in Sect. 2.6, Foresight will be increasingly requested to position 

itself vis-à-vis transformative mission-oriented agendas. One of the major contribu-
tions will certainly be the well-honed set of participatory deliberative Foresight 
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approaches outlined in Sect. 2.3. Already now Foresight methods like visioning, 
backcasting or transformative scenario development increasingly underpin the 
deliberation of goals and transition pathways. Established Foresight approaches are 
adopted in many transformative policy arenas such as those fostering sustainability. 
Balancing this normative orientation with Foresight’s insistence on the openness of 
the future and the inherent uncertainty of complex systems (Sect. 2.2) will most 
likely remain a highly dynamic and contested field of evolution in the coming years. 
Reflexivity and resilience may function as bridging concepts.

The second “game changer” under way is certainly the uptake of machine-based 
approaches and especially the analysis of unstructured data through natural lan-
guage processing (NLP). As discussed in Sect. 2.4 this is opening up a whole range 
of new possibilities and brings in various perspectives. At the same time, the devel-
opment of adequate sense-making activities is posing major challenges. There is a 
risk that the impressive possibilities create a false sense of certainty about future 
pathways. This could bring about a reversal of the focus on reflexive processes for 
challenging today’s anticipatory assumptions and may lead to subsequent re- 
emergence of purely predictive and deterministic approaches.

Finally, as indicated especially in Sect. 2.2, Foresight is increasingly embedded 
into wider policy and strategy processes. In the European Commission and many 
countries around the world, Foresight units are being set up on high political level 
and also in corporate strategy departments. Driven by the increasing number of 
unexpected developments the need for futures literacy is becoming ever more obvi-
ous. This may open up new inroads to actual implementation of Foresight insights 
and strengthening of anticipatory culture in organisations. At the same time, it 
pushes Foresight to reflect more on the institutional framework required to fulfil its 
function of opening up arenas for reflections and deliberations that may well go 
beyond well-accepted paradigms and not lend themselves to immediate implemen-
tation. It poses a challenge to “institutionally embedded Foresighters” to carefully 
balance institutional power and scientific autonomy as well as the risks and oppor-
tunities of driving change from within versus reflecting on change unhindered from 
inside constraints.

Summing up one could say that all three key developments in Foresight bring 
major opportunities for strengthening outreach and impact of Foresight but also 
carry a tendency to draw Foresight back into the deterministic paradigms of the 
“planning decade”. Foresight activities penetrate deeper into persisting and new 
power structures (again). Reaping these opportunities while avoiding the risks will 
most certainly be a major challenge for Foresight in the coming decade.

Addressing this challenge will require Foresight to further extend its co- 
operations and to continuously ask underlying epistemological questions. Existing 
networks and terminologies (Sects. 2.1 and 2.7) will most certainly evolve. A grow-
ing alignment with transformative R&I policy as well as transition-oriented net-
works, in particular with a sustainability focus, is already visible. On its way is also 
increased co-operation with researchers from public management and organisa-
tional innovation. The recent prominence of the notion of “anticipatory innovation 
governance” terminology in the OECD context could be seen as an indicator. Less 
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developed yet but of at least the same urgency is to strengthen ties with research 
communities in artificial intelligence, big data analysis and natural language pro-
cessing. This would need to include critical reflection on these approaches within 
the social sciences and humanities. Foresight was a fragile field but we, the authors, 
are convinced that it will continue to evolve and even expand—maybe under differ-
ent headings and most certainly linked to an increasing number of diverse 
research fields.
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Abstract In this article, we present the mutually development of R&I policies and 
R&I policy evaluation with a specific focus on Germany and the EU. We show that 
there has been considerable development in the field of R&I policy evaluation over 
the past decades, in terms of underlying theories, methodological approaches and 
the emergence of an R&I evaluation community. The field of R&I policy evaluation 
has naturally interacted and grown in parallel with the changes in R&I policy and 
practice as well as scientific advances. In line with the actual claims of R&I policy 
to support transformation, R&I policy evaluation has engaged in a debate around 
more responsible and inclusive evaluation procedures. The discussion about 
“responsible metrics” and societal stakeholder engagement in evaluation studies are 
examples of it. Our overview of evaluation practice has shown that the R&I policy 
evaluation community need continuous, in-built critical reflection on the (inces-
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1  Introduction

The objective of this chapter is to discuss the interplay between the major lines of 
Research and Innovation (R&I) policy1 and the role of explicit evaluation exercises 
that aim to capture the function and influence of such policies. Obviously, evalua-
tion concepts and instruments correspond with the respective “fashions” and waves 
in R&I policy, such as cluster policies or competence centres at the end of the 1990s, 
the new mission orientation of recent years but also, with regard to institutional 
funding, the introduction of New Public Management approaches in public research 
organisations. Also partly considered in our chapter are the goals, instruments and 
approaches to evaluating research institutions. In this chapter, we focus on the 
German and the European level with regard to evaluation practice, however, with 
regard to evaluation theory we also include the Anglo-American literature (Guba 
and Lincoln 1989; Mayne 2001; Patton 1997; Scriven 1991; Weiss 1997).

The chapter is structured along a chronology of decades. For each decade, we 
describe core features and whether or how they differ from previous decades. The 
individual sections are subdivided according to the following aspects: (a) political 
ambitions and developments; (b) main aims and topics of evaluation; (c) applied 
methods and concepts and (d) emergence and development of an R&I evaluation 
community.

1.1  What Are We Talking About? Some Definitions

The German Evaluation Society (DeGEval) understands evaluations as “the system-
atic examination of the quality or utility of an object of evaluation” (DeGEval—
Gesellschaft für Evaluation e.V. 2016; cited from Kohlweg 2019, 5). According to 
Kohlweg (2019), an evaluation is characterised by “a comprehensible systematic 
procedure based on empirically obtained data, which contrasts it with everyday 
evaluation processes, by a transparent, criterion-driven assessment that is carried 
out against the background of a specific context of use (investigation of utility) or 
across the board (investigation of quality), which contrasts it with pure research 
studies, and by its applicability to different objects. The most important objects of 
evaluation include projects, policy measures and other interventions (programmes), 
organisations, products, and evaluations themselves (meta-evaluation)” (ibid.).

Evaluations can be distinguished according to the timing (ex ante, interim, ex 
post), the purpose (summative, formative), the object of evaluation (see above, 

1 If not otherwise stated, we use “research and innovation policy” as a generic term to cover the 
various policy activities aiming to foster science, technology, research and innovation activities 
(Boekholt 2010). The terminology and foci of those policies have changed over time, and we will 
refer to those changes as needed. We focus on policies by ministries of research, science, innova-
tion or economic affairs, i.e. we do not cover policies in other ministries that may support or influ-
ence the generation and diffusion of innovation.
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projects, programmes, organisations, but also whole innovation systems) and the 
content- related (impact) dimensions (scientific, economic, societal, political, sys-
temic impacts). Evaluation and impact analysis can hardly be separated, since ques-
tions about intended and unintended effects are typically part of every (programme) 
evaluation. At the same time, other communities, concepts and methodological 
approaches have emerged in the field of impact analysis, and these will be taken into 
account in the following wherever it is useful.

2  Beginnings: From the 1960s and the Evaluation 
of Research to the 1980s with the First Comprehensive 
Approaches to Evaluating R&I Policies

2.1  Political Ambitions and Developments

Starting in the 1960s, in Western Europe, North America and beyond, societal, eco-
nomic and political actors increasingly perceived needs to reform and strengthen 
post-World War II structures of economies, to advance social and welfare policies, 
to expand and modernise education systems and to make political-administrative 
systems more effective. Across the “varieties of capitalism”—from liberal to coor-
dinated market economies—such reforms assumed quite different shapes (Hall and 
Soskice 2001). Altogether though, “modernisation” became a key term, in industry, 
politics and academia, often closely related to the term “democratisation” (e.g. 
Lipset 1959). Governmental public policies were expected to function as key 
resources in modernisation processes, understood as “problem solving”. To effec-
tively solve problems, governments and their agencies would have to engage with 
“political planning” (Friedmann 1987; a term only partly overlapping with the 
French political concept of “planification”, see, e.g., Crozier 1965, or with the 
socialist-soviet concept of economic planning, see, e.g., Mandel 1986).

In the 1960s to 1980s, most authors understood “political planning” as rational 
end-means and decision-making action by political actors or political systems (see 
Deutsch 1973; Etzioni 1968). The conception is essentially based on an economic 
understanding of rationality, according to which “policy problems are seen as 
instrumental in nature, and policy makers are seen as rational to the extent that they 
do the best they can to satisfy the combined welfare functions of those affected by 
their policies” (Schön and Rein 1994, 11). This understanding has also been devel-
oped and partially practiced in Germany since the late 1960s as a targeted state 
modernisation strategy (e.g. Naschold 1969; Krauch 1970). Political planning pre-
supposed a special role for the state: the central political authorities are ascribed the 
ability to conceptually shape the social environment (Martinsen 1992, 53). On the 
basis of a thorough reform of the political-administrative system (in terms of com-
petencies, decision-making processes, structural and operational organisation), 
equipped with intelligent information about current and foreseeable future social, 
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economic and technological developments, “political planning” should enable 
effective state control and problem solving. The necessary generation and process-
ing of information should take on a scientific character: “... effective policy-making 
will have to be future-oriented and will increasingly depend upon medium- and 
long-range forecasting and policy-planning capabilities” (Mayntz and Scharpf 
1975, 5).

This is the political and intellectual context where governments made increasing 
efforts to support education, science, research and technological innovation no lon-
ger mainly through institutional funding of related organisations (higher education; 
research) but additionally also through policy programmes with defined aims, tim-
ing and formats.

• Higher education and research: Since the early 1960s higher education (and 
related research capacity) has seen a worldwide expansion: “ … growth patterns 
are similar in all types of countries, [they] are especially high in countries more 
linked to world society, and sharply accelerate in virtually all countries after 
1960” (Schofer and Meyer 2005, 898). In the same vein, in Germany the diagno-
sis of an educational crisis (“Bildungskatastrophe”, Picht 1964) marked the 
beginning of an educational expansion and an era of reform in the education (and 
related research) system, continuing to this day.

• Science and technological innovation in industry: After World War II, science 
policy was based on the belief that publicly sponsored scientific research would 
result in beneficial social and economic outcomes (see the influential report 
Science the Endless Frontier, Bush 1945). In the late 1970s and throughout the 
1980s, in Western European countries, certainly in Western Germany, the com-
petitiveness of national industries in international markets was perceived as 
weak, not at least in view of the rising economic power of Japan, so governmen-
tal funding policies were launched to “push” technological innovation in research 
organisations and industry. From the mid-1960s, empirical studies criticised 
such supply-push policy concepts for underestimating the role of market forces 
in the innovation process; as a consequence, demand-pull models of innovation 
were supposed to guide policy designs. As from the late 1970s, an increasing 
number of innovation studies scholars have argued that innovation should be 
understood as a two-sided process involving complex interactions between sup-
ply and demand (e.g. Freeman and Soete 1997; Boekholt 2010; Molas-Gallart 
and Davies 2006). In the Federal Republic of Germany, the innovative capacities 
of small and medium-sized enterprises (SMEs) were considered a crucial back-
bone with respect to competitiveness and employment. Consequently, govern-
ments supported the research, development and innovation capacities in SMEs.

The more publicly funded support measures were taken by governments and 
their agencies, the more the request grew—by the public, parliaments, media—to 
legitimise the investments by properly examining their efficiency and 
effectiveness.
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2.2  Main Aims and Topics of Evaluation

Since the 1960s, in Germany as in other industrialised countries, heterogeneous 
lines of evaluation concepts and methods in the field of R&I policy have been preva-
lent. They can be represented as a shell model (Kuhlmann 1998b, 86pp, 2009, 
285p): A first shell relates to individual research achievements: the “core” is formed 
by peer-review procedures and later additional procedures for measuring the 
research performance of individual researchers and groups (bibliometrics, etc.) as 
internal scientific instruments for deciding on the allocation of funding in research 
institutions (Daniel 1989). The second shell consists of the evaluation of political 
support programmes that, in contrast to institutional support, pursue politically 
decided and specifically designed intentions. A third shell relates to the performance 
of research institutions or larger scientific areas, as they have been carried out since 
the 1990s, e.g. by the Science Council (Wissenschaftsrat) (see also below).

In particular the second shell, the evaluation of research and innovation pro-
grammes gained traction in the 1970s and 1980s. “A case in point is the long and 
fruitless discussion among economists about the relative impact of direct and indi-
rect government measures for promoting R&D on the national economy and techni-
cal and industrial development. This debate is mainly carried out under aspects of 
principles of political control and economic order, with little empirical backing and 
verification” (Meyer-Krahmer 1981, 358). Since the mid-1970s, however, research 
has been carried out by Fraunhofer ISI (Bräunling and Harmsen 1975) that has tried 
to overcome this “abstract either/or type argument and showed that the reality of 
government funding programmes must be viewed in a much more differentiated 
way” (Meyer-Krahmer 1981, 358).

2.3  Applied Methods and Concepts

The reform’s hopes conveyed by political planning efforts, on the one hand, and 
increasing disappointment about unintended effects of planning and programming, 
on the other hand, (Pressman and Wildaysky 1984) triggered a growing interest in 
understanding the actual implementation processes of programmes in bureaucracies 
vis-à-vis societal stakeholders. In Germany, a research project group “Implementation 
of political programmes” around Renate Mayntz (Mayntz 1979) studied basic 
aspects of policy implementation, both with internal administrative enforcement 
problems and with the difficulties of carrying out political programmes with the 
help of intermediary organisations. It became clear that effective policy implemen-
tation needs to understand, also from a methodological point of view, issues of norm 
formation, the effect of different types of programmes (regulatory policies, incen-
tive programmes), the calculus of action at the local level in the implementation 
process, the coordination problems in the implementation process, etc. 
(Mayntz 1980).
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Following a similar reasoning, colleagues at Fraunhofer ISI developed novel 
concepts and methods for the evaluation of impacts of governmental research and 
innovation programmes, in particular those providing R&D personnel cost grants to 
SMEs. With the help of surveys, interviews and statistical analyses the evaluation 
studies addressed the (1) acceptance of the funding by SMEs and the relevance to 
their internal decision-making; (2) quantitative and qualitative effects on R&D per-
sonnel; (3) impact on innovative activities of firms; (4) impact on the economy as a 
whole, such as employment, stimulation of innovation and diffusion processes and 
(5) efficient implementation and application of the measure. At the same time, the 
studies considered consequences for the governmental funding strategy, in the short 
and long term (Meyer-Krahmer 1981, 359).

Since the mid-1970s, in parallel with implementation and impact studies, the 
interest in research and technology indicators has grown sharply worldwide. 
Numerous studies have suggested indicators and used them to describe the level of 
performance in an inter-individual, inter-institutional and international comparison. 
While in early years the focus was mainly on input indicators for research and tech-
nology, in the 1980s the interest in result and impact indicators increased. Daniel 
(1989) provides an overview of the status and prospects of this field of science and 
innovation research, including an extensive bibliography of bibliometric, sciento-
metric (e.g. Moed et al. 1985; Weingart et al. 1988) and technometric literature (e.g. 
Grupp and Hohmeyer 1986), the latter exploring the technological competitiveness 
of national economies, as an input in research and innovation policymaking and 
programme design.

2.4  Examples of Typical Research and Innovation Policy 
Evaluation Studies

Throughout the three decades, first slowly then accelerating, a growing number of 
research and innovation (policy) evaluation studies were conducted. Daniel (1989) 
gives an overview of science-related evaluation efforts, Becher and Kuhlmann 
(1995) and Holland and Kuhlmann (1995) present numerous cases of technology 
and innovation policy evaluations in Germany. In the following, two typical exam-
ples are presented.

Fraunhofer ISI became a forerunner in Germany and Europe in the evaluative 
study of the actual impacts of SME research and innovation programmes. Drawing 
on conceptual work by Bräunling and Harmsen (1975) and Meyer-Krahmer (1981), 
in the early 1980s, Meyer-Krahmer et al. (1983) on behalf of the federal government 
conducted a seminal series of evaluation studies of the largest West-German govern-
ment programmes offering grants to cover the costs of R&D personnel in SMEs. 
Subjects of investigation were “the quantitative and qualitative changes in R&D 
activities caused by the programme in the firms … and the contribution the pro-
gramme can make to strengthen innovative and competitive capabilities” 
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(Meyer- Krahmer et al. 1983, 153). Also the problem assumptions underlying the 
programme were reviewed critically, in particular to better understand “whether the 
barriers to innovation and the weak spots assumed did in fact exist in the firms 
examined” (Meyer-Krahmer et al. 1983, 153). This was important for the political 
legitimation of public funding; at the same time genuinely empirical insights into 
the innovation processes in SMEs were generated—a crucial contribution to the 
emerging academic field of “innovation studies” (see, e.g., Fagerberg et al. 2013). 
The administrative management, “free rider” effects, and factors restricting impacts 
were investigated along with such questions as to whether firms located in periph-
eral regions were reached by the programme to the same extent as firms in conurba-
tion areas. Furthermore, the reasons for non-participating firms were analysed.

In 1983, the German Federal Ministry of Research and Technology (BMFT) 
started a pilot project to promote technology-oriented start-ups (TOU). In order to 
support this, in particular to expand the information basis for the technology- 
political decision-making in this new funding field, a scientific monitoring project 
was launched in 1984 and conducted for several years by Fraunhofer ISI (Kulicke 
1993; see also Holland and Kuhlmann 1995, 175–187). Research work was carried 
out with three functions: as a service to the pilot project’s “actor network” in par-
ticular the sponsor BMFT; as an accompanying evaluation and as an ex-ante analy-
sis for potential subsequent measures. During the monitoring, the evaluation team 
had to coordinate and process a variety of tasks, partly conflicting between imple-
mentation and evaluation. Over time, the intensity of evaluation activities increased. 
Targeted analyses of the equity capital supply were initiated early on, based on 
findings from the accompanying research. On this basis, operational ex-ante inves-
tigations were carried out with a view to designing a subsequent pilot project 
“Participation Capital for Young Technology Companies” (BJTU). Overall, the 
accompanying research and evaluation of the TOU pilot project was a compara-
tively time-consuming and complex process, the experimental character which 
included intensive investigations of the funding clientele over an extensive period of 
time and active participation in the funding measure, as well as the difficulty of 
maintaining a distanced observer status within this process. This tension is probably 
unavoidable in the actor-oriented development of complex new funding models, as 
a kind of mediator between governmental agencies, beneficiaries and industry.

2.5  Evaluation Community

The 1980s saw an upsurge of professionalisation and community building in the 
field of evaluation experiences and competencies. Most prominently, in 1986 the 
American Evaluation Association (AEA) was established, a merger of the former 
Evaluation Research Society and the Evaluation Network (Kingsbury 1986).

In the field of science and research evaluation the Institute for Science and 
Technology Research (Institut für Wissenschafts- und Technikforschung) at Bielefeld 
University has been a network hub for evaluative science studies since the mid- 1970s. 
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In the course of the 1980s other institutes, like the Centre for Science and Technology 
Studies (CWTS) at Leiden University, helped to boost this growing field of compe-
tence and expertise.

In the field of innovation policy studies, the Six Countries Programme (6CP2), 
established in 1974 became for many years a network hub, which provided the 
opportunity for professional exchange about related policy evaluations. “Within the 
broad area of innovation policy, the Six Countries Programme is an example for a 
non-issue-specific Forum with emphasis on an open-minded exchange of informa-
tion, reflection and the identification of new issues/assessment of new develop-
ments” (Edler et al. 2006), including the question “how innovation policies have to 
be designed to create effective out-comes of such public policy”.

With financial seed support from the European Union, the University of Twente 
in the Netherlands established an annual R&D Evaluation Course in the late 1980s, 
to foster European and international capability and capacity-building in the field of 
professional research evaluation (with other European evaluation institutes as part-
ners); the course ran until 2022.

3  The 1990s: Complex Multi-actor/Multi-agency 
Programmes and Systems-Oriented Evaluations 
with Formative Claims

3.1  Political Ambitions and Developments

In retrospect, the decade of the 1990s was characterised by a high willingness to 
develop and implement innovative R&I measures and a generally critical reflection 
on the strengths and weaknesses of national innovation systems. From a system’s 
perspective, the question of cooperation between the different subsystems has 
played a particularly important role. Accordingly, R&I policy had increasingly 
launched programmes since the mid-1990s that were intended to bring about struc-
tural change in science and industry through the formation of innovation networks. 
Partnerships of a wide variety of actors (research institutions, universities, industrial 
enterprises, banks, technology centres, further education institutions, etc.) aimed to 
effectively re-shape local, regional or sectoral innovation systems with a whole 
bundle of coordinated measures. Such multi-actor and/or multi-measure pro-
grammes covered either regions and/or specific missions and/or selected technolo-
gies and sectors. Unlike simple cooperation projects, such as those that have been 
funded since the mid-1980s in national programmes of collaborative research, com-
plex network programmes intended to achieve a self-sustaining dynamic of the 
selected clusters with sustainable economic effects in global competition through 
start-up financing. Competence centres and cluster initiatives represent outstanding 

2 The core group of countries were Germany, Austria, Finland, the Netherlands, Sweden and the UK.
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examples of these new funding instruments. One of the very challenging key fund-
ing prerequisite in those programmes was a network-like cooperation of the actors 
involved in the cluster that goes beyond concrete individual projects (OECD 
Proceedings 1999; Koschatzky 1996, 2000).

Further, since the 1990s a reorientation in the relationship between the state and 
publicly funded research organisations has taken place in numerous (Western) 
European countries, which can be summarised by the catchword New Public 
Management (NPM). In essence, this meant that the state reduced its (operational) 
control over public research institutions and granted them more autonomy in their 
decisions, but in return expected performance to increase (Ferlie et al. 1996). In the 
course of these changes in governance between scientific institutions and the state, 
various mechanisms were introduced, like global budgeting, performance-oriented 
resource allocation and goal agreements. The introduction of NPM also led to an 
increasing relevance of competition and performance-oriented funding, either as 
part of institutional funding or through increasingly important competitive third- 
party funds (Geuna 2001; Hicks 2012; Jongbloed and Lepori 2015; Jongbloed and 
Vossensteyn 2001).

3.2  Main Aims and Topics of Evaluation

In the 1990s, evaluation research and practice gained considerable momentum, 
driven by innovative policy approaches, on the one hand, and the increased need to 
legitimise public funding, especially of research and research institutions, on the 
other. The latter applied both in Germany and at the European level.

In Germany in the early 1990s a first meta-analysis of extant R&I policy evalua-
tion studies showed that the number of such exercises was rising while the method-
ological quality of some studies and their use in policy practice remained limited 
(Kuhlmann et al. 1995). At the same time, however, now more often systematic so- 
called accompanying or monitoring evaluations were launched. They were meant to 
serve as a learning instrument for the continuous improvement of innovative fund-
ing approaches like EXIST, a federal programme to promote start-ups based on 
scientific research (Kulicke et  al. 2000, 2002), Competence Centres for 
Nanotechnology (Bührer et  al. 2000, 2001) or the Interdisciplinary Centres for 
Clinical Research at University Hospitals (IZKF) (Braun et  al. 1997; Bührer 
et al. 2004).

As mentioned above, the performance of research institutions became an impor-
tant topic in R&I policy and thus evaluation also turned increasingly to individual 
science institutions. One of the most important examples is the UK approach, today 
the Research Excellence Framework (REF), formerly the Research Assessment 
Exercise (RAE), which started as early as the 1980s, closely linked to the develop-
ment of sophisticated bibliometric and other quantitative indicators (see also below). 
In Germany, performance of research organisations has been studied, on the one 
hand, with regard to the missions of research institutions (Kuhlmann and Holland 
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1995) and, on the other, with regard to the interaction of different research organisa-
tions within the national innovation system in the context of the so-called system 
evaluations (Evaluierungskommission 1998; Internationale Kommission 1999; 
Wissenschaftsrat 2000, 2001). Furthermore, in 1990, shortly after the German 
reunification, the Science Council (Wissenschaftsrat) was tasked by the government 
to develop recommendations for the reorganisation of more than 130 East German 
non-university research institutions (institutes of the former GDR Academy of 
Sciences). The aim of the recommendations was “to create as soon as possible new 
structures to facilitate internationally competitive basic and applied research”. 
(Krull 1992). The Science Council had formed an evaluation committee and 
discipline- oriented working groups. Their recommendations for the reorganisation 
of East German non-university research institutions had far-reaching consequences 
for the development of the innovation capacity in East Germany in the 1990s 
(Holland and Kuhlmann 1995).

At the European level, the 1990s showed a significant dynamic not only in R&I 
policy, but also in evaluations and impact analysis that covered not only the European 
Framework Programmes (see, for example, Georghiou and Meyer-Krahmer 1992; 
Bach and Lambert 1992; Stern 1993; Georghiou 1995a, b; Fayl et al. 1998, 1999; 
Airaghi et  al. 1999; Guy and Polt 1999) but also initiatives such as COST 
(Cunningham et al. 1997; Cunningham and Nedeva 1999) and EUREKA (Airaghi 
et al. 1995; Bobe et al. 1999; Dale and Barker 1994; Dekker et al. 1991; Ormala 
1993). Furthermore, various impact studies were conducted on the benefits of par-
ticipating in the European Framework Programmes (for example, Larédo and 
Callon 1990; Georghiou et al. 1993; Reger and Kuhlman 1995; Reger et al. 1998; 
Luukkonen and Niskanen 1998). A special feature of the evaluation system devel-
oped within the framework of EUREKA, a European cooperation scheme formally 
outside the constitutional framework of the European Community, was that it sys-
tematically surveyed long-term impacts by asking the beneficiaries to answer a 
questionnaire not only shortly after the completion of their project, but also 3 and 5 
years after the end of the project. These market impact reports were implemented in 
recognition of the fact that (economic) impacts often manifest themselves only a 
long time after the funding (Georghiou 1999).

The European Commission also supported a couple of research projects that 
aimed to improve the European evaluation systems. For example, the TSER- 
Network “Advanced Sciences for Technology Policy Planning” (ASTPP, 
1997–1999), that was led by Fraunhofer ISI.

In the academic context, this decade was characterised by intensive exchange 
and comparative work on the respective national evaluation cultures, which in turn 
found their way into the further development of the respective national R&I policies 
(see, for example, Da Silva and Henriques 1995; Hills and Dale 1995; Kastrinos and 
Katsoulacos 1995; Kuhlmann 1995; Larédo and Mustar 1995; Rip and van der 
Meulen 1995; Sanz-Menéndez 1995; Silvani and Sirilli 1995; Steiner and Sturn 
1995; van Steen and Eijffinger 1998). This work has led to the transparency of 
national patterns in R&I evaluation on the one hand, but also to stimulating mutual 
learning and the emergence of an evaluation community on the other.
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3.3  Applied Methods and Concepts

Overall, evaluation research in the 1990s benefited from a scientification of evalua-
tion practice across policy fields. American scholars were considered to be leading 
in this respect (Guba and Lincoln 1989; Patton 1997; Scriven 1991). In the German-
speaking countries, however, considerable efforts were also made in this decade to 
establish a scientific basis for evaluation practice (e.g. Stockmann 2000; Widmer 
1996; Wollmann 1998).

One of the new concepts that shaped this decade was the understanding of evalu-
ation as a learning medium for the actors involved, which focused on the formative 
aspects of evaluation (Kuhlmann 1998a, b). The key concept of the new, expanded 
understanding of evaluation is “negotiation” in actor arenas.3 The result of evalua-
tions designed accordingly is no longer “a set of conclusions, recommendations, or 
value judgements, but rather an agenda for negotiation of those claims, concerns, 
and issues that have not been resolved in the hermeneutic dialectic exchanges” 
(Guba and Lincoln 1989, 13). Decisions are rather made as an on-going process in 
which competing actors interactively reach a consensus, or not, and evaluation 
results are one piece of information among many. Here the evaluation process, more 
precisely the communications of the involved actors, come to the fore and the pro-
cess is deliberately designed to be “participatory” (“Participatory Evaluation”) 
(Patton 1997; Worthen et al. 1997). Such evaluation concepts aim above all to re- 
frame (Schön and Rein 1994) the orientations of corporatist and political- 
administrative actors. In the context of the research and innovation system, they can 
act as an “intelligent” contributor to the negotiation and as a coping strategy of the 
responsible political actors and the interested public. “Intelligent” policy develop-
ment processes in this sense can furthermore be enriched by a combination with 
Technology Foresight and Technology Assessment (Kuhlmann et al. 1999, but also 
Martin 1996; Meyer-Krahmer and Reiss 1992). A concrete practical example of the 
combination of an (institutional) evaluation and foresight activities was the use of 
the results of a large-scale Delphi survey for the system evaluation of the Fraunhofer 
Society (Bührer 2001).

In line with the policy trends described at the beginning of this section (measures 
to improve the relationships between various actors within national innovation sys-
tems and a stronger performance orientation of research institutions), specific data 
collection and analytical methods were (further) developed in the 1990s, namely 
network analyses and STI (Science, Technology & Innovation indicators.

Various articles (Bührer 2002; Cabo and Bijmolt 1992; Noyons and van Raan 
1996; Removille and Clarysse 1999) reflected the growing importance of network 
analysis at the time and this has become a standard approach in many evaluation 
studies. One German example, the evaluation of the interdisciplinary centres for 
clinical research at University hospitals (Bührer and Peter 1999), analysed in detail 
the cooperation behaviour of the funded individuals. This example illustrates well 

3 The following paragraph is mostly a translation of Bührer and Kuhlmann (1999), page 387 ff.
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the scope and ambition of network analysis in evaluation. The aim of the survey was 
to examine the extent to which the implementation of the funding measure has 
(already) succeeded in initiating and establishing new, interdisciplinary collabora-
tions. Among other things, the aim was to elicit possible consolidation zones within 
the professional relationship networks of the scientific staff active in the respective 
centres and to identify the central actors. In addition to describing the formal aspects 
of the individual networks (size, density/closeness, transitivity, number of redun-
dant contacts, centrality, cliques, homogeneity measures), the aim was also to 
describe the “quality” of the individual relationships. The quality of a relationship 
includes the duration of the relationship, the origin of the relationship, the frequency 
of interaction, the (perceived) strength of the relationship, the role relationship and 
the transactional content.

As regards STI indicators, numerous overviews were published in the 1990s, 
building upon the ground-breaking work that was done during the 1980s, as 
described above (Brisolla 1996; Gabolde 1998; Grupp et al. 1995; Tomizawa and 
Niwa 1996; van Raan 1988; van Steen 1995; Schmoch et al. 1991; Schmoch 1999). 
In the field of bibliometrics, specific indicators on (co-)citations and inter- or multi- 
disciplinary collaboration have been further developed (van Raan 1993; Zulueta and 
Bordons 1999). The 1990s also saw the beginnings of comprehensive STI indicator 
reports at the European level (European Commission 1997). However, there is also 
a growing trend in the 1990s to critically reflect the use of quantitative indicators 
(for example, Pavitt 1998; Hicks 1991; Luukkonen 1991).

3.4  Evaluation Community

The 1990s were decisive in building an R&I evaluation community. In 1992, the 
European Evaluation Society (EES) was initiated and registered in 1996 as a non- 
profit association, and soon other associations followed, such as the German 
Evaluation Society (DeGEval) in 1997, with the significant participation of Stefan 
Kuhlmann (Fraunhofer ISI). The main “raison d’être” of the DeGEval is the promo-
tion of evaluation research and practice by pursuing three main goals: professionali-
sation of evaluation, bringing together different perspectives and promoting 
information and exchange. The DeGEval is subdivided into individual working 
groups that are dedicated to discussing specific evaluation challenges in selected 
areas, including the R&I Policy Working Group that has existed from the very 
beginning.

At the same time, also specialised associations were set up, such as the Austrian 
Platform Research & Technology Policy Evaluation in 1996. This was initially an 
informal cooperation, deliberating on approaches and methods of evaluation and 
discussing evaluation practice on national and international levels. Meanwhile, the 
Austrian fteval platform has become a pan-European resource for evaluators and 
their clients, offering a variety of important services such as the systematic collec-
tion of evaluation reports, the publication of the fteval journal, which provides 
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timely reports on relevant evaluations and, most importantly, the organisation of 
major international evaluation conferences (see also section on 2010s below).

A further important milestone at the European level was the constitution of the 
“European RTD Evaluation Network” in 1997 that aims to promote regular exchange 
and cooperation between evaluation actors from the EU Member States and the 
Commission services. This network4 is still operating.

At least two large evaluation conferences should also be mentioned as they 
offered the platforms for an increasing exchange on the challenges and potential 
solutions of R&I evaluations: the OECD organised a discourse-shaping conference 
on “Policy Evaluation Practices in Innovation and Technology” in 1997 (see OECD 
1997) and Fraunhofer ISI organised, on behalf of the European Commission and the 
German Federal Ministry of Education and Science, a European conference on 
“Science and Technology in the New Europe” in Berlin on 7–8th June 1999 (Bührer 
and Kuhlmann 1999).

4  The 2000s: Further Development of Methods and Concepts 
for Capturing Complexity

4.1  Political Ambitions and Developments

This decade in some ways was a transitional decade. R&I policies further differenti-
ated (Polt et al. 2021) as the analysis of systems failures became more sophisticated 
and more and more schemes for improved, more tailored cooperation and network-
ing were being developed. This system building approach was a further expression 
of the overall paradigm of national competitiveness through constantly improving 
the science and innovation systems which was still dominant at the beginning of the 
decade. At the European level, the Lisbon agenda and the Barcelona target (3% of 
GDP to be invested for research in Europe) were the most obvious expression of the 
ambition to mobilise science and innovation for the international competition of 
systems. Accordingly, the EU and its member States were increasingly ranked by 
their innovation activities and capabilities, most notably demonstrated by the estab-
lishment of the European Innovation Scoreboard in 2001. Though this was not a 
tool to evaluate policy, it signified the focus of R&I policy and its supporting evalu-
ation across Europe. Only once the Lisbon agenda did not deliver on its claim, 
moves were made towards an orientation of science and innovation policy towards 
“Grand Challenges” (European Commission and Directorate-General for Research 
and Innovation 2006). Slowly, but accelerated by the fallout of the financial crisis in 
2008, European and national R&I policies moved towards a policy mode that linked 

4 EUevalnet, https://research-and-innovation.ec.europa.eu/strategy/support-policy-making/shaping-  
eu-research-and-innovation-policy/evaluation-impact-assessment-and-monitoring/
evaluation-network_en
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support for research and innovation to societal goals (see the next section) and thus 
linked policies which were system enhancing with those that were system directing 
(see below).

4.2  Main Aims and Topics of Evaluation

A first major development was to continue and further develop the formative and 
summative evaluation of multi-actor/multi-measure systems. This included cluster 
evaluations, the evaluation of competence centres (Bührer et al. 2002), approaches 
to knowledge and technology transfer (Kulicke 2002) and the comprehensive evalu-
ation of the Austrian programmes Kplus which at the time were advanced multi- 
actor programmes (Edler et al. 2004; Edler and Lo 2004; Biegelbauer 2007). Given 
the complexity of those multi-actor, multi-measure programmes, policy makers and 
evaluators co-generated principles of design, implementation and evaluation5 
(Bührer et al. 2004). Although the evaluations had a clear summative mandate, the 
formative dimension gained considerable weight, as evaluation became part of cre-
ating mutual understanding and expectation management at the level of individual 
projects, but much more so at the level of joint system building.

In this decade, the system level became increasingly important for evaluators and 
R&I policy analysts. More and more, systematic, robust and valid evaluation at the 
systems level was called for (Arnold 2004; Feller 2007). At the end of the previous 
decade, the evaluation of the Norwegian Research Council was, given the broad 
remit of the council, a comprehensive systems evaluation (Arnold et  al. 2001; 
Kuhlmann and Arnold 2001). One decade later, the evaluation of the Austrian sci-
ence and innovation system was, and still is as of today, the most comprehensive 
and holistic evaluation of a science and innovation system, its governance structures 
and instrumentation.6 Similar developments were to be witnessed in the USA, with 
attempts to focus on the multi-level interaction of policy interventions and the over-
all systems level additionality (see the special issue by Rogers and Jordan 2010). 
However, those in-depth systematic system-level analyses remained the exception 
rather than the rule at the national level.

In line with the policy focus on the systems level, in the early 2000s, both the EU 
and the OECD developed and financed benchmarking approaches to assess and 
compare how policies influence the innovation system (Molas-Gallart and Davies 
2006, pp 73–74). In this approach, rather complex relations between input and out-
put within innovation systems are operationalised, standardised and compared 
between countries. The most basic, but most continuous example is the aforemen-
tioned Innovation Scoreboard. Another prominent example is the benchmarking of 

5 Edler et al. (2004) provide an overview of many of those measures and develop design and evalu-
ation principles.
6 For a summary of major aspects, see the Newsletter of the Austrian Platform for Research and 
Technology Evaluation, 34, 2010. https://repository.fteval.at/72/%20
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industry-science relationships that is based on theoretical assumptions of the inter-
action between science and industry and a set of indicators developed to map these 
relationships. While those benchmarking exercises have limited analytical value, 
they have strongly influenced the R&I policy discourse across the OECD world 
(OECD 2002).

To further support system-level evaluation and steering, country benchmarking 
and national and regional review exercises were intended to provide learning oppor-
tunities for policy makers. At the European level, in the 2000s the so-called “policy 
mix” reviews performed a similar learning exercise in a number of countries “on 
demand”, a light-touch approach based on international peer reviews. Those 
European country reviews did not amount to the expert led application of sophisti-
cated methods, rather they were expert supported peer-review exercises under-
pinned by a number of background analytical reports most often provided by the 
country reviewed. Also in the 2000s, the OECD launched their “innovation policy 
reviews” which claim to be a “comprehensive assessment of the innovation system 
of individual OECD member and partner countries, focusing on the role of govern-
ment. [...] Each review identifies good practices from which other countries can 
learn”.7 Those OECD reports, while also underpinned by self-assessment and back-
ground material of the countries under review, were—and still are—led by R&I 
policy evaluation experts.

Below the level of entire R&I systems, but in fact as a building block for systems 
evaluation, a line of work intensified that tried to evaluate the interplay of diverse 
interventions. A special issue of Research Evaluation highlighted and supported the 
claim to analyse systematically the interplay of instruments (Vonortas et al. 2007). 
In particular in the USA there were a few attempts to mobilise evaluation techniques 
for portfolio management (Bozeman and Rogers 2001) and a number of quantitative 
portfolio evaluations were conducted for public research organisations (Ruegg 
2006, 2007; Hage et al. 2007), with the claim to mobilise portfolio evaluation to 
better understand system level impact (Wagner and Jordan 2009).

At the beginning of the decade, evaluators and policy makers intensified efforts 
to understand wider societal impacts of publicly funded research. Rather than devel-
oping further, more sophisticated quantitative analyses, more qualitative, indirect 
approaches were established. A body of literature emerged that focused on tracing 
the processes supporting longer-term change and analysing the conditions influenc-
ing and interacting with the initial research process and the use of research results. 
The most prominent effort in this regard was the SIAMPI project funded by the 
European Commission (Cozzens 2010; Spaapen et  al. 2011; Spaapen and van 
Drooge 2011), which focused on productive interactions between science and non- 
scientific stakeholders as the key driving force and a necessary precondition for the 
effective use of research results within the science system but also in other policy 
sectors. The term “productive” characterises the interactions and is only seen as suc-
cessful once the research results (including knowledge) have been actively used and 

7 See https://www.oecd.org/sti/inno/oecd-reviews-of-innovation-policy.htm
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have induced a change in behaviour. This approach was subsequently applied to a 
range of examples (Molas-Gallart and Tang 2011).

However, many developments outlined for the previous decade continued and 
started to create tensions in the R&I Policy community. On the one hand, as indi-
cated above, there were an increasing number of evaluations that tried to capture 
dynamics at the systems level and understand the role of policy and policy portfo-
lios for system developments. This was also linked to an intensified effort to support 
policy making throughout the entire cycle with in-depth formative approaches. On 
the other hand, the policy-making system, with notable exceptions, continued to 
demand a summative assessment, a quantitative number, to justify and legitimise 
R&I policy spending (Molas-Gallart and Davies 2006; Edler et al. 2010). Further, 
within the R&I policy evaluation community, calls for more robust quantitative and 
experimental methods emerged, asking for randomised controlled trials also in R&I 
policy evaluation. Especially as the evaluation practice had gained momentum and 
diversified in the previous years, the diverse claims of R&I policy evaluation and the 
growing tension between those claims led to an increased self-reflection in the com-
munity, with key collective events (2006 in Austria) and stock-taking and analysis 
exercises (Edler et al. 2010; Polt 2003).

4.3  Applied Methods and Concepts

In the field of bibliometrics, many studies began to integrate the individual level by 
studying mobility patterns based on CV data. This was not only an innovation in 
terms of the database and methodology but also the level of observation (individuals 
instead of institutions) (Cañibano and Bozeman 2009; Lepori and Probst 2009; 
Sandström 2009; Zellner 2002).

The INNO-Appraisal analysis of evaluations in innovation policy conducted 
between 2002 and 2007 found that most evaluations focused on economic and 
sometimes technological impact, societal impact, in contrast, was not very common 
and if so was concerned with the number of jobs created. Further societal or even 
transformational issues were still the exception (Edler et  al. 2010). The analysis 
further demonstrated a tension in the R&I policy evaluation practice just outlined. 
While there was an increasing claim that evaluation is supposed to be formative and 
take into account the complex system conditions, the INNO-Appraisal study found 
that summative evaluations using quantitative methods, thus delivering a quantita-
tive result, a “number” for policy makers, were more likely to be used in the policy- 
making process. This is in line with the analysis of Molas-Gallart and Davies (2006), 
who also cite two examples of evaluation in the early 2000s in which policy makers 
as clients disregarded the formative and system sensitive approach of the evaluation 
and asked for a summative, ideally quantitative assessment to be used in the politi-
cal process. Thus in the 2000s a tension intensified between the claim and ambition 
of evaluation experts rooted in the innovation systems paradigm and policy makers 
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in need of quantified, ideally unambiguous and short-term impacts of their 
interventions.

4.4  Evaluation Community

This decade was characterised by a growing interest in the scope and effects of 
evaluation practices themselves, both within the evaluation community (Edler et al. 
2008), in Europe and North America (Shapira and Kuhlmann 2003), and within the 
community of policy makers who commissioned evaluation studies (Edler et  al. 
2010). The diversification of evaluation claims and evaluation methods, in particu-
lar but not exclusively at the European level, led to a number of projects taking stock 
of evaluation practices, making those diverse approaches widely accessible to the 
community, assessing the appropriateness of approaches and suggesting further 
adjustments to meet the needs of a changing policy environment. At the beginning 
of the 2000s, two European funded projects analysed the evaluation practices in 
Europe (Polt 2003) at the European and the national level and provided access to the 
breadth of evaluation methods (Fahrenkrog et al. 2002, EPuB8) as well as setting out 
future developments to bring evaluation practice in line with R&I policy develop-
ments across Europe (Georghiou et al. 2002, ASIF9). ASIF demonstrated that the 
policy and evaluation rationales were now firmly grounded in the innovation sys-
tems and “failure” paradigm. It also showed that the ambition of evaluation was 
increasingly to determine the net effect of interventions and to capture the broader 
economic and in particular societal effects of R&I policy (Polt 2003, also Rojo 
2003). The EpUB study led to a “toolbox” for R&I policy evaluation based on 
European experiences, while at the same time 10 years of evaluation of the US 
American Advanced Technology Programme had led to a “toolkit” (Ruegg and 
Feller 2003). Some years later, the European Commission ordered the aforemen-
tioned study INNO-Appraisal to systematically take stock of R&I policy evaluation 
practices across European countries and at the European level (Edler et al. 2010).

The significance of those exercises is twofold. First, the R&I policy community 
had reached a state of maturity to come forward with major, almost standardised 
“toolkits” and recommendations as to when to use what approaches (Miles et al. 
2006; Molas-Gallart and Davies 2006). Second, and maybe even more importantly, 
it signifies the self-awareness of the R&I community in Europe and the USA as an 
epistemic community, linked together by a convergent understanding of theoretical 
justifications for R&I policy interventions and a set of techniques to be shared and 
applied. This institutionalisation of the community was further supported by major 

8 EPuB: Socio-Economic Evaluation of Public Research, Technology and Development (RTD) 
Policies
9 ASIF: Assessing the Socio-Economic Impact of the Framework Programme
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international conferences initiated by the Austrian R&I policy evaluation commu-
nity (2003 and 2006).

5  From the 2010s Until Today: Is Accountability Back? 
Evaluation Between Legitimacy and Learning

5.1  Political Ambitions and Developments

The years from 2010 onwards were characterised by a growing discussion on R&I 
policy as an instrument that should bring forth solutions for societal grand chal-
lenges such as climate change, demographic change or human diseases. Concepts 
such as “mission-orientation innovation policies” (Mazzucato 2018) and “transfor-
mative innovation policies” (Diercks et al. 2019) shifted the sphere of influence of 
R&I policies beyond the boundaries of the science system. Hence, research results 
were expected to influence non-research performing stakeholders and to have effects 
on non-research related sectors. As a consequence, demonstrating the impacts of 
research and innovation activities became increasingly important for R&I stake-
holders (see discussion in the chapter by Lindner et al. 2024 in this anthology).

In parallel a, not entirely disconnected, discussion emerged, questioning the 
appropriateness of existing research assessment approaches and metrics (“the met-
ric tide” (Wilsdon et al. 2015)) for assessing scientific output almost solely based on 
peer-reviewed journal publications. The unease towards the research assessment 
mechanisms (discussed already in the previous sections of this chapter) was reflected 
in two declarations stemming from the research community itself: The San Francisco 
Declaration on Research Assessment (DORA 2012) and the Leiden Manifesto for 
research metrics (2015)

In order to address the changes in the R&I policy landscape and methodological 
implications of the shift towards impact (namely the attribution challenge), the eval-
uation community directed its attention to developing and refining conceptual 
frameworks suitable to analyse the processes leading to longer-term impacts of 
research. It had to develop metrics capable of measuring those longer-term effects. 
Furthermore, the debate on the function of programme and policy evaluation and 
the roles evaluators opened up again in the discussions related to sustainability tran-
sition and responsible research and innovation (RRI).

5.2  Main Aims and Topics of Evaluation

As mentioned in the preceding chapter, societal impacts of funded research became 
a predominant topic at the turn of the decade. The observation that a longer-term 
impact of research had not been adequately addressed in evaluation studies of the 
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early 2010s (Arnold 2012) is a result of several challenges which confront impact 
measurement of research:

First, there was no commonly shared definition of what impact of research 
means, the dividing lines reflecting the researchers’ disciplinary backgrounds 
(Arnold 2011; Bornmann 2013; Donovan 2011; Flecha et al. 2018). In recent evalu-
ation practice two main aspects have been emphasised with regard to impact, as e.g. 
put forward in the Glossary of the Evaluation Standards Kohlweg (2019): A) an 
impact can be positive or negative, primary or secondary, intended or not by the 
funded intervention. B) It is an effect that materialises on stakeholders not involved 
in the research processes and reaching out beyond the science system itself. 10 
Building on earlier work mentioned above, the term “societal impact”11 further grew 
in popularity in the last years, however, no commonly agreed definition exists for it 
until today (Bornmann 2013; Bührer et al. 2022a, b; Joly and Matt 2017; Muhonen 
et al. 2019; Reale et al. 2018).

A second challenge related to the attribution problems is the difficulty to estab-
lish a causal relation between a particular impulse such as a research result or a 
funding programme and a longer (societal) change. This was not a new discussion 
in the evaluation literature, but became more critical when focusing on longer-term 
outcomes and impacts of R&I funding. The consecutive challenges related to the 
evaluation of mission and challenge-oriented interventions have been raised by sev-
eral authors lately: expected effects in various policy sectors (multiple impact 
dimensions (Bührer et al. 2022a, b); long-time horizons which effects would mate-
rialise that go beyond the evaluation exercise; changes that are beyond the control 
of the stakeholder initially involved in the research and innovation processes; inter-
ference and interaction of the research with other funding or sectoral policies 
(Amanatidou et al. 2014; Arnold 2018; Donovan 2011; Donovan and Hanney 2011; 
JIIP 2018; Molas-Gallart et al. 2021; Reale et al. 2014; Wittmann et al. 2022).

In consequence, the focus shifted away from traditional approaches measuring 
economic effects through well-established STI indicators. Rather, the concept of 
contribution as opposed to attribution has gained importance in the evaluation litera-
ture and the methodologies developed allow to analyse the contribution that research 
makes on broader socio-economic societal changes.

In line with the more ambitious attempts to capture impact, a concept that has 
grown in popularity in R&I programme evaluation in the last 10 years is one of the 
impact pathway modelling. Building on a “theory of change” (of the funded inter-
vention) (Chen and Rossi 1983; Weiss 1993, 1997) idealised pathways are described 
showing how a stimulus in form of research results can contribute to longer-term 
changes. The pathways rely on a set of assumptions how effects can manifest 

10 fteval Evaluation Standards 2019; Glossary: “Positive and negative, primary and secondary long- 
term effects resulting directly or indirectly, intentionally or unintentionally from an intervention. 
OR effects beyond the intended reach of the evaluation object, i.e. on things (systems, institutions, 
organisations, individuals, outputs etc.) where the evaluated object has been a contributing factor”.
11 Also the term of “social return” is used (Donovan 2011) or “socio-economic impact” Reale 
et al. (2018).

Evaluating Public Research and Innovation Policies: A Short History of Co-evolution



126

themselves. Its particular strength lies in an explicit consideration of external condi-
tions interfering with the initial research process and subsequent diffusion of 
research results. The focus of these approaches is on understanding the underlying 
mechanisms and processes leading (or not) to societal changes. Recent work of 
Belcher et al. (2020) extended the pathway logic by drawing attention to the stake-
holders involved in the evaluated intervention and introduced the reasoning in 
spheres of dwindling control when moving up the impact pathway. The theory-
based evaluation approaches thereby contrast the standard evaluation approaches 
which rely on experimental or quasi-experimental methods and aim at quantifying 
effects on the macro-economic level. However, they are not interested in how and 
why the measured effects develop (“black-box approach”) (Chen and Rossi 1983).

An attempt to put into practice theory-based-evaluations analysing the changes 
along the theory of change is the method of contribution analysis (CA) (Mayne 
2012). Studies applying this concept to R&I interventions remain scarce and raise 
doubts whether the idea of building a contrafactual situation relying on the theory 
of change can be used to measure contributions in complex systems such as the R&I 
field (Morton 2015). The effective use of CA in evaluation studies is hampered by 
the enormous costs that a rigorous analysis of processes implies (Delahais and 
Toulemonde 2012).

With the normative turn in innovation policy (Borrás and Edler 2020; Schot and 
Steinmueller 2018), whereby research and innovation policy is mobilised to support 
specific societal missions, most prominently in the field of sustainability and cli-
mate change mitigation, there has been again a growing interest in comprehensive 
formative evaluation frameworks (Amanatidou et  al. 2014; Arnold 2018; Dinges 
et  al. 2020a; JIIP 2018; Magro and Wilson 2013; Mickwitz et  al. 2021; Molas- 
Gallart et al. 2021; Patton 2019; Wittmann et al. 2022). The focus is on the continu-
ous improvement of the design and the implementation of an intervention. 
Capacity-building and learning of stakeholders involved in the evaluation becomes 
more important (Patton 2011). This impacts also the role of the evaluators them-
selves who become mediators with different interests but also co-producers in the 
evaluation process (Guba and Lincoln 1989). In addition, ex-ante impact assess-
ments are receiving more attention using impact pathways to conceptualise possible 
future effects (JIIP 2018; Weber and Polt 2014; Wittmann et al. 2022).

5.3  Applied Methods and Concepts

With the shifts in R&I policy just described, a growing number of evaluations until 
today apply concepts of theory-based approaches and impact pathways to different 
research and innovation programme funding. Increasingly, studies across different 
fields and categories of policy measures apply the aforementioned approach of pro-
ductive interaction (Molas-Gallart and Tang 2011; Kroll et al. 2022). Others further 
develop the impact pathways to their specific evaluation domain or combine both to 
evaluate process factors and measure impact at the same time (Muhonen et  al. 
2019). The mainstreaming of impact pathways reasoning for the evaluation in the 
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R&I field can be seen in the development of an assessment framework for the latest 
EU Research Funding Framework Programme, Horizon Europe, building “Key 
Impact Pathways” (Bruno and Kadunc 2019).12 Further, the ASIRPA project has 
been a seminal project that used the impact pathways concept to trace the impacts 
of a research performing organisation by using case study methodology and cross- 
cases comparison (Joly et al. 2015). Indeed, the legitimacy of qualitative approaches 
as a method for impact evaluation studies is extended in the 2010s (Warta and 
Philipp 2014), a prominent example being the use of impact case studies and narra-
tive in the Research Excellence Framework (REF) (Pinar and Horne 2022; Wilsdon 
et  al. 2015). Nevertheless, it should be emphasised that aggregated econometric 
top-down models are also envisaged, at least for measuring the EU Key Impact 
Pathways (see, for example, the Nemesis model13).

To capture the increasing transformative ambition and pathway complexity of 
R&I policy intervention, evaluation practice more and more applies a mixed-method 
approach and uses triangulated data and analysis methods to capture societal 
impacts and transformation through R&I policies (Arnold 2018; Joly and Matt 
2017; Magro and Wilson 2013; Seus and Bührer 2021; Warta and Philipp 2014).

The mid-2010s saw also a lively discussion on metrics used to measure research 
impact and the limitation of the traditionally used indicators (Hicks et  al. 2015; 
Wilsdon et al. 2015). Although indicators measuring output and quality of research 
are, for the obvious reasons discussed in this chapter, only one type of assessment 
criteria used in evaluation studies, they nonetheless remain a fundament of most 
evaluations dealing with research funding. For example, the exploitation of biblio-
metric or patent databases measuring publication outputs and quality and cooperat-
ing patterns are continuously used in evaluation studies and the related methods of 
analysis are further fine-tuned. Today it is a standard tool in research funding evalu-
ations (see, for example, the Evaluation of the Erwin Schrödinger Fellowship 
(Meyer and Bührer 2014)).

It is important to note that new metric avenues open particularly with regard to 
new data sources that can be summarised under the keyword “Big Data”. This 
includes altmetrics or more general sources from the web or the use of quantitative 
text analysis methods to analyse big sets of documents. Examples of studies can be 
found in the SIPER repository (e.g. Bührer et  al. 2021 and Feidenheimer et  al. 
2018). Furthermore, the combination of different data sets offer new possibilities 
for analysis. One example is the evaluation of the START-Wittgenstein programme 
(Seus et  al. 2016) that used the bibliometric database Scopus to create a control 
group to be compared with the funded researchers. This was a methodological nov-
elty, as evaluation studies usually only make use (if at all) of comparison groups 
drawing most of the time on non-successful applicants.

The last decade also saw a continued debate on the value of Randomised 
Controlled Trials (RCTs) in R&I policy evaluations. Those approaches are 

12 It must be noted that the programme theory approach is not new to the evaluation approaches of 
the EU, but a core approach in the European Structural Funds Evaluation and since 2017 also a 
standard component of the “EU better regulation guidelines”.
13 https://web.jrc.ec.europa.eu/policy-model-inventory/explore/models/model-nemesis
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experimental in character which imply the inclusion of the RCT design right from 
the beginning of the intervention and, accordingly, have to be planned by the fund-
ing organisations before the launch of a programme (frontload of the evaluators 
work). Further, those approaches need a large number of funded entities and the 
possibility to experiment with randomised funding in the first place. The best known 
initiative promoting experimental innovation policy is the RCT Innovation Growth 
Lab (IGL) at Nesta’s, which was founded in 2014 and its IGL Trails Database col-
lects examples from experimentation and controlled trials.14 The Austrian Research 
Promotion Agency (FFG) has engaged itself in this journey for three of its pro-
grammes (Landon and Hochreiter 2022). However, as pointed out by Firpo and 
Phipps (2019) RCTs have not been the main focus of R&I policy and methodologi-
cal developments are rare with a few exceptions, such as the RCT+ approach 
(Bakhshi et al. 2015). Whether it will become an interesting method to fund and 
consecutively measure the impact of mission and transformation-oriented policies 
will be seen in the coming years. It will, in any case, be limited to very specific 
research questions and a very specific form of funding programmes, with a large 
number of funded and non- funded entities and the political opportunity for the 
experiments to be executed.

With the increasing importance of formative evaluation and ex-ante impact 
assessment, the demand has grown for broader data collection and analysis methods 
used in evaluation, and especially to include foresight methods, i.e. scenario build-
ing or Delphi surveys (Dinges et al. 2020b; JIIP 2018; Patton 2019; Weber and Polt 
2014). These authors emphasised the fact that foresight methods can enrich the 
evaluation as they help explore the interaction between the different interventions 
and policies (policy mix) and acknowledge the complexity of longer-term change. 
Furthermore, inclusiveness, stakeholder involvement (opening up to non-traditional 
R&I stakeholders) and participation in evaluation design and implementation (co- 
creation) gained in importance as well as the evaluation of experiments and trans-
disciplinary research processes (Belcher and Hughes 2021).

Finally, this decade also saw a persistent interest in collating and learning from 
existing evaluation studies. One prominent example is the Handbook of Policy 
Impact (Edler et al. 2016), which, through a unified “evaluation synthesis approach”, 
shows the diversity of effects generated by different policy instruments. A second 
example is the SIPER database (www.si- per.eu) which allows access to a wide vari-
ety of evaluation studies to be used for different analyses in terms of evaluation 
practice and innovation policy effects.

5.4  Evaluation Community

The R&I evaluation community has grown into a mature and stable community in 
which the changes in the R&I policy field resonate. Looking at the fteval’s mission 
statement of 2014, one notices the shift from a narrow technology policy focus 

14 https://innovationgrowthlab.org/igl-database-v2
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towards a broader definition of innovation (Warta and Philipp 2014). The field 
became further institutionalised. Most notably, between 2013 and 2022, the 
European R&I Policy Evaluation Conference (in 2013 still named “evaluation of 
STI policies, instruments and organisations”) took place four times (in 2013, 2017, 
2019 and 2022) and has established itself in a biennial rhythm. It is a forum which 
brings together researchers, evaluation practitioners and policy makers. The evalua-
tion standards elaborated by the fteval members were updated for the last time in 
2019, reflecting the changes in the R&I landscape and taking up the main discussion 
described in this chapter. In 2016 the Network for Advancing & Evaluating the 
Societal Impact of Science (AESIS) brought together the organisations involved in 
the evaluation of impact, research strategy and funding of research. Although the 
R&I evaluation community is today a consolidated community, it has nevertheless 
opened up to well-established evaluation practices used in other policy domains 
(especially social sector evaluation and development assistance) such as the con-
cepts of theory-of-change modelling and applied them to R&I evaluations. As can 
be seen in numerous contributions of the latest European R&I evaluation confer-
ence (ftval-journal 2022), the evaluation community is reacting to these develop-
ments by discussing new approaches to measure effects and provide evidence for 
policy learning.

6  Summary

The evaluation practice in R&I policy has shown a remarkable development in 
terms of its very purpose, the questions asked, the methods used and the institution-
alisation of the community. As we have seen, throughout the last decades, this 
development has naturally interacted with the development in R&I policy, practice 
and theory.

In sum, in the 1960s, 1970s and 1980s the purposive evaluation of public research 
and innovation activities and policies took shape. It covered a growing scope of top-
ics and it gradually became more professional, from policy planning to policy 
implementation and policy impact evaluation; from science to technology, research 
and innovation processes as subjects of evaluation; from academic studies (sociol-
ogy of science; economics; policy studies) to systematic professional research proj-
ects, often on behalf of governmental actors such as a service, nurtured by an 
internationally growing community of experts.

The 1990s took up and further developed the central approaches and work from 
the previous decades. However, the 1990s also saw important new developments in 
the field of policies (e.g. multi-actor, multi-measure programmes) as well as the 
strengthening of a national and international evaluation community. The decade was 
characterised by increased reflection on evaluation concepts and methods and the 
subsequent methodological and conceptual developments. On the one hand, these 
have brought the idea of evaluation as a core element of policy intelligence into 
focus, but on the other hand, they have also further developed numerous quantitative 
and indicator-based methods.
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The decade between 2000 and 2010 was one of transition. R&I policy, while 
further differentiating, slowly moved from a system enhancement approach, focused 
mainly on economic and system effects, to an approach that was increasingly inter-
ested in societal impacts. In terms of strengthening the performance and structure of 
the science and innovation systems, policy measures targeting complex network 
structures led to improved evaluation methods to capture this complexity. 
Increasingly attempts were made to assess and benchmark entire systems and the 
role of R&I policies. At the same time, attempts intensified to capture impact and 
impact pathways of research, which foreshadowed a more ambitious R&I policy in 
the years to come. The policy and evaluation community also intensified stock- 
taking and learning exercises to reflect the opportunities and weaknesses of the 
evaluation practice and to further standardise the toolkit and strengthen the self- 
awareness of the evaluation practitioners as an epistemic community.

In line with the increased societal ambition of R&I policy, the years from 2010 
to today have been marked by an intensified discussion on how to measure broader 
impacts of research and R&I policies. As a consequence, the evaluation community 
turns its attention to developing and refining conceptual frameworks suitable for 
analysing the processes leading to longer-term impacts of research and to develop 
metrics capable of measuring those long-term effects. Towards the end of the 
decade, the formative function of evaluation focusing on understanding funding 
mechanisms and distribution processes grew in importance reflecting the difficulties 
in measuring impacts and the need for advice how to govern the transition towards 
sustainability. The evaluation community in the R&I field has grown into an epis-
temic community using a wide range of qualitative and quantitate methods and 
exploring the possibilities of big data analysis.

7  Reflections and Outlook

7.1  Co-evolution of Policy and Evaluation: Interaction 
and Interdependencies

Our review of the emergence and development of evaluation concepts and efforts in 
the domain of research and innovation policy in the last 60 years suggests that, 
often, policy ambitions and designs, on the one hand, and evaluation methods and 
practices, on the other, go hand in hand; they co-evolve. Creative evaluation experts, 
based in academia or in consultancy, have developed mixed-method approaches to 
understand and model complex input/output relations of R&I policy interventions. 
They have advanced qualitative as well as quantitative data analysis methods, and 
they have explored new data sources. Vice versa, enlightened and creative policy-
makers have used intelligence input from such evaluation studies to conceptualise 
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and implement ever more sophisticated policy instruments that aim to stimulate 
effective and competitive research and innovation activities.

This co-evolution, though, occurs also with dialectic frictions: diverging policy 
targets and designs by competing policy actors (different ministries, agencies) inter-
act with diverging evaluation concepts and designs by different experts, with diverse 
epistemological backgrounds. Evaluation results can and should inform the owner 
of an evaluated policy, however, evaluation results will also be perceived by other 
policy actors. This in turn can confuse, but also stimulate debate and competition 
between policy approaches and evaluation designs. Ideally, evaluation exercises 
would adopt a “moderation” function in policy arenas with competing actors. 
Evaluation can function as a strategic intelligence interface in a “multiple perspec-
tive framework” (Kuhlmann 1998a). Helping policy actors with the means of evalu-
ation studies to reflect on the perspectives of other actors in the R&I policy arena 
can enrich and facilitate a re-framing (Schön and Rein 1994) of the orientations of 
corporatist and policy-administrative actors (Kuhlmann 1998a), a precondition for 
policy learning (Padilla 2016).

7.2  Critical Developments and Challenges

Over the past decades, the practice of evaluating publicly funded research and inno-
vation has increased significantly. There is no doubt that evaluation exercises are 
necessary and justified. Funded projects must demonstrate that the use of taxpayers’ 
money is efficient and meaningful. But what we also see today is that more and 
more evaluation exercises are done mechanistically by research or policy adminis-
trators or specialised service providers without a sound understanding of the scien-
tific process or content, but rather following a given, more or less uniform set of 
technical criteria. This can lead to scientists performing to meet those criteria and 
stifle scientific creativity. The important search for evidence of public policy impacts 
can, if done mechanistically, revert and incite evaluated organisations to fabricate 
“policy-driven evidence” (Strassheim and Kettunen 2014).

Another worrying development in recent evaluation practice is the definition and 
application of a gold standard of evaluation in R&I policy which then puts pressure 
on the evaluation community and even on the design of programmes. More con-
cretely, randomised controlled trials, as we have known them for decades, in health 
or education research policy have been increasingly asked for an innovation and 
entrepreneurship policy as well (Bravo-Biosca 2019; Landon and Hochreiter 2022; 
Roelandt and van der Wiel 2020). While those approaches have their merits for 
interventions in health and education, where the population is far more numerous 
and experiments can be on a large scale, and where large-scale intervention has an 
identifiable impact on individual units, their merit for science and innovation policy 
is limited. Nevertheless, the normative pressure to use RCTs has grown in a number 
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of countries (Leko et al. 2016)15 which—in our observation—puts pressure on pol-
icy makers to design programmes to fit the gold standard RCT or to apply RCTs 
even if, given the low numbers of units involved in trials, RCTs do not really fit the 
programme. Here, policy risks follow evaluation fashion rather than problem 
adequacy.

A further challenge is that the evaluation of research organisations and their per-
formance, such as those carried out in the United Kingdom since the 2010s, but also 
in the Netherlands, have far-reaching implications not only for individual scientists 
and their institutions, but also for the entire research landscape. Many experts argue 
that research assessment procedures went out of control. In the Netherlands, for 
example, the initiative “Science in Change” (www.scienceintransition.nl/english) 
has addressed this prominently. The main concern of the initiative was that evalua-
tion mechanisms used in academia are too mechanistic, if the quality of science is 
primarily measured by highly formalised performance indicators.

Such mechanistic, quantitative approaches can, inter alia, lead to an underesti-
mation of the different dimensions of science as well as of societal relevance. 
Accordingly, there has recently been an increase in discourses on “responsible met-
rics”, which primarily aim to make the existing procedures for evaluating science 
more responsible, as has been called for by numerous researchers in the context of 
DORA and the Leiden Manifesto, among others (Wilsdon et al. 2017; Hicks et al. 
2015; DORA (San Francisco Declaration on Research Assessment 2012, (https://
sfdora.org/read)). The current initiative at the EU level to improve research assess-
ment is also part of this series of activities. More than 350 organisations from over 
40 countries have signalled their interest in participating in this initiative and in July 
2022 the final version of the agreement on the reforming research assessment was 
published (https://research- and- innovation.ec.europa.eu/news/all- research- and- 
innovation- news/reforming- research- assessment- agreement- now- final- 2022-  
07- 20_en).

7.3  Future Developments

Topics in evaluation research and practice for the years to come in particular support 
R&I policy in developing and implementing meaningful transformative or mission- 
oriented approaches. This will mean more formative work—including a link to fore-
sight—and new attempts to understand, identify and monitor conditions for the 
pathways of impact. Additionally, the evaluation of action research and transdisci-
plinary research processes (Belcher and Hughes 2021) become important. At the 
same time, with the increased ambition of R&I policy to contribute to transforma-
tion and to achieve missions, there is more pressure to “deliver”. Consequently, the 

15 See, for example, the broad internationally impactful activity by the think tank NESTA, https://
www.nesta.org.uk/toolkit/running-randomised-controlled-trials-in-innovation-entrepreneurship- 
and-growth/
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formative work will need a range of (new) summative endeavours to deliver on 
“measuring” the success of policy intervention and R&I activities in terms of trans-
formative pathways, etc. There is also a need to open up the R&I evaluation com-
munity to experts in other policy areas (such as health or environment) to show 
effects of R&I on transformations. Also, those experts can improve the forma-
tive work.

In this context, it is increasingly challenging and important to address the attribu-
tion problem. This is why approaches like theory-based evaluations and modelling, 
already described above, are gaining in importance. This is because, first, the desired 
impacts of transformation-oriented R&I policies are by definition long-term effects 
and are thus often not yet available when evaluation is asked to measure impact. 
Second, any given research and innovation policy intervention is often only one fac-
tor among many influencing the form and speed of the transformation. Here, new 
approaches and new combinations are needed. The modelling of societal-impact 
scenarios can draw on a well-established approach of explicating assumptions that 
allows for a combination of R&I policy with other important determinants of 
impact. The plurality of scenarios then illustrates the future openness of the long- 
term impacts. Such an approach brings together qualitative bottom-up information 
with system analyses, i.e. it also addresses qualitative factors and does not intend to 
cover all relevant factors with one uno actu top-down (econometric) model. Thus, 
building on the experience with system-analytical modelling to deal with the com-
plexity of impact relationships in the context of ex-ante sustainability impact assess-
ments (e.g. in energy and mobility scenarios) can also be a suitable approach for 
making societal impacts tangible.

Further, there are increasing calls in evaluation research to conduct evaluations 
(even more so than in the past) with the active involvement of different stakeholder 
groups, a trend that is being intensified with the current claims of R&I policy to 
support transformation and thus to engage with a broader and more complex context 
and actor constellation. This stakeholder involvement can consist of asking non- 
academic user groups about their perception of the “impact” of research. It can also 
include a process component, namely that stakeholder groups and/or those affected 
are systematically involved during the design, implementation and validation phases 
of an evaluation. Such procedures are certainly easier to implement in formative 
evaluations than in summative ones, even if they are also possible in the latter.

Finally, our necessarily abridged and somewhat selective overview of five 
decades of evaluation practice in R&I policy has shown that we need continuous, 
in-built critical reflection on the (continuously changing) role of evaluation in R&I 
policy and what it can, and cannot, deliver.

Given the increased ambition of R&I policy, it remains critical that the practice 
of evaluation shall continue to interact productively with policy practice to co- 
develop both evaluation and policy in meaningful ways. Thus, it is more important 
than ever that evaluation exercises are not seen as necessary, mechanistic services 
following pre-defined scripts, but rather are understood as essential processes to 
learn and to further develop, apply and communicate methods and concepts.
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Abstract Technology assessment (TA) is an interdisciplinary field of problem- 
oriented research generating knowledge primarily for decision-making processes in 
politics, economy, and society with regard to the opportunities, risks, and challenges 
of emerging technologies and socio-technical change. This chapter outlines the 
development of the field since its roots in the 1960s to date with a focus on Germany, 
the USA, and Europe. Based on a rough temporal division into three phases repre-
senting an expert-based, participatory, and pragmatic TA approach, respectively, we 
illustrate the field’s development by highlighting concrete projects and studies, 
reflecting on the (ever new) development of appropriate assessment methods and 
pointing to relevant thematic waves (“hype cycles”) of technology groups, such as 
energy, genetic, or information technologies. Finally, we discuss the impact and 
future challenges of TA given current socio-political trends and upcoming socio- 
technical transformations. We conclude that there is a clear need for new approaches 
of TA so that TA will remain a valuable instrument providing guidance in a complex 
and uncertain technological environment in the coming decades.
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1  Introduction

For a long time, until the middle of the twentieth century, technological progress 
was commonly equated with societal progress leading to economic growth, social 
wealth, and well-being. However, this technological optimism had already begun to 
crack as a result of the horrors of the atomic bomb in World War II and came also in 
civilian contexts under further pressure, for instance, with regard to the environmen-
tal and human risks of the use of pesticides in the 1960s (Carson 1962). As the 
awareness of the ambivalence of technologies increased in politics and public life 
(Daddario 1966), the strong need emerged to create robust knowledge on the unin-
tended and potentially adverse effects of a specific technology entering markets and 
society and to contrast this with the technology’s promises and potential benefits.

The world’s first institution for such a task of “technology assessment” was 
launched by the US Congress in 1972. It was named Office of Technology Assessment 
(OTA) and installed as a science-based body for parliamentary policy advice 
(Kunkle 1995; Bimber 1996). Although the founding history of the Fraunhofer 
Institute for Systems and Innovation Research (ISI) is different (cf. Edler and Walz 
2024 in this anthology), it is from a historical perspective certainly no coincidence 
that OTA and Fraunhofer ISI were founded in the same year (1972), given the 
broader societal context at that time with its increasing discomfort with new or more 
frequently applied technologies leading, for example, to severe environmental deg-
radation such as intensive air and water pollution, related diseases, corrosion, fish 
kill, or high cost of river filtrate (Grandjean 1960; Baram 1970; Reimer 1971).

Since the foundation of OTA, technology assessment (TA) has developed, estab-
lished, and diversified as an interdisciplinary field of problem-oriented research 
practices (Paschen et al. 1978; Grunwald 2019). This chapter aims to outline the 
field’s development to date. In loose alignment with the work of Kuhn (1962), the 
Austrian sociologist Bogner (2021) distinguishes three “paradigms” of TA in its 
rather brief history.

In a first paradigm or phase (“politicisation”), beginning in the late 1960s, TA 
aimed at increasing the number of options for policy making, fighting the idea that 
everything is determined by the technology itself, and therefore turning technology 
into a political, debatable issue. Given the steering optimism of that time, the expertise 
of scientists was meant to help with creating a scientific knowledge base that gives 
orientation for political decision-making on new technologies (Coates 1974). This has 
been described as the expert model of “classic” TA (Grunwald 2002, pp. 123ff.).

In a second paradigm or phase (“democratisation”), which became dominant in 
the 1980s, TA aimed at increasing the inclusion of people and stakeholders affected 
by technological projects, striving to democratise (the assessment of) science and 
technology, a field that had long been considered as a matter for scientific experts 
alone. Given the large societal conflicts on technologies such as nuclear energy or 
genetic engineering, especially in Europe, the perspectives and (local) expertise of 
citizens and stakeholders were meant to widen the value (and knowledge) base for 
decision-making in the political and administrative institutions, increasing its social 
robustness, and to influence or even co-create the design of technologies. This has 
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been described as the “participatory turn” of TA or simply as “participatory TA” 
(Joss and Bellucci 2002).

In a third paradigm or phase (“pragmatisation”), since the 2000s to date, TA has 
aimed at contributing to the responsible design, implementation, and governance of 
technological innovations. Given the “normative turn” (Daimer et  al. 2012) in 
national and supranational science, technology and innovation (STI) policies 
towards the so-called “grand societal challenges”, both technological and social 
innovations are increasingly seen as important means to address these challenges, be 
it demographic or climate change. In this context, TA has taken a rather “pragmatic” 
position using diverse forms of expertise and processes of knowledge production to 
reflect upon technologies and societal discourses on possible socio-technical futures.

Certainly, these three TA paradigms or phases are not to be understood as strictly 
separate from each other (Bogner 2021). Not only do they overlap temporally, but 
the diverse TA approaches developed in a specific phase (such as expert-based and 
participatory models) have also been taken and adapted to the changed context con-
ditions in later phases. Especially the current “pragmatic” paradigm is characterised 
by a “peaceful coexistence” (Bogner 2021, p. 56) of diverse TA approaches that 
have proven to be valuable in the past. The paradigms also reflect different constel-
lations in the relationship between TA and science in general. Wehling (2021), a 
sociologist of science, distinguishes four types of such constellations: a scientistic 
(dominant in the paradigm of “classic” TA; cf. Wynne 1975), a constructivist, a 
participative (both dominant in the second paradigm to date), and a normative- 
reflexive constellation. The latter represents a rather new and fuzzy development, 
since the (“classic”) claim of neutrality and the question of TA’s implicit or explicit 
normativity have recently become a central topic of self-reflexive debates within TA 
(Nierling and Torgersen 2020; Torgersen 2019)—with an open outcome.

In this chapter, we take the three TA paradigms as a rough temporal division and 
further outline the development of the field of technology assessment in a broad 
sense focusing on Germany, the USA, and Europe. In contrast to Bogner (2021), our 
aim is not to define and justify such paradigms or phases, but to illustrate the devel-
opment in more detail and practice-oriented terms. We therefore focus on concrete 
projects and studies, on the (ever new) search for and development of appropriate 
assessment methods, and on the connection to the thematic waves (“hype cycles”) 
of specific groups of technologies, such as energy, genetic, or information technolo-
gies. In addition, since Fraunhofer ISI has played an active and influential role in the 
field from the beginning to date, we highlight some of its activities to illustrate the 
field’s development.

2  The Beginnings: Expert-Based TA as Policy Advice

In the late 1960s, concerns about technological innovations and their effects became 
increasingly known in the USA. They came from environmentalists, doctors, and 
psychotherapists and were put together as complaints to the legal system. Thus, it is 
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surprising only at first glance that the demand for systematic forecasting of new 
(and known) technical developments appeared very early in jurisprudential publica-
tions (Baram 1970). Green (1967), for instance, states:

The basic question is whether our legal system is capable of imposing effective social con-
trol over new technologies before they inflict very substantial, or even irreparable injury 
upon society. It seems clear that we cannot rely on the courts alone to protect society against 
fast-moving technological developments. Judge-made rules of law always come after, and 
usually long after, the potential for injury has been demonstrated. (Green 1967, cited in 
Baram 1970, p. 569)

The technical fields addressed by lawyers and courts at that time included motori-
sation, aviation, genetic engineering, and nuclear power. However, the reactive 
nature of the courts and the limited knowledge of judges of the various fields of 
technical, economic, and societal impacts made it obvious that they could not serve 
as society’s primary instrument for TA. The limits to growth report to the Club of 
Rome (Meadows et al. 1972) added another global and far-reaching topic (on lim-
ited natural resources) to the discussion, using new types of simulation models 
(such as system dynamics by Forrester 1971) and the increasing capacity of 
computers.

In this challenging situation, it became very clear that there had to be both inter-
disciplinary scientific training and corresponding research funding for the develop-
ment and application of projection methods and their interdisciplinary linkage. Both 
were achieved through corresponding initiatives by US universities (e.g., in the 
Boston area; cf. Baram 1970, pp. 576–578) and the establishment of the Research 
Applied to National Needs Program (RANN) of the National Science Foundation 
(NSF). Between 1970 and 1976, the NSF supported 43 TA studies and 23 method-
ological studies, surveys, and conferences (Coates 1978, pp. 54–59). This support 
of the NSF was an essential contribution to capacity building in interdisciplinary 
research, facilitating also the start of work of the Office of Technology Assessment 
(OTA) in the USA in 1973 (Coates 1976).

The OTA is the first institutional format of TA and represents a first benchmark 
or model for an “expert-based TA”, building “own” expertise for the legislative 
power in distinction to the US Government. OTA started with a 10 million dollar 
programme on issues of energy, food, oceans, health, materials, transportation, and 
also on methodological developments and limits (Coates 1978, pp. 63–65). Similar 
considerations on methods, new technical developments, and the political process 
were published by Hetman (1973) to inform governments of the OECD countries. 
In this context (Hetman 1978), a booklet on methodological guidelines for TA, co- 
authored by F. Hetman, J. Coates, E. Jochem, and H. Paschen, was also produced 
(OECD 1975). This booklet is very balanced in its assessment of the various tech-
niques and sensible in its awareness of their strengths and limitations. It avoids the 
temptation of staking everything on one particular technique or quantitative method, 
a fault which bedevils much of the literature at that time.

In Germany, first attempts to institutionalise TA at the Federal Parliament 
(Bundestag) started as early as the 1970s (TAB 2022). The establishment of a par-
liamentary “Enquête Commission” in 1985 finally spurred the debate. While the 
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basic decision to establish a parliamentary TA institution was taken rather quickly, 
the discussion about the organisational form and mode of operation of this institu-
tion included a second parliamentary “Enquête Commission” and lasted until 1989 
(Petermann 1994). The Office of Technology Assessment at the German Bundestag 
(TAB) was finally established in 1990 (Paschen and Petermann 2005). It was 
clearly inspired by the OTA and has given policy advice to the Parliament 
since then.

Before being involved in both parliamentary “Enquête Commissions” that paved 
the way for the foundation of TAB, Fraunhofer ISI completed a study (Krupp et al. 
1978) suggesting a special research programme on TA at the German Research 
Foundation (DFG) and (1) recommending pertinent areas of TA research activities 
in Germany, (2) addressing the difficulties and challenges involved with interdisci-
plinary research, and (3) proposing organisational procedures for supporting TA 
research. However, the proposal was not implemented by the DFG.

Nevertheless, TA research was emerging in the 1970s, both internationally and 
also in Germany. One important research question, for instance, addressed the limi-
tations of the expert-based TA concept with regard to forecasting, i.e. the method-
ological challenge to identify unintended impacts and to produce knowledge on 
their causal interrelationships, which might even change in the future. Three TA 
studies exploring the limitations of such analyses were conducted in the 1970s and 
mid-1980s.

First, a problem-oriented partial TA study (Denton et al. 1976) focused on the 
intended and unintended impacts of a further possible strong oil price increase 
(which became reality in 1979). The self-reflecting analysis brought up obviously 
lacking knowledge about the impact of the reduced demand for final energies pro-
duced from crude oil. In addition, there was little information on short-term options 
for the substitution of oil products in case that crude oil prices double or triple. 
Short-term elasticities of demand and substitution of energies were unknown at that 
time. Therefore, assumptions on data had to be made and used in the newly designed 
system dynamics or simulation models. Furthermore, the input–output table of the 
West German economy was projected according to the changing energy flows, 
demand, and investments.

Second, in contrast to the considerable uncertainties with regard to future devel-
opments, an ex-post TA study on motorisation in the former Federal Republic of 
(West) Germany for the period from 1953 to 1973 (Jochem et al. 1976) showed that 
if a historical analogy can be used, the predictions can be very accurate and com-
plete. This was possible because of the comparable motorisation in the USA between 
1919 and 1939 which could be used as a reference (for the approach of a retrospec-
tive TA, see Coates and Finn 1979).

Third, an ex-ante TA study on three different applications of solar energy (decen-
tralised thermal solar energy, photovoltaics, and satellite photovoltaic use) (Jochem 
et al. 1988) demonstrated the limitations of TA in various aspects such as available 
time and budget, empirical data, controversial opinions or assumptions within the 
research team, lacking methods, etc. Although the research team was large, quite 
interdisciplinary, and working together for more than 2 years, the limitations of 
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realising the TA concept were manifold (see the team’s critical self-evaluation pre-
sented in Table 1). Major limitations were related to:

• the available time and budget (33% of all critical notes by team members col-
lected during the TA process referred to that). The research team often had to 
stop looking for empirical data or new projection models and evaluation tools.

• missing data, methods, or knowledge (34%). This limitation of the analytical 
steps taken was a challenge and frustrating as the quantification of intended or 
unintended impacts was often not possible or only with high degrees of 
uncertainty.

Less importance was attributed to principal limitations of prognosis (15%), using 
data from other sources, although the authors were not convinced of their reliability 
(8%), and doubts about the own assumptions and results within the team (7%).

The low number on “controversial opinions within the team” (see Table 1) was 
in contrast to the political debate in the 1970s and early 1980s. An example is the 
labelling of renewable energies as “additive energies” by the German energy pro-
viders in the 1980s arguing that solving existing energy problems by “additive ener-
gies” was actually more wishful thinking than reality (Benz 1987).

As TA, in its beginnings, was explicitly understood as systemic analysis and 
projection, the new methods of system dynamics analysis (Forrester 1971) and 
graph methods (Boissevain 1979) were often applied in the 1970s. In the following 
decades, they were more and more substituted by other methods developed and used 
by various scientific disciplines. However, given that the role of scientific experts in 
policy advice and public debates in general was increasingly criticised (Nennen and 
Garbe 1996), new approaches of involving stakeholders and citizens in TA pro-
cesses were also developed and tested (Várkonyi 2000). Naturally, expert-based TA 
approaches are still in use today, but they have been complemented by methods of 
integrating and dealing with different types of actors and their specific expertise and 
perspectives, as will be shown in the following sections.

Table 1 Critical self-evaluation during the TA process: Frequency and proportion of critical notes 
by members of the research team with respect to areas of limitation

Areas of limitation
Critical notes
Frequency Proportion (%)

Lack of data, methods, or knowledge 47 34
Time and budget limits 45 33
Principal limitations of prognosis 20 15
Taking data from others, despite critiques 11 8
Questioning own assumptions and results 9 7
Personal and institutional limitations 3 2
Controversial opinions within the team 2 1
Sum 137 100

Source: Jochem et al. (1988, p. 353)
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In other areas, such as Health Technology Assessment (HTA), the expert-based 
model has dominated until today. Although its origins lie in OTA activities as well, 
over the decades HTA has taken its own pathway of differentiation and institution-
alisation (Banta 2003). Nowadays, HTA sees itself as an evidence-based instrument 
to support policy or management decisions within the healthcare system (e.g., 
whether the use of a new medical technology should be reimbursed by health insur-
ances or not). At the forefront of the evaluation are, therefore, the efficacy and safety 
as well as the costs (or the cost-benefit ratio) of a new medical technology, while 
ethical and social aspects are dealt with rather rarely.

3  The Participatory Turn

Already in the 1960s and early 1970s, a wider public debate on science and technol-
ogy was considered as an important element of TA. Accordingly, the critical public 
engagement in science and technology was seen as one of the driving forces for the 
institutionalisation of TA in general and also for the foundation of OTA (Joss 2002). 
However, the OTA actually developed mainly into an expert-driven institution. As 
Joss (2002) points out, a main reason for this development lies in the fact that OTA 
was founded to provide scientific and technological intelligence for the US Congress 
in order to counterbalance the respective expertise available at the White House. 
Since OTA was perceived as a role model for TA in political discussions worldwide, 
the expert-based mode of TA became prevalent in many countries in the 1970s and 
1980s (Bimber and Guston 1997)—also in Germany.

A broader involvement of the public into TA emerged again on the political 
agenda in the 1980s when an increasing septicism and critical discussion of new 
technologies appeared. For example, in 1978, the human gene for insulin was first 
isolated and cultivated in bacteria, and in 1982, human insulin produced by geneti-
cally modified bacteria was introduced to the market (The 1989). Genetic engineer-
ing (for the production of pharmaceuticals or modification of food), plant 
biotechnology, reproduction medicine (e.g., in vitro fertilisation), other biomedical 
technologies (e.g., genetic testing), but also nuclear energy, automation in manufac-
turing, environmental pollution and related technologies steered public debates on 
risks and (to a lesser extent) chances of new technologies (for the intensive discus-
sion on the humanisation of work, see Lerch and Jäger 2024 in this volume). Calls 
for stricter legislation of (perceived) risky technologies came along with these 
debates resulting in the first specific regulations of genetic engineering in some 
European countries such as Denmark where a genetic engineering act was issued in 
1986 (Joss 2002).

Regulation of new technologies in general and biotechnology in particular 
became highly controversial issues, not only in the public domain but also in poli-
tics, industry, and science. One of the issues was to what extent legislation was 
hampering international competitive positions of key industries. A detailed analysis 
of genetic engineering regulations and their implementation in main world regions 
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(Europe, USA, Japan), for example, came to the conclusion that there was no sys-
tematic competitive disadvantage of European countries including Germany due to 
legislation compared to other world regions (Hohmeyer et al. 1994).

In the TA communities, such intensive discussions led to a renaissance of the 
idea of public participation in TA, democratisation of technology development and, 
in general, a stronger focus on affected stakeholder groups—participatory technol-
ogy assessment (pTA) entered the stage.

The conceptual foundation of pTA is based on Habermas (1968) as discussed by 
Hennen (2012). Habermas (1968) elaborates on the relationship between scientific 
expertise and political decision-making and presented two ideal types of this rela-
tion: In the decisionistic model, policy makers use information from scientists, but 
power and interests finally shape the goals for which scientific information is 
employed. Here, scientific expertise could be considered as politically instrumental-
ised (Hennen 2012). On the other hand, in the technocratic model all political issues 
are reduced to factual ones assuming that decision-making issues can be resolved on 
the basis of science and technology. Here, political debate is replaced by expertise 
(Hennen 2012). Habermas (1968) realised that none of these extreme models pro-
vide an adequate description of political reality, and he proposed, as some kind of 
synthesis, a “pragmatist” model. In this model, normative claims in policy making 
have to be examined with regard to generalisability, feasibility, cost, and utility in 
the light of scientific and technological knowledge. At the same time, scientific and 
technological knowledge need to be assessed against normative and evaluative 
standpoints. According to Hennen (2012), this pragmatic approach forms the basis 
for pTA since the pragmatic discourse between science and policy making depends 
on an informed public debate.

The diffusion of pTA starting from the mid-1980s was fuelled by the develop-
ment of an experimentation with new methods for public engagement in TA and by 
the further institutionalisation of TA with a specific focus on pTA.  In Europe, 
Denmark became the forerunner of this movement. In 1985, the Danish Board of 
Technology (DBT) was set up by the Danish Parliament (Joss 2002). Main motives 
for its foundation were intensive political debates and public controversy about 
modern biotechnology and reproductive medicine (Klüver 2000). Two large Danish 
companies (Novo and Nordisk Gentofte) had announced their plans to produce 
human insulin using genetically modified bacteria. DBT developed and imple-
mented new methods for stakeholder participation and public engagement in these 
controversial debates. These include in particular “consensus conferences”, which 
became a kind of brand of the DBT, but also “voting conferences”, “scenario work-
shops”, and “future search conferences” (see, for instance, Slocum 2003).

Shortly after the setting up of the DBT, the Netherlands Organisation for 
Technology Assessment (NOTA; now Rathenau Institute) was created in 1986 (Joss 
2002). The mission of NOTA was to broaden the basis for decision-making in science 
and technology by addressing social consequences and integrating different societal 
stakeholder into TA processes. NOTA also experimented with new participatory 
methods including “science shops”. Other institutions and countries joined these 
trends, for example Switzerland and Germany. The Swiss Science and Technology 
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Council (now TA-SWISS) was founded in 1992 and, among others, developed the so-
called “Publiforum” adopting experiences from the DBT. In Germany, the Academy 
for Technology Assessment in Baden-Württemberg was founded, also in 1992 (but 
closed in 2003), with a strong focus on exploring new methods for public participation 
such as the “Bürgerforum” (citizen forum) (Renn 2002).

The German TAB in contrast, although founded in 1990 (see Sect. 2), was largely 
rooted in the concept of “classic” TA. As an institution steered by a parliamentary 
committee, specific framework conditions and limitations arose. While Paschen 
(1999) stated that TAB has implemented many modern TA concepts, he also admit-
ted that certain ideas were hardly feasible since, for example, many parliamentari-
ans were critical of broad citizen participation activities because they see this as 
“questioning the decision-making sovereignty of MPs legitimised by elections” 
(Paschen 1999; own translation; see also Grunwald 2003). This was also reflected, 
at least in the early years of TAB, in the orientation of the studies, which mostly 
focused on large-scale and cutting-edge research. A distinguishing feature com-
pared to other TA institutions of that time was the continuous monitoring of future 
technologies, but also of “soft” factors such as citizens’ perceptions of technology 
(aka technology acceptance).

Another element of pTA comprises educational activities. For example, starting 
from the late 1990s, several such activities were initiated in Germany including the 
elaboration of specific curricula for debating biotechnology in classrooms or the 
production of movies on biotechnology for higher education and vocational training 
of teachers (Gaisser and Hüsing 2000). During that period, foresight approaches 
were increasingly integrated into TA not only focusing on future trends in science 
and technology but also on key societal issues (cf. Cuhls et al. 2024 in this volume).

Not only specialised institutions engaged in pTA but also “new entrants” such as 
museums (Joss 2002). For example, in the United Kingdom, the first consensus 
conference on plant biotechnology adopting the Danish model was organised and 
implemented at the Science Museum in London in 1994. In Germany, the first citi-
zens’ conference on human genetic testing was hosted by the German Hygiene 
Museum in Dresden in 2001 (Zimmer 2002). And in 2008, the Boston Museum of 
Science was partner in a consensus conference on nanotechnology in the USA 
(Guston 2023).

Although most pTA approaches were pursued in Europe, some more recent 
examples outside Europe are worth mentioning (Hahn et al. 2023): In South Korea, 
participative elements such as “citizen fora” are included in the parliamentary TA 
process; in South Africa, multi-stakeholder participatory assessments were imple-
mented with a focus on evaluating developments in biotechnology; and Australia 
initiated participatory approaches on a regional level for environmental manage-
ment involving experience and knowledge of indigenous communities.

The development in the USA since 1995 is most interesting considering the pio-
neering role of the OTA and its closure in that year (Guston 2023). In parallel to 
building up mainly expert-mode oriented TA capacities in the Government 
Accountability Office (GAO), pTA approaches were initiated in a less institution-
alised way mainly by a group of academics called Expert and Citizen Assessment of 
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Science and Technology (ECAST). ECAST evolved in the aftermath of the above- 
mentioned consensus conference on nanotechnology conducted by the Centre for 
Nanotechnology in Society at Arizona State University (CNS-ASU). Recently, 
ECAST explored public perspectives of human gene editing based on CRISPR 
technology. As Guston (2023) points out, ECAST intensively strives for interna-
tional networking and is collaborating among others with the DBT.

Along with the diffusion of pTA in the 1980s and 1990s, fundamental critique of 
this approach increasingly emerged in the science policy domain (Gethmann 2002). 
Mainly three critical points were raised (Hennen 2012): (1) lack of impact, (2) 
instrumentalisation, and (3) tampering of laypeople’s perspectives by experts.

• Lack of impact refers to the observation that a direct influence of pTA on politi-
cal decision-making is hardly detectable. However, as Hennen (2012) argues, 
this is not specific to pTA but can be observed for many types of scientific advice. 
Nevertheless, possible impact of pTA on the political decision-making process is 
hampered by a specific systematic feature of any TA process: TA has a systemic 
perspective and aims at exploring the full complexity of technical developments. 
Thereby, TA increases the complexity of decision-making processes at stake 
making it less likely that outcomes of the process are directly used by pol-
icy makers.

• Instrumentalisation is an inherent risk not only of pTA but also of many laypeo-
ple or expert-based consulting processes (Stirling 2008). A key issue to avoid or 
minimise instrumentalization is the institutional setting of pTA (Hennen 2012). 
Independent institutions with clear mission statements minimise this risk.

• Laypeople and experts can be perceived as complementary, without laypeople 
there are no experts. Accordingly, both play an important role in the pTA process. 
During the process, laypeople may change their view on a specific technological 
issue not least due to information provided by experts. This could be considered 
as tampering. On the other hand, as Hennen (2012) explains, this is also an indi-
cation of empowerment and learning in the pTA process: Minds are changing, 
new positions are taken.

In parallel with such critiques of pTA, evaluation activities were initiated. For 
example, the European Commission (EC) launched two large studies which anal-
ysed pTA processes in different countries and technological domains. The 
EUROPTA study compared 16 different pTA projects and found that mainly two 
factors are important for the visibility and resonance of pTA (Hennen 2002): the 
character and status of the public debate, and the institutional and political setting 
of the procedure. The ADAPTA project (Gaisser et  al. 2001) explored pTA pro-
cesses in several countries in three different technological domains: urban transport 
policy, genetically modified food, and genetic and predictive testing. The findings 
for the case of Germany were rather sobering as they detected only a very low 
impact of pTA activities on policy processes and public debate (Gaisser et al. 2001). 
One of the few other systematic evaluations of the impact of pTA activities concerns 
the above-mentioned citizens’ conference on human genetic testing in the German 
Hygiene Museum in Dresden. In this case, the evaluation study was able to show 
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how the mentioned empowerment process of laypeople worked in practice 
(Zimmer 2002).

Aside from pTA, there is another prominent TA approach that has its roots in the 
1980s: the concept of Constructive Technology Assessment (CTA) which had been 
developed in the Netherlands and Denmark (Rip et al. 1995). Even though the term 
CTA is used with different understandings, according to Schot and Rip (1997) there 
is a common feature of CTA, namely the modulation of ongoing technology devel-
opment by all relevant stakeholders. As Schot and Rip point out, such a process can 
lead to new design practices of technologies which anticipate impacts and involve 
diverse societal groups from the beginning in a kind of societal learning. Although 
there is obviously some overlap with the idea of participation and inclusion in pTA, 
CTA has different theoretical foundations and focuses on the socially responsible 
design of technology (“better technology in a better society”, Rip et al. 1995). It has 
also been taken up by more recent concepts of technology and innovation gover-
nance such as Responsible Research and Innovation (RRI). This plays an important 
role in the next (“pragmatic”) phase of TA which is outlined in the following sec-
tion. To begin with, the focus is on the development and discussion in Germany as 
it can be seen as paradigmatic for this phase.

4  Managing and Governing Technological Innovations

In the business world, TA used to have a notoriously bad reputation for being hostile 
to innovation. TA was considered to be critical of technological progress, which was 
not entirely unfounded in view of the failure of major large-scale research projects 
in the 1970s and 1980s (for example, next generation nuclear energy reactors or 
magnetic levitation train). For these reasons, in the USA, TA was sometimes deni-
grated as “technology arrestment” (Paschen and Petermann 1986, p. 22).

This does not mean, however, that there has not been a critical approach to tech-
nical progress in companies and among technicians. In Germany, the Association of 
German Engineers (VDI) had been working on a guideline on TA since 1976, which 
was rooted in its technology-reflecting tradition of engineering responsibility, but 
also took up the academic and political discussion of the time. This guideline—
which was always controversial even within the association—was finally adopted in 
1990 (VDI 1991). In terms of its character, it was not a “recipe book” for TA, but it 
had a considerable influence in industry and among engineers, mainly by raising 
awareness of the general TA discussion (Haberland 2016; König 2021). However, 
the guideline differed from other contemporary concepts of TA by its explicit orien-
tation towards innovation processes in industrial contexts.

At the same time, some researchers in Germany noted a “crisis of the traditional 
TA concept” (Bröchler and Simonis 1998, p. 31). Apart from the orientation towards 
political and administrative decision-makers as TA’s primary addressees they criti-
cised the dominance of scientific experts and the focus on recommending options 
for policy making. According to these researchers, the “traditional” TA approach 

Assessing Technological Innovations: From Early Warning to the Governance…



156

was based on the premises that scientific analyses can be translated into political 
decisions, that the state is capable of effectively steering technical development, and 
that this steering can be done by parliament (Bröchler and Simonis 1998, p. 34). 
They expressed doubts as to whether these premises were (still) valid, especially 
since the state technocratic approach had fallen into disrepute after the failure of 
many large-scale research projects. Instead, the example of Silicon Valley in the 
USA seemed to show that the market could produce innovations faster and more in 
line with demand: “TA is in danger of lagging behind the development of technol-
ogy. TA is called upon to deal with this problem more intensively in conceptual and 
methodological terms” (Bröchler and Simonis 1998, p.  34; own translation). 
Moreover, social and technical developments could no longer be controlled by poli-
tics alone, but took place in networks of actors from the state, industry, science, 
civic associations and society. Finally, TA had to take into account the recognisable 
“change in consciousness [of companies] in their relationship to the social environ-
ment” and was called upon to “emphasise the non-technical factors in the process of 
shaping technology” (Bröchler and Simonis 1998, p. 35; own translation).

Such a turn towards TA as a “pragmatic innovation management” (Bogner 2021, 
pp. 51ff.; own translation) had parallels with the concept of innovation systems, 
which had gained popularity since the mid-1980s in the international community of 
innovation research and emphasised that the flow of knowledge and technology 
between people, companies, and institutions is the key to innovative processes 
(Fraunhofer ISI 2012; see also Frietsch et  al. 2024 in this volume). Against this 
background, Meyer-Krahmer (1999, p.  214) pointed out at a conference on the 
occasion of “25 years of TA in Germany” that the contrast between problem-induced 
and technology-induced TA had to be overcome. In view of the increasing interna-
tional and institutional integration of innovation actors, a development from a state- 
centred approach to a multi-actor-approach seemed necessary.

In order to remedy these weaknesses and to counter the perception of TA as 
technology-hostile and innovation-inhibiting, an innovation-oriented TA was called 
for, which could influence technology design through “organised innovation pro-
cesses” (Tschiedel 1997, cited in Haberland 2016). Thus, in 2000, the German 
Government adopted central arguments for innovation-oriented TA, enriched them 
with considerations from social constructivist science and technology studies (STS) 
(Bode 2002), and finally presented a concept for an innovation and technology anal-
ysis (ITA) (Brüntink 2001). This was intended to complement and integrate existing 
TA measures and projects (Astor and Bovenschulte 2000), whereby “complement” 
meant in particular an increased addressing of businesses. According to Brüntink 
(2001, p. 8; own translation), the aim was “the promotion of cooperation between 
ITA and industry. […] Innovation processes take place in companies, innovative 
companies change the economy and—more and more frequently—thereby also 
society”. The proponents of this new concept assumed that companies do not act 
exclusively according to profitability criteria, but also take social needs into account 
in the sense of a collective responsibility for the common good, and concluded that 
“ITA is one, if not the tool of choice for companies” (Baron et al. 2003, p. 34; own 
translation, emphasis in the original). In that sense, it had a “problem-solving 
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potential [...] for the German economy” and was a management tool that “could 
draw on mature methods and be useful for the economy” (Baron et al. 2003, p. 22, 
24; own translation).

From the beginning, policy makers understood ITA as a strategic attempt to bring 
together the different TA traditions. First, policy makers should be supported by 
recommendations for science, technology, and innovation (STI) policy. Second, 
participatory approaches should be used to involve citizens and consumers in the 
development process in order to increase social acceptance. And finally, it was 
hoped to provide companies with knowledge about technical alternatives, foresee-
able obstacles, and framework conditions to be considered (Astor and Bovenschulte 
2000). For the established TA community, it was not so clear whether this approach 
was really new or just old wine in new skins as many of its elements had already 
been part of TA since the 1960s (Grunwald 2001). Others considered ITA mainly as 
a marketing attempt to extend the target group of TA to industrial actors and sus-
pected that it was a strategy for business development and to increase technology 
acceptance (Haberland 2016, pp. 83f.).

Such a pragmatic-eclectic approach to TA was not limited to Germany, even if it 
was much less justified with a theoretical framework in most other countries. The 
ITA projects carried out in Germany since 2000 were very different in their charac-
ter, but aimed, at least in terms of their claim, at a holistic assessment of technologi-
cal developments and responsible innovation design. The strong role of industry, 
both in the conduct and in the exploitation of the studies, has admittedly not been 
fulfilled: ITA has primarily remained an instrument of government research plan-
ning. In many cases, the focus was on specific so-called “key technologies” such as 
information and communication technologies, nanotechnology, biotechnology, and 
genetic engineering, with studies focusing less on technology risks and more on 
their contribution to societal needs and global challenges. Research also included 
studies on the human factor in innovation, for instance on factors influencing tech-
nology perceptions and what role these perceptions play for the market success 
(Hüsing et al. 2002). Finally, there was an increasing number of studies focusing on 
foresight of scientific and technological developments and their innovative impact.1

The discussions about ITA also had an impact when the contract for the opera-
tion of the German TAB had to be renewed in 2001. TAB’s operator, the Institute for 
Technology Assessment and Systems Analysis (ITAS), was requested to cooperate 
with Fraunhofer ISI and to supplement established areas of work by the so-called 
“future reports”, “innovation reports”, and “policy benchmarkings”. Future reports 
aimed to analyse medium- and long-term fields of development. They were primar-
ily intended to identify parliamentary need for action, while the innovation reports 
were meant to provide orientation knowledge about areas with high development 
dynamics (Cuhls et al. 2003; Petermann 2003). Although true foresight studies were 
not conducted as part of the TAB work programme, the new study formats gained 

1 In 2021, the German Government renamed ITA “Insight—Interdisciplinary perspectives on soci-
etal and technological change”, yet without fundamentally changing the underlying concept.
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much popularity, especially as they were also of interest to other parliamentary 
groups and committees. In particular the innovation reports addressed current and 
urgent issues relating to the competitiveness and innovative capability of German 
industry (Nusser et al. 2007; Thielmann et al. 2009; Gandenberger et al. 2012).

Internationally, with the new millennium the time of the big technology contro-
versies was over. However, as in previous decades, some technological develop-
ments received particular attention, being often utopian visions of a technologically 
improved world. From 2000 onward, this was primarily nanotechnology, thus the 
use of materials on an atomic, molecular, and supramolecular scale for industrial 
purposes. Visionary publications, such as those of Drexler et  al. (1991) and Joy 
(2000), initiated an intense debate not only about the potential but also about the 
risks of nanotechnology which led to a series of TA studies (Malanowski 2001; 
Paschen et al. 2003; Malsch et al. 2004; The Royal Society 2004). Some of these 
early studies were mainly concerned with the visionary aspects. These were linked 
to the notion that there is a convergence of Nano-Bio-Info-Cogno (NBIC) technolo-
gies, resulting in a fundamental boundary shift between the natural and the artificial, 
and with the goal of enhancing human (physical, sensory, and cognitive) capabili-
ties (Roco and Bainbridge 2003; Beckert et al. 2007). Later, most TA studies on 
nanotechnology took a rather pragmatic approach and examined how much sub-
stance the promises of the technology visionaries actually had in specific applica-
tion areas (e.g., NRM 2006; Möller et  al. 2009). Starting around 2010, research 
focused on very specific problem areas such as nanotoxicology or product safety, 
with the goal of defining requirements that the new technology must meet in order 
to fulfil its promises. This has, for instance, resulted in a long-term activity like the 
“Nanotrust”2 project which has continuously been investigating specific safety and 
risk-relevant aspects of nanomaterials and providing input for the regulation of 
innovative materials since 2007.

Another substantive strand of TA research took up the notion of a networked 
world (Castells 1996) that became popular with the advent of the Internet and was 
discussed as “ubiquitous computing”, “ambient intelligence”, or later “Internet of 
things”. As in the case of nanotechnology, the first step was the analysis of certain 
technology visions that had a strong impact on politics. An early example was the 
scientific deconstruction of “ambient intelligence”, a vision of the future informa-
tion society where intelligent interfaces enable people and devices to interact seam-
lessly with each other and with the environment (Ducatel et al. 2001). Several TA 
studies showed how naive this idea actually was and highlighted the social and 
environmental risks involved (Hilty et  al. 2003; Bizer et  al. 2006; Wright et  al. 
2008). More recently, TA studies—especially those conducted on behalf of the 
European Parliament—have provided important input to the regulation of the con-
nected world, from the General Data Protection Regulation (GDPR) in 2016 to the 
regulation of artificial intelligence (AI) at present (Boucher 2020; Christen et al. 
2020; Kolleck and Orwat 2020).

2 See https://www.oeaw.ac.at/en/ita/nanotrust/
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Apart from issues of nanotechnology and digitisation, questions of energy, the 
environment, and sustainability became a new urgency in the context of the pre-
dicted climate change, but also changed the way TA was dealing with them. 
Whereas traditional TA focused primarily on the risks of single technologies to 
the natural environment, the focus has moved towards systemic interrelation-
ships between technologies, society, and the environment (see also Hillenbrand 
et al. 2024 in this anthology). With this change in perspective and in view of the 
global challenges, TA has increasingly turned its attention to questions of man-
agement and governance of innovations, also bringing non-technological innova-
tions into the focus (Howaldt et al. 2019; Ozoliņa et al. 2009). Accordingly, more 
research is being conducted into how socio-technical constellations should look 
like if they are expected to contribute to solving global challenges. The experts’ 
knowledge of the technology’s functions, effects, and unintended side effects 
plays an important role in this process, as does the identification and resolution 
of potential societal conflicts through the participation of as many stakeholders 
as possible.

In this context, at the EU level, TA concepts have received strong attention since 
around 2010 under the term Responsible Research and Innovation (RRI) or just 
Responsible Innovation (RI). Starting from debates on responsible development in 
the area of nanotechnologies in the early 2000s, RRI quickly attracted considerable 
attention in the academic discourse on the governance of research and innovation 
(Owen et al. 2021; Rip 2014). RRI is also an eclectic approach, building upon sev-
eral earlier concepts (such as CTA, see Sect. 3), partially integrating and developing 
them further. Apart from TA in its numerous guises, it makes use of concepts and 
disciplinary contributions from STS, ethics of science and technology, ELSA/ELSI 
research (ethical, legal, social aspects/implications), sustainable technology devel-
opment, value sensitive design, responsible development, participatory and trans-
disciplinary research, research integrity, responsible metrics, etc. (Lindner et  al. 
2016; Brundage and Guston 2019).

According to the definition and framework developed by Stilgoe et al. (2013) 
that has gained the most attention in academia, RI (or RRI) comprises four elements 
that are also found in various directions of TA: anticipation, reflexivity, inclusion, 
and responsiveness. Anticipation is about carefully considering both the intended 
and potential unintended consequences of research and innovation activities, cover-
ing elements of expert TA and, to some extent, foresight. Reflexivity is about reflect-
ing on the motivations, assumptions, and commitments underlying technological 
developments. At the same time, reflexivity also means questioning the normative 
basis of the assessment (Hennen and Nierling 2019; Kollek 2019; Nierling and 
Torgersen 2019). Inclusion is closely related to public participation, which is the 
central element of pTA. It is not limited to citizens, but seeks to involve all relevant 
societal stakeholders (including businesses and politics) at an early stage in order to 
identify potential conflict fields and to reach a consensual design. Finally, respon-
siveness expresses that TA must not stop at the (ex-post) analysis and assessment of 
technologies, but must entail decisions and practical action. These decisions can 
then take the desirable and undesirable impacts of technology as well as the 
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interests of citizens into account. Ideally, they result in solutions guided by values 
and norms in the interest of the common good.

As a concept, RRI was strongly promoted by powerful actors in the field of STI 
policy (cf. Lindner et  al. 2024 in this anthology), particularly by the European 
Commission (EC), culminating in the integration of RRI as a crosscutting issue in the 
EC’s Research Framework Programme “Horizon 2020” (2014–2020) (Blok 2023).3 
This development was also conducive to the uptake of RRI-related initiatives in a 
number of countries and organisations, which still continues (Wittrock et al. 2021).

5  Conclusion and Outlook

The description of the three TA paradigms or phases (expert-based, participatory, 
and pragmatic) shows that the paradigms are not strictly separated from each other. 
Rather, each highlights a specific, temporally dominant perspective on how to do 
TA. They all are still relevant today and continue to coexist. Figure 1 is an attempt 
to summarise and further illustrate the history of TA since the 1960s by roughly 
locating in time some of the technologies in focus, some of the methods introduced 
in TA, and the foundation of some TA institutions (see Fig. 1).

What can be said on the impact of TA (cf. Decker and Ladikas 2004), given the 
constant changes in objectives, concepts, addressees, and stakeholders involved? 
The most intensive interaction has been with politics, which gave the impetus for 
the institutionalisation of TA and has also financed much of its research. In this 
arena, TA has always had to strive for its independence and neutrality. TA has made 
numerous important contributions to evidence-based (technology) policy but had to 
be careful to fairly take into account the interests of all social groups. However, it 
cannot be denied that TA is also an instrument of power that can be—and actually 
is—used to justify political decisions. This can also be seen in the fact that politi-
cians occasionally ignore even important TA results because they are inconvenient 
or do not fit into the current political agenda. One example is a TAB study from 
2011 on the risks of a large-scale power blackout (Petermann et al. 2011), which 
only recently received greater attention in the context of the war in Ukraine.

Certainly, TA processes and results also have the potential to directly influence 
political decision-making. For example, in Denmark some restrictions of public 
research funding in biotechnology were informed by related TA activities of the 
DBT. In addition, in some areas of Europe such as Switzerland and again Denmark, 
TA has become an important instrument for informing citizens about technological 
developments and their impacts, or even for participation of citizens in technologi-
cal processes. In contrast, the function of TA as an instrument of welfare-oriented 
innovation management has not yet been able to establish itself broadly in industry. 

3 However, in the subsequent Research Framework Programme “Horizion Europe” (2021–2027) 
the significance of RRI has strongly declined.
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All in all, it seems that the impact of TA is characterised by a similar diversity as TA 
activities themselves, ranging from almost undetectability to direct influence on 
political decision-making.

Looking at the future of TA, problem-orientation is needed more than ever. The 
problem-orientation of TA had been discussed from the very beginnings (Enzer 
1974) and had been, already some time ago, expected to gain importance in the 
future in order to address the grand societal challenges (Decker and Fleischer 2010). 
Today, after the “normative turn” (Daimer et al. 2012), STI policies have to a certain 
extent internalised such problem-orientation, following a so-called mission- oriented 
approach (see also Lindner et al. 2024 in this anthology), with the goal of overcom-
ing grand societal challenges, such as demographic or climate change. We expect 
TA to increasingly contribute to this goal. TA would then need to focus not only on 
individual technologies, but rather on socio-technical transitions and the gover-
nance of urgent system transformations, be it the transformation of the mobility, 
energy, healthcare, or nutrition system. Here, TA could contribute to finding appro-
priate system solutions as combinations of (converging) technologies, innovations, 
and also non-technological approaches. It would need to be embedded in knowl-
edge and decision-making processes characterised by intense cooperation between 
science, industry, policy, administration, and society including NGOs, citizens, con-
sumers, and users. The involvement of society here is at least bi- if not multi- 
directional, on the one hand with regard to the development of products and technical 
solutions and their societal (consumer/user) acceptance, and on the other hand with 
regard to increasingly required behavioural changes in consumption and resource use.

Of course, such an orientation comes with several challenges. One is to mediate 
complex impact dependencies and to decide and navigate through innovation path-
ways whose differences are no longer to be determined by techno-economic or 
socio-technical criteria alone, but rather by ethical, ecological, societal, geopoliti-
cal, and other criteria, which we might not even know yet. This requires new instru-
ments (and indicators) for assessment and a sound factual basis.

In addition, with regard to its addressees, TA needs to communicate its (gener-
ally complex) findings in a way that reduces complexity and produces transparency 
through the explanation of assumptions and uncertainties. This is important because 
also governments, parliaments, and administrative actors in democratic societies are 
required to explain their (possibly TA-based) decisions in a transparent way, since 
they are exposed to the public discourse and to the problem that both decision crite-
ria and scientifically derived assumptions will likely be questioned by parts of 
society.

This entails another challenge for TA. Given the present crisis of confidence in 
science and scientific policy advice, not least obvious in the dispute on COVID-19 
vaccination, TA has an ambivalent position like never before between claiming neu-
trality, on the one hand, and representing normative perspectives, on the other 
(Hennen and Nierling 2019; Nierling and Torgersen 2020; Torgersen 2019). First of 
all, legitimate questions may be raised regarding the weighting criteria used in TA 
processes, especially if TA commits to contributing to specific goal-oriented socio- 
technical transformations. What is more, in an ever more complex, both techno- 
scientifically driven and democratic society, the question arises to what extent and 
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for what reasons the various societal groups trust or distrust scientists and their 
research results. And if they distrust, to what extent and with what means is it pos-
sible to build up trust into TA processes and results (e.g., in terms of quality, correct-
ness, independency) and to reach acceptance by all societal groups including those 
following right-wing populist views? If TA aims to contribute, for instance, to the 
transformation towards a more sustainable society, how can there be trust if such a 
goal is politically not shared? And with regard to an increasingly mission-oriented 
STI policy, does it not automatically make itself vulnerable to discussions in social 
media and fake news when apparently established certainties and common assump-
tions are doubted?

A further challenge is the fact that technologies are at a specific stage of develop-
ment and maturity when they become the centre of public or political attention at a 
given time. There is not only the well-known dilemma (Collingridge 1980) that at 
an early point in time little is known about the impacts and unintended side effects 
of a technology, although the possibilities to control and shape the development are 
high, whereas at a later stage much more is known, but control is more difficult to 
achieve. In addition, technologies are subject to socially conditioned cycles of atten-
tion in research funding, in the media, and in the public and political discourse. It is 
therefore obvious to assume that one technology at other times, in different societal 
contexts, with different research efforts may be evaluated with different results lead-
ing to different decisions, selections, and design mechanisms. If so, may then the 
push of certain technologies at a certain time possibly hinder the development of 
better, alternative solutions? This opens up a field of conflict with questions about 
how long and intensively specific and alternative technologies (as well as non- 
technical innovations) should be researched and evaluated before a societal decision 
can be made about their significance and use.

Finally, TA increasingly needs to face the global dimension of technologies and 
socio-technical change including geopolitical aspects. The foundation of the glo-
balTA network4 in 2019 can only be a very first step in this regard (Hennen et al. 
2023). Given the increasing importance and development of both sustainability 
goals (e.g., compliance with planetary boundaries, global justice, global health; cf. 
the UN Sustainable Development Goals, SDGs) and sustainability criteria (e.g., 
carbon footprint, water and energy consumption, living and health conditions), 
there is the need to establish local and regional structures of circular economies and 
value creation structures with reduced transport routes in light of current global 
trade. Moreover, with supply bottlenecks (e.g., of semiconductor chips and depen-
dent products such as vehicles) in the COVID-19 pandemic and dependencies on 
energy (gas) and other raw materials from Russia in light of the war in Ukraine, the 
discussion on technology sovereignty, raw materials, and technology dependencies 
on other countries (including China) have attained highest actuality (Edler et  al. 
2020). The assessment of stability and trust in countries and regions as trading part-
ners is becoming a new and critical parameter in decision-making processes.

4 See https://globalta.technology-assessment.info/.
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In addition, there is the question of sufficiency in the (global) consumption of 
goods and mobility in today’s societies. This connects to more fundamental ques-
tions of how our economies could and should work, to what extent the development 
towards a post-growth society could be an option for achieving the sustainability 
goals, and what role technological and social innovations (Sartorius et  al. 2022; 
Heyen et al. 2024) as well as TA (Grunwald 2018) might play in this regard.

With all those challenges, TA is more than ever asked to take the “bigger picture” 
into account and not to focus too much on an individual technology alone. This 
implies questioning current hypes on the potential of new technologies, such as 
hydrogen or electric cars, to solve the grand societal challenges of our time. 
Certainly, TA will be needed for emerging technologies such as climate engineering 
and for the further digitisation of our societies. With such new technologies and the 
challenges mentioned above comes the need for new approaches of TA so that TA 
will remain a valuable instrument providing guidance in a complex and uncertain 
technological environment in the coming decades.

 Appendix

Year dates and abbreviations used in Fig. 1 (* = foundation; ✝ = closure):

1972: * Fraunhofer ISI—Fraunhofer Institute for Systems and Innovation Research 
ISI (originally founded as Fraunhofer Institute for System Technology and 
Innovation Research, re-named in 2004)

1972/73: * OTA—Office of Technology Assessment at the US Congress; clo-
sure in 1995

1977: * ITAS—Institute for Technology Assessment and Systems Analysis, at 
Karlsruhe Institute of Technology KIT (foundation of predecessor institution in 
1977, as ITAS since 1995)

1985: * DBT—Danish Board of Technology
1985: * ITA—Institute of Technology Assessment, at the Austrian Academy of 

Sciences (originally as working group of a pre-existing research institute; as ITA 
since 1994)

1986: * NOTA/Rathenau—Netherlands Organisation for Technology Assessment, 
re-named in Rathenau Institute in 1994

1987: * STOA—European Parliament Office for Scientific and Technological 
Option Assessment

1989: * POST—Parliamentary Office of Science and Technology, United Kingdom
1990: * TAB—Office of Technology Assessment at the German Bundestag
1992: * TA-SWISS—Foundation for Technology Assessment, at the Swiss 

Academies of Arts and Sciences (originally founded as Swiss Science and 
Technology Council)

2004: * GAO—US Government Accountability Office (originally founded in 1921, 
but no TA relation before the closure of OTA, re-named in 2004)

2005: * ETAG—European Technology Assessment Group (network of TA 
institutions)
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2019: * globalTA—global Technology Assessment Network (network of TA 
institutions)
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Paradigms During the Last 50 Years
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Abstract Germany has always been known for its strong industrial base. Although 
the process of deindustrialisation started in the 1970s, manufacturing is still consid-
ered a driver for the high innovation and competitiveness of the German economy. 
Nevertheless, several paradigm shifts in manufacturing have been observed since 
that time, changing not only the production philosophy but also predominant ways 
of thinking. These production paradigms are influenced not only by global events 
and external developments, but also by an advanced innovation and technology 
policy of Germany. Likewise, they are not only subject to technological innovations, 
as suggested, for example, by the concept of the four industrial revolutions (Industry 
1.0 to 4.0). Rather, the role of humans and work in production has received increas-
ing attention since the 1970s, and revolutionary organisational concepts have also 
shaped industrial development in Germany. In order to highlight these lines of 
development, we present in this article what we consider to be the central produc-
tion paradigms over the last 50  years and highlight the major guiding issues of 
German manufacturing. Furthermore, we would like to give an outlook on upcom-
ing production paradigms, as well as possible future developments in manufactur-
ing industries.

1  Introduction

Germany’s economy has always been known for its strong industrial core. The high 
quality of industrial products, coupled with constant productivity gains, means that 
manufacturing in Germany enjoys great recognition worldwide. This is also 
expressed by the “Made in Germany” label, which not only highlights the high qual-
ity and reliability of German products, but also ascribes a uniquely high level of 
competitiveness to Germany as a production location in general (BMWi 2019). The 
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strength of the manufacturing sector as part of the German economy continues to 
this day (BDI 2013). Nevertheless, industrial production has also been subject to 
major change over the last half century.

At the beginning of the 1970s, industrial production in most leading economies 
was considered to be a discontinued model. In the USA and the UK in particular, the 
process of deindustrialisation was already taking place. In Germany, too, the tertiary 
sector overtook the manufacturing sector for the first time in the early 1970s, both 
in terms of gross value added and the number of employees (Krupp 1984). Hopes 
for the second half of the twentieth century centred on services (Fourastié 1949). In 
the following decades, consequently, a decline of the industrial sector and a growth 
of the service sector were observed in all leading economies (Eickelpasch 2012, 
2014). Despite concerns about growing competition from Asia and Eastern Europe 
and the relatively high volume of production relocation abroad during the 1990s and 
in the years around the millennium, a rethink did not take place until 2009, when the 
financial crisis escalated into a global economic crisis and there was a refocus on 
physical production. Under the term “reindustrialisation”, more importance was 
now to be attached to industrial production again (Capello and Cerisola 2022; 
Prisecaru 2015).

Nevertheless, during the last half century, roughly since the beginning of dein-
dustrialisation, various paradigm shifts have taken place in manufacturing that has 
changed not only the production philosophy but also the predominant way of think-
ing and has also been reflected in the development of the research field. These pro-
duction paradigms are influenced not only by global events and external 
developments, but also by an advanced German innovation and technology policy. 
Likewise, they are not only subject to technological innovations, as suggested, for 
example, by the concept of the four industrial revolutions (Industry 1.0 to 4.0). 
Rather, the role of humans and work in production has received increasing attention 
since the 1970s, and revolutionary organisational concepts have also shaped the 
industrial development in Germany (Ernst 2009). Moreover, these developments 
co-evolved with the research system. On the one hand, research about changes in 
manufacturing resulted in different paradigms brought forward as an output of 
research. On the other hand, the ongoing development in manufacturing posed new 
challenges for research and influenced topics but also methodologies used in 
research. Thus, looking at the changing paradigms also yields insights into the 
development of the research field.

Therefore, in this article, we would like to highlight the major developments in 
manufacturing industries during the last half century with a special view on 
Germany. For this purpose, we not only draw on relevant literature but also on dis-
cussions with experts. In order to provide broad empirical evidence of industrial 
developments, we also draw on the analysis from the representative German 
Manufacturing Survey (GMS), which has been conducted regularly in Germany’s 
manufacturing sector since 1993 (see Box 1). Moreover, we use text boxes to refer 
by way of example to two major funding programme lines that at the time shaped 
innovation and technology policy in Germany fundamentally. Lastly, we give an 
outlook on upcoming production paradigms, as well as possible future develop-
ments in manufacturing industries.
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Box 1: German Manufacturing Survey (GMS) in the Context of 
Empirical Research
Developments in empirical methods, the emergence of computers and the 
resulting possibilities for the collection and processing of more extensive 
data, and the proliferation of analytical software encouraged the spread of 
large, standardised surveys from the early 1990s onward. Building on the first 
experiences (Meyer-Krahmer 1984), several large, standardised, long-term 
surveys were developed in order to systematically monitor key economic 
issues such as innovation, value creation, or employment in the company con-
text and to collect data for differentiated analysis. These data make it possible 
to systematically analyse complex interrelationships and context-specific 
developments in manufacturing; thus, they do not only contribute to the 
understanding of the research topics, but also provide empirical evidence for 
policy and business. In addition to the GMS, two further examples illustrate 
this development. The IAB-Betriebspanel, an employer survey on company 
and workplace factors determining employment, was first launched in 
1993/1996. The Community Innovation Survey (CIS), the reference survey 
on innovation in enterprises that is coordinated by Eurostat, has been con-
ducted in the European Union and selected other countries, since the first pilot 
CIS 1 in 1993 (Arundel and Smith 2013).

Based on a survey carried out in 1993 in East Germany in the context of the 
evaluation of a support programme for East German manufacturing compa-
nies promoting computer integrated manufacturing (CIM) (Wengel 1999), the 
German Manufacturing Survey of Fraunhofer ISI, previously known as the 
Manufacturing Innovation Survey, has been conducted regularly since 1995 
(Lay 1999). The GMS initially addressed Germany’s capital goods industry; 
since 2006, a representative sample of production locations in Germany has 
been surveyed for all manufacturing sectors. From the outset, the focus of the 
survey has been on the diffusion of new technologies and new organisational 
concepts, issues relating to personnel deployment and qualification and ques-
tions about the decision to locate production. Indicators on performance such 
as productivity, flexibility, and quality are also surveyed. In 1997, questions 
on product-related services and subsequently service-based business models 
were added. Since 1999 aspects of sustainability and the circular economy 
have been an integral part of this survey.

The focus of the German Manufacturing Survey is to cover process inno-
vation and value creation processes in manufacturing in particular. The spe-
cialisation in production makes it possible to capture production structures 
and modernisation processes based on facts and thus to reflect the diversity of 
small- and medium-sized production companies. Since 1995, between 1300 
and 1600 randomly selected companies have taken part in the survey, enabling 
a representative data set in terms of industry, regional, and size structure. In 
2001, this survey became international and developed into the European 
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2  Production Paradigm Shifts in the Last 50 Years

Within the last five decades, fundamental changes in industrial manufacturing can 
be observed. These paradigm shifts have changed not only the basic framework 
conditions for industrial companies, but also the way of thinking in research, poli-
tics, and practice. To identify the production paradigms that showed up in the 
research, we used triangulation. We therefore draw on the existing literature on the 
one hand, and on the other hand, we worked through the central developments of 
industrial production in discussions with experts. Subsequently, we combined and 
mirrored the results of both parts. In particular, we focused on the trends in Germany, 
which, however, are strongly embedded in the international context. By a paradigm 
shift, we understand the change of fundamental framework conditions in industrial 
production, which is also paired with a renewal of the production philosophy and 
triggered by technological or organisational disruptions.

If we relate to these assumptions, we can identify five production paradigms. 
These production paradigms are characterised by either technological or organisa-
tional disruptions, and we find four paradigm shifts during the period of the last five 
decades. Paradigms that emerge from technological disruption (technology-driven 
paradigm) correspond to those of the concept of the four industrial revolutions. 
Industry 3.0 and 4.0 fall within the period of the last 50 years, while the paradigm 
“mass production and division of work” (I2.0) also marks the beginning of the dein-
dustrialisation in the leading economies and runs out at the beginning of the early 
1970s. However, we were also able to identify three paradigms that emerge from 
organisational disruptions (organisational-driven paradigms). From this, in turn, a 
cycle can be derived in the paradigm shifts. On the one hand, this cycle can be seen 
in the fact that a paradigm lasts about 10 to 15 years before it is overlapped and 
dominated by another paradigm. On the other hand, it becomes clear that the para-
digms alternately follow technological and organisational disruptions. Therefore, 
we assume that a new paradigm not only brings fundamental innovations, but also 
forms a kind of counter-design to the previous paradigm.

The first organisational-driven paradigm “quality of working life” focuses on 
humans in production and aims to improve their working conditions. It thus repre-
sents a counter-design to the monotonous work on the assembly line system during 
Industry 2.0. The second organisational-driven paradigm consists of the idea of 
“lean production and lean thinking” originating from Japan and revolutionising the 

Manufacturing Survey (EMS). The aim of the EMS is to use a set of common 
core questions in the respective national language in all partner countries and 
thus to collect internationally comparable data and enable internationally 
comparative analyses, e.g., on backshoring (Dachs et al. 2019) or servitisation 
(Dachs et al. 2014). In 2022, 19 European countries participated in the EMS.
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Fig. 1 Production paradigm cycle over the last five decades. Source: own illustration

predominant production principles. “Perfected human–machine interaction” repre-
sents the most recent concept of the organisational-driven paradigms. Here, the 
interface of humans with intelligent machines based on Artificial Intelligence (AI) 
is considered in particular.

The production paradigms as well as their shifts can be summarised again into 
three general stages (see Fig. 1):

• Stage I covers the trade-off between industrial productivity and working condi-
tions and extends from the early 1970s to the late 1980s.

• Stage II focuses on the question of Germany’s global competitiveness as a pro-
duction location and extends from the late 1980s to the early 2010s.

• Stage III aims to couple physical objects in production with the digital world and 
has been prevalent since the early 2010s.

These stages are characterised, on the one hand, by specific developments in 
manufacturing and, on the other hand, by particular political challenges and a 
changing understanding of how the economy, industry, and society as a whole can 
be shaped. Research acted in this field of tension, seized opportunities, offered con-
texts of understanding and developed into a strong partner, which over time also 
became anchored in newly institutionalised structures, e.g. the special non- university 
research institutions in Germany. The interplay between research and practice, as 
well as the creative will of technology and innovation policy, is also expressed by 
the so-called “indirect-specific measures”, which led to unique funding programmes 
in Germany. Two of the most important research programmes in this context are 
explicitly highlighted in the boxes of this study.

The aim of policy in these indirect-specific funding programmes is to enable 
industry in Germany, through cooperation with applied research institutions, to 
catch up in key areas with global competition. Since the research institutions were 
also able to help shape the funding programmes, they closed the gap between 
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policy-makers, on the one hand, and industrial practitioners, on the other. As a 
result, three central players have emerged in recent decades that shape industrial 
development: innovation and technology policy, applied research institutions, and 
industry or rather practitioners.

In the next sections, we go into more detail about each stage and describe its key 
developments along with their technological and organisational disruptions. To do 
so we also address the respective paradigms and paradigm shifts during the indi-
vidual stages as well as the respective political challenges and research agendas.

2.1  Stage I: Labour Conditions and Industrial Productivity 
(Early 1970s Until the Late 1980s)

Until the 1970s, manufacturing was strongly characterised by standardised mass 
production using highly specialised and monofunctional machines such as the 
assembly line system (Kagermann et al. 2011). The organisational form followed 
the principle of division of labour, according to which employees performed recur-
ring subtasks. This makes it possible to realise a high number of units at low cost, 
which leads to high productivity in production and work processes. However, this 
form of organisation leads to a monotonous way of working, since the same activity 
is performed again and again at regular intervals. For employees, this led to a high 
workload, one-sided qualifications and increased work-related health risks.

Simultaneously, this period was marked by numerous economic disruptions, as 
e.g. the collapse of the world currency system, the oil crisis, or the decline in 
employment and demand, which required changes from a political point of view. 
Policy-makers searched for answers for a global positioning of the domestic econ-
omy and saw the need for a more active research and technology policy. The need 
to achieve high productivity, on the one hand, and to improve working conditions, 
on the other, created a field of tension at this stage, which was also evident in 
research. This is because the development and implementation of new technologies 
and organisational concepts should succeed not only in achieving further advances 
in productivity, but also in improving the quality of working life. At this time, indus-
try experienced the decline of lead sectors, but also saw the opportunities of a devel-
opment towards more flexible production with rapidly changing product lines and 
greater product diversity.

This initial situation led to a fundamental debate about working conditions in a 
changing working world in the early 1970s, both in society and in the scientific 
community, and appeared omnipresent (Kleinöder 2016). In this decade, fundamen-
tal regulations of employee co-determination in the workplace were renewed. 
Moreover, new regulations were found in the area of occupational health and safety. 
After the foundations for modern accident prevention had been laid in the 1960s, the 
1970s saw a revolution in occupational health and safety regulations and new pro-
tective provisions for working in production. Consequently, the quality of working 
life thus moved to the centre of innovative organisational concepts in industrial 
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production (Davis and Cherns 1975). In Germany at this time, numerous pro-
grammes and projects were set up to help improve working conditions in manufac-
turing companies (compare Box 2), with the aim of reducing stress while at the 
same time expanding employees’ scope for action. Support measures addressed, 
e.g. semi- autonomous group work, the further qualification of employees and the 
democratisation of work structures (Seibring 2011).

At this time, efforts were made to push forward alternative technology develop-
ment together with alternative forms of work organisations (Raehlmann 1981). 
However, the hope that the quality of working life would go in line with the 

Box 2: Funding Programme “Humanisierung der Arbeitswelt” (from 
1974 to 1989)
Until the 1960s, it was hoped that with increasing process automation, the 
monotonous workloads in production would also be reduced. However, these 
hopes were not met. Likewise, a growing discrepancy between the personal 
standard of living and the standard of working conditions became increas-
ingly apparent (Kleinöder 2016). As a result of the pressure to act, various 
programmes were launched that came to be known as “Humanisierung der 
Arbeitswelt” (HdA). These were intended to help improve working condi-
tions in companies, reduce stress, and expand employees’ scope for action. 
Another focus was on promoting the industrial application of new upcoming 
technologies in the fields of data processing, telecommunications, and semi-
conductor technology.

Until 1980, not only the state and the scientific community were repre-
sented, but also employers and labour unions. However, political disputes led 
to a variety of changes and restrictions, for example the participatory pro-
gramme organisation was gradually dissolved and the democratisation 
approaches of the first programme phase (1974–1980) were stopped. This 
programme comprised around 1500 projects with a total funding volume of 
550 million euros and ran in two phases from 1974 to 1989 (Ernst 2009). 
Despite its clear title, this funding programme can be seen as a politically 
controversial project in which the relationship between rationalisation and 
humanisation had to be constantly reassessed. Entrepreneurs hoped for sav-
ings in labour costs, while those who believed in progress saw the end of the 
monotonous everyday life on the assembly line. In addition to many funda-
mental findings and a scientific foundation that is still received today, the 
programme polarises to this day and triggered critical debates early on due to 
continuous problems with its implementation and organisation (Kleinöder 
2016; Raehlmann 1981). In terms of content, too, the progress of the pro-
gramme, measured in terms of its financial and organisational size, has been 
questioned from various sides. However, due to its political weight and its 
gradual but nonetheless long-term progress, the programme is a persistent 
myth to this day (Kleinöder 2016).

Industry in a Changing Era: Production Paradigms During the Last 50 Years



180

continuous improvement of technological progress was soon destroyed by actual 
developments. It also became clear that an organisation solely based on the division 
of labour and productivity no longer meets the requirements of flexible production 
with high quality standards (Kleinöder 2016). These findings ultimately led to the 
problem of the incompatibility of productivity and flexibility, creating a field of ten-
sion between human-centred working conditions and industrial productivity 
(Matthöfer 1980).

Figure 2 illustrates the need for this debate at this time. As an example, it shows the 
prevalence of two organisational measures in terms of quality of working life as well 
as two automation technologies as part of I3.0 among Germany’s manufacturing com-
panies: Continuous Improvement Processes (CIP) in manufacturing and assembly 
aim to ensure that workers continuously improve both products and processes through 
their experience and ideas. This process thus creates spaces for participation, mani-
fests the view on workers as valuable knowledge carriers, and enables creative partici-
pation even in highly complex processes. Flattened hierarchies are structures with 
fewer management levels. As a result, individual employees have more responsibility 
and decision-making autonomy. With the introduction of the first CNC machine tools, 
programming shifted to the work preparation department; skilled workers at the 
machine lost their responsibility of converting a drawing into working movements of 
the machine. CAD/NC programming then refers to the linking of machine program-
ming with solutions from the CAD system. A shop floor control system aims at a 
dynamic, flexible, and resource saving control of the entire production. It refers to 
precise scheduling and permanent transparency of whole production processes as well 
as the optimum capacity utilisation on the shop floor.

In Fig. 2, we see that manufacturers hardly made use of these new work concepts 
or automation technologies until the late 1980s—after technological opportunities 
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arose and organisational concepts became known. While the user rate in the 1970s 
was almost zero percent, the shares increased slightly to just under 10 percent in the 
1980s. It was not until the end of the 1990s that user rates in these new work con-
cepts and automation technologies of between 20 and 60 percent were achieved.

Consequently, both organisational concepts for improving the working condi-
tions of employees and CAM-driven automation processes have diffused into the 
breadth of German manufacturing only since the 1990s. Therefore, this empirical 
finding shows that there is a very large time lag between the political and scientific 
discussion on the one hand, and the actual changes in the production companies on 
the other. Interestingly, these time lags between research and practice can also be 
observed later in paradigm shifts, although not necessarily in the same order (com-
pare, e.g., stage III, the I4.0-paradigm).

2.2  Stage II: Global Integration and Competition (Late 1980s 
Until the Early 2010s)

The second stage of industrial developments at the end of the 1980s is largely charac-
terised by German reunification and the resulting European reorganisation. The elimi-
nation of borders also opens up completely new opportunities for global value creation 
for product manufacturers. In the 1990s, the People’s Republic of China became a 
serious competitor and interesting market, inducing further productivity pressure. 
Furthermore, industrial development in emerging countries rapidly picked up speed, 
which melted the lead of the traditional industrialised countries in terms of production 
(Gornig and Schiersch 2015). At the same time, novel production concepts from 
Japan, based on different principles and ways of thinking (Womack et  al. 1990), 
spilled over into the USA, Europe including Germany and revolutionised the pre-
dominant production principles (Womack and Jones 1997). From the late 1980s 
onward, the German economy has been significantly shaped by globalisation and with 
it the related question of how German industry can survive in global competition. The 
political challenges and research agendas revolve around how value chains can be 
expanded internationally while Germany remains attractive as a production location 
at the same time. Funding programmes at this time were justified by competition 
policy and aimed primarily at promoting economic modernisation.

After the German reunification, production in the new German states faced struc-
tural economic difficulties for a long time, confronting the consequences of the 
currency conversion and market restructuring on the one hand, but also had to deal 
with ailing infrastructure and on average low international competitiveness (BMWi 
2015). In view of these dramatic changes in the economic parameters, manufactur-
ers in the new German states were faced with the task of quickly adapting their 
structures to the requirements of the market economy (Lay 1995).

A central phenomenon of this development discussed in the literature is the pro-
ductivity gap (Lay 1996). In the mid of the 1990s, East German firms achieved less 
than two-thirds of the productivity of their Western counterparts (Kinkel 2001). 
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Consequently, a major challenge for Germany at this time was to promote the indus-
trial development of eastern German states, to handle the dramatic declines in the 
industrial bases of these regions and to bring the companies located there up to 
global competition.

As a result of the global political changes, a new wave of globalisation started, 
which in turn also had an impact on the organisation of production. Frequently, 
parts of production were outsourced to Eastern Europe or the People’s Republic of 
China. As a result, competitive pressure increased and innovation and product life 
cycles became shorter. Global competition became increasingly evident, and many 
companies see the international configuration of value chains as an opportunity or 
a necessity. Empirical analyses also confirm that globalised value creation was par-
ticularly dynamic in this period (Kinkel 2001; Kinkel et  al. 2002; Zanker et  al. 
2013). The upper part of Fig. 3 shows this development in Germany from 1995 to 
2018. The share of manufacturing firms that relocate parts of their production 
abroad is displayed: Between 1995 and 2006, one in four or rather five German 
manufacturers relocated parts of their production abroad, a share that dropped sig-
nificantly in subsequent years. Especially larger manufacturers from Germany mas-
sively expanded their global production activities around the turn of the millennium, 
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not only to produce more cost-effectively but also to open up new markets (Kinkel 
et al. 2002).

For the same period of time, it is known that the share of exporting manufac-
turers hardly increased. German manufacturing is traditionally highly export ori-
ented, with around nine out of ten manufacturers exporting their products since 
the mid- 1990s. However, during this period of time, the share of manufacturers 
buying parts of their inputs abroad increased, catching up with the share of export-
ers. As can be seen in the lower part of Fig. 3, mainly small firms started interna-
tionalising their supply chains more in the 1990s and 2000s in order to obtain 
higher quality inputs and thus made their own products more competitive. The 
combination of both empirical findings clearly shows that production relocations 
do not replace product exports, but complement them (Lerch and Jäger 2021). 
Hence, globalised value chains represent a value-adding opportunity for 
manufacturers.

Nevertheless, globalisation of production is characterised not only by the 
international networking of value creation structures, but also by the internation-
alisation of thinking approaches and production principles. Around 1990, lean 
production was introduced as a guiding principle for the creation of value in 
larger companies (Womack et al. 1990). In the literature, the predominant view 
is that this principle is responsible for the superiority of Japanese automobile 
production over American and European manufacturers and enables value cre-
ation without waste. The goal is to optimally coordinate all value creation activi-
ties and to avoid superfluous activities (waste). To achieve this, two perspectives 
must be integrated: the view of the customer, whose requirements for availabil-
ity, quality, and a low price must be met as optimally as possible, and the view of 
the manufacturer itself, which must produce profitably and improve its competi-
tiveness. Five core principles must be taken into account and implemented using 
new methods: value, value stream, flow, pull, and perfection (Womack et  al. 
1990). Hereby, Lean offers an answer to the question of how the organisation of 
complex production can succeed due to increased automation and mass produc-
tion. Automated production proved to be particularly fragile in the case of 
unforeseen disruptions. Therefore, Lean aims to strengthen the potential of peo-
ple compared to machines, but without losing the productivity advantages of 
standardised processes.

Lean Thinking has spread rapidly worldwide since the 1990s (Womack and 
Jones 1997). German manufacturers also introduced the new production concepts 
at this time (Pfeiffer and Weiß 1994). Since the topic of Lean Thinking has been of 
greater interest, empirical studies are being conducted to estimate the spread of 
Lean Concepts in manufacturing. In 1995, for example, a quarter of all capital 
goods manufacturers in Germany were already using Kanban (Lay 1997), while at 
the same time demonstrating significantly higher labour productivity than other 
companies (Lay et al. 1996). The success story of Lean Thinking has persisted for 
decades and defines the prevailing production paradigm, resulting in the core 
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principles of manufacturers being considered in production to this day (Lerch 
et al. 2021).

2.3  Stage III: Entering Cyber-Physical Production (Since 
the Early 2010s)

The third stage is initially still characterised by the economic crisis in 2009. In 
Europe, but especially in Germany, there is a renewed focus on the manufacturing 
industry (Capello and Cerisola 2022; Prisecaru 2015), which proves to be particu-
larly resistant to the crisis (BMBF 2014). However, it is not only the industrial core 
and its economic significance that is receiving new attention; a broader understand-
ing of manufacturing and the meaning of industrial value creation is also established 
(BMBF 2014) (compare Box 3). This new understanding is shaping not only poli-
cies but also research activities for the coming years. This includes in particular the 
linking of production and service in order to develop customer-specific offerings. 
Role models from the service sector with innovative business concepts are also 
leading to new business models beyond pure product sales which are discussed for 
manufacturers (Lay 2014; Lerch and Maloca 2020). Terms such as “Hybrid Value 
Creation” (Velamuri et  al. 2011) or “Product-Service System” (Tukker 2004) 
emerge, describing the merging of previously separate disciplines. Furthermore, the 
coupling between production and the digital economy is also becoming increasingly 
important (Kagermann 2015).

In 2011, finally, manufacturing experienced a definite renaissance with the vision 
of Industry 4.0, which is perceived worldwide as a new production paradigm and a 
mode of production to strive for in the future (Kagermann et al. 2013). The vision 
of Industry 4.0 describes the idea of a comprehensive digitisation of production and 
an associated interlinking of production technologies and information and commu-
nication technologies. The technical basis is formed by the so-called cyber-physical 
systems that communicate with each other via the (Industrial) Internet of Things 
(IIoT) (Kagermann et al. 2011). With their help, largely self-organised production 
should become possible, ultimately leading to individualised production with batch 
size 1, but under the conditions of mass production. This technological foundation 
can also be used to develop new types of digital business models based on IIoT- 
platforms (Lerch and Jäger 2020a; Plattform Industrie 4.0 2019a). During this time, 
funding policy is attempting to use digitisation to keep the domestic production 
location competitive and to locate digital value creation in Germany and Europe. 
Integrating digital technologies with conventional physical technologies also cre-
ates completely new fields of research for engineers, computer scientists, and econ-
omists. Due to this high impact, the vision of Industry 4.0 is shaping funding 
programmes and innovation activities for the next 10 years.
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However, while research and policy-makers are setting up new funding pro-
grammes, manufacturers are already in a real digital transformation phase (see 
Fig.  4). As in the 1970s, a time lag between research and practice can again be 
observed. However, this time the development in production is ahead of the political 
and scientific discussion (compare stage I, Fig. 1). This can be demonstrated with 
the help of an I4.0-index that uses seven digital production technologies and 
addresses different technological fields. Hereby it is possible to show the digital 
progress of production in Germany over time (Lerch et al. 2015). Therefore, manu-
facturers are divided into three groups: Non-users, who do not apply any of the 
seven digital production technologies; Basic users, who apply at least one of these 
technologies; Top users, who are extensively digitised and have at least two cyber- 
physical systems in use.

Box 3: Funding Programme “Zukunft der Wertschöpfung” (since 2021)
In 2021, the new funding programme “Zukunft der Wertschöpfung” replaced 
the existing programme “Innovationen für die Produktion, Dienstleistung und 
Arbeit von morgen” (2014–2021). This one started in 2014, integrated 
research on production, services, and work for the first time, and emphasised 
the central role of industry as the backbone of the German economy, as well 
as the interlinking of product and service innovations. Moreover, the digital 
refinement of production and ICT as an innovation driver for production and 
services were central aspects of the programme. It thus responds to the 
increasing fusion of the various disciplines and sectors in practice as well as 
the need for a holistic innovation perspective (BMBF 2014).

This trend is continued in the new programme “Zukunft der Wertschöpfung” 
that was opened in 2021. The three former main topics production, services, 
and work are discarded as separate guidelines and united in an overall 
approach to the term value creation. It is mainly influenced by Industry 4.0, 
digitalisation, and the data and platform economy and is intended to address 
in particular the increasing complexity and dynamics of value creation pro-
cesses. Artificial intelligence is seen as a central link for the interaction of 
humans and machines. It continues the programme line’s tradition of harmon-
ising digital technologies and the world of work and life. The programme 
defines six fields of action: Dynamics of value creation systems, people in 
value creation, business models and value propositions, resources, socio-tech-
nical and methodological innovations, networking and collaboration. 
However, the fields of action are not understood as rigid blocks, but are part 
of a continuous further development of the programme and an expression of 
its ability to learn, with the intention to make the new programme more flex-
ible (BMBF 2021).
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As Fig. 4 shows, significant changes took place between the years 2006 and 2018 
with regard to the I4.0-readiness level of companies. Whereas in 2006, non-users 
still accounted for more than half of all manufacturers in Germany, in 2018 this 
group only made up the minority of manufacturers at 14 percent. The group of I4.0 
basic users in particular benefited from this. The vast majority of companies have 
therefore begun to digitise their production step by step over these 12 years. During 
this period, more and more companies also reached the group of I4.0 readiness top 
users, who is larger than the group of non-users for the first time in 2018. Just under 
one in five industrial enterprises in Germany are already prepared to use I4.0 appli-
cations and are already able to apply technologies as, e.g., near real-time production 
control systems, digital data exchange systems with customers and suppliers, auto-
mated internal logistics, and digital management in 2018 (Lerch and Jäger 2020b).

In particular, the dramatic decline in non-users already heralded the digital trans-
formation phase towards the end of the 2000s. Nevertheless, I4.0 basic users still 
represented by far the largest group in production in 2018. Moreover, this group was 
still growing at this point, which means that more non-users became basic users 
than basic users became top users. As a result, at the end of the 2010s, the transfor-
mation phase was far from complete and a digital maturity phase will not be reached 
for years, possibly even decades.

However, towards the end of the 2010s, a broader understanding of Industry 4.0 
was developing. The point of criticism here was an overly strong focus on techno-
logical development. Once again, a counter-design developed that no longer pur-
sued the goal of a factory devoid of people, but rather the approach was one of 
human-centred production. In addition to this, topics such as sustainability and 
resilience were also to be increasingly taken into account (Bendig et al. 2021). The 
initiator of this concept was the European Commission, which in some cases was 
already proclaiming the fifth industrial revolution (Renda et  al. 2021). While 
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Industry 4.0 at least partially called into question the role of humans in factories, the 
EU’s human-centric view described a fundamentally different paradigm: In the 
future, new technologies are to be adapted in such a way that they ideally comple-
ment the work of humans, and not vice versa. In this perfected version of human–
machine interaction, not only productivity increases are promised, but ideal working 
conditions are also created for employees (Bendig et al. 2021). This concept was 
driven also by the search for the future role of employees in Europe and the question 
of how much and what kind of work manufacturing will offer in future. Studies 
focusing on the humanisation of work, which are discussed today under the key-
word “good work”, re-enter into political and scientific discussion. Consequently, 
the questions that arose in the early 1970s are also returning 50 years later.

2.4  The Future of Manufacturing and the Search for New 
Production Paradigms

As the timeline of industrial developments shows, global trends play a crucial role 
in the origin of production paradigms during the last decades. We can therefore also 
assume that the coming production paradigms will be determined by the future 
trends and thus also the related research activities in the field of innovation and 
production research. It is therefore useful to take a look at the emerging trends in 
order to obtain indications about upcoming production paradigms.

At present, we are (still) at the stage of linking the physical and digital world of 
production, whereby the human being seems to be moving back into the centre of 
investigation. This is already pointing to the first key trend for the future of manu-
facturing. Because this means, that the long-awaited tension between humans and 
intelligent machines in production is on the horizon. This raises the question of 
what role humans will play in the smart factory, to what extent intelligent machines 
will take over production work and, above all, what collaboration between humans 
and intelligent machines will look like (Plattform Industrie 4.0 2019b; Renda et al. 
2021). Interestingly, the key question that arises is similar to the one from the early 
1970s. In future, production will continue to be driven by the question of the role of 
human beings under new technological conditions, in this latest case the clash of 
natural and artificial intelligence.

A second key trend is certainly characterised by climate change and resource 
scarcity (BMBF 2021). Not only new production processes, but also new product 
and service offerings will be focused more than ever on decarbonisation. This devel-
opment brings not only threats to industrial production, but also opportunities for 
new environmentally friendly production processes and product portfolios and 
hence, new value creation potential. The central question for German and European 
production will be to what extent will industrial firms be able to exploit the oppor-
tunities of decarbonisation and resource efficiency and take on a global leadership 
role. This challenge has also been occupying policy-makers and researchers for a 
long time. Nevertheless, this new paradigm will be less about exploiting the saving 
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potentials of existing production systems and more about developing a completely 
new value creation model that combines prosperity and sustainable development in 
equal measure.

A third trend that has emerged in recent years is the so-called glocalisation of 
production. For decades, the internationalisation of value chains has been seen as a 
guarantor of value creation and prosperity. However, more recent developments, 
such as new protectionism of markets, the Covid crisis as well as a new war in 
Eastern Europe show that they can affect the industrial core hard. These develop-
ments raise the question of a reorganisation of global production chains and the 
need for strengthening the resilience of manufacturing. Manufacturing of the future 
will therefore have to consider not only economic but also strategic aspects, such as 
which value networks are to be localised and which are to be globalised, for creating 
a new mode of production and strengthening the resilience of manufacturing at the 
same time (Plattform Industrie 4.0 2022). This will also raise the question of how 
deeply politics intervene in strategic decisions of (systemically relevant) large 
enterprises or support them with state funds. Accordingly, the design of a future- 
oriented industrial strategy for Germany and Europe will also have to be addressed 
(BMWi 2019).

Beyond these foreseeable trends, the question remains as to what a fifth indus-
trial revolution (I5.0) might look like in the future. This will require a new basic 
technology that finds its way into companies’ production structures. There are cur-
rently no signs of a breakthrough for widespread use of any emerging technology. 
Nevertheless, new production principles are being discussed that could be based on 
nanotechnology or quantum computing, for example. A biologisation of manufac-
turing industries, which would entail a stronger infiltration of biotechnologies and 
biological principles within production, is also currently under discussion 
(Bauernhansl et al. 2019). When and in what form this fifth industrial revolution 
will take place, however, still seems to be an open question. Looking at the periods 
of the four previous industrial revolutions, this could be many decades.

In order to counter and master these potential key trends, the successful interplay 
of technology and innovation policy, applied research, and industry will continue to 
be crucial. Only in this way will the German and European industrial landscape 
continue to play a leading role, but will also be able to shape upcoming production 
paradigms in a significant way. As the past shows, industrial key trends can arise in 
a variety of ways: through the continuous rise of a new basic technology (Industry 
4.0 in the 2010s), political agendas (quality of working life in the 1970s) through 
economic recessions (financial crisis 2008), and social crises or global shocks (cli-
mate change, unexpected outbreak of war in Eastern Europe 2022). While unfore-
seeable, disruptive events can hardly be predicted and occur at short notice, they can 
at best be mitigated by resilience mechanisms. It is important to recognise the signs 
of the times as early as possible in the case of long-term developments and to create 
visions for new value creation models, what we call the production paradigms in 
this study (cf. Cuhls et al. 2024).

The task of applied research will therefore remain to notice trends at an early 
stage, to discuss them and to provide contexts of understanding policy and industry. 
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At the same time, research is also needed as an evaluator of policy measures in order 
to draw conclusions for future activities. Visions and funding programmes must be 
designed not only by policy-makers but also by researchers in order to provide 
industry and practitioners with guidance on how to master future developments and 
challenges.

The principle of indirect-specific measures, in particular through funding pro-
grammes, will continue to play a key role in the industrial landscape in future. Since 
2020, these are also supplemented with “direct non-specific” instruments, such as 
state R&D funding, anchored by laws. However, the search for suitable funding 
measures for industrial modernisation and the realisation of new production para-
digms will continue to occupy policy-makers and researchers.

3  Conclusions: Manufacturing at a Crossroads Again

In this article, we look back at major changes in manufacturing over the last 
50 years. In order to capture the predominant philosophy of production in a given 
period over the last half century, we outline five paradigms, which shaped produc-
tion as well as research about it. These extend the concept of the four industrial 
revolutions (here I3.0 and I4.0), which we believe were designed from a purely 
technology-driven perspective. We complement these paradigms with organisa-
tional-driven paradigms and classify the resulting paradigm shifts into three major 
stages. Thereby, each stage is characterised by a central guiding question that has 
been groundbreaking for policy-makers, researchers, and industrial practitioners: 
while the first stage is driven in particular by the tension between high productivity 
and improved working conditions, the second stage consists of the question of the 
competitiveness and integration of German manufacturing in a globalised world. 
The third and current stage is dominated by the coupling of physical production 
with the digital world.

More conclusions can be drawn regarding the interplay of the three central play-
ers of industrial development, as well as the cycle of production paradigms: (i) a 
paradigm is only replaced or renewed by a paradigm of the same type. (ii) However, 
paradigms of a different type overlap in time and thereby interact in terms of 
research questions and the political agenda. Moreover, they represent a kind of 
counter-design to the previous paradigm. (iii) On the one hand, this results in a 
sequential flow of the same paradigm types, but on the other hand, it also creates a 
paradigm cycle through the interaction and counter-design of different paradigm 
types. (iv) In order to design a production paradigm, applied research must identify 
trends at an early stage and, together with policy-makers, design a vision that results 
in funding programmes. In turn, the cooperation between applied research and 
industry through these indirect-specific measures leads to the implementation of the 
vision and the rise of a new production paradigm.

At the moment, society and the economy are shaken as seldom before by several 
disruptive events that also influence the manufacturing industry: The UK’s exit from 
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the EU and increasing market protectionism in the USA and China are challenging 
the free movement of goods. The Covid-19 pandemic, triggered by a coronavirus in 
2020, also led to restrictions in production and supply chain disruptions for several 
years. A new war in Eastern Europe not only causes established economic relations 
to be abandoned, but also leads to rapidly rising energy prices and supply bottle-
necks. All these developments bring new challenges for production, which are asso-
ciated with further structural change, new risks, but also opportunities. New 
production paradigms must provide solutions to these challenges and show ways for 
production in future. Once again, manufacturing is at a crossroads 50 years after the 
start of deindustrialisation.
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Abstract This article explores the evolution of research in the field of renewable 
energy over the past five decades, tracing its development through various phases. 
Initially sparked by the 1970s energy crises and growing environmental conscious-
ness, the journey began with a focus on technological solutions for renewables. The 
article highlights the shift over time away from purely technology-driven research 
to a broader, interdisciplinary orientation. Following the first phase of exploring 
technology solutions, we discuss the market expansion phase of renewables, their 
market integration as well as the current speeding up of the transition towards a 
more and more renewable electricity system. We highlight the evolution of support 
mechanisms and concomitant scientific debate that accompanied the move from 
quota obligations to feed-in tariffs. With renewables now a key element in achieving 
climate neutrality, research has expanded to include market and system integration, 
the socio-economic impacts of the renewable energy expansion, and systems trans-
formation perspectives. The article underscores the contribution of different types 
of institutions and players in shaping renewable energy research and policy, empha-
sising the increasing importance of a systemic and interdisciplinary approach to 
address current energy and sustainability challenges in a holistic manner.

1  Introduction

This article looks at the development of renewable energies over the last 50 years to 
identify the main research topics in this field and how these relate to the “major fault 
lines” of energy policy during this period. We reveal the major development lines of 
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renewables research by assessing project types, key methods, and research 
approaches and how these have changed over time.

As topical as it may seem, the societal, political, and scientific discourse regard-
ing renewable energy technologies and policies has been shaped by ideological, 
political, and cultural dynamics for decades. The 1970s energy crises as exogenous 
events, however, marked the beginning of a new era, making Germany, Europe, and 
the rest of the industrialised world start to question their energy mix and its reliance 
on fossil fuels as well as shaping a lasting awareness of global interdependencies 
(Mittlefehldt 2018). At about the same time, Meadows et al. (1972) published their 
seminal work on the “Limits to Growth”, which highlighted unsustainable patterns 
of energy consumption. In Germany, the anti-nuclear movement started to become 
a force of growing importance, eventually ending the pro-nuclear consensus in the 
aftermath of Chernobyl (1986) (Hake et al. 2015). Since then, renewable energies 
research has continuously made key contributions to the debate surrounding the 
energy transition and energy security, with the topic becoming ever more important, 
not least due to the rise of climate policy and the urgency of limiting global warming.

In the European Union (EU) and many other countries across the globe, there is 
now little doubt that renewables have a key role to play in reaching climate neutral-
ity and future-proofing our energy system. The topic’s relevance is undisputed in 
light of national and global developments, and accelerated deployment of renew-
ables is generally regarded as a necessity. In addition to being a pillar of the energy 
transition, developments in the renewable energy sector can also provide interesting 
lessons with respect to innovation, transformation, and market diffusion. Likewise, 
they are a showcase for the development of policy support and adapting this in line 
with technology and market maturity. Finally, it cannot be underscored enough that 
knowledge about the history of the research and thinking on renewable energies can 
help us tackle current energy and sustainability challenges. A large number of 
research institutions, including Fraunhofer ISI, have been actively involved in these 
research and policy areas over the last 50  years and have helped to shape their 
development.

Today, renewables hold an important place in multiple sectors, most notably 
electricity, heating, and cooling as well as transport. Fig. 1 depicts the development 
of renewables in the different sectors in Germany until 2021. The graph clearly 
shows that even if the debate regarding renewable sources of energy started much 
earlier than 1990, renewable shares in the electricity mix were negligible until then. 
In addition, growth rates were moderate at first and expansion was slow until 2000. 
This was followed by increased growth, but progress has been slowing again in 
recent years. Higher expansion rates than those currently seen will be required to 
reach future targets.

In terms of technology, hydropower was dominant to start with, but soon com-
plemented by onshore wind, which started to develop in Germany at the beginning 
of the 1990s and then underwent rapid growth. The expansion of solar PV took 
place slightly later, but then with similar growth rates. The deployment of offshore 
wind is a relatively recent phenomenon, but rapid growth is expected in the coming 
years. Renewable support policies have been a crucial driver of the renewable 
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Fig. 1 Shares of RES in Germany in different sectors 1990–2022. Source: Umweltbundesamt, 
ht tps: / /www.umweltbundesamt.de/en/topics/cl imate-  energy/renewable-  energies/
renewable- energies- in- figures

capacities in Europe and Germany from 1990 until today, although their main 
design elements have changed considerably over this period. When it comes to sec-
tors other than electricity, renewable heating, in particular, is central to the debate.

Based on the development of capacities and policies, we can identify four phases 
of renewable energy expansion in Germany, which are briefly characterised below. 
The main dynamics, scientific debate, and methods applied during each of these 
phases are described in more detail in the respective sections.

Exploring technology solutions: In this phase, which lasted from about 1970 to 
1990, the focus was on technological developments, including solar thermal plants 
in Spain, for example, but also the big wind turbine, “Growian”, in Germany (Große 
Windenergieanlage, commissioned in 1983 by the energy industry). Attention was 
also paid to renewable heating technologies due to the perceived necessity to divest 
from oil as a result of the global oil crises. The end of this phase was marked by the 
first expansion of renewables.

Market expansion: In this phase, which lasted from about 1990 to 2010, the 
growth of renewables increased substantially, especially in the electricity sector. 
Germany introduced feed-in tariffs to support them. There was a heated debate at 
EU level about market-based or state support systems during the second half of this 
phase. This resulted in Member States having a high degree of freedom in the choice 
of support systems. At the end of this phase, the rising support costs, mainly for 
solar PV, triggered a debate about possible cost savings. The boom in PV expansion 
and the associated sharp rise in subsidy costs were due to the administratively deter-
mined level of remuneration (fixed tariffs), on the one hand, and the rapidly falling 
technology costs, on the other.

Market integration: In the 2010s, the market and system integration of renew-
ables became more important given the rising shares of renewables in the electricity 
system. Key developments included the introduction of premium schemes instead 
of fixed tariffs as well as the use of auctions for allocating support. One major goal 
was to introduce a measure capable of controlling the costs of support while trying 
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to provide incentives for cost reductions. Other topics included self-consumption, 
non-financial barriers, or the global expansion of renewables also due to decreasing 
costs. Furthermore, modelling tools were refined and adapted to reflect the ever- 
increasing complexity of energy systems.

Speeding up the transition towards a fully renewable electricity system: This still 
on-going phase looks to the future rather than the past. Here, we introduce and dis-
cuss some topics that are currently on the research and policy agenda and will con-
tinue to play a role in the coming years.

For every phase, we highlight important developments, topics, and actors, 
describe the development of policies at national and EU level, and outline the on- 
going (academic) discourse, explaining how these interrelate regarding topics, 
methodologies, and research actors. The chapter concludes with a summary of 
important developments across phases and lessons learned about the development 
of the research field.

2  Exploring Technological Solutions and Dealing 
with Resistance from Incumbent Electricity Suppliers 
(1970–1990)

2.1  Starting Research on Technological Solutions

In the years after the first oil price crisis in 1973, increasing attention was given to 
renewable energies, in particular in US research laboratories. In his book “Man, 
Energy, Society” based on the analysis of 165 citations, Cook (1976) concluded 
“that man must ultimately rely on renewable energy forms, but there is no promise 
that these energy sources can be made available at costs low enough to ensure man’s 
survival”. Many energy technologists started applied research activities, supported 
by government funding, and focused on specific renewable energies like wind 
power, low and high temperature use of solar thermal, geothermal energy, use of 
wood and biogas, and photovoltaics. This was also observed in Germany, where the 
Ministry of Research and Technology launched dedicated research and develop-
ment funding programmes for energy, which also focused on specific renewable 
technologies. Up until 1982, a total of 150 million Deutsche Mark was spent on 
renewables research (Hake et al. 2015).

This development phase was characterised by the emergence and consolidation 
of several new actors in energy research, but already established institutions also 
reinforced their research into renewable energies. Many of these actors, of which we 
will only mention a few, are still an integral part of the German and European energy 
and renewables research landscape today.1 Especially at the beginning of the phase, 

1 For a comprehensive account of the individual actors in the German renewable energy landscape 
as well as their role and evolvement, see Stadermann (2021).
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there was a clear focus on exploring and analysing renewable technology solutions 
including socio-economic aspects and less emphasis on policies and instruments. 
The most relevant actors in Germany were the German Aerospace Centre DLR (for-
merly DFVLR), Forschungszentrum Jülich (formerly Kernforschungsanlage Jülich, 
KFA), and the Helmholtz Association of German Research Centres, all of which 
had energy-focused institutes or units, e.g. the DLR site in Stuttgart hosting the 
Institute of Solar Research. Other relevant actors in this early phase included the 
Fraunhofer Institute for Solar Energy Systems ISE in Freiburg, which entered the 
scene in 1981, and the Institute for Energy Supply Technologies ISET in Kassel, 
which was established in 1988 and later integrated into the Fraunhofer-Gesellschaft. 
The Fraunhofer Institute for Systems and Innovation Research ISI was established 
in 1972, with the aim of taking a more interdisciplinary approach, combining natu-
ral and social sciences as well as economic perspectives. Five years later, in 1977, 
the Oeko-Institut was founded as an independent research and consulting institute. 
Towards the end of the phase in 1988, the Centre for Solar Energy and Hydrogen 
Research Baden-Württemberg ZSW was founded, based in Stuttgart and Ulm. Not 
much later, in 1990, the Fraunhofer Institute for Environmental, Safety, and Energy 
Technology UMSICHT was set up with its main seat in Oberhausen. As Stadermann 
(2021) points out in his comprehensive compendium on the “solar turn”, the renew-
able energy research community evolved gradually and was first and foremost also 
marked by individuals—scientists, engineers, technicians, economists—who broke 
away from “mainstream research” and delved into the topic of generating electricity 
from renewable sources, often motivated by ecological reasons.

2.2  Renewables in the Early Energy Policy Debate

Despite the growing interest in renewable energy research, there were also substan-
tial doubts and even severe objections from industry, energy policy, and research 
organisations in the 1970s and 1980s. These concerned whether the use of renew-
ables would have smaller environmental impacts than using fossil fuels or nuclear 
energy, and whether renewables could entirely substitute fossil fuels and nuclear 
energy. This opposition was also reflected in the considerable reduction of govern-
ment funding spent on renewable technology R&D in the 1980s under the Kohl 
administration (Hake et al. 2015). The power industry questioned the future impor-
tance of renewables by labelling them “additive energies”. For instance, the presi-
dent of the German Power Industry purported in 1987 that the “electricity economy 
is prepared to undertake massive efforts in order to harness additive renewable ener-
gies. […] It rejects any discrimination against electrical power. Power saving and 
the use of renewables will be inadequate in the foreseeable future to replace nuclear 
power. Treading the responsible path of power supply means accepting the realities, 
which safely lead to the objectives and not being lured by romantic visions” 
(Heidinger 1987, p. 1). Heidinger (1987) concluded that both nuclear energy and 
coal would be needed on a global scale to ensure an economic, environmentally 
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responsible long-term supply of electricity. Regarding the impacts on health and the 
environment, Inhaber (1978), a researcher in a government-funded research institu-
tion, published a widely circulated report with the influential conclusion that the 
health hazards of deriving energy from wood, wind, and sunlight were comparable 
to those of using coal and oil and much greater than those of using nuclear power. 
These findings were severely criticised by Holdren et al. (1979) in a long report, 
which featured a harsh summary in the abstract: Inhaber’s “conclusion is in no sense 
derived from the actual characteristics of the technologies involved. It is based 
entirely on mistakes of all varieties: conceptual confusions, inappropriate selection 
of systems and data, misreadings, and misrepresentations of literature, improper 
calculational procedures, and untenable assumptions and contentions” (Holdren 
et al. 1979, p. i).

Holdren et al. (1979) argued several major aspects in detail, which reflected the 
dissent and lack of knowledge in the late 1970s: “Inhaber offers no estimates of 
disease effects of oxides of nitrogen, hydrocarbons, or trace metals (mercury, lead, 
cadmium, nickel, etc.) emitted to the air by combustion of fossil fuels. He entirely 
neglects public disease from water pollution from nonnuclear energy activities, e.g., 
caused by hydrocarbons and trace metals released in extracting, processing, and 
transporting fossil fuels. And he ignores disease effects in generations beyond the 
present one, e.g., genetic illnesses caused by chemical mutagens from fossil fuels 
and radiation from nuclear power, and cancers produced in future generations by 
radiation from uranium-mill tailings and carbon-14 released in nuclear-fuel repro-
cessing”. (Holdren et al. 1979, pp. 5–6).

In the spring of 1976, the Danish government published an energy plan for the 
period up to 1995. An essential part of this plan was the construction of five nuclear 
power plants. An alternative energy plan, which excluded nuclear power, was later 
published by a group of Danish scientists (Blegaa et al. 1977). This included an 
expansion of solar and wind energy and emphasised the use of decentralised fossil 
fuel plants with combined heat and power production and district heating. Their 
concluding remarks from four and a half decades ago are particularly interesting: 
“For a system with so much built-in inertia as the energy sector, there is a tendency 
to exclude qualitatively new solutions, especially if they require new types of insti-
tutional framework. In other words, new energy systems, such as those based on 
renewable energy sources, will suffer difficulties in receiving sufficient economic 
support to bring them through development into commercial large-scale production. 
One of the reasons that nuclear power may succeed in this respect lies in its military 
importance” (Blegaa et al. 1977, p. 93).

During the mid-1970s, newly founded energy systems analysis groups argued 
that increased oil prices would lead to higher energy costs and a more efficient use 
of energy; economic growth should be considered a linear annual per capita growth 
and its energy intensity would decline due to above-average growth in services and 
low-energy branches of industry. They expected a substantial slowdown in the 
growth of energy-intensive industries until saturation was reached in future decades. 
This “should result in projections of demand being considerably lower than cur-
rently available estimates” (Bossel and Denton 1977, p.  35). These low-energy 
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demand scenarios also questioned the need for nuclear energy and pointed to renew-
ables as a supply option (Goy et al. 1984). In 1980, the Enquete Commission pub-
lished an interim report via its select committee on “Future Nuclear Energy Policy”, 
concluding that the use of nuclear energy might not be mandatory in the future if 
(West) Germany could reduce its demand for energy and alternative energy sources 
could be developed. For the first time in Germany, this opened a window of oppor-
tunity for a debate about moving away from nuclear power and highlighting the 
potential role of renewable sources of energy as well (Hake et al. 2015). In general, 
the narrative around renewable energies started to broaden slowly, shifting away 
from the initial narrow focus on affordability, efficiency, and availability of energy 
sources. In the same year, the Oeko-Institut published its analysis “Energy transi-
tion. Growth and prosperity without oil and uranium” (Krause et al. 1980), which 
also coined the term “energy transition”. A comprehensive critique of the developed 
theses was published in the same year by Schmitz and Voß (1980), who argued that 
the potential contribution of “regenerative energy sources” was substantially over-
estimated in the study. Despite these developments, research on the potential of 
renewables to reshape the energy system was slow to progress and the vision of a 
sustainable energy supply was yet to emerge. The study “Rational power utilisation 
and generation without nuclear energy: Potentials and assessment of effects on the 
power industry, ecology, and economy” (Masuhr et al. 1987), which was commis-
sioned by the German Ministry of the Economy, focused on substituting the need 
for renewables by energy saving measures, investing in  local and district heating 
systems and by co-generation in industry. The dissent concerning the future role of 
nuclear energy, energy efficiency, structural changes, and renewable energies even-
tually led to the foundation of the Forum of Future Energies in Germany in 1989.

While the significance of renewables for the power sector was not thoroughly 
investigated in the 1970s and 1980s, more interest was paid by research, policy, and 
media to their future role in heating. Again, the focus was more on technology solu-
tions and other aspects were not addressed, especially socio-technological ones or 
the systemic importance of renewables in the heating sector. While the use of geo-
thermal energy has a longer history in California or Iceland (Miethling 2011), 
Germany focused on other technologies including solar thermal energy, which was 
looked at for many applications including low-energy houses and passive buildings 
and houses, as well as greenhouses (Erhorn 1990). Solar thermal collectors were 
also considered for warm water generation and ancillary heating, particularly in 
one- and two-family houses as was heat storage in various media for short-term and 
long-term purposes (Reichert et  al. (1980), Buchner (1980), Bakken (1981), 
Sørensen (1984), Jensen and Sorensen (1984)). Solar thermal systems were also 
examined for electricity generation and high-temperature applications in tower sys-
tems. Finally, biogas was originally considered as a substitute for natural gas in heat 
generation, but this was only efficient under very specific conditions (Kloss 1982). 
The use of biomass (such as wood, bio-based organic wastes, including the related 
biogas) was also investigated from various perspectives. Even the generation of 
green hydrogen by renewables was already studied in the mid-1970s (Nitsch 1976), 
although the objective here was to use it in rocket propulsion systems.
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Increased attention was paid to renewable electricity generation from the early 
1980s, when the first 30 kW wind turbines were successfully generating power in 
Denmark and the USA, particularly California. In Germany, on the other hand, the 
first large wind turbine (Growian) failed due to various unforeseen technical prob-
lems. This strengthened the claim of those backing nuclear power and fossil fuels 
that there were no suitable alternatives (Hake et al. 2015). Photovoltaics research 
started even earlier in the 1980s and was associated with high positive expectations 
due to its modular construction and no moving parts (Goetzberger 1982). Large PV 
fields were even planned in the upper atmosphere.

2.3  Obstacles Hindering Fast Market Diffusion

At the same time as obstacles to efficient energy use were observed (Jochem et al. 
(2024)  in this anthology), similar barriers were identified by those analysing the 
market diffusion of renewable energies. Jarach (1989) surveyed the barriers reported 
in the literature to the diffusion of renewable energy sources at international level. 
These included financial (high capital cost vs. low operating cost), commercial, 
operational, social, and institutional factors and concerned various technologies 
such as solar thermal energy, wind power, and biomass-based energy production 
(thermochemical and biochemical processes). The evaluation carried out by Jarach 
(1989) also demonstrated the importance of economic barriers in terms of competi-
tiveness with conventional energy sources that are often substantially subsidised. 
Operational barriers such as the lack of knowledge of planners, installers, or main-
tenance companies were also shown to be relevant. Consequently, Jarach recom-
mended easy-to-run, automatic, and simple plants as well as intensifying research 
in the field to develop suitable renewable energy applications and overcome the 
barriers reported in the literature. Some of the first publications in Germany that 
tried to consider the efficient use of energy and maximise the use of the emerging 
renewables appeared in the early and late 1980s, e.g., Nitsch et  al. (1981), and 
Luther (1989). Towards the end of the 1980s, and thus around the end of the first 
development phase, the general debate embraced the notion that renewables would 
have an important role to play in the future energy system. This slowly shifted the 
general narrative around renewables towards mitigating climate change. From 1987 
onwards, another Enquete Commission worked on “preventive measures to protect 
the earth’s atmosphere”. Their final report, published in 1990, formed the early 
basis for German measures to protect the climate (Hake et  al. 2015). Within the 
extensive study programme of this Enquete Commission, 13 studies were devoted 
exclusively to the potential of renewable energy in Germany. Their economic per-
formance was seen as the major obstacle to the diffusion of renewables (Bölkow 
et al. 1990). Based on their study results, the Enquete Commission concluded in 
1990 that renewables would make a limited contribution to reducing CO2 emissions 
until 2005, but still called for immediate measures to foster their diffusion to bring 
down costs (German Bundestag 1991). This provided crucial support for the 
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introduction of the Electricity Feed-in Law in 1991. During the 1980s, the first 
research was published that also considered social perspectives on renewable ener-
gies. Apart from the highly theoretical work of Meyer-Abich and Schefold (1981 
and 1986) on future energy systems, the most notable project drawing on case 
study-based empirical evidence in this regard was the Landstuhl demonstration 
project, which combined energy-efficient construction and building design with the 
application of solar energy at the end of the 1980s. The inhabitants of the building 
were interviewed regarding their perceived quality of living and behavioural aspects 
(Gruber et al. 1988). This project, however, remained unique in its approach and 
non-technological research perspectives were the exception rather than the norm 
during this phase of development.

In 1990, the Renewable Energy Research Association (FVEE, formerly Solar 
Energy Research Association) was founded. This represented a crucial step towards 
forming and consolidating the research community as it brought together the rele-
vant knowledge institutions in a nation-wide approach.

3  Market Expansion of Renewables in the Electricity Sector 
(1990–2009/2011)

3.1  Implemented Policies and Regulations

As pointed out in the previous section, the interest in renewable energy technologies 
of several industrialised countries was first sparked by the oil crises in the 1970s, 
which was followed by some efforts to develop renewable energy technologies 
including research and development programmes. Despite the perception of the heat 
sector as an important field of application for renewables, most research efforts 
concentrated on electricity. This focus on electricity can be at least partially 
explained by the major influence of the Chernobyl disaster and the resulting debate 
about a nuclear phase-out combined with the increasing importance of climate pro-
tection. However, decreasing oil prices in the 1980s led to a diminishing interest in 
renewables and their deployment could not be fostered on a larger scale. This 
changed in the 1990s with the start of the second development phase which was 
characterised by a growth in the deployment of renewables. The merit of renewable 
energy sources was rediscovered in light of the discussion about climate change and 
picked up by the EU in the 1990s. Relevant milestones included the Rio Summit in 
1992, the first major international conference to discuss climate and environmental 
issues on a global scale and the Kyoto Protocol in 1997, which committed industri-
alised countries and economies in transition to reducing greenhouse gas emissions 
in combination with country-level targets.

Lively discussions about how to best support the deployment of renewable 
energy sources ensued in the research, science, and policy communities in the EU 
as Member States were free to choose their own approach. Feed-in tariffs were 
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introduced as a dedicated support instrument in Germany and several other coun-
tries. In general, the targets set at both national and EU level strengthened the analy-
sis of renewable energy potential as a separate field of research. Following the 
adoption of the Directive of the European Parliament and of the Council on the 
Promotion of Electricity Produced from Renewable Energy Sources in the Internal 
Electricity Market, referred to as the Renewable Energy Directive or RED (European 
Commission and European Parliament (2001)), an extensive descriptive literature 
emerged concerning policy differences and trends of renewable support in the EU, 
e.g. Meyer (2003), Reiche and Bechberger (2004), Johansson and Turkenburg 
(2004). The focus here was clearly on techno-economic analysis, with other factors 
discussed only on the sidelines, if at all. At the same time, this phase also saw the 
rise of energy system models incorporating increasingly high shares of intermittent 
renewables. According to Pfenninger et al. (2014), energy system models can be 
distinguished into four types: energy system optimisation models, energy system 
simulation models, power systems and electricity market models, and qualitative 
and mixed-methods scenarios. There are many different models available, which 
were designed for different purposes and cover different scopes. Some modelling 
approaches were also extended and combined with other perspectives during the 
subsequent development phases.

Figure 2 shows the evolution of renewable energy support policies over time in 
Germany and provides an interesting showcase for the development of a support 
regime. The figure clearly shows that a system of guaranteed fixed tariffs, which 
were linked with a high level of uncertainty for investors, has over time incorporated 
incentives to strengthen the market integration of renewables. Germany began its 
systematic support for renewables in the electricity sector in the 1990s with its 
Electricity Feed-in Law (“Stromeinspeisungsgesetz”). The basic principle of this 
law was to ensure grid access for electricity generated from renewable energy 
sources by obliging utilities to purchase electricity from RES at predefined fixed 
feed-in tariffs. The Stromeinspeisungsgesetz initiated a market diffusion process 
especially of onshore wind power plants in the 1990s, despite opposition from the 
incumbent electricity suppliers at the time. The evolution of the German support 
scheme can be seen as a consequence of political necessities and requirements, e.g. 
at EU level, a changing market environment and a continuous, scientifically- 
supported monitoring process (EEG-Erfahrungsberichte—Progress Reports for the 
Renewable Energy Sources Act).

Based on strong efforts by the EU to establish a liberalised internal EU market 
for energy and to unbundle generation and transmission, the German energy market 
opened up to third party generators. Extensive discussions on the efficient set-up of 
the energy system took place between policymakers and large energy companies, 
including the role of integrated energy companies and the need for regulators in the 
power system. Newcomers and private investors had been the drivers behind the 
initial market diffusion of renewable energies. Ownership-unbundling of the trans-
mission grid assets of large utilities at the end of the 2000s was accompanied by 
strategic shifts in these utilities to invest more in renewables and play a major role 
in their development. Overall, the Stromeinspeisungsgesetz led not only to an 
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1991 Electricity Feed-in Law 1 Jan. 1991

… Guaranteed and remunerated feed-in of renewable 
electricity

Federal elections 16 Oct. 1994 1994
CDU/CSU/FDP Government …

Federal elections 27 Sept. 1998 1998 Energy Act 29 Apr. 1998

SPD/Green Party Government … Implementation of the internal electricity market 
directive

2000 Renewable Energy Sources Act 1 Apr. 2000

…
Priority regulation for electricity from renewable 
sources, introduction of feed-in tariffs

Federal elections 22 Sept. 2002 2002 Nuclear power law 27 Apr. 2002
SPD/Green Party Government … First nuclear power phase-out

Renewable Energy Sources Act 1 Aug. 2004
Adaptation of expansion targets, reduction of feed-
in tariffs

Federal elections 18 Sept. 2005 2005 Energy Act 13 July 2005
CDU/CSU/SPD Government … Regulated network access

Energy Act 9 Sept. 2008
Innovation support for electricity meters and 
networks

Federal elections 27 Sept. 2009 Renewable Energy Sources Act 1 Sept. 2009

CDU/CSU/FDP Government
Adjustment of expansion targets, remuneration 
regulations

Nuclear power law 14 Dec. 2010
Term extension

Nuclear power law 6 Aug.2011 Energy Act 4 Aug. 2011
Second nuclear power phase-out Unbundling, measuring

2012 Renewable Energy Sources Act 1 Jan. 2012 
Introduction of optimal market premium

Federal elections 22 Sept.13
CDU/CSU/SPD Government

Renewable Energy Sources Act 1 Aug. 2014
Mandatory market premium, expansion corridors

2015

…
Renewable Energy Sources Act 1 Jan. 2017
Introduction of tenders

2014

2017

Tendering ordinance for ground-
mounted systems 28 Jan. 2015

Pilot tender solar energy

2009

2010

2011

2013

2004

2008

Fig. 2 Evolution of renewable energy support policies in Germany. Source: Own compilation

unprecedented expansion in installed capacity, but also to the creation of “learning 
networks” between suppliers of wind turbines and local component suppliers 
(Jacobsson and Lauber 2006).

As can be seen from the timeline, the Erneuerbare Energien Gesetz (Renewable 
Energies Sources Act, (EEG), which replaced the Stromeinspeisungsgesetz in 2000, 
has become the core policy instrument supporting renewables. This act can be seen 
as providing the basis for the successful market development of onshore wind and 
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solar photovoltaics in Germany. In a Europe-wide comparison, Germany, together 
with Denmark and Spain were the forerunners in terms of renewable energy market 
development, especially for onshore wind.

The EEG has been continuously monitored, evaluated, and amended, as proven 
by the regularly commissioned EEG Progress Reports (EEG-Erfahrungsberichte). 
Thus, the EEG has proven a fruitful topic for research within the vast body of litera-
ture on the performance and monitoring of policy instruments, either comparatively 
or looking at measures in an isolated manner, e.g. Krewitt and Nitsch (2003), Bode 
and Groscurth (2006), or Langniß et al. (2009).

3.2  How to Best Support Renewables: The Support 
Scheme Discussion

The EU first stated that increasing the share of renewable energy sources in energy 
supply was a core objective in the White Paper “Energy for the future: Renewable 
sources of energy” in 1997 (European Commission 1997) due to their potential 
contribution to climate protection and the security of supply in Europe. This White 
Paper was a declaration of intent and did not yet include a call for concrete action. 
However, national indicative targets for the use of renewables in the electricity sec-
tor were stipulated in Directive 2001/77/EC to provide 12% of the total electricity 
consumption in the EU-25 by the year 2010 (European Commission and European 
Parliament 2001). In this context, the liberalisation and unbundling of the electricity 
market were the pre-conditions for a better integration of renewables into the mar-
ket. The research community quickly embraced the new challenge posed by the 
White Paper, with a focus on establishing the baseline for future monitoring, target 
setting, and analysing instruments. One prominent example is the work conducted 
in the “Progress of Renewable Energy: Target Setting, Implementation and 
Realisation” project PRETIR (Harmelink et al. 2001). This agenda was also driven 
by the European Commission, which had to put a monitoring and indicator frame-
work in place to pave the way for implementation.

The decision about how to design the policy measures used to achieve the targets 
was left to the individual Member States, which employed a variety of instruments 
resulting in country-specific renewable policy mixes. This has been accompanied by 
a lively debate reflected in the large body of both theoretical and empirical scientific 
literature as well as policy documents on how to support renewable electricity, 
which focus on effectiveness while ensuring support costs remain at acceptable lev-
els to society. Different policy mixes and the interactions of individual instruments 
increasingly became the focus of analysis.

A common taxonomy in the literature is to split the applied instruments into 
price- and quantity-based ones, which can then be further grouped according to dif-
ferent characteristics as shown in Table 1. It is also possible to distinguish direct and 
indirect instruments. While direct measures aim to stimulate the deployment of 
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Table 1 Characterisation of policy instruments for renewable energies

Direct Indirect
Price-driven Quantity-driven

Regulatory Investment- 
focused

Investment incentives Auctioning of 
investment grant

Environmental taxes
Simplification of 
authorisation procedures 
(connection charges, 
balancing costs, …)

Tax credits
Low interest/soft loans

Generation- 
based

Administratively set 
(fixed) feed-in tariffs
Administratively set 
(fixed and sliding) 
premium system
Production tax 
incentives

Auctioning of 
feed-in tariffs and 
premiums
Quota obligation 
with a tradable 
Green Certificate 
(TGC) system

Voluntary Investment- 
focused

Shareholder 
programmes

Voluntary agreements

Contribution 
programmes

Generation- 
based

Green tariffs

Source: Based on Held (2010) and Haas et al. (2004)

renewable energy sources directly, indirect measures aim to foster a conducive 
framework. Over the years, a variety of methods, including case studies, simula-
tions, and econometric modelling have been applied to study the effects of these 
different instruments, which has become a prolific field of research (Del Rio 
et al. 2012).

The two predominant and most controversially discussed support schemes in the 
2000s were price-driven, fixed feed-in tariffs, and quantity-driven quota obligations 
with tradable green certificates. Feed-in Tariffs (FIT) represent a generation-based, 
price-driven approach. This means that a price per unit of electricity is predeter-
mined by the government and has to be paid by the obliged actor, usually repre-
sented by a utility or the grid operator. This FIT can either be a fixed global tariff 
substituting the market price or a premium paid on top of the market price. In some 
cases, the time horizon for a tariff is fixed and provides additional planning security 
for potential investors. Generally, FITs allow technology-specific promotion of 
renewable energy technologies and can stimulate future cost reductions by consid-
ering certain criteria within the specific design of an FIT. In contrast, quota obliga-
tions based on Tradable Green Certificates (TGC) follow a generation-based but 
quantity-driven approach. Instead of predefining a price, a quota is established by 
the government. This quota then has to be fulfilled by one particular actor of the 
electricity supply chain, e.g. generators, suppliers, or consumers. Subsequently, the 
certificate price results from matching supply and demand in a market for TGC. The 
certificate price formed in this way serves as one revenue component in addition to 
the electricity market price. A penalty level may be defined, which must be paid if 
the obligated parties cannot prove quota fulfilment. In theory, there are different 
options for implementing technology diversification within TGC systems. However, 
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these options are associated with several problems, e.g. loss of liquidity if markets 
are split up. Weighting certificates according to the respective technology option 
and its financial requirements may impede target setting and complicate the moni-
toring process of target fulfilment.

As more and more real-life evidence became available in the 2000s, research 
increasingly turned to monitoring experiences, shifting away from purely concep-
tual analysis. Most EU countries already applied feed-in-based support schemes, 
with only a few Member States using quota obligations in combination with trad-
able green certificates. Based on empirical evidence, some studies, e.g. Lauber and 
Toke (2005), Lehmann and Peter (2005), or Mitchell et al. (2006), concluded that 
feed-in tariffs and premiums outperform quota obligations, especially with regard to 
effectiveness while keeping support costs at an acceptable level. Backed by these 
analyses, more and more countries turned away from quota obligations. The major-
ity of the studies focused on the effectiveness and efficiency of the employed instru-
ments. Other investigated criteria included social acceptance, legal and/or political 
feasibility, and macroeconomic effects, e.g. impacts on the labour market (Ragwitz 
and Steinhilber 2014). A debate was triggered on the importance of different design 
elements with many studies concluding that there is no “single-right choice”, but 
that design matters.

Another stream of research examined the evidence for either (top-down) har-
monisation or (bottom-up) convergence of support schemes across Europe, e.g. 
Muñoz et al. (2007), Kitzing et al. (2012). Some of these analyses also took place in 
the context of EU-funded research projects, e.g. Huber et  al. (2004), Bergmann 
et al. (2008), and were subsequently reflected in EU policy documents, including 
the 2005 Communication from the Commission on the support of electricity from 
renewable energy sources (European Commission 2005) and the Commission staff 
working document on the support of electricity from renewable energy sources 
accompanying the proposal for the subsequent Directive (European Commission 
2008). In parallel, political developments in the overall energy sector moved on to a 
discussion about longer term targets and the target of 20% RES in gross final energy 
consumption was defined for 2020. In contrast to the Directive 2001/77/EC, this 
new proposal set targets for the whole energy sector, not just electricity. In addition, 
the targets were binding and no longer only indicative as in Directive 2001/77/
EC.  The Directive 2009/28/EC translated the required increase in the share of 
energy from renewable resources from 8.5% in 2005 to 20% in 2020 into individual 
targets for MS (The European Parliament and the Council of the European Union 
2009). The existence of binding targets led to an emerging literature on depicting 
and analysing the trends and progress towards achieving these targets. In addition to 
an emerging body of scientific literature, many other institutions contributed to this 
endeavour in various projects for the European Commission and other clients, 
including the Progress project, for example, which assessed the progress in 
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renewable energy and sustainability of biofuels, and Eur’Observer.2 Approaches to 
monitoring and measuring the performance of policy instruments in practice were 
developed within the context of various research projects, such as OPTRES, 
RE-Shaping, or Towards2030. This approach was then applied by the European 
Commission in their official communications (COM(2005)627) as well as by the 
International Energy Agency to monitor the effectiveness and efficiency of policy 
instruments at international level (European Commission 2005). Similar to the find-
ings of COM(2005)627, an updated evaluation supported by Fraunhofer ISI 
researchers concluded that well-designed FITs were generally the most effective 
and efficient policy measure for supporting RES-E (European Commission 2008).

3.3  Assessing the Effects of the Expansion of Renewable 
Energy Sources

Growing shares of renewables in electricity generation meant that the impacts of 
renewable energies on the electricity sector and the economy became increasingly 
important. This led to three domains of research, which differentiated positive and 
negative impacts at the micro, system, and macro levels and analysed them in detail 
(Breitschopf and Diekmann 2015; Breitschopf et al. 2016).

At the micro level, studies included the impacts of renewable electricity genera-
tion on the market electricity prices, the so-called merit-order effect (Sensfuß 2015), 
distributional aspects of the EEG levy on households (Diekmann et al. 2016a) and 
industries (Grave et al. 2015), and analyses of network expansion costs and their 
distributional effects (Diekmann et al. 2016b). Additional distributional aspects in 
the electricity, heat, and mobility sectors of energy efficiency and renewable energy 
expansion were systematically outlined and analysed (Lutz and Breitschopf 2016). 
Besides costs, some studies explored the benefits of the feed-in tariffs paid to pho-
tovoltaic and wind-based electricity generators (Breitschopf et al. 2014). At the sys-
tem level, studies focused on the impact of renewable energy deployment on 
innovations (Groba and Breitschopf 2013), the contribution of renewables to energy 
supply security (Diekmann et al. 2016b), network expansion and enforcement costs 
as well as the contribution of variable renewables to providing capacity and the 
necessary back-up capacities. Forecasting tools became an important new area of 
research. These provide short-term information on current renewable generation 
levels, substantially improve the value of renewables, and are applied around 
the world.

Impacts at the macro level have received a lot of attention and have been com-
pared to the costs of expanding renewable energies. A variety of studies analysed 
the impacts of expanding renewable energies on employment and growth. Over 

2 See EurObserv’ER | Measures the progress made by renewable energies in the European Union 
(eurobserv-er.org).
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time, different approaches developed to assess these and other effects of renew-
ables, which ranged from structural top-down models, such as Hillebrand et  al. 
(2006), to computational general equilibrium (CGE) models, Bohringer and Loschel 
(2006), Schumacher and Sands (2006), or Abrell and Weigt (2008). These are 
applied at different levels, including the EU, national, and regional levels, and for 
different focus areas. Studies using macroeconomic models to analyse employment 
effects display different results, ranging from positive net effects, Fragkos and 
Paroussos (2018), to net losses, e.g. Frondel et al. (2010). The magnitude of effects 
is characterised by and depends on the underlying assumptions. This debate also 
sparked new approaches, such as the sectoral energy-economic econometric model 
(SEEEM) (Blazejczak et al. 2014).

Fraunhofer ISI elaborated a systematics of these different assessment approaches 
and outlined their underlying assumptions and input parameters that affect their 
results (Breitschopf et al. 2013; Winkler et al. 2018). A key focus was on the differ-
ent types of effects and the resulting gross and net impacts. The latter were based on 
a scenario comparison and the results were incorporated in publications of IRENA 
and CEM (2014) and the European Parliament (Winkler et al. 2018).

A seminal work for assessing the impact of renewable energy policy on eco-
nomic growth and employment in the European Union was the EmployRES study 
(Ragwitz et al. 2009), which combined top-down and bottom-up approaches for the 
first time when analysing renewable energies. This study followed the conceptual 
work of Walz (2006) and included first-mover advantages in its empirical analysis 
regarding the export of renewable energies. Several years later, Fraunhofer ISI 
updated its 2009 study for the EU (Duscha et al. 2016) and conducted macroeco-
nomic impact assessments for Germany (Sievers et al. 2019). Both studies assessed 
the impact of renewable energy deployment on GDP and net employment, i.e. com-
paring a deployment scenario to a counterfactual scenario and thus accounting for 
all additional positive and negative aspects. Overall, research in this area became 
more and more interdisciplinary, increasingly considering additional effects.

Over the course of the market deployment of renewable energies, the focus of 
discussion slowly shifted from net or gross job creations associated with the expan-
sion of renewable energies to the jobs and qualifications needed to power the energy 
transition. As the technology costs of wind power and photovoltaics decreased, 
another increasingly important issue was the cost of capital, determined by risks at 
project and country level (Breitschopf and Pudlik 2013).

Overall, there are numerous different approaches and focus areas in the literature 
during this phase of the market expansion of renewables, some of which covered 
different paradigms and mechanisms. The growing body of data regarding the 
deployment and effects of renewables triggered a wealth of empirical studies. 
Slowly, an increasingly systemic perspective was being embraced and interdisci-
plinary approaches started to become more widespread, combining sociology, 
energy economics, and agent-based modelling, etc.
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4  Market Integration of Renewables (2011–2019)

With increasing shares of renewables in the energy systems in Germany and the EU, 
the related challenges continued to develop. First, the market and system integration 
of renewables became more important. Second, non-financial barriers were assessed 
in more detail and there was a focus on dismantling them to enable even faster 
expansion. The development of renewable technologies and their increasing deploy-
ment in the 2000s also led to research on the innovation process of renewable energy 
technologies. This research built on the innovation system approach, which had 
been developed for national, sectoral, and technological systems (see, e.g., Lundvall 
et al. (2002), Malerba (2005), Carlsson et al. (2002)). In addition, the multi-level 
perspective framework became more important, as the focus shifted to an increas-
ingly systemic perspective.

New areas of research that emerged during the market integration phase included 
the impacts of renewable energy self-consumption as well as the global expansion 
of renewables. This led to the research perspective broadening considerably in the 
geographical sense and the global perspective becoming more and more important 
for renewables, along with the growing awareness that a country’s energy problems 
cannot be viewed in isolation, but that global interdependencies exist. Furthermore, 
with the Paris Agreement and the UNFCCC process, more and more countries were 
having to embrace carbon-neutral development pathways and expand their renew-
able energy capacities. In this context, many researchers started to look at the spe-
cific conditions for expanding renewables in certain countries or regions. Equally, 
several projects emerged that focused on different geographical areas. Such projects 
needed to consider certain aspects that are not as relevant in the EU context, such as 
existing direct subsidies for fossil-based electricity, high grid losses, or a greater 
focus on supporting domestic industries.

4.1  Renewable Energy Innovation System Research

Studies investigating the innovation process related to renewable energies mainly 
used the technological innovation system (TIS) approach. With Germany becoming 
one of the key locations for renewable energy development, research on the renew-
able energy innovation system in Germany started with applications for wind 
energy, photovoltaics, and biomass (e.g. Jacobsson et  al. (2004), Jacobsson and 
Lauber (2006), Walz (2007), Negro and Hekkert (2008)). In parallel, innovation 
researchers put forward the concept of a functional approach to account for the 
systemic nature of innovation (Smits and Kuhlmann (2004); Hekkert et al. (2007); 
Bergek et al. (2008), Hekkert and Negro (2009), Markard et al. (2015)). This type 
of TIS approach, linked to seven innovation functions, has been widely used since 
the late 2000s for the field of renewable energy technologies and beyond.
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The TIS approach is so important for energy policy as it improved our under-
standing of the interplay between market formation policies and innovation. In par-
ticular, the approach was able to explain the role of energy policies and also provided 
evidence for the vital role of feed-in tariffs and policy mixes for promoting innova-
tion in renewable energy technologies (Jacobsson and Lauber (2006), Walz (2007), 
Negro and Hekkert (2008), Dewald and Truffer (2011), Negro et al. (2012), Bergek 
et al. (2015), Reichardt et al. (2016), Reichardt et al. (2017)). This primarily case 
study-oriented research was supplemented by econometric research on the determi-
nants of renewable energy technology innovation in the 2010s, which used patent 
counts as a proxy for innovation. Both Johnstone et al. (2010) and Costantini et al. 
(2015) focused on the effects of the different types of support mechanisms, particu-
larly on FITs. Schleich et al. (2017) and Böhringer et al. (2017) found that policies 
increasing the demand for renewable energy technologies have a positive effect on 
innovation, but also that factors other than the instrument type are important.

To sum up, both qualitative case studies and quantitative statistical analyses 
underlined the importance of early market formation for further innovation in 
renewable energy technology. The fact that key energy policies increasing the 
deployment of renewable energy technologies were also demand-side innovation 
policies highlighted the fact that innovation research and energy policy research 
were increasingly becoming two sides of the same coin. This also involved the per-
spectives of research on sectoral energy policy and research on innovation policy 
moving closer together.

In addition to the paradigm of the technological innovation system, energy- 
related innovation research also began to embrace the multi-level perspective (MLP) 
approach, initially applied to analyse the energy transition. Fraunhofer ISI made an 
important contribution here by combining MLP and modelling, e.g. Rogge et al. 
(2020). Several studies examined the policy mixes facilitating renewable energy 
deployment, combining the lenses of technology push and demand pull. Using the 
German Energiewende as an example, Rogge and Reichardt (2016) developed a 
concept and framework analysis for policy mixes for sustainability transitions. This 
was picked up by several other works, including the GRETCHEN project, which 
explored the influence of policy mixes on technological and structural change in 
renewable power generation technologies in Germany.

4.2  From Market Integration to the System and Grid 
Integration of Renewable Energies

As renewable energy generation continued to grow across the EU, its market and 
system integration was probably the most important discussion point in policy and 
research during the period 2011–2019. Besides theoretical and empirical studies 
and analyses of integrating renewables into the market and electricity system as 
well as the diffusion of technologies, testing laboratories were established to try out 
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innovative technological solutions in practice under the existing infrastructure and 
external framework conditions. One example is the SINTEG programme, which 
analysed the role of digital technologies in the energy transition based on experi-
ments in several model regions. One core element was the regulatory sandbox 
approach to gather experience in adapting and further developing the legal frame-
work to the innovative technologies (Brunekreeft et al. 2022).

While generation from the most relevant renewable energies of onshore and off-
shore wind and solar PV is variable and dependent on weather patterns, electricity 
demand needs to be met at all times and does not necessarily match the production 
output of renewables. If supply is no longer fully dispatchable, coordinating supply 
and demand and integrating renewables become even more important. Other rea-
sons for including renewable energies in regular electricity markets included their 
growing share of generation and the liberalisation of electricity markets across 
Europe. It was simply no longer a viable option to exclude large shares of renewable 
electricity generation from the market.

Figure 3 gives an overview of the main aspects regarding the market integration 
of renewables over time that are analysed in the literature. It shows that the market 
integration of renewable energies has two different dimensions. The first one con-
cerns measures to enable renewable energies to react to the price signals of regular 
electricity markets. The second concerns the use of competitive or market processes 
to determine support levels. The figure also shows the development of renewable 

Fig. 3 Different aspects of the market integration of renewable energies. Source: Winkler (2017)
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energy support over the last decade in Germany. Support in 2010 was still based on 
fixed feed-in tariffs that were administratively set. The market-premium system was 
introduced for larger plants, but still based on administratively set tariffs in 2011. 
Setting tariffs was changed to an auction system from 2015. The zero bids in onshore 
wind auctions in 2017 and the development of big PV plants without support indi-
cate that we are gradually approaching full market integration.

 Market-Premium Schemes

As described above, prior to the introduction of the Renewable Energy Directive 
(RED) at EU level in 2009, there had been a heated debate about how to support 
renewables in the electricity sector between proponents of the market (who pre-
ferred quota schemes to support renewables) and those of the state (who opted for 
fixed feed-in tariffs). In the years following this debate, there was a gradual shift 
among those supporting feed-in tariffs towards a more market-based integration of 
renewables.

Research was conducted on different market-premium systems, which were 
increasingly implemented in policies. The common factor shared by these premium 
schemes was that the renewable energy plants were obliged to sell the electricity 
produced on the regular electricity market. In addition, they received a premium 
payment to cover generation costs, which (at least throughout the previous decade) 
were typically still higher than those of fossil-based electricity generation. The most 
important change for the renewable energy plants in this context was that they were 
responsible for sticking to their generation forecast. As a result, the introduction of 
feed-in premium schemes led to a dramatic improvement in the generation forecasts 
for renewables.

As shown in Fig. 4, there are different types of feed-in premium schemes, namely 
fixed feed-in premiums, (one-sided) sliding feed-in premiums, and (two-sided) slid-
ing feed-in premiums, which are also called “contracts for difference”. All have 
different advantages and drawbacks which have been discussed at length over the 
last decade, see, for example, Winkler et al. (2020). In Germany, a one-sided sliding 
premium scheme was introduced in 2011 based on the proposal of a project led by 
Fraunhofer ISI, which is still the main support instrument for renewables in the 
electricity sector (Klobasa et al. 2013). Following the introduction of market-based 
instruments in Germany, a discussion regarding their suitability ensued as well as 
options to improve them via various design elements. Despite the mainly positive 
assessment of the one-sided sliding premium, there were also some critical voices, 
e.g. Bardt (2014) or EEX (2014).
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Fig. 4 Different types of feed-in premium schemes compared to feed-in tariffs. Source: Own 
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 Auctions

The other aspect of the market integration of renewables is the market-based deter-
mination of the level of support. This can either be realised via a market for renew-
able energy certificates (as is the case in quota systems) or based on auctions or 
competitive bidding.

Auctions for allocating support to renewable energies were introduced based on 
the EU’s new State Aid Guidelines, which were introduced in 2014 by the European 
Commission’s Directorate for Competition (European Commission 2014). Contrary 
to the 2009 Renewable Energy Directive (RED), new support schemes were increas-
ingly steered towards using auctioning.

Many other institutions and researchers have been heavily involved in research 
and policy advice projects for auctioning renewable energy support and developed 
the auction design for offshore wind in Germany. There is a vast and continually 
growing literature on auctions’ effectiveness and efficiency under various circum-
stances as well as their optimal design due to their increasing importance on a global 
scale. In addition to country-level studies, e.g. Anatolitis and Welisch (2017) for 
Germany, Kitzing et al. (2022) for South Africa, and Mora et al. (2017) for several 
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EU countries, other studies focus on auctions’ optimal design and the significance 
and role of different design elements. Methodologically speaking, auction theory 
approaches co-exist with other methodologies, but there is a dominance of empiri-
cal studies here, and within those, qualitative approaches dominate quantitative 
ones (Del Río and Kiefer 2023). The Horizon 2020 research project AURES is a 
notable project at EU level dealing with the relevance of auctions for the renewable 
energy sector, which has actively accompanied renewable energy auctions at 
Member State and EU level. Designing effective and efficient auction schemes is 
quite challenging, as many different parameters need to be considered and the spe-
cific market and framework conditions as well as the policy objectives need to be 
respected. The AURES project website provides detailed information on past and 
current auctions in EU Member States as well as an auction database and analyses 
of many specific aspects of auction design.

The expansion of renewable energies not only required their market integration, 
but also the adaptation of grids and the overall energy system to the new require-
ments (Auer et al. 2004). Particular attention was given to the extension and opera-
tion of the transmission grid by policymakers and the broader public as the 
acceptance of new infrastructure became a major barrier to the further deployment 
of renewable energies. This resulted in interactions between new groups and partici-
patory approaches to grid planning and long-term scenario developments for the 
energy system. Substantial research efforts were needed to identify the best-practice 
approaches and integrate numerous stakeholders and research disciplines to draw 
up grid development plans. Grid planning in the past had been managed by a limited 
number of electrical engineering experts but has since become an issue of broad 
stakeholder participation and involves the consultation of different societal groups.

Many institutions supported this engagement and stakeholder participation pro-
cess with advisory studies on techno-economic solutions for different grid operators 
and policymakers among other formats. Increased efforts have been made by poli-
cymakers on national and EU levels to optimise grid operation and increase the 
security of supply. An intensive discussion at EU level concerned whether capacity 
markets were needed for the security of supply. Other key topics for the grid integra-
tion of renewables included interconnection capacity with neighbouring countries 
as well as across the EU, and the establishment of ancillary service markets for grid 
operation.

In addition to their other unique characteristics, renewable plants are often not 
connected to the transmission grid but to distribution grids. This requires grid rein-
forcements but there are also other options to enhance flexibility at the local level. 
In the past, almost no generation units were connected to the distribution grid and 
no active operation of this level was foreseen. With the increasing number of renew-
able generators connected to distribution grids, however, the need for more active 
operation emerged. This gave rise to questions about what impacts could be expected 
at system level and how active distribution grids could contribute to an efficient 
power system. These questions have not yet been comprehensively and extensively 
addressed by the research community. They are the subject of on-going debate, and 
future research should contribute to closing these research gaps.
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4.3  Self-Consumption of Renewable Electricity 
and Non-financial Barriers

Self-consumption refers to the on-site production and consumption of renewable 
power. Self-consumers are also called “prosumers” in the debate on this topic. As 
the costs of renewable energies and specifically rooftop PV have decreased, self- 
consumption or prosumerism has become increasingly attractive over the last 
decade. Although prosumerism helps to get more people actively involved in the 
energy system, it can lead to adverse distributional effects, as self-consumers are 
often exempt from paying grid fees or other energy taxes and levies. As these costs 
then have to be redistributed among the other consumers, prosumerism can result in 
a higher burden on socially disadvantaged households who are less likely to own a 
house and therefore have no possibility to install rooftop PV or who do not have the 
financial means to invest in self-consumption. The self-consumption of renewable 
power has also become a prolific research area, often associated with interdisciplin-
ary approaches and the combination of multiple methods, including case studies 
from various European and non-European countries and involving different types of 
actors, modelling or interviews, see, for example, the EU-funded projects COMPILE 
or FlexCoop. Systematic literature reviews and comparative studies from different 
angles can form a good starting point for further analyses, e.g. Bauwens et  al. 
(2016), Capper et al. (2022), or Lode et al. (2022).

4.4  Refinancing the Expansion of Renewable Energies 
and Non-financial Barriers

In Germany, support for renewable energies has long been financed via a levy on 
electricity prices. The increasing cost of support, especially due to the increase in 
solar rooftop capacity between 2009 and 2011 based on very high tariffs, meant the 
high renewable support levy in combination with other taxes and levies led to a high 
cost of electricity, also when compared to fossil energy carriers, especially natural 
gas and coal for heating. High electricity prices are problematic in the context of 
fostering the electrification of other sectors using sector coupling. From summer 
2022, therefore, taxes have been used to finance the renewable energy levy. In addi-
tion, the introduction of a national CO2 emissions trading system for transport and 
heating has helped to boost the competitiveness of heat pumps and electric cars, in 
particular.

Apart from financial support for renewable energies, reducing the non-financial 
barriers to their deployment is key for their expansion at low cost. The recent auc-
tion results for onshore wind in Germany are a clear example of this. Due to the low 
number of wind energy permits, there was not enough competition in most of the 
auctions. This led to auction results that were the same as or very close to the admin-
istratively set ceiling price and thus to very high support levels and profits for wind 
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installations. Numerous research projects were conducted assessing the non- 
financial barriers to renewables, starting with a project about the relevant obstacles 
to wind energy between 2008 and 2010.3 Based on this early experience, a compre-
hensive methodology for analysing barriers was developed (Boie 2016), which has 
already been applied to EU Member States in the RE-Frame project4 and to non-EU 
countries as well, such as the six Western Balkan countries or Indonesia. Social 
acceptance issues regarding renewable energies are also moving into the focus of 
research, but these will become even more pronounced during the next develop-
ment phase.

5  Speeding up the Transition to a Fully Renewable 
Electricity System (2019-Present)

The future energy system will have to rely fully on renewable energy, which will 
have major impacts on all its areas. In electricity, the share of renewables needs to 
increase to 100%. In order to integrate this renewable power and adapt to the fluc-
tuating generation, the rest of the energy system must be very flexible. Direct elec-
trification via heat pumps is necessary in the heating sector, including decentralised 
systems in buildings as well as centralised ones in district heating systems. In addi-
tion, the direct use of renewables must be expanded, e.g. solar thermal and geother-
mal as well as the use of waste heat. Direct electrification will also play a vital role 
in the transport sector. In addition, synthetic or renewable fuels will be necessary for 
long-distance aviation and shipping. It is not yet clear what the solutions will be for 
heavy-duty road transport. In industry, materials and processes need to be adapted. 
Apart from recycling and circular economy approaches, direct electrification but 
also hydrogen will contribute to an increasingly climate-neutral system. One 
approach is to develop future scenarios based on detailed modelling tools, which 
were already employed during the previous phase of research but have recently been 
expanded and become much more sophisticated. One example is the official model-
ling for the German Ministry for Economic Affairs and Climate Action, the Long- 
term Scenarios (Fraunhofer ISI et al. 2021). This will also be used as a basis for grid 
expansion plans in the future.5 Sector coupling is another highly relevant topic, 
which is predominantly investigated using modelling approaches, e.g. Bernath et al. 
(2021). This attempts to integrate all the energy-consuming sectors of the economy 
into one system, including electricity, buildings/heating and cooling, transport as 
well as industry.

3 See https://windeurope.org/policy/eu-funded-projects/windbarriers/.
4 See http://www.re-frame.eu/footer/about/.
5 Please see the Langfristenszenarien website for the most recent presentations, reports and updates: 
https://www.langfristszenarien.de/enertile-explorer-de/.
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In addition to modelling approaches becoming more and more sophisticated, this 
phase is also characterised by a plurality of different research paradigms and 
approaches existing in parallel and cross-pollinating one another.

5.1  Ambitious Targets and EU Governance Structure 
for Renewables

Renewable energy is strongly embedded in the EU regulatory context. After a 
sector- specific target of 10% renewables in gross final electricity consumption had 
been set for the year 2010, the Renewable Energy Directive (2009) set a general 
target of 20% renewable energy sources in final energy consumption. Both the 2010 
electricity target and the 2020 RES targets were broken down to Member State level.

The European Union launched its “Energy Union” strategy in February 2015 in 
order to align its energy and climate policies. This strategy aims at making the use 
of energy more secure, affordable, and sustainable. The Energy Union Strategy 
builds on existing legislation including the 2020 energy and climate policy frame-
work, which set the targets of reducing greenhouse gas emissions by at least 20% by 
2020 (compared to 1990), increasing the share of renewable energy sources in final 
energy consumption to 20% by 2020, and reducing energy demand by 20% (also 
compared to 1990).

The EU legislative package “Clean energy for all Europeans” was proposed and 
partially adopted to regulate EU climate and energy policy from 2021–2030. It cov-
ers energy performance in buildings, energy efficiency, renewable energy, electric-
ity market design, and the governance structure of the Energy Union. The target for 
the share of renewable energy sources in gross final energy consumption is 32% by 
2030, but this has not been broken down to Member State level. In its Fit-for-55 
package, published in summer 2021, the European Commission proposed increas-
ing this target to 40% by 2030.

In addition, the current target architecture laid out in the Governance Regulation 
requires Member States to prepare “Integrated National Energy and Climate Plans” 
(NECPs), an integrated planning and monitoring process for the five dimensions of 
the Energy Union, which includes plans for renewable energies. NECPs should 
include the Member States’ proposed contribution in terms of renewable energy to 
the EU target of at least 32% (Governance Regulation, Article 3) as well as an 
indicative trajectory for several reference points, namely 2022, 2025, and 2027. A 
Member State shall not fall below a defined percentage of the total increase in the 
renewable energy share between that Member State’s binding 2020 national target 
and its contribution to the 2030 target (Governance Regulation, Article 4). The 
indicative trajectory is slightly below a linear development between 2020 and 2030. 
The European Commission will assess and monitor the collective ambition and 
progress against the EU target and propose measures if required. This has also given 
rise to a prolific area of scientific activity concerned with the assessment of the EU’s 
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2030 Climate and Energy Policy Framework as well as individual Member States’ 
contributions to it, e.g. de Paoli and Geoffron (2019), Oberthür (2019), Mišík and 
Oravcová (2022).

5.2  How to Achieve Higher Expansion Rates: Acceptance 
Issues and Limited Land Availability

Research is now increasingly starting to tackle acceptance issues, a prominent non- 
financial barrier to the implementation of renewable energy projects. Various stud-
ies show that, in principle, the energy transition in the sense of a predominantly 
renewable power supply is viewed positively by the population, with an approval 
rating ranging from 60 to 80%, see BMU and UBA (2019) and Wolf et al. (2021). 
The highest level of support is for the expansion of rooftop solar power. There is less 
support for the construction of new onshore wind power plants compared to off-
shore expansion (Wolf et  al. 2021). However, despite this general approval, the 
expansion of renewables often encounters resistance at local level. This is a major 
challenge of the energy transition and has been further investigated by many 
researchers, e.g. Kühne and Weber (2016) or Wüstenhagen et al. (2007). Many of 
these analyses are both qualitative and quantitative case studies and cover various 
groups, including residents, experts, and other stakeholders (Segreto et al. 2020). 
This topic was also explored within the research project Akzept, which shows that 
resistance is lower if citizens participate financially in the energy transition 
(Breitschopf et al. 2024). An important area of research is concerned with how to 
incorporate these issues into the planning processes of renewable energy projects 
and how to reduce local community opposition to wind energy. One prominent 
example is the WISE  - POWER project (2014–2016, funded by the European 
Commission), which resulted in the development of the so-called “Social Acceptance 
Pathways” (SAP).

One way to increase the social acceptance of renewable energy projects (on site) 
is public participation (formal or informal, different intensities: information, con-
sultation, cooperation, financial and non-financial) (Wolf et al. 2021). In the Akzept 
project (2020–2022, funded by the Federal Ministry for Economic Affairs and 
Climate Action), several research institutions investigated whether citizens who 
participate financially in the energy transition tend to have higher levels of accep-
tance than those who do not. The findings indicate a correlation between financial 
participation and acceptance. Those who benefit economically from the energy tran-
sition not only advocate it more often but are also more often willing to pay higher 
electricity prices, accept photovoltaic systems even if they do not hold a stake in 
them, and accept wind farms if they do hold a stake in them. In addition, the project 
found that financially involved citizens actively support the energy transition, for 
example by getting involved in initiatives and purchasing green electricity. However, 
it is important to point out that the direction of impact could not be investigated, i.e. 
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it is not clear how financial participation and acceptance are related (Breitschopf 
et al. 2024).

5.3  Future Support Requirements for Renewables

One very important question concerning the future of renewables is whether there 
will be a need to support them in the medium to long term, if their competitiveness 
improves considerably over time. The German Renewable Energy Act aims to end 
the support for new plants in 2030. Support can be phased out if plants refinance 
themselves from the market and market prices cover the increased risk premiums 
implied by fluctuating electricity prices. The following sections look at the research 
on identifying the important factors that determine whether to end support. These 
are divided into factors driving the costs of renewables and those driving the reve-
nues of renewables. Both sides are somehow linked through the financing costs, 
which depend on the risk profile of plants. Higher revenue risks imply higher financ-
ing costs (if financing is still possible) and therefore increase the overall costs, 
which in turn require higher revenues.

There is an on-going scientific debate about how to design future support sys-
tems, led also by several projects at national and EU level. As an example, Held 
et al. (2019) provide an overview of the challenges to be addressed when phasing 
out support for renewables. The paper finds arguments for continuing the dedicated 
support for RES in order to create a predictable and secure investment framework.

 The Future Costs of Renewables

In the past, costs for renewable energy generation, especially wind and solar, have 
decreased continuously. Most recently, however, this trend has stalled and some-
times even been reversed. The main cost driver of electricity generation costs is the 
resource quality at a specific site. The costs of raw materials, labour, etc. also play 
an important role as do risks and financing costs. This has opened up a new research 
area dedicated to facilitating the full market integration of renewables in the future.

A support system, especially one offered by a low-risk state like Germany and 
other EU countries, substantially reduces financing risks and therefore also the 
overall costs of electricity generation. Projects like AURES and DIA-Core found 
that financing costs have fallen across countries over the last decade. In terms of 
renewable support, the main factor driving down investment risks is a steady and 
reliable support system without retroactive changes. In terms of designing the pre-
mium, systems that smooth out electricity price fluctuations and lead to constant 
and predictable revenue flows imply the lowest risks and financing costs (Breitschopf 
and Alexander-Haw 2022).
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 Revenues of Renewable Energy Plants: The Market Side

Renewable energy sources, especially wind and solar energy, have very low or even 
close to zero variable costs. On the regular electricity market, prices are typically 
constructed based on these variable costs. Consequently, prices are typically low in 
hours when renewables set the price (i.e. renewables produce sufficient energy to 
cover the total electricity demand). This effect is called the “merit-order effect” or 
“cannibalisation effect” of renewables. Sensfuß et al. (2008) quantified this “Merit- 
Order Effect” for the German power market based on the agent-based simulation 
platform PowerACE (now Enertile). The merit-order or cannibalisation effect leads 
to decreasing revenues for renewables at higher expansion rates due to the simulta-
neity of their electricity generation combined with their low costs. The extent of the 
effect depends heavily on the elasticity of electricity demand and thus on the flexi-
bility of the energy system as a whole. Bernath et al. (2021), for example, found that 
the existence of flexible heating grids considerably increases the revenues of renew-
able energies in electricity. In the short to medium term, the prices for gas and CO2 
also play a role (Winkler et al. 2016).

Apart from the level of future market revenues, the predictability of these reve-
nues is important for investments in renewables. Again, the cost structure of renew-
ables with their high investment expenditures and low variable costs makes them 
especially vulnerable to systemic changes in electricity prices, e.g. based on a re- 
arrangement of market zones or other political decisions. In this context, long-term 
contracts with private companies for trading electricity (power purchase agreements 
or PPAs) are often mentioned as an alternative solution to state-based support pro-
grammes. The potential for PPAs is, however, restricted on the part of industry and 
its interest in long-term contracts (at least 10  years) is limited, among others, 
because of the required company size in terms of electricity consumption and the 
creditworthiness of the offtaker. Furthermore, in the case of large purchase quanti-
ties, the PPA contract can adversely affect an offtaker’s credit rating. Relevant 
research topics include the availability of and barriers to PPA contracts.

Discussions with regard to the longer term also address the market design for 
electricity in general. One topic is whether renewables and flexibility options will be 
able to recover their costs based on the current market design (energy-only market) 
or whether there is a need for specific revenue mechanisms called “capacity mecha-
nisms”. In Germany, there has been a very lively debate surrounding the market 
design for electricity over the last decade. Based on political discussions and 
research-based assessments, the energy-only market has been retained, but comple-
mented by a strategic reserve. Recently, more general debates about capacity mech-
anisms are regaining momentum, also due to the increasing number of capacity 
mechanisms across EU Member States.
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5.4  New Developments with Regard to Support Scheme Design

Apart from the question about phasing out support for renewables in the electricity 
sector, there are also new developments in the research field with respect to design-
ing the allocation of support or de-risking tools. The most important discussions 
here concern different types of zero support auctions, on the one hand, and new 
support tools at EU level, on the other hand. Both are briefly outlined in the 
following.

Since 2017, especially offshore wind auctions but also solar PV and onshore 
wind auctions have sometimes resulted in zero bids by the auction participants. 
These plant operators no longer required support payments, but they participated in 
these auctions just to be able to secure a specific site or gain access to an existing 
grid connection. At the same time, merchant investments in solar PV and wind 
onshore plants were realised, mainly based on PPA contracts with private companies.

These results sparked a debate about how to design zero support auctions, e.g. 
Anatolitis et  al. (2022) or Jansen et  al. (2020). In Germany and many other EU 
countries, this especially concerned offshore wind. In the Netherlands, a tender 
design for zero support was already introduced in 2017. There, a “beauty contest” 
(de Rijke et al. 2017) selection process is used involving several criteria that are 
adapted for each tender. The most recent tenders also include a financial bid compo-
nent, where bidders can offer what they are willing to pay for the opportunity to 
build and operate their wind park at the specific site. The UK has chosen another 
way to deal with the fact that market revenues are expected to fully cover the costs 
of offshore wind parks, at least in the medium term. The UK uses a Contract for 
Difference (CfD) system, where plant operators have to pay back money to the state 
whenever the electricity market price is higher than the auction strike price (Welisch 
and Poudineh 2020). Even though the grid connection costs are financed by the 
plant operators in the UK, the last auction resulted in a very low strike price, which, 
under the assumption of rising electricity prices, will lead to negative support pay-
ments due to the nature of the CfD system. Denmark also used a CfD design in the 
most recent tender for offshore wind in order to avoid zero offers. However, because 
payback was limited to a certain volume as part of the tender conditions and all auc-
tion participants expected higher profits than this amount, the auction still resulted 
in zero bids and a lottery was used to select the winner. In Germany, the first pro-
posal of the government to include a negative bid component to select the winner in 
the case of more than one zero bid was not successful. In a new proposal, the main 
support instrument for offshore wind will change to a CfD system. A “beauty con-
test” combined with a negative bid component is proposed for additional areas with-
out central predevelopment.

In the past, support systems for renewable energies were mainly organised on a 
national level. Although the Renewable Energy Directive has included cross-border 
cooperation to support renewables since 2009, this opportunity has only been used 
very rarely so far. As the new system only plans a binding target at EU level, and not 
at Member State level, the EU has proposed additional support programmes at EU 
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level. The most important of these are the renewable energy financing mechanism 
and the new funding instrument for cross-border renewable energy projects under 
the Connecting Europe Facility. The financing mechanism is an auction for support-
ing renewables at EU level. Member States can participate by either offering renew-
able energy sites or buying renewables from the auctions. The new funding 
instrument supports cross-border renewable energy projects that fulfil certain crite-
ria and participate in an application process.

6  Summary and Outlook

The research on renewable energy sources over the last 50 years has developed very 
dynamically. While the 1970s and 80s were characterised by finding technological 
solutions for renewables in a predominantly hostile environment dominated by 
incumbents, the market diffusion of renewable energy sources really took off in the 
electricity sector in the 1990s, stimulated by different support policies. In the early 
1990s and 2000s, research was predominantly concerned with investigating, com-
paring, and analysing different diffusion policies and instruments, underpinned by a 
growing number of real-life experiences and data. As renewables expanded and the 
focus shifted to market and system integration, the range of research topics and 
approaches also expanded considerably. While research was heavily technology- 
driven in the first decades and non-technological perspectives were the exception 
rather than the rule, over time, inter- and multidisciplinary approaches started to 
become more important. Of course, technology-driven research still exists and is 
essential, but is not the focus of this article.

In light of policy developments at both the EU and national level in the 2000s, a 
large descriptive scientific literature has started to emerge on the existing support 
instruments for renewables and trends. A much-discussed subject has been the 
choice of recommended support regime, with feed-in tariffs and quota obligations 
the most prevalent instruments chosen by Member States. As numerous studies have 
concluded that feed-in tariffs and premiums tend to be more effective and efficient, 
many countries have abandoned quota-based mechanisms. Overall, however, the 
general conclusion is that there is no “one-fits-all” approach when it comes to sup-
porting renewables and that it is vital to select appropriate design elements that are 
adapted to the unique conditions and system boundaries of a given country. In this 
context, a new research strand has emerged, which focuses on finding evidence of 
either harmonisation or the convergence of support schemes across the EU. At the 
same time, complex energy system models have become more widespread, which 
incorporate the growing contribution of intermittent renewables. Approaches to 
monitoring and measuring the performance of policy instruments in practice have 
also developed in the context of various research projects and investigate the effects 
of renewables expansion on the electricity sector and the economy. Positive and 
negative impacts are differentiated into effects at the micro, system, and macro lev-
els and analysed in detail. At the system level, studies include the impacts of 
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renewables in electricity generation on market electricity prices, the so-called merit- 
order effect. Further distributional aspects of energy efficiency and renewable 
energy expansion in the electricity, heat and mobility sectors have been systemati-
cally outlined and analysed. At the macro level, a variety of studies have analysed 
the impact of renewables expansion on employment and growth. Over time, differ-
ent approaches have developed to assess these and other effects of renewables, rang-
ing from structural top-down models to computational general equilibrium (CGE) 
models. Over the course of the market deployment of renewable energies, the focus 
of discussion has slowly shifted from net or gross job creations to the jobs and quali-
fications required to power the energy transition. Overall, there are many different 
approaches and focus areas in the literature on renewables during the phase of mar-
ket deployment of renewables, some of which cover different paradigms and 
mechanisms.

Later on, in the third phase of development, a stronger market integration of 
renewable energies has been promoted, e.g. by introducing auction procedures for 
renewable energy support. This illustrates how renewables have developed from 
niche technological applications to a mass market, their dominant role in a future 
decarbonised energy system, and the challenges this poses for designing and con-
tinuously adapting policy. It has been possible to reduce electricity generation costs 
significantly, especially regarding solar PV, with Germany playing a major role in 
stimulating these cost reductions through large capacity additions. This phase is 
also marked by a broader research perspective in geographical terms and the global 
perspective of renewables becoming more important.

With increasing shares of renewables in the energy system in Germany and the 
EU, the market and system integration of renewables have become more important. 
Non-financial barriers have been assessed in more detail and priority given to dis-
mantling them to encourage even faster expansion. In addition to market integra-
tion, the need for adjustments to the overall energy system and the grid also are 
increasingly important topics. New topics have emerged, such as prosumerism and 
self-consumption of renewable electricity, and are being addressed with interdisci-
plinary approaches and by combining multiple methods. A prolific area of research 
assesses the EU’s 2030 Climate and Energy Policy framework as well as individual 
Member States’ contributions to this. Acceptance issues, which had developed into 
a major barrier to the further expansion of renewable energies, have also become 
more relevant. Many acceptance analyses are qualitative and quantitative case stud-
ies and cover different groups, including residents, experts, and other stakeholders. 
A new and still on-going debate is on how to design future support systems for 
renewables, as many technologies are now more mature. Another current and highly 
relevant topic is sector coupling, i.e. shaping the energy system by integrating all the 
energy-consuming sectors of the economy, including electricity, buildings/heating 
and cooling, transport as well as industry.

To sum up, the first development phase focused on technology research. This 
was followed by the 1990s research into different policies supporting the diffusion 
of renewable technologies. The subsequent shift in research focus attached greater 
importance to exploring questions of systemic change using interdisciplinary 
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approaches. Now more than ever before, research is called upon to take a systemic 
perspective and integrate different approaches, including systems and transforma-
tion research to monitor complex socio-technical changes and provide relevant 
impulses for holistic transformation of the energy sector. Interdisciplinary initia-
tives and associations that bundle different competencies in energy research, such as 
the Fraunhofer research cluster Integrated Energy Systems CINES, can play a major 
role in this context. In general, an increasing differentiation of the research ques-
tions can be observed over time, from technology-centric research to more interdis-
ciplinary research. This is also valid for the methods applied.

The actor landscape has become more diversified over the years, with an increas-
ing share of non-university research. Overall, it can be observed that the research 
field of renewables has developed from a niche to a mainstream topic, accompanied 
by increasing cross-pollination between research areas.
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Abstract Policy-oriented research of efficient energy use and energy demand dur-
ing the last five decades developed from the scratch to a quite complex research 
field with many perspectives: new and improved energy-efficient buildings, vehi-
cles, and production processes, structural changes in industry, income, rebound, and 
saturation effects. Although energy-efficient solutions were (and are) highly profit-
able, several obstacles prevent their full realisation. Energy policy “discovered” 
energy efficiency as the “fifth energy source” in the 1980s and labelled its policy 
priority after the increase of oil prices in the early 2010s by “efficiency first”, 
although policy analysts may have doubts regarding the real energy policy and allo-
cation of resources. The liberalisation of grid-based energy supply triggered a strong 
push for demand-side measures (flexible demand; energy services). Electricity 
demand models became much more dynamic in terms of time to match the increas-
ingly fluctuating electricity supply and load shifting options. Climate policy since 
the 2010s induced a new wave of energy-efficient applications such as electric vehi-
cles or heat pumps. Regarding the tough climate protection goals of a maximum 
temperature increase below 2.0 °C, more efficient energy use, conversion, and stor-
age are likely to play a major role, particularly in using the large waste heat from 
useful energy applications.

1  Introduction

Analysing energy demand and energy-efficient solutions in final energy sectors or 
in the transformation sector is a difficult and cumbersome task. However, even more 
challenging are projections of future energy demand in these sectors and of 
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thousands of possible more efficient applications, particularly in industry. Research 
on energy demand and its possible reduction by more efficient energy use starts in 
the early 1970s when the report of the Club of Rome was published in 1972 and, 
more importantly, the first oil embargo was initiated by the OPEC-countries in late 
1973 and the second oil price increase in 1979–1980. Until this time, energy policy 
focused on sufficient energy supply: oil, coal and nuclear energy, the new abundant 
and inexpensive form of primary energy.

In the 1950s and 1960s, energy demand projections were a domain of energy 
economists who calculate the final energy demand at a high level of aggregation by 
the elasticities of energy prices and demand drivers such as the number of private 
households, of cars or the net production of industry (Morrison and Readling 1968). 
Knowledge of engineering was focused on the transformation sector (i.e., power 
plants, refineries, coal and coke production). Foreseeable structural changes in 
industry, in the economy, or saturation effects in private households were not yet 
considered in energy demand projections (Kraus 1988). The energy future of the 
decades until 2000 seemed to be quite clear and straightforward.

During the five decades starting in 1970 the attention given to energy demand 
substantially changed with regard to the political debate and policymaking as well 
as to research on energy using technologies. We portray how both new political 
challenges and related energy policy strategies led to new energy-efficient technolo-
gies and solutions. These developments induced the need for more technological 
content in the energy demand projections leading to advances in methodologies of 
energy systems research. The new energy demand models also captured the dynam-
ics of technical innovation, structural change of the economy, saturation effects, and 
patterns of decision making. This chapter describes how energy systems research 
developed from an area which is little known into a differentiated field of research 
within five decades.

This chapter is organised by decades beginning with the 1970s. There are devel-
opments covering two decades; however, they may be more important for future 
energy demand in their initial phase or at a later stage. One development, which can 
be observed throughout the five decades is the increasing attention given to energy- 
efficient solutions. However, the present energy policy in many countries pays lip 
service to catchphrases such as “Efficiency First”. This changing attention was 
reflected in the policy of the IEA (International Energy Agency n.d.) which focused 
on nuclear energy in the 1970s and on efficient energy use today (Lantzke 1980; 
Geller and Attali 2005; IEA 2022a).

2  The 1970s: The End of the Energy Growth Dream

The early 1970s were characterised by the two preceding decades of substantial 
economic growth in all OECD countries. Primary energy consumption increased 
until 1970 with a demand elasticity of around 1.0 in many OECD countries, and the 
elasticity of electricity demand often even surpassed that level (Lebert 1977; Berndt 
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1978; Bohnen 1982). Most energy economists of the 1970s were convinced that 
energy demand increases at the same rate as the gross national product. National 
energy policy focused predominantly on increasing energy supply, particularly in 
the fields of mineral oil and nuclear energy.

Energy demand projections of the 1970s until the target year 2000 expected fur-
ther substantial increases in the demand for heating oil, gasoline, and diesel as well 
as coal and nuclear energy for electricity generation. However, three events dramati-
cally changed the scene of energy economics research and energy policy in OECD 
countries:

• In 1972, the Club of Rome published its famous analysis “Limits to Growth”, 
which applied newly developed system dynamics models to worldwide eco-
nomic developments and their consumption of natural resources like fossil fuels 
and basic materials, but also to food production and environmental pollution 
(Meadows et al. 1972).

• In September 1973, the West German government released its First Energy 
Programme (BMWi 1973), 4 weeks before OPEC decided to reduce oil produc-
tion by 25% and placed an embargo on the large oil importing harbour of 
Rotterdam due to the Suez crisis. The oil price (fob) quadrupled to around 12 
US$/ barrel. The second oil crisis in 1979 accelerated the challenge to the para-
digm of ever increasing energy demand.

• In the early 1970s, new computer systems became available that were able to 
calculate complex optimisation and simulation model runs which had not been 
possible in the 1960s.

There were numerous reactions of different governments and the research 
community:

• OECD countries established the International Energy Agency (IEA), responsible 
for planning oil storage and the supply of crude oil and oil products in the wake 
of the oil crisis, but also for strategic energy forecasts and for suggesting new 
energy-related policies (Lantzke 1980).

• Following the first oil crisis, energy efficiency options in buildings (Prömmel 
1978), industry (Jochem et al. 1978), and transport were for the first time clearly 
addressed by technological-based energy research.

• In the 1970s and at the beginning of the 1980s, this led to considerable contro-
versy and tension among energy researchers in many OECD countries, although 
this is hardly communicated internationally. Instead, the international scene was 
dominated by the International Association of Energy Economists (IAEE) and 
representatives of large publicly owned energy research organisations with their 
focus on nuclear energy. Attempts to report energy demand and the potentials of 
efficient energy use in energy journals or conferences often came to nothing.

• In West Germany, for instance, an intensive scientific discourse between three tra-
ditional energy economics institutes (EWI, RWI, ifo) and Prognos, and the “new-
comers” of energy systems analysis (ASA der Großforschungseinrichtungen: 
Bohn et al. 1977; Nitsch et al. 1981) and Fraunhofer ISI (Bossel and Denton 1977) 
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began to address the future impacts of energy efficiency policies, the changes to a 
service-oriented economy, as well as the structural changes within industry and 
individual sectors.

The West German government published its first amendment to the Energy 
Programme in October 1973 (BMWi 1973). At national and federal state level, the 
ministries of economics were responsible for energy issues, but in the 1970s there 
was not a single organisational unit that dealt with energy demand or energy 
efficiency.

After the first oil crisis, the traditional energy economics institutes continued to 
project substantial increases in primary and final energy demand until 2000. For 
instance, DIW et al. (1978) projected a gross electricity demand in 1985 of between 
1830 and 2030 PJ, implying demand elasticities between 1.4 and 1.55; electricity 
demand in 2000 was projected to grow to 3000 to 3200 PJ. Actually, however, the 
electricity consumption of the Federal Republic of Germany amounted to only 1230 
PJ in 1985 (overestimated by about 50% for a period of only 7 years) and to 1780 
PJ in 2000 for a reunified Germany (overestimated by around 70%).

During the mid-1970s, the new technology-oriented energy systems analysis 
groups argued that increased energy prices will encourage more efficient use of 
energy, that economic growth is likely to slow down to a linear per capita growth 
and will be induced more by growth in services and low-energy branches of indus-
try like investment goods, durables, and consumer goods. They expected a substan-
tial decrease in the growth of energy-intensive industries—and sometimes 
stagnation—in future decades. This “should result in projections of demand being 
considerable lower than currently available estimates” (Bossel and Denton 1977; 
Möller and Ströbele 1978; Neu 1978).

In the 1960s and early 1970s, there were only very few research institutes spe-
cialised in the efficient use of energy in OECD countries. Taking Germany as an 
example, there was only one research institute at the Technical University of 
Karlsruhe (Mueller 1957) which examined energy efficiency. In addition, some 
branch-specific institutes covered the topic of energy efficiency as a “by-product” 
while conducting research to improve branch-specific production processes (e.g., 
VDEH (Verein Deutscher Eisenhüttenleute, the Association of German Steel 
Manufacturers), the Brick Research or Textile Research Institute, etc.). Berg (1976) 
characterised the situation by his introductory first sentence in the first volume of 
the Journal “Annual Review of Energy”: “In the winter of 1973–1974 energy con-
servation became a popular subject of discussion, so much so that the subject was 
often, and not entirely inaccurately, referred to as energy conversation”.

The first studies on the potentials of energy efficiency in energy-intensive indus-
tries were published in the late 1970s (Jochem et al. 1978; Berndt 1978). The meth-
odology applied included interviews with energy managers, process engineers, and 
applied researchers as well as analytical statistics. The results of these efficiency 
studies were used to simulate and project industrial energy demand under higher 
energy prices in OECD countries. The first macroeconomic studies on a reduced oil 
supply with the associated impacts on growth, employment, and emissions appeared 

E. Jochem et al.



241

in 1976 with models by Bossel et al. (1976a). Scenario methodology in energy sys-
tems analysis was applied systematically for the first time. This approach was devel-
oped by the Batelle Institute in 1976, but has its origins in 1969 and was originally 
designed to consider military strategies (see Cuhls et al. 2024 in this anthology).

These first approaches of energy system modelling as a basis for energy demand 
projections were—compared to today—still rudimentary, among other things 
because national energy balances were usually very rough; energy engineering- 
based models had not yet become available. To start with, systems dynamics meth-
ods are taken up by natural science/engineering groups (Mesarovic, Pestel, 
Kortzfleisch in Germany), and other computer-based modelling is initiated by many 
other research groups (Bossel et al. 1976b). However, these approaches were aban-
doned in the 1980s, also because the parameters required for science-based model-
ling could not be estimated with sufficient accuracy due to the lack of empirical data.

3  The 1980s: Starting Energy Efficiency Policy—Supported 
by a First Generation of Technically Based Energy Models

3.1  First Energy Efficiency Policies

The second oil crisis of 1979 induced first substantial policy measures on the effi-
cient use of energy, in particular regulations and standards for new buildings 
(Schipper et al. 1979; Gruber et al. 1982). In the mid-1980s, low-energy buildings 
were already a legally required energy standard for new buildings in Sweden and 
Denmark. Even at that time, it was considered to further develop the principles of 
low-energy housing, such as first- rate insulation, prevention of thermal bridges, air-
tightness, insulated glazing, and controlled ventilation. Based on these consider-
ations, the “Passive House” was launched by Bo Adamson and W. Feist in Sweden 
in 1988 (Levine and Adamson 1988).

The complex interaction of the factors driving energy demand addressed by 
Darmstadter et al. (1977) led to a method explaining how various drivers ex post 
contribute to the observed changes in energy demand and intensities by energy con-
servation indicators—for the EU (Morovic and Schön 1987, 1989). The individual 
influencing factors such as inter-industrial and intra-industrial structural change, 
short-term structural changes in industry by the business cycle (Garnreiter et  al. 
1986), structural change in passenger and freight transport (Schipper et al. 1997), 
the influence of the heating and summer period as well as the more efficient use of 
energy were analysed using time series and provided indications for scenarios and 
projections of energy demand in the future.

These studies were flanked by detailed technological examinations of energy- 
intensive industries at the sectoral level and process technologies, e.g. specific anal-
yses for the basic chemical industry regarding energy efficiency and raw material 
substitution as well as demand reduction. Another example is the non-metallic 
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minerals industry with its very energy-intensive production processes and energy 
efficiency potentials offered by innovative technologies for cement, brick, lime, and 
ready-mixed concrete as a service. The textile industry has almost completely been 
outsourced and only finishing partly still takes place in Germany and in most OECD 
countries. This is an example of intra-industrial structural change in the 1970s and 
early 1980s.

Based on these insights, energy efficiency policy measures were increasingly 
developed and proposed to national governments or the European Commission by 
administration, researchers, and trade associations. These include, e.g. regulatory 
policies for energy efficiency standards for new buildings, speed limits in road 
transportation that are implemented, eco-design guidelines for mass-produced 
products, energy labels for domestic appliances, EU energy efficiency directives, 
energy management systems such as ISO 50001, EMAS, and lists of energy effi-
ciency consultants. Financial incentives for new energy-efficient solutions and con-
sultation were developed for industry, as well as accelerated depreciation, which 
also applied to private consumers and based on scientific findings. These include 
energy taxes with exemptions for energy-intensive or internationally competitive 
industries to help them retain their competitiveness.

Rather late on January 1, 2005, the European Union Emissions Trading System 
(EU ETS) was implemented in order to limit the emissions of greenhouse gases of 
energy-intensive industries and electricity generation. And even three years later, 
the first scientific journal devoted to efficient use of energy, Energy Efficiency, 
started its first volume.

3.2  First Generation of Technically Based Energy Models

Early bottom-up models emerged in the 1980s and quickly became more and more 
complex. Based on how the models consider technology choice and adoption, they 
can be grouped into accounting models, simulation and optimisation models (Fleiter 
et al. 2011). Accounting models are simply based on exogenous assumptions of, e.g. 
energy efficiency progress or technological change, to calculate resulting energy 
demands and CO2 emissions. They aim to answer “What if …?” questions. Examples 
include early models like MEDEE or MED-Pro (Chateau and Lapillonne 1978; 
Chateau and Lapillonne 1990; Lapillonne and Chateau 1981), PRIMES (Capros 
1995), IKARUS in Germany (Hake et al. 1994), or the leap model framework. In the 
1980s and 1990s, this led to optimisation models which were linked to input–output 
models and macroeconomic models, usually transferring the respective results and 
necessary data manually, with iterative computer runs between the different types of 
model (see also Figs. 1 and 2).

The optimisation models at the beginning of the 1980s, initially designed and 
used for optimal structures of electricity generation and other energy supply, were 
increasingly extended to include additional parts modelling the final energy demand 
of buildings, electrical appliances, road, rail, ship, and air transport, as well as 
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Fig. 1 Development of technologies of efficient energy use and of methods projecting energy 
demand in final energy sectors, 1960 to 2030. Projection: ISI’s own estimate. Top: Development of 
the technologies for efficient energy use and of methods for projecting energy demand in final 
energy sectors, from 1960 to 2030; Middle: Development of historical annual average prices of 
crude oil from 1861 to 2021, source S&P Global Platts. Lower light grey line: historical nominal 
price; upper dark grey line: real price adjusted for purchasing power in 2020; Bottom: Development 
of the European CO2 emission allowance price (EU ETS) and the CO2 allowance price for resi-
dential buildings and transport in Germany, which is not yet subject to the EU ETS, as well as their 
lower and upper price projections. Source: Past: German Emissions Trading Authority DEHSt
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energy-intensive sectors and production processes. Examples include the develop-
ment of simulation and optimisation programmes such as MARKAL in the USA 
(Abilock et  al. 1979; Sweeney 1981) that were initially adopted by the major 
European research centres. Similar model types were developed in the EU such 
as MEDEE.

Over time, these different models and energy fields became increasingly elec-
tronically interconnected (Herbst et al. 2012, see also Fig. 1).

4  The 1990s: Moderate Energy Efficiency Improvements—
Obstacles, but the New Driver: Climate Protection

During this decade, globally important events occurred which influenced energy 
perspectives and related research: the re-organisation of the countries that had 
belonged to the former Eastern bloc, the Conference on Environment and 
Development in Rio de Janeiro in 1992, and a new legislation on the liberalisation 
of energy markets in many OECD countries. The Framework Convention on Climate 
Change (FCCC) was concluded and signed at the Rio Conference on June 4, 1992 
(Adede 1995). The Kyoto Protocol to the United Nations Framework Convention on 
Climate Change (UNFCCC) of 1997 is the most important allegiance for the future 
of efficient energy solutions. It contains legally binding commitments of industri-
alised and emerging countries for reducing anthropogenic greenhouse gas emis-
sions. This Protocol has led to many in-depth studies including efficient energy use 
and energy conservation since the 1990s (IPCC 2001a).

4.1  Examining the Details of Efficient Energy Use, Options 
Reducing Energy Demand, and Their Social Benefits

In the 1990s, the price of oil was cut in half and there was a corresponding reduction 
of the interest in energy efficiency and renewable energy sources. Some energy 
researchers slowly became aware that the market prices for fossil and nuclear energy 
do not cover the external costs of energy consumption, such as soil acidification 
(“forest dieback”), lung diseases caused by particulates and ground-level ozone, etc. 
(Hohmeyer 1988). This implies that energy prices cannot be left purely up to the 
market, but require government intervention such as taxes on the consumption of 
fossil fuels or subsidies for energy-saving measures and renewable energy sources. 
However, there was great opposition to this idea, from circles of conservative scien-
tists and politics (Rennings 2000).

Simultaneously, the calls to protect the climate grew louder with the 1988 
Conference on the Changing Atmosphere in Toronto, the Enquete Commission’s 
recommendations (German Bundestag 1991), or the 1992 Earth Summit in Rio 
(sustainability). These events pushed energy topics higher up the agenda in science 
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and politics. In practice, however, and due to low energy prices there was only 
minor progress in energy efficiency up to the end of the 1990s. Therefore, the 2nd 
and 3rd report of the Intergovernmental Panel on Climate Change (IPCC 2001) 
contain warnings about this trend, in particular about stranded investments and 
lock-in situations in OECD countries due to the adherence to old fossil-based energy 
sources.

Nevertheless, some practical progress was made. Wind power and (10 years 
later) photovoltaic systems spread rapidly due to the politically created favourable 
framework conditions in some countries. Houses with very low heating energy 
demand (so-called passive houses), thermal solar panels, small and more energy- 
efficient passenger cars, boilers with condensing technology and thermal solar sup-
port also found their way onto the market (see Panny et al. 2024 in this anthology).

In the 1990s, policy makers in the field of energy efficiency also wanted to know 
how effective individual policy measures were in order to learn from them for future 
measures. The main results for industry were (Diekmann et  al. 1999): It makes 
sense to distinguish between electricity and the other final energy carriers. Real net 
production value is considered to be the suitable activity in energy intensity studies. 
Both inter-industrial and intra-industrial structural change (shifts in product struc-
ture, product-based services) significantly influence the development of energy 
intensity. Structural change caused by business cycles is also taken into account as 
an explanatory variable in the case varying energy intensities in industry (Morovic 
and Schön 1989). In this decade, it was hardly possible to specify or project the 
influence of (often new) energy efficiency policies, because results of measure- 
specific empirical evaluations were missing.

Although energy efficiency and energy intensity indicators were clearly defined 
by the end of the 1990s in terms of methodology and data and were recognised as 
very useful for understanding past energy consumption, today—20 years later—
they are still hardly used and often only in a very undifferentiated form, despite the 
energy policy mantra of “Efficiency First”.

Only sluggish progress was made in implementing energy efficiency potentials 
at two levels of energy use, i.e.

 1. Cross-Cutting Technologies—improving their efficiency in energy and exergy 
terms, while converting final energy into useful energy

 2. Reducing the useful energy demand of production technologies in industry and 
crafts by improving and substituting processes, or by reducing final energy 
demand in industry by intensive use of waste heat.

Final energy demand in industry could also be diminished by reducing demand 
of basic products due to increased resource efficiency—today this is labelled 
“Circular Economy” (Jochem 1991; Angerer 1995; Radgen and Tönsing 1996):

 3. Increased recycling and improved material efficiency of energy-intensive 
materials.

 4. Substituting materials with less energy-intensive ones.
 5. Intensifying the use of durables by sharing and leasing.
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Although numerous energy efficiency improvements became highly profitable 
following the second oil price increase in 1979, few efficiency improvements were 
observed in the early 1980s in most OECD countries. High potentials of the “fifth 
energy resource” were overlooked by many companies, administrations, and pri-
vate households or judged to be “purely theoretical” or “unfeasible”. The heteroge-
neity and diversity of energy consumers, the variety of energy-efficient solutions 
and of the related manufacturers of energy-efficient equipment contributed a low 
perception of the potentials offered by energy efficiency in the 1980s. Because of 
this variety and complexity, energy efficiency—in many cases quite profitable—had 
(and even still today at much higher energy prices) very little appeal for either the 
media or politicians (Jochem 1991). This sluggish progress in more efficient energy 
use despite high energy prices and despite new efficient solutions by research and 
development led to substantial socio-economic and psychological research on deci-
sions of efficiency investment and behaviour of various target groups in the 1990s.

4.2  Obstacles and Market Imperfections

Obstacles and market imperfections of energy efficiency in end-use sectors have 
been observed and reported for more than 30 years. Although limited, the empirical 
quantitative research on these barriers highlighted the large diversity of individual 
investors (e.g., thousands of firms (capital-based, family-owned, small or large), 
hundreds of thousands of landlords or homeowners, and millions of consumers in a 
single country).

In theory, given all the benefits of energy efficiency at the business and macro-
economic levels (Hohmeyer 1991), a perfect market would optimally allocate the 
rewards from these energy-efficient solutions. In practice, however, researchers and 
consulting engineers in the 1980s and 1990s observed many obstacles and market 
imperfections that prevent profitable energy-efficient solutions from being fully 
realised. Energy policy researchers began publishing these observations in the early 
1990s (Jochem and Gruber 1990; Hirst 1991; Jhirad and Mintzer 1992; Weber 
1997). This led to a growing body of literature on the so-called barriers to energy 
efficiency. Barriers are described as “a mechanism that inhibits a decision or behav-
iour that appears to be both energy efficient and economically efficient” (Sorrell 
et al. 2004), a phenomenon that has also been described as the energy efficiency gap.

In fact, these findings in the area of energy efficiency are simply an example of 
market and system failure. This fact, however, has to be differentiated by several 
aspects, reasons, and target groups in order to set up an adequate policy design.

Although, in principle, the types of obstacles and market imperfections are uni-
versal, their importance differs among sectors, institutions, and world regions, 
depending on many factors including technical education and training, entrepre-
neurial and household traditions, the availability of capital, and existing legislation 
(see Fig. 2).
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Fig. 2 Obstacles and market imperfections of energy efficiency and related policies—a scheme 
for policy options and integrated efficiency policies. Source: Jochem et al. 2000b

• Market imperfections include many forms of subsidies and traditional legislation 
and rules, but also the traditions and motivations of behaviour in private house-
holds, and of decision making in companies and administrations (Sanstad and 
Howarth 1994).

• The “invisibility” of energy efficiency measures (in contrast to photovoltaic or 
solar thermal collectors) and the problems with demonstrating and quantifying 
their impacts are also important factors for private households, companies, and 
car investments due to social prestige aspects (Sanstad and Howarth 1994).

• Psychological reasons comprise another problem affecting energy efficiency 
measures. These include lack of attention, knowledge, know-how and technical 
skills, and unspecified transaction costs. Improved energy efficiency is brought 
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about by new technologies or just incremental changes to a known product, pro-
cess or vehicle, and by changed forms of organisation. This implies that investors 
and energy users are able to get to know and understand the benefits of technical 
efficiency improvements as well as to evaluate the possible risks against per-
ceived benefits. This also implies that investors or users have to be prepared to 
realise improvements and to give themselves time to absorb new information and 
to evaluate the innovations (Levine et al. 1995; Sioshansi 1991; DeCanio 1998). 
Private households and car drivers, small and medium-sized companies, small 
public administrations or banks do not have enough knowledge about the possi-
bilities and risks of energy savings or sufficient technical skills to implement 
them. Managers, preoccupied with daily routines and core business areas, are 
able to only engage in the most important and immediate tasks (Velthuijsen 
1995; Ramesohl 1999). Energy efficiency, with its minor role in running a busi-
ness or its potential to reduce only a small share of the energy costs of total 
production or household costs, was placed on the back burner.

• Energy consumers may also face a lack of access to capital, or they may follow 
historically or socially formed investment patterns. Even if they acquire the 
knowledge they need, they often face difficulties in raising funds for energy effi-
ciency investments. Their own capital may be limited and additional credit may 
be considered as too expensive. Especially if interest rates are high, small firms 
and private households prefer to accept higher current costs and the risk of rising 
energy prices instead of a later energy credit.

• Relying on investment risk decisions and neglecting the profitability of energy- 
efficient investments was (and still is today) a major obstacle. Energy consumers 
demand payback periods of between 1 and 4 years, which are equivalent to an 
internal rate-of-return of about 25% to 50% (DeCanio 1998; Gruber and Brand 
1991; Schröter et al. 2009). This rate-of-return expectation rules out highly prof-
itable efficiency investments and favours investments in energy supply, resulting 
in an inter-sectoral disparity of profitability expectations of at least 10% to 30% 
distortion of energy-saving investments (Jochem and Gruber 1990).

• Legal and administrative obstacles are observed in almost all end-use sectors. 
These are mostly country-specific and often date back to before 1973, when 
there were low and in real terms declining energy prices, and there was no aware-
ness of the threat of global warming.

• The investor/user dilemma describes the fact that, for rented dwellings or leased 
buildings, there are few incentives for tenants to invest in property they do not 
own. In the same way, there are also few incentives for landlords, builders, or 
owners because of the uncertainty of being able to recover the investment through 
a higher rent (Fisher and Rothkopf 1989).

For every obstacle and market imperfection discussed, there are interrelated 
measures of energy efficiency policy that could remove or reduce them, as illustrated 
by a few examples in Fig. 2. Yet, the choice of which policies to pursue has to be 
made with care as their effectiveness depends on many regional, cultural, political, 
and societal factors.
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At the beginning of the 1990s, pilot tests and field test demonstrations became an 
additional component of research projects as demand-side management always 
includes the users of technologies. In addition to technical solutions, the role of 
economic incentives and prices became more important (Brand et  al. 1988). 
Researchers supported and accompanied many of these first field tests, e.g. (Jochem 
and Gruber 1990; Hennicke et al. 1998). Economic efficiency was one of the main 
drivers of demand-side management approaches as was the research on demand 
elasticity and incentives for efficient energy use. Key outcomes identified and 
assessed the impacts of economic incentives and possible policy measures to 
improve the energy system (Zweifel et al. 1997).

The continued analyses of obstacles in industry led to further proposals for pol-
icy measures as more and more obstacles were identified that can only be overcome 
with bundles of policies. From the early 1990s, these were documented in the 
reports of the Enquete Commission for “The Protection of the Earth’s Atmosphere” 
(German Bundestag 1991, pp. 378–395), and also in reports at EU level and by the 
IPCC Group III Report (IPCC 2001 and related publications such as Jochem 
et al. 2000a).

5  The Noughties—Liberalised Grid-Based Energy Markets 
and the Takeoff of Electricity Producing Renewables: New 
Boundary Conditions for Energy Demand and Challenges 
for Energy Modelling

One important obstacle for efficient energy use, the monopolistic structure of grid- 
based energy industries, was widely discussed in the 1990s (Walz 1994) and gradu-
ally diminished by new legislation in all industrialised countries between the 
mid-1990s and the beginning of the noughties (Finon and Midttun 2004). A new 
business field, energy services, was widely discussed, and it was particularly to be 
offered by gas and electricity distribution companies. This change, however, from 
maximising energy sales to optimising sales and savings, was perceived as a mayor 
cultural change in the traditional energy supply companies. Financial incentives by 
governments, strict control by the antitrust authority, and stiff competition by energy 
service companies from investment goods industries and consulting companies 
gradually forced functioning liberalised energy markets in the noughties.

Early in the noughties, only a few researchers estimated the liberalised energy 
markets as an absolute precondition for very high market shares of renewables in 
the future. It is a common understanding that “more than 30 per cent of fluctuating 
electricity from wind and photovoltaics will not be substantially surmounted” 
(Nitsch 2000).

More regulation, not less, was temporarily necessary, if effective competition 
was to be established in grid-based energy industries. Traditional optimisation mod-
els simulating the decisions of a monopolistic energy market had to be replaced at 
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the branch level. The liberalised markets placed new requirements on computable 
models: they were to provide realistic descriptions of technologies (demand, pro-
duction, transport, and distribution), but also of markets and institutions. Industrial 
economics and computation of economic equilibrium were to help achieve this dual 
requirement (Smeers 1997).

The scarcity of conventional crude oil was highlighted by the buzzword peak oil 
resulting from an increase in the oil price to more than 100 US$ per barrel (nominal) 
in the period 2008 to 2014. This caused a renaissance in politics, society, and 
research of energy efficiency and renewable energies. Their impacts on energy 
demand, however, were smaller than expected due to rebound, income, and price 
effects.

5.1  New Policy Instruments Implementing Energy Efficiency

Expectations of further increases in energy prices (including increasing prices for 
emissions of energy-related CO2) and rising greenhouse gas emissions in the mid- 
noughties steer research away from simply analysing the obstacles to efficient 
energy use and more towards exploring which instruments can be used to overcome 
them—if possible several of them simultaneously.

A successful example of a new instrument is the “Learning Energy Efficiency 
Network”. This had its origins in a group of Zürich entrepreneurs in 1985 (Bürki 
1999) and was further developed in the 1990s in the Swiss industry. Since 2002, the 
format has been adopted to the situation in Germany (Gruber and Jochem 2007). In 
this scheme, between 10 and 15 energy managers of companies in a region come 
together and agree on a joint energy efficiency target and CO2 mitigation for the 
network, which should be achieved within about 4 years. Prior to this, specially 
trained consultant engineers have analysed the energy efficiency potentials in the 
participating companies, and each company has to set itself a respective target. At 
around four meetings per year, the measures already implemented by a participating 
company are inspected and the experience gained is shared. In addition, external 
experts are invited to talk about new and interesting energy efficiency technologies 
and know-how is exchanged among the participants.

This approach was so successful that more than 20 associations of German 
industry had pledged in a voluntary agreement with the German Government in 
2014 to establish and operate 350 new energy efficiency networks between 2015 
and 2020 (Dütschke et al. 2016). This approach was also modified for small enter-
prises and local authorities and spread to Austria, Sweden (Palm and Backman 
2020), France, China and, in the late 2010s, to countries in South and Central 
America, Asia and Africa (Durand and Damian 2019). Principally, participating in 
those networks substantially speeds up the implementation of energy-efficient solu-
tions. Energy efficiency and climate protection networks can be understood as 
“group energy management systems”. Scope 3 emissions from upstream and 
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downstream processes are an integral part of climate protection networks since the 
early 2020s (Eberle et al. 2022).

Competitive bidding for energy-efficient investments was also introduced in sev-
eral countries as an incentive for industry and commerce. Energy service compa-
nies, consulting engineers, or manufacturers can compete with their efficiency 
investments that cannot (yet) be standardised. This instrument strengthens the com-
petition among energy service companies and realises branch-specific efficiency 
potentials which are not covered by standardised incentive schemes (Pehnt and 
Brischke 2013).

The growth of renewable energies and the liberalisation of the grid-based energy 
markets brought substantial changes to the electricity and gas supply sector. The 
emergence of new actors and competition led to a first transformation of energy 
companies with the unbundling of power generation, gas production, and grid oper-
ation. High price fluctuations as well as capacity shortages, on the one hand, and 
missing grid infrastructure, on the other, triggered a strong push for demand-side 
measures. The power crisis in California in 2000 acted as a strong push for research 
(Faruqui et al. 2001). Major energy research questions concerned themselves with 
how to reduce costs through a better utilisation of assets and infrastructure, for 
which the demand side plays with additional flexible demand a more important role. 
Increasing the number of flexible demand-side participants and reducing their final 
energy demand induced research activities that focused on the participation of 
numerous and new stakeholders (Braithwait and Eakin 2002; Department of Energy 
2006; FERC 2006).

5.2  Rebound, Income, and Price Effects 
and Technical Forecast

Despite additional energy efficiency policies in the noughties and the high oil prices 
between 2008 and 2014, consumption of oil products did not fall as expected. For 
example:

• Car engines became more efficient per unit of power, but cars became bigger and 
heavier with more powerful engines.

• Airplanes became more energy efficient, but the number of flights and passen-
gers increased as did the distances flown.

• Living space per capita also increased and often offset thermal insulation 
measures.

• Factories using energy more efficiently became more profitable and competitive 
encouraging further investment and higher levels of output.

This empirically observable effect, known as the direct rebound effect (which 
also includes income effects and changes in preferences of private users), was inten-
sively discussed in the noughties (Sorrell 2007; Gillingham et al. 2016). Even if 
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demand of energy services remains unchanged, energy savings across the economy 
may be less than simple calculations suggest. The question remains what the saved 
energy budget will be spent on—whether marginal consumption or additionally 
possible investments induce more or less energy demand. In addition, reductions in 
energy demand will translate into lower energy prices which encourage increased 
energy consumption (energy price effects or indirect rebound effects; Sorrell 2007). 
Not only is this effect important for the design of policy instruments, it is also often 
overlooked in energy economic models and forecasts (see below).

In addition to these behavioural changes, new technological developments are 
also difficult to estimate. In order to provide a better scientific basis to project future 
developments or events, various methods of technological foresight are now com-
bined with one another: For example, the speed at which the technological maturity 
of individual technologies is reached from the idea to market maturity can be 
mapped with the help of bibliometric and patent analyses (Jochem et al. 2009). Joint 
international publications on topics also reveal in which regions developments are 
taking place and how the players—researchers, manufacturers, and first appli-
cants—network with each other in the early stages of the technology cycle. The 
number of patents in the individual world regions may indicate the time of market 
entry and speed of diffusion (Bradke et al. 2009).

It is possible to estimate future cost developments by analysing cumulated pro-
duction and the associated production costs or market prices, and thus the budgets 
required and the market opportunities compared to competing technologies (Jakob 
and Madlener 2004). These empirical findings can be transferred to other technolo-
gies by analogy and thus enable well-founded recommendations for the need for 
initial financial support of new efficient technologies. In cases of mass production, 
they are projected to “run down their cost curve” for estimating their market diffu-
sion in energy system models.

5.3  Demand-Side Management 
and Second-Generation Models

Fluctuating electricity production by renewables has started to turn around the role 
of supply and demand in several countries since the noughties: in the traditional 
electricity system, production followed the pattern of demand; in the future, how-
ever, electricity demand has to realign with fluctuating electricity production by 
wind, photovoltaic, and hydropower. With the rise of renewable energies and the 
intensified discussion about climate change, demand-side management and the 
related research focus on questions of system integration and the security of supply.

Especially in countries with higher shares of renewables and more liberalised 
markets like in Scandinavia and especially in Denmark, the demand side’s contribu-
tion to integrating renewables developed into a major topic. An intense discussion 
between grid operators, policy makers, and research institutions on the potential 
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maximum shares of renewable energies in the power system was the result (see also 
the discussion on renewable energies in Panny et al. (2024) of this volume), as well 
as how to balance the power system efficiently (Moller Andersen et al. 2006; Nordel 
2004; Nordel Demand Response Group 2006).

Load shifting in very electricity-intensive production processes such as manufac-
turing electrical steel, aluminium, and chlorine has been around for a long time, but 
increasing digitisation makes it economically feasible to include smaller industrial 
and commercial electricity consumers in load management. In several studies and 
empirical research activities, researchers identified and supported efficient energy 
use and demand-side management, not only to improve competitiveness of the 
power system, but also to support the integration into the electricity system and the 
security of supply (Klobasa 2009).

In line with these considerations, the electricity demand models became much 
more dynamic in terms of time to match the increasingly fluctuating electricity sup-
ply and load shifting options, particularly in countries with substantial seasonal 
changes of sunshine, wind, or hydropower. In addition, technically based models 
became more refined and considered future machines and plants, both as optimisa-
tion and in simulation models (Quiggin et al. 2012; Sensfuß 2007).

Simulation models went further and endogenised technology diffusion by simu-
lating the investment decisions of actors (e.g., industrial companies or building 
owners). Although these models are a rather heterogeneous group, most of them 
represent the age of the technology stock and track individual age classes of, e.g. 
buildings, cars, or industrial facilities (Fleiter et al. 2011), which yields a more real-
istic modelling of system inertia (obstacles and market imperfections) and the speed 
of technological change. Simulation models often use a discrete choice framework 
that simulates technology choice as a competition among alternative investment 
options (Elsland et al. 2013; Fleiter et al. 2018; Palzer and Henning 2014).

For example, building sector models typically include various choices of heating 
systems and consumers decide which one to install based on the total costs of own-
ership (Stadler et al. 2007). Simulation models are, however, also more experimen-
tal and can include elements of non-rational investment behaviour. Daniels and Van 
Dril (2007), for instance, consider psychological energy price effects and bounded 
rationality. The CIMS model considers a time preference, heterogeneity of the mar-
ket and a factor that integrates all other elements of non-rational investment choices 
(Horne et al. 2005; Murphy et al. 2007; Rivers and Jaccard 2006). In the NEMS 
model, investments in energy efficiency technologies are determined by payback 
time thresholds reflecting empirically observed simplified decision rules (Worrell 
and Price 2001; Energy Information Administration 2009).

Despite their many advantages and a high level of technology detail, bottom-up 
models also have shortcomings. These include their dependence on detailed tech-
nology data and the lacking empirical foundation for data and behaviour assump-
tions as well as technological optimism. Efforts have been made to estimate 
decision- parameters empirically (Rivers and Jaccard 2006; Rehfeldt et  al. 2019; 
Beugin and Jaccard 2012). In addition, bottom-up models tend to look at the tech-
nological system without considering the interactions with and feedback from the 
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economic system, which motivates researchers to develop hybrid models that draw 
on both engineering and economics. An important example of such a hybrid model 
is the Canadian CIMS model (Rivers and Jaccard 2005; Murphy et al. 2007). Other 
modelling teams couple different types of models in applied studies. Overall, mod-
elling teams increasingly traverse the boundaries between individual disciplines and 
models incorporate the advantages of different research streams (Herbst et al. 2012; 
Pfenninger et al. 2018). Applications of modelling tools for policy consultancy 
often result in combining individual complementary models by, e.g., using bottom-
up models to assess technological change in detail and top-down models to provide 
the overall economic frame (see Fig. 1).

6  The 2010s: Tensions—Slow Progress in Efficient Energy 
Use, Still Increasing Greenhouse Gas Emissions, 
Electrification of the Transport Sector, Sector Coupling, 
and Further Progress in Energy Modelling

The December 2015 Paris Climate Agreement refers to the alarming scientific evi-
dence on global warming. The Paris outcome legitimises more climate action 
around the world. The question is whether this will happen quickly enough and on 
a sufficient scale. Certainly, it will not occur without far-reaching government inter-
vention in energy markets and resource efficiency in the next few years, particularly 
in the largest polluting countries (Clémençon 2016). Energy research took up many 
of the challenges of the Paris Agreement prior to the 2010’s (Jochem 2004); how-
ever, the ability to speed up the transformation by politicians and citizens could 
scarcely be observed by the authors until the middle of 2023, when they completed 
this publication.

Fracking, the new method to extract additional crude oil and natural gas, was 
widely accepted in the USA in the 2010s, turning the USA from a net importer into 
a net exporter of crude oil. The surplus of available oil resulted in the price of oil 
dropping to around 50 US$ per barrel between 2014 and mid 2020 (see Fig. 1). On 
the other hand, the findings of climate research still determine energy research and 
energy policy to a greater extent, but with a moderate impact on the transition needed.

More recent research since around 2010 aims at embedding the barriers of effi-
cient energy use into broader frameworks including:

 (a) The conceptualisation of the decision making on energy efficiency investments 
as a process,

 (b) the consideration of psychological factors as well as social dynamics,
 (c) broader analyses of the impact of energy-efficient solutions in terms of their 

co-benefits, but also downsides like rebound, income, and price effects.
 (d) And finally, a wider systemic look at the energy-efficient performance of the 

energy demand and supply side (sector coupling).
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The process perspective on decision making is influenced by psychology and 
aims to show the different stages through which a decision in favour of an energy 
efficiency investment needs to pass before it is implemented. This includes identify-
ing the need for the investment, compiling information, the actual planning and 
finally the decision and its implementation. However, this process can end at each 
of these different phases and usually other actors besides the actual investor also 
play a role. For example, Globisch et al. (2018) show that the expected reactions 
from co-workers are important for fleet managers before they invest in electric vehi-
cles. Arning et al. (2020) also point to the crucial role of installers and crafts men in 
renovation decisions.

The literature on co-benefits highlights the additional effects of energy-efficient 
solutions like increased thermal comfort in buildings, less noise, improved illumina-
tion of production areas, constant product quality, less wastes, or increased real 
estate value (Reuter et al. 2020).

6.1  Sector Coupling and Integrated Energy

The increasingly ambitious climate protection targets set since the Paris Agreement 
at national levels require reduced greenhouse gas emissions by reducing final energy 
demand and by substituting fossil fuels with energy from renewable sources. On a 
large scale, this can mainly be achieved through electricity from wind, sun, and 
hydropower, which are subject to intermittency. Questions emerge on how to man-
age these non-controllable energy sources, how to handle excess electricity genera-
tion, and use it in an efficient way in terms of economic, ecologic, and social welfare 
aspects. To efficiently integrate these variable primary energies, the traditional cou-
pling of the power sector to the residential, transport, industry, and commercial 
sector has to be adopted to several changing boundary conditions (Schaber et al. 
(2013), Schaber (2013), Richts et al. (2015)):

• Increasing electricity demand due to substitution of fossil fuels in the transport 
sector, in industry and commerce (including large heat pumps for district heat 
systems);

• Short-term electricity storage and longer term storage by thermal heat (including 
the short-term function of buildings) or hydrogen, ammonia, or methanol;

• Integrating millions of very small photovoltaic and wind generators operated by 
private households (balcony collectors), small companies, and communes.

This adopted electricity system is called sector coupling (SC). Due to the strong 
expansion of fluctuating renewables in Central and Northern Europe as well as 
California since 2010, the discussion about SC started in these two regions. As the 
shift continues towards the energy transition, in 2017, several German ministries 
and international energy agencies developed detailed guidelines and information on 
SC (see BMWi (2016), BMUB (2016), BDEW (2017), IRENA et al. (2018)). In 
2020, the European Commission presented a comprehensive EU Strategy for energy 
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system integration (European Commission (2020). A year later, the IEA published 
a study highlighting the role of SC in ensuring energy security (IEA (2021).

Although the terms “sector coupling” (SC) and “integrated energy” are fre-
quently used in the current energy policy debate, they are often not used clearly or 
uniformly (Scorza et  al. 2018). Several different definitions can be found in 
Ramsebner et al. (2021). Following one of the first definitions by Wietschel et al. 
2018, SC is seen as the “substitution of fossil fuels in conventional technologies 
with alternative primary energies (e.g., renewables including wind, solar, hydro, 
biomass, geothermal) in new applications or technologies”. This can be done either 
by directly using electricity, such as.

• in Power-to-Heat PtH, e.g. heat pumps, electro-thermal industrial processes,
• in Power-to-Move PtM, e.g. vehicles driven by electrical motors or by converting 

electricity into synthetic fuels,
• Power-to-Gas PtG (e.g., hydrogen) as substitution of conventional fossil 

gases, and
• Power-to-Liquid PtL (e.g., green ammonia, methanol, or e-fuels) as substitution 

of fossil fuels.

These electricity-based final energies are subsumed as Power-to-X (PtX) ener-
gies. In addition, the focus here is on the use of new or alternative technologies and 
less on classical power applications such as electrical motors, night storage heating, 
or electric trains and trams. This view of SC focuses on techno-economic issues. 
The broadly defined aspects of SC also encompass new standards, new business 
segments, IT issues (including cyber security), and legal as well as regulatory 
aspects.

The EU Strategy (EU 2020) concludes “that the transition to a more integrated 
energy system is of crucial importance for Europe. First, for recovery. It proposes a 
path forward that is cost-effective, promotes well-targeted investments in infrastruc-
ture, avoids stranded assets and leads to lower bills for businesses and customers. In 
short, it is key to accelerating the EU’s emergence from the actual economic crisis 
and for mobilising necessary EU funding as well as private investments. Second, for 
climate neutrality. Energy system integration is essential to reach increased 2030 
climate targets and climate neutrality by 2050. It exploits energy efficiency poten-
tials, enables a larger integration of renewables, the deployment of new, decar-
bonised fuels, and a more circular approach to energy production and transmission”. 
Whether energy efficiency potentials will be sufficiently exploited in this supply- 
oriented concept of SC will be questioned in the outlook of this publication.

6.2  Electrification of Road Transport

As already mentioned, a general long-term trend in energy systems with a large 
impact on society, economy, and policymaking is the gradual change towards direct 
use of electricity in many applications where fossil fuels are (or were) used. As 
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electricity has been widely available for decades in OECD countries and electric 
motors are clearly more efficient than combustion engines, electric vehicles in road 
transport have been researched since the second oil crisis in 1979. Yet, the first fleet 
trials and vehicle demonstrations did not lead to mass-market introduction. The 
situation changed around 2010 due to several factors: improvements in battery tech-
nologies (lithium-ion batteries offer higher energy density and thus longer ranges), 
seriousness of climate change with actual policies dramatically reducing tail-pipe 
emissions of newly sold vehicles beyond the reach of combustion engine vehicles 
(in particular the 95 g CO2/km target for new vehicles in Europe).

Against this background of a changing CO2 landscape, plug-in electric vehicles 
(PEV) have seen strong support and research. A substantial impact on the existing 
electricity system is expected as the previously uncoupled sectors of electricity and 
road transport interact with vehicles frequently connected to the power grid (see the 
preceding chapter on sector coupling). Early on, the scientific debate has focused on 
the potential integration of intermittent renewables supplying electric cars and 
trucks (e.g., Dallinger et  al. 2011; Dallinger and Wietschel 2012; Mwasilu et  al. 
2014; Wang 2021). Many simulations of PEV charging behaviour and their interac-
tion with the grid showed that PEV represent an important additional load but offer 
only limited power storage capacity. Accordingly, demand-side management and 
smart charging are the most important aspects of PEV (Peters et al. 2012).

The impact of PEV charging on electricity grids and power generation receives 
considerable attention in the literature. The additional load implies that some distri-
bution grid extensions or more controlled charging will be needed. Interestingly, 
although the uptake of PEV requires additional investments on the distribution grid 
level, the specific grid charges are reduced as the additional electricity demand 
increases overall grid utilisation and thus lowers its specific costs (Kühnbach et al. 
2020). This effect is even higher than the increase in generation costs due to inte-
grating flexible generation with high variable costs (Kühnbach et al. 2020).

Analyses of road transportation systems conducted in the last decade conclude 
that policies and decision making must be based on a thorough understanding of 
PEV users and the future market uptake of PEV. Many researchers make important 
contributions not only to the aforementioned aspects of renewable integration and 
grid impacts, but also to market diffusion scenarios and the characterisation of PEV 
early adopters. In a series of national and international publications, they improve 
existing methods to analyse the future market diffusion of new technologies in an 
empirically grounded manner (Plötz et  al. 2014; Gnann et  al. 2015) and help to 
analyse the national transition towards PEV (Plötz et al. 2013). Early adopters are 
described in terms of socio-demographics but more importantly for SC, they are 
shown to also be frequent owners of home PV systems and already use fully renew-
able electricity contracts (in both aspects showing much higher shares than the gen-
eral German population) (Scherrer et al. 2019; Preuß et al. 2021; Lee et al. 2019). 
Likewise, research reveals that today’s plug-in hybrid electric vehicle (PHEV) users 
do not charge their vehicles as frequently as expected (Plötz et al. 2021). Interestingly, 
there is little research on the efficient electricity use regarding battery charging, 
wheel driving, storage, and recuperation (Synák et al 2021).
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As the transition towards electric passenger cars is already underway, the next 
open research field for SC in road transport concerns heavy-duty vehicles. Initial 
results show that battery electric trucks can reduce well-to-wheel emissions from 
heavy-duty vehicles but represent an inflexible load for electric road systems (Plötz 
et al. 2019) and megawatt charging (Speth et al. 2022). Researchers will continue to 
advise policymakers and industry as well as civil society with up-to-date research 
on the future of electric road transport, e.g. in leading the construction of the first 
megawatt chargers in Europe (cf. https://www.hochleistungsladen- lkw.de/).

6.3  Energy System Modelling

Over decades of improvements in energy demand modelling, the research questions 
have also changed dramatically. While early bottom-up models looked at energy 
efficiency potentials, i.e. how much improved energy efficiency can reduce overall 
energy demand (e.g., Worrell et al. 2000), the focus then shifted to CO2 abatement 
and carbon neutrality, driven in particular by the Paris Agreement and a stronger 
public push for climate protection by many governments since 2016.

As a result, the models are challenged by the need to include deeper structural 
and technological changes and regional information to achieve greenhouse gas neu-
trality (Pfenninger et  al. 2014). The focus shifted to topics like sector coupling, 
electrification, new energy carriers like hydrogen and the potential market diffusion 
of immature novel technologies. In addition, the simulation of policy instruments 
like CO2 markets, standards or subsidy schemes gained importance as policymakers 
demanded more guidelines on how instruments will impact on future demand and 
CO2 emissions (see Fig. 1).

Among other things, these developments require higher temporal and spatial 
resolution. Energy system models moved from considering individual generic type- 
weeks towards hourly resolution of the entire year to capture the effects of high 
wind and solar generation on the system (e.g., Sensfuß et al. 2008). As a conse-
quence, topics such as demand response, e.g. from electric vehicles or heat pumps, 
have become more important (Boßmann and Staffell 2015; Boßmann et al. 2015; 
Boßmann and Eser 2016).

With research focusing on SC, entire teams of researchers couple specialised 
models of individual demand sectors with supply side or systems models with the 
aim of improving the resolution in the representation of decarbonisation pathways 
(Sensfuß et al. 2021; Del Crespo et al. 2020). Others integrate the overall system 
into one optimisation modelling approach that targets minimised overall system 
costs with perfect foresight (Pfenninger et al. 2014; Plazas-Niño 2022). This is done 
at the expense of losing technology information to make the optimisation problem 
solvable (e.g., Henning and Palzer 2014).

At the same time, spatial resolution has also increased drastically from country 
aggregates to, e.g., NUTS3 regions, or even individual points. A main driver for this 
is linking the modelling of infrastructures like electricity, gas, heat, or hydrogen 
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transport networks. Only with high spatial resolution can such models consider 
structural changes in energy demand across regions. While early models calculated 
energy demand as annual aggregates of one region (e.g., a country), contemporary 
models aim at hourly resolutions of energy demand and can break down demand 
spatially from country aggregates to individual NUTS3 regions or even local centers 
of high energy demand. Some detailed sector models even went further and repre-
sented individual agents and their interactions within the simulation (see, e.g., 
Nägeli et al. 2020 and Steinbach 2016).

Independent of the respective research questions, the movement towards open 
source models has gained huge momentum over the last decade, driven by public 
authorities and designers of research programmes like Horizon 2020, with their 
greater priority for open source and transparency. This is a result of dissatisfaction 
with “black box” models and the associated difficulties in explaining the results and 
making the causal chain comprehensible. Modelling teams have reacted and many 
new open source models have emerged (Pfenninger et al. 2014; Hörsch et al. 2018; 
Brown et al. 2018), although the opening of proprietary models is still an ongoing 
process.

It is very likely that modelling approaches in the future will diversify even more 
and specialise in answering specific research and policy questions. Time will show 
whether open source models are a way to collaboratively build even bigger models 
with even more detail. Computing power will certainly continue to increase and will 
drive corresponding developments in energy system modelling towards greater lev-
els of detail with higher temporal and spatial resolution. New methods like machine 
learning are likely to play a bigger role.

6.4  Digitalisation: Supporting the Energy System Efficiency

Already at the beginning of 2000, several research papers discussed the links 
between information technologies and the energy system and identified the poten-
tial benefits of closer interactions. Concepts and ideas for sustainable consumption 
emphasise and indicate individual solutions for different stakeholders to improve 
the sustainability of the energy system (Schleich et  al. 2013). Knowledge about 
demand and generation is key to stabilise grid infrastructures, but communication 
links for small-scale assets are still developing. Research topics cover these aspects 
and several new concepts are elaborated and tested. Researchers support the devel-
opment and add new dimensions focusing on participation and the acceptance of 
technologies and their use (Tureczek and Nielsen 2017; see also Heyen et al. (2024) 
of this anthology). In particular, the planned smart meter roll-out raises several 
questions about data security and privacy that also affect its implementation into the 
energy system.

With the increased number of small-scale and decentralised generation assets, 
the research community’s interest turns to their controllability and current status 
information and large-scale research programmes launched. Within the e-energy 
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programme running from 2008 until 2013, the main goal is to optimise especially 
the power system using ICT technologies (BMWK 2014). The programme led to 
technical solutions that are still lacking suitable market solutions and regulatory 
frameworks. Furthermore, the inclusion of key stakeholders on the demand side and 
the implementation into real-life settings are identified as major gaps for fast diffu-
sion of the solutions. This leads to new research approaches developed under the 
concept of smart energy showcases SINTEG1 (Klempp et  al. 2020) and real-life 
laboratories (REALLABORE2), where possible solutions are developed and shown 
to a wider number of stakeholders in more industrial scale conditions. Five key 
requirements are identified that are needed in future power systems where digitali-
sation is seen as a key enabler: Increasing the flexibility of energy supply and 
demand, integrating flexibility into energy markets and grid operation, optimising 
and securing the control of flexibilities, testing and validating new solutions in an 
efficient and fast way, and finally increasing participation and acceptance of energy 
system users. On an international level user participation and engagement as well as 
market and grid integration are also identified as key areas where digitalisation can 
play a crucial role (CODES 2022).

With clear challenges ahead like climate change and the advancing digitalisation 
of the economy, research concepts are moving more in the direction of a mission- 
oriented approach, which defines societal goals and clear steps for how and when 
these should be reached. Related to smart meters and digitalisation of the energy 
sector the mission-oriented approach sets a clear focus on largest benefits of these 
technologies to reach climate goals while avoiding or minimising negative environ-
mental impacts. Researchers support this approach with state-of-the-art concepts, 
including how to best use digital technologies to support energy transmission, 
improve system operation, and include demand-side options (Klobasa et al. 2019; 
Singh et al. 2021). Relevant research questions are concerned with how to adapt and 
change current regulatory conditions (Bekk et al. 2021) and improve demand-side 
participation (Kühnbach et al. 2022) on a low voltage level as well.

7  Summary and Outlook

First doubts on ever increasing energy demand were expressed in the early 1970s 
(Chapman et al. 1972). Increasing disputes among energy economists and energy 
systems analysts could be observed in the energy-related journals in the late 1970s 
and 1980s about the importance of energy efficiency potentials and their profitabil-
ity (Hatsopoulos et al. 1978). Existing obstacles and market imperfections called for 
technology- and target group-specific energy efficiency policies. The importance of 

1 SINTEG: Schaufenster intelligente Energie, https://www.bmwk.de/Redaktion/EN/Publikationen/
Sinteg/executive-summary-in-english-overview-of-the-key-results-of-five-years-of-sinteg.html.
2 https://www.energieforschung.de/spotlights/reallabore.
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structural changes within the economy to a more service-oriented economy, within 
industry in favour of non-basic product branches, and even within individual 
branches to more content of services (e.g., maintenance, ready-mixed concrete), 
was heavily discussed. The dissent among energy economists and engineers in the 
1970s and 1980s can also be understood given the expectation of very inexpensive 
electricity generated from nuclear power.

First recommendations for energy efficiency research programmes were made to 
governments, including the development of more detailed energy system modelling, 
based on models of operations research or simulation. However, since the early 
1980s—after the second oil price increase in 1979—the topic of energy efficiency 
has been increasingly accepted as an “energy source” and detailed energy demand 
projections have received increasing acceptance. Aspects of obstacles, market 
imperfections, innovation, and related policies have been taken up by the scenario 
techniques since the late 1980s, assuming different intensities of energy efficiency 
policy or efforts and successes of research in efficient energy technologies (e.g., 
passive houses, waste heat use, electronic control and sensors (Craig et al. 2002)).

Increasing analytical details of efficient energy use, effects of structural change, 
and saturation on final energy demand are challenging impulses for the develop-
ment of new methods such as multi-disciplinary hybrid models, complex statistical 
analytics, patent and bibliometric analyses, multi-criteria assessment methods (see 
Fig. 1). The social cost of energy use (Hohmeyer 1988), the social benefits of effi-
cient energy investments (such as additional employment and additional exports) 
led to additional energy-related data and new versions of input–output models 
(Legler and Jochem 1977; Geller et al. 1992). Final energy demand of several EU 
countries dropped between the 1990s and 2020 by around 10% despite eco-
nomic growth.

At the turn of the century, liberalisation of grid-based energies reduced one of the 
market imperfections and offered the opportunity even to energy supply companies 
to sell energy-efficient solutions as an energy service. This development realised the 
statement of some authors of the 1970s that energy efficiency should be considered 
as “energy source” (Lovins 1976).

Increasing market shares of renewable energy in electricity generation started to 
convert the role of electricity demand as a driver of electricity generation to the 
opposite: daily and seasonally fluctuating electricity generation from photovoltaic, 
wind, and waterpower increasingly determines the patterns of electricity demand. 
This change induces new technical and organisational innovations in areas of higher 
variability of electricity demand, hourly fluctuating electricity prices, electricity 
storage, and more intensive coupling in the energy transformation sector, particu-
larly with heat use and storage, and hydrogen applications in the coming decades. 
These changes become particularly difficult in northern industrialised countries, if 
they have little potentials of hydropower, biomass, or geothermal energy. Thus, 
more efficient energy use may get more attention in the near future—supported by 
reduced demand of basic goods due to the upcoming circular economy (Jochem 
et al. 2004). Even the post-growth economy may become a game changer in the 
long run reducing energy demand in the future in industrialised countries.
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The research activities on efficient energy use and energy demand during the last 
50  years reflect the framing drivers of energy supply, energy prices, economic 
development, and policy changes. During the last two decades, climate change poli-
cies have given more attention to energy efficiency and conservation. This is likely 
to be even more important in the next few decades including more resource effi-
ciency reducing the demand of energy-intensive basic products. The progress of 
knowledge, methods, and empirical data during the last five decades is substantial 
in understanding remaining profitable energy efficiencies, upcoming new efficiency 
potentials and in projecting future energy demand. However, the authors have to 
admit that projecting the transformation of energy systems in the next three decades 
is extremely difficult:

• The speed of transformation necessary in the light of the Paris target of 1.5 °C 
maximum surface temperature increase may not be accepted by larger parts of 
the civil societies in many countries and by oil and natural gas producing 
countries.

• Market entrance and acceptance of new energy-efficient technologies require a 
substitution of energy use by capital, a severe obstacle for many private house-
holds (moderate incomes), small companies, and organisations (e.g., sport clubs, 
non-profit organisations).

• There also are high uncertainties considering the long-term performance of new 
energy-efficient technologies such as high temperature heat pumps, nanomem-
branes as low temperature separation options, nanocatalysts, electricity-based 
production of basic products and related interaction with the upcoming circular 
economy.

• Even if technical options and target-focused policies are clarified as being fea-
sible und accepted, the mere lack of engineers and crafts men in most countries 
will put a question mark on present target-oriented energy demand projections.

The progress in energy efficiency and the transition of the sectors using fossil 
fuels for heat generation or road transport deserve closer attention regarding two 
aspects.

• The abundant options of reducing final energy use in thousands of industrial 
production processes and even in buildings cause the existence of numerous 
innovation systems (Wesche et al. 2019). This extreme variety of “energy effi-
ciency” innovation systems leads to little lobbying power in public administra-
tion and governments, and also in the group of intermediates (i.e., the banking 
sector, venture capital, or standardisation; Gallagher et al. 2012). This heteroge-
neity of innovation systems at the energy demand side reflects the opposite of a 
few innovation systems of energy supply with high lobbying power (i.e., renew-
ables, green hydrogen, green fuels, possibly also Carbon Capture and Use).

This difference in numbers of innovation systems and lobbying power reflects a 
high risk that the benefits of energy (and resource) efficiency are substantially 
underestimated. This inobservance leads to unnecessarily large and costly invest-
ments in energy supply (generation, transport, and distribution). Countries which 
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realise and politically counterbalance this uneven situation of innovation systems 
will have lower energy costs in the coming decades. This will contribute to better 
competitiveness compared to those countries paying energy (and resource) effi-
ciency not more than lip service (Jefferson 2016).

• Recent social science research on clusters and related narratives that deny cli-
mate change or delay the transformation concludes that at least 20% of US 
inhabitants have strict reservations about the meaningfulness of climate protec-
tion (Meyer et al. 2023). This percentage is certainly not much different in the 
EU, Japan, or emerging countries (Dahlstrom and Rosenthal 2018).

As millions of home owners or small businesses have to make their decisions on 
energy-efficient use of heat, power, or other energy applications, these societal 
groups will not only hesitate to take timely decisions on efficient energy use, but 
also influence political decisions at the various levels of public institutions. 
Democratic countries are not well prepared to convince those societal groups that 
deny climate change and delay the necessary transformation. Centrally governed 
countries with little democratic political structures may have a substantial advan-
tage of realising energy-efficient solutions as an important part of the transition 
deeper and faster compared to democratic countries. So, communication research is 
needed to develop methods to convince those societal groups to contribute to effi-
cient energy use and even to lifestyles of sufficiency in high income households 
(Bertoldi 2022).

Regarding the tough climate protection targets of a maximum increase of 
between 1.5 and 2.0 °C average surface temperature in the middle of this century 
compared to 1880, more efficient energy use will have to be substantially sup-
ported by:

• Reducing the demand of energy-intensive basic products by means of much 
more efficient use of final products, buildings, machinery, and plants,

• improved recycling, and more services of renting and sharing (of products and 
vehicles),

• restructuring global value chains along new energy sources,
• negative CO2 emissions, and
• the post-growth economy (including sufficiency behaviour) may become a game 

changer in the long run reducing energy demand in the future in industrialised 
countries (Vita et al. 2019).

Whether these options of efficiency and changed lifestyles in the industrial and 
emerging countries will lead to a primary and secondary energy supply based on 
renewables nuclear power that can be built in the next 25 years remains an open 
question. While the IEA speeds up its warnings for more efficient energy and 
resource use (IEA 2022b, 2023), China, India, Indonesia, and Turkey are still plan-
ning to build additional coal power stations with a total capacity of more than 100 
GW in this decade (Monitor 2023). Whether this growth is justified remains an open 
question given a steady stream of innovations of efficient energy solutions, given 
saturation (supported by resource efficient policy) as well as structural effects of 
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domestic consumption and international trade. However, experience may point to 
the 1970s, when high economic growth rates and nuclear energy were the “dream” 
of the OECD countries.
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Abstract Over the last 50 years, water research has been strongly driven by the 
poor condition of water bodies underpinned by growing environmental awareness 
in society. This was characterised by interactions between the state of the environ-
ment, policy making and water research. Three phases can be distinguished: In the 
first phase (1970s and 1980s), the focus of activities in the establishment of environ-
mental policy was on improving the precarious state of the environment in the water 
sector (first phase “establishment”). From 1990s to around 2010, further environ-
mental pressures and new findings on the causes and changed framework conditions 
led to a need for further action. The interactions with other issues and a systemic 
perspective gained in importance (second phase “expansion”). In the years since 
2010, the pressure to act has increased once again, particularly due to climate 
change. The need for systemic change is becoming increasingly clear (third phase 
“transformation”). The development is also characterised by an internal dynamic 
that is constantly increasing the scope and complexity of water research. The focus 
has shifted from individual technologies to systemic solutions. The need for trans-
formation in the water sector is reflected, for example, in the national water strategy.
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1  Background/Objective

The field of water research is very broad. It encompasses many areas, which show 
no obvious relation to innovation research, such as basic natural-science related 
research on the fundamentals of the natural water system. However, our chapter 
focuses on water research which is clearly linked to innovation issues, in particular 
research which deals with the specific segments of water systems as part of the built 
environment. This segment is key for determining the interaction between the socio- 
economic system and the natural water system. From the perspective of the socio- 
economic system, water resources provide input for production and consumption in 
form of water supply. But water bodies also have the function of absorbing output 
from the socio-economic system in the form of wastewater and inflows from agri-
cultural land and soil surfaces. A sustainable use of water requires that there is no 
overuse of both functions, which would lead to a deterioration of the natural system. 
The last 50 years, however, have been characterised by the fact that these functions 
were being increasingly challenged. For the water systems there are three dimen-
sions to the challenges in particular: (a) water quality problems due to emissions 
from the socio-economic system into the water bodies; (b) overuse of water 
resources; (c) problems in management of storm water caused by the increased seal-
ing of soil surfaces and changing precipitation patterns.

The water sector is peculiar in that it is subject to a triple regulatory challenge for 
innovation: The first challenge relates to the external benefits of R&D and requires 
regulation to deal with the protection of intellectual property rights and the incen-
tives for research. This challenge is the same in all other innovation domains. The 
second challenge arises from the external nature of environmental pollution, which 
is key to the challenges arising for water systems. It follows from this second chal-
lenge that the demand for water innovations crucially depends on regulation and 
environmental policy (Rennings 2000). The third regulatory challenge arises from 
the economic nature of (public) water supply and wastewater treatment systems as 
monopolistic bottlenecks, which require economic regulation. These economic reg-
ulations also have specific effects on the demand for innovation in regulated areas 
(Walz 2007). Demand, however, is an important factor for innovation activities, 
which is interacting with the supply side of innovations (Edler 2016). Thus, our 
chapter is also of particular interest as a case study on the interaction of pressure to 
act, research and regulation in an innovation system which is subject to this triple 
regulatory challenge.

Our chapter deals with two research questions. First, we want to analyse how the 
pressure to act interacts with innovation-related water research and regulation or 
policies. Second, we want to find out more about the logic of the long-term develop-
ment of research and innovation in the water sector. The underlying analysis focuses 
on the national development in Germany. Cross-connections, especially with devel-
opments at the EU level, are taken into account. For both research questions, we 
start with the following hypotheses.
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Our first hypothesis states that the interplay between the pressure to act, which is 
triggered by the state of the environment, the knowledge gained through research 
work and the identification and implementation of regulation and policies, contrib-
uted in Germany to the emergence of three different phases. These three phases can 
be summarised as follows:

• Particularly in the 1970s, but also to some extent in the 1980s, the focus of activi-
ties in the context of establishing environmental policy was on improving the 
precarious state of the environment in the water sector. Major causes of a large 
proportion of environmental pollution were obvious, so that measures could be 
directly derived and implemented (First Phase “establishment”).

• In the subsequent phase (1990s to approx. 2010) further environmental pres-
sures, new findings on the causes and the strongly changing framework condi-
tions led to an additional need for action. The measures resulting from this 
pressure highlighted the need for a systemic perspective that took into account 
the intensive interactions with other thematic fields and areas of action (Second 
Phase “expansion”).

• In the years since 2010, the pressure to act has intensified once again, also, and 
especially against the backdrop of the climate change impacts that are now 
becoming increasingly clear. The need for comprehensive, systemic changes in 
the water sector is now becoming widely accepted (Third Phase 
“transformation”).

The hypothesis for the second research question states that starting from the 
approaches which addressed the need to act in the 1970s with the initial strong 
problem-oriented focus on technologies and regulations, water policy has evolved 
into more integrated approaches. This is consistently increasing the complexity of 
the underlying innovation system by integrating more actors and more perspectives. 
Initially, the approach was very much motivated by the precarious state of the 
aquatic environment and the search for technical solutions. However, with increas-
ing insights into the complexity of water management, the role of water research 
and a systemic approach based on it increased as a basis for the formulation and 
implementation of environmental policy measures.

In order to tackle the research questions, the connections between the develop-
ment of the environmental states in the area of water, water policy and water research 
are shown and explained in more detail for each of these three phases. Due to the 
complexity of the water sector, it is not possible to provide a fully comprehensive 
view. Instead, specific lines of development are selected as examples that are of 
particular importance and representative of the water sector in terms of the changes 
that have taken place.

The chapter is structured chronologically through the decades. The three phases 
are analysed in three sections. The individual sections are subdivided according to 
the following aspects: (a) pressure to act; (b) concrete important changes in research 
activities, which are related to the change in the phase; (c) important implemented 
measures and regulations. The chapter concludes with a discussion and an outlook, 
with regard to our two research questions: (a) logic of interaction between pressure 
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to act, innovation-related water research, and policies; (b) logic of change in research 
over time. In order to support our line of argument with empirical data on develop-
ment of research, we analysed databanks which show information of the projects 
funded in Germany. To back up our arguments, we also looked at the development 
of innovation indicators such as publications and patents in order to figure out, how 
our specific research topics linked to sustainable use of water developed within the 
overall broad topic of water research.

2  Phase 1: Establishing Water as Key Issue 
in Environmental Policy

2.1  Pressure to Act

In 1971, the first environmental programme of the federal government was adopted. 
It included fundamental aspects such as the “polluter pays” and the precautionary 
principle as well as the topic of water as seen from various facets. The catastrophic 
condition of the water bodies was reflected in very high levels of organic matter and 
nutrient concentrations in the water bodies. Improving water quality by reducing 
these loads was seen as a key imperative (Sachverständigenrat für Umweltfragen 
(SRU) 1974), and the pressure to act increased quite substantially in terms of the 
need for wastewater treatment. The first environmental programme therefore called 
for a cleaning up of the German water bodies by 1985 (BMI 1971). Various activi-
ties started in subsequent years—both in the field of research and with regard to the 
establishment of the legal and institutional framework, such as the founding of the 
German Environment Agency in 1974.

2.2  Important Research Activities

In the 1970s, research activities in the field of water were greatly intensified. This 
was reflected in the increase in research projects and funding in the early 1970s. 
Various funding institutions were active (Eberle 1978) with different focuses (cf. 
Merkel and Reiff 1983; Bauer 1977; Eberle 1978):

• the federal government, primarily through the then BMFT as well as the BMI, 
which was responsible for environmental affairs prior to establishment of 
the BMU;

• the federal states, which are responsible for supporting the construction of sew-
age treatment plants, with funding of very specific application-oriented research,

• more academic-oriented research funded by the DFG and institutional univer-
sity funds,

• projects and institutes supported by the water supply companies themselves.
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The diversity of institutions active in the field of water research, which developed 
in Germany in the first phase, has remained a special characteristic in this country 
until the present day (see Fig. 1). The most important funding agency over time has 
been the BMBF, which funded larger research projects in particular compared to the 
numerous research projects of the Bundesländer, which typically have been 
rather small.

The research projects in this first phase focused primarily on technical approaches 
to water treatment and wastewater purification. This reflected the pressure to act 
quickly: The primary focus was on the development and optimisation of single tech-
nologies. The analysis of water research projects included in the BMBF funding 
catalogue clearly shows that research in this phase was organised primarily as indi-
vidual projects. Furthermore, most research was performed in a disciplinary man-
ner, with a move towards more interdisciplinary research occurring only slowly 
(Sachverständigenrat für Umweltfragen (SRU) 1974). As the importance was rec-
ognised at the beginning of the 1980s of embedding research into the practical 
implementation context, the involvement of practical partners and the technical 
implementation of the findings from the research projects were a requirement for 
some of the funding measures. This also resulted in the number of collaborative 
projects increasing steadily, a trend which can be seen also in the BMBF funding 
catalogue.

Important developments during the first phase were, for example, the improve-
ment of biological purification or treatment processes and the use of new processes 
(activated carbon, ion exchangers, membrane technology, ozone, etc.) for drinking 
water and wastewater purification, the elimination of nitrogen/nitrate and phospho-
rus, or the improved treatment of industrial wastewater. At the end of the 1970s and 
in the 1980s, the increased procedural and process engineering effort due to the 
increased requirements also led to research efforts in the areas of process stability 
with the necessary accompanying measurement, control and regulation technology. 
In addition, improved wastewater treatment led to an increase in the amount of sew-
age sludge and the resulting often anaerobic sludge treatment with sewage gas pro-
duction. In-plant generation of electricity, combined heat and power generation and 
improving the energy efficiency of the facilities became important R&D topics. 
Furthermore, first research and demonstration projects were performed that fulfilled 
the requirements of the integration of practical partners, so that practice-oriented 
guidelines for action were developed as a result (e.g., Kunz and Müller 1986; 
Hillenbrand and Kunz 1989).

Another important research focus during this time was the improvement of the 
analysis and monitoring of environmental pollutants in bodies of water, in drinking 
water or wastewater, as well as the ecological assessment of the effects of pollut-
ants. It was here that the foundations were laid for more far-reaching requirements 
in terms of protecting health and water. Thus, from the perspective of a policy cycle 
of environmental policy (Böcher and Töller 2012), water research did not only sup-
port the design and implementation of policy strategy, but it also contributed towards 
identification and agenda setting.
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Fig. 1 Representation of (a) number of research projects and (b) funding volumes in the water 
sector, subdivided by funding institutions. Explanations: Evaluations of UFORDAT, without EU 
projects; BMBF+, BMU+, BMWi+: each with predecessor institutions in the period under consid-
eration; others: federal states, foundations, companies, other ministries, etc.; funding totals 
adjusted for inflation with reference year 2020. Data for 2018 incomplete. Source: Fraunhofer ISI
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Due to the favourable climatic conditions with its ample supply of water resources 
in Germany, no urgent need for research to improve water efficiency or reduce water 
demand was seen in the 1970s, and studies on the future development of water con-
sumption were carried out only to a limited extent. The forecasts of the population’s 
water consumption and the associated wastewater generation were extrapolated 
from the history of water consumption in a highly simplified manner and assumed 
a significant increase in per capita water consumption. For example, in the early 
1970s, household water consumption was predicted to reach 200 litres per capita 
per day (lpcd) by the year 2000 (Battelle-Institut e.V. 1972), while it actually 
dropped to less than 130 lpcd. These forecasts served as a basis for the design of 
water infrastructure systems (especially water supply and sewerage networks) in 
settlement areas. Only a few studies (e.g., Merkel and Reiff 1983), motivated pri-
marily by possible cost savings, started at the beginning of the 1980s to study the 
multiple use of water and the reduction of water losses.

2.3  Measures and Regulations

The high political pressure to act caused by the poor water quality led to regulatory 
measures at the national as well as the international level. In Germany, parallel to 
the further expansion of drinking water and sewer networks, a total of more than 
8000 municipal wastewater treatment plants with mechanical-biological stages 
were built or expanded with the primary objective of reducing the input of oxygen- 
consuming organic and easily degradable wastewater constituents into bodies of 
water. Minimum requirements for wastewater treatment were formulated through 
the amendment of the Federal Water Act (Wasserhaushaltsgesetz) in 1976 with the 
introduction of the state of the art through §7a as a requirement for wastewater treat-
ment and the concretisation through the first Wastewater Management Regulation 
(Schmutzwasser-Verwaltungsvorschrift) of 1979. Based on research results, the 
necessity of limiting nutrient inputs became increasingly clear for reasons of water 
and ocean protection and additional restrictions on nitrogen and phosphorus were 
imposed in 1989 as part of the so-called “10-point programme” from 1986 (Töpfer 
et al. 1988).

On the basis of the emission principle, industrial wastewater discharges in par-
ticular were more strongly regulated with the help of sector-specific wastewater 
management regulations. In addition, restrictions began to be imposed on individual 
areas of application through a chemicals policy (Detergents and Cleaning Agents 
Act (Wasch- and Reinigungsmittelgesetz) in 1975, a Fertilisers Act 
(Düngemittelgesetz) in 1977, a Chemicals Act (Chemikaliengesetz) in 1980, and 
aEU Directive 76/464/EEC on the discharge of certain dangerous substances into 
the aquatic environment (Sachverständigenrat für Umweltfragen (SRU) 1987). The 
stricter requirements were supported by economic incentives within the framework 
of the Wastewater Discharge Act (Abwasserabgabengesetz) passed in 1976 with 
levies for the discharge of various pollutants.

Understanding the Co-Evolution of Research and Water Protection Policies…



282

The success of the measures could be verified, for example, by the water quality 
map published for the first time in 1975: The quality classes I (unpolluted to very 
slightly polluted) to IV (excessively polluted) show the results of biological- 
ecological inventories of watercourse sections based on the saprobic system, with 
the help of which the biological water quality can be assessed using the organisms 
found in the water as bioindicators. Water quality maps illustrated the improve-
ments achieved in the late 1970s and in the 1980s and also were quickly used in the 
new federal states after reunification, illustrating short-term improvements as a 
result of the investments in water infrastructure made there (cf. Kautt 1996).

3  Phase 2: Expanding Existing Approaches

3.1  Pressure to Act

Phase 1 had led to initial regulations and measures being taken for major sources of 
nutrient and pollutant inputs (wastewater management regulations, ChemG, 
WRMG, nitrate guidelines, etc.). Despite the resulting improvement achieved in the 
quality of surface waters, there was still a clear need for further action in order to 
achieve a good hygienic, ecological and chemical state in which the aquatic ecosys-
tems deviate only slightly from their natural condition. This would allow for water 
to be used without restriction, for example, for bathing water, fishing water or for 
the production of drinking water (Sachverständigenrat für Umweltfragen (SRU) 
1987; UBA 2006). Furthermore, various chemical accidents (Seveso  in 1976; 
Bhopal  in 1984; Sandoz in 1986) demonstrated the need to look beyond organic 
matter and nutrients as the only sources of pollution.

In the second phase, it also became increasingly clear that trade-offs between 
different goals existed. Traditionally, the sewage sludge from wastewater treatment 
had been used as agricultural fertiliser, and phosphorus was kept within the nutrient 
cycle. However, the conflict of goals between the nutrient character of the phospho-
rus contained in sewage sludge and the pollutants also contained in sewage sludge 
led to a decrease in direct agricultural utilisation. Thus, the question arose whether 
the phosphorus could be technically recovered and used as fertiliser 
(Sachverständigenrat für Umweltfragen (SRU) 2002).

In addition to these remaining challenges, the focus changed in phase 2, both in 
water research and in the political objectives and implementation measures. Changes 
in important framework conditions played a very important role (cf. Hillenbrand 
and Hiessl 2007):

• The  original forecasts of drinking water consumption (cf. Battelle-Institut  
e.V. 1972) forecast an increase in the specific water demand of households up 
to 200 lpcd, on which the planning of the water infrastructure had been largely 
based until then. But instead of a steady increase, there was a stagnation or even 
a decline in water demand. In the industrial sector, the reasons for this decline 
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were cost reduction measures, changed production processes, and stricter envi-
ronmental requirements. In the private sector (decline to below 130 lpcd), the 
use of more efficient household appliances also played an important part. These 
efficiency improvements were often motivated by the associated energy and 
cost savings. However, reduced water use could also lead to problems in the 
operation of the water and wastewater networks, e.g. the deposition of solids 
from the wastewater in the sewer network.

• These problems were exacerbated by demographic change, which had very dif-
ferent regional effects in Germany, especially after reunification. The decline in 
population figures which was in part sharp, partially coupled with a decline in 
industrial activities, led to an under-utilisation of the water infrastructure and 
thus to technical operating problems. It also resulted in a deterioration of the 
economic framework conditions which was in part drastic, due to the decline in 
revenues to cover a fixed cost structure of infrastructure assets with long lifes-
pans and depreciation periods (Hillenbrand et al. 2011). This led to debates about 
increasing water and sewage fees.

• Due to the global intensification of the water issue, the importance of the export 
relevance of water technologies also increased against the background of the 
globally recognised excellent state of the art of German technology. This resulted 
in additional incentives for research activities in cooperation with German tech-
nology providers, in order to further strengthen the advantage of German export-
ers (cf. Kluge and Schramm 2016).

• In addition, the in part poor condition of the existing water infrastructure in the 
settlement areas, including the associated hazard potential and the need for reha-
bilitation to be derived from it, became clear from the mid-1980s onwards. For 
example, on the one hand, the risk to groundwater from exfiltration of wastewa-
ter increased. Leaky sewage systems, on the other hand, cause extraneous water 
quantities that put a strain on the sewage treatment plants both in terms of the 
purification processes and the amount of wastewater produced.

• The threat to water infrastructure from possible attacks and the link to security 
issues came into particular focus against the backdrop of perceived threats from 
terrorist organisations in the early 2000s. Thus, even though not debated in pub-
lic a lot, innovations for protecting water infrastructure systems against terrorist 
attack were seen as necessary.

To sum up, the pressure to act in Phase 2 is shown, on the one hand, as a continu-
ation of existing challenges and on the other hand, as challenges related to the water 
infrastructure itself. Thus, expanding existing approaches and increasing the scope 
of solutions became central for the pressure to act in Phase 2.
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3.2  Important Research Activities

 Water Protection

With reduced emissions from key point sources, induced by the initial regulations 
and measures such as wastewater management regulations, ChemG, WRMG, nitrate 
guidelines, more precise statements on the sources of inputs, input pathways and 
effects became necessary. Thus the development of corresponding methods and 
findings became important research tasks. The various chemical accidents (Seveso 
1976; Bhopal 1984; Sandoz 1986) also resulted in calls for more information on 
substances used in industry, their quantities and their emissions into the environ-
ment. In addition, the effects of accidents and shock or continuous loads on bodies 
of water, and thus also on water uses (e.g., after bank filtration and treatment as 
drinking water), were increasingly investigated scientifically. In corresponding 
research projects on forecasting and assessing water quality or quantifying the 
effect of measures, a more comprehensive view of water bodies and their environ-
ment had become necessary. This was stimulated in particular by international 
activities, such as the Toxic Release Inventory (TRI) in the USA (1986) as the first 
national emission inventory, and by Chap. 19 of Agenda 21 on Establishment of 
pollutant emission registers (“Pollutant Release and Transfer Register—PRTR”). 
Thus, research began in Germany on the inventorying of pollutant inputs. The 
results showed the clearly increased importance of diffuse sources of pollution and 
input pathways, e.g. heavy metal inputs via urban areas or nitrogen inputs from 
agriculture (Böhm and Hillenbrand 2000; Fuchs et al. 2002; Hillenbrand et al. 2005).

The various inventories also supported the comprehensive view of the body of 
water, taking into account its entire catchment area: at such a river basin manage-
ment level, the influence of the important global change processes can be identified 
and cost-efficient measures can be developed. Such inventories also supported the 
new institutional approach of the European Water Framework Directive to manage 
emissions with a look at the entire catchment area instead of looking at single pro-
cesses only (see below). This resulted in various projects which were devoted to 
how to institutionalise such integrated water management (Richter et  al. 2013; 
Helmholtz-Zentrum für Umweltforschung—UFZ 2015). The resulting projects also 
led to even higher degrees of bringing together different research institutions in 
large research projects. The BMBF’s GLOWA research focus,1 for example, con-
sisted of research consortia which linked different systems modellers with technical 
expertise. In the GLOWA project for the river Elbe catchment area, this led, on the 
one hand, to an integration of modelling the diffusion of technical innovations in the 
municipal and industrial wastewater sector with modelling of the socio-economic 
framework conditions. On the other hand, the modelling of the effects of the 
innovations was embedded within natural-science based models, which show the 

1 BMBF-Forschungsschwerpunkt GLOWA https://www.fona.de/en/measures/funding-measures/
archive/global-change.php.
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effects of resulting emission reductions on water quality (Wechsung et  al. 2013; 
Sartorius et al. 2011; Hillenbrand and Böhm 2008). Furthermore, research started to 
look at systemic issues of water basin management, such as setting up water man-
agement plans and cost-effectiveness analysis (Böhm et al. 1999; Böhm et al. 2002).

In conjunction with improved analysis and assessment methods, research results 
simultaneously clarified the multitude of relevant pollutants and the effects they 
trigger. While pollution with heavy metals had already been focussed on at the end 
of the 1970s, organic microcontaminants (sometimes also referred to as micropol-
lutants or later also trace substances) only moved into the spotlight of research 
efforts in phase 2. This can also be seen by looking at the development of topics of 
publications or focus of funded research projects (Figs. 2 and 3). Studies were con-
ducted on the whereabouts of pharmaceuticals in the environment, among other 
things, which demonstrated their occurrence in groundwater and drinking water for 
some representatives of this group of substances (Bergmann et al. 2011).

After the simple landfilling of sewage sludge as well as its agricultural utilisation 
had been increasingly restricted, the importance of sewage sludge incineration grew 
significantly. In order to counteract the associated loss of phosphorus contained in 
sewage sludge, processes were developed from the beginning of the 2000s on, with 
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which phosphorus can be recovered from wastewater, sewage sludge or sewage 
sludge ash (cf. BMBF funding call in 2004). Investigations showed that recovery 
from ash is more effective than recovery from sewage sludge or wastewater. At the 
same time, a conflict of objectives between cost efficiency and environmental effec-
tiveness became apparent: the higher quality of the p-products was usually accom-
panied by relatively high costs, whereas more cost-effective processes produced 
p-products with a limited fertilising effect only and higher pollutant contents. This 
conflict of objectives was ultimately responsible for the fact that under the condi-
tions prevailing in the early 2010s, research results concluded that phosphorus 
recovery could not be implemented in an economically viable matter (Sartorius 
et al. 2012).

The remaining pressure to reduce emissions also led to further development of 
existing approaches. In the case of drinking water treatment, for example, an impor-
tant task was to develop treatment processes, even for smaller facilities, in cases 
where nitrate and pesticide concentrations were too high. In the industrial and com-
mercial sector, comprehensive, integrated approaches were developed, that aimed at 
avoiding the transfer of harmful substances across all media, at closing the cycle or 
reusing treated wastewater, and also at recovering valuable substances from waste-
water. As early as 2003, studies were carried out analysing industries which used 
persistent, toxic chemicals. The aim of these studies was to enable companies to 
identify environmentally hazardous substances in products and processes and 
replace them with lower-risk, technically efficient solutions (Ahrens et al. 2003).

The large number of problematic substances and different sources of input also 
showed the limits of end-of-pipe technologies. Investigations on the basis of succes-
sive substance flow and substance input modelling highlighted the need for a com-
bined approach of emission and immission principles and the need for more 
source-related efforts to prevent environmental pollution (Hillenbrand et al. 2014). 
This resulted in calls for implementing improved agricultural practices with regard 
to the input of nutrients and pesticides, reducing the atmospheric deposition of pol-
lutants or developing substitution options for emission-relevant uses of substances.

 Water Infrastructure for Water Supply and Sanitation

The significantly increased pressure in the area of (urban) water infrastructure sys-
tems for water supply and wastewater disposal led to an intensive search for 
improved procedures for the assessment and restoration of pipeline and sewer net-
works. The involvement of practical partners in collaborative research projects was 
a prerequisite for the rapid implementation of research results. With regard to waste-
water discharge, the subject of sustainable rainwater management (decoupling, per-
colation, treatment, charging structures, etc.) was also increasingly addressed. In 
particular, in the second half of phase 2, this also resulted in a substantial increase 
in collaborative projects dealing with integrated water infrastructure management 
(see Fig. 3).
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At the same time, research into improving energy efficiency within the water 
infrastructure was intensified in different directions. Work on anaerobic sludge sta-
bilisation was advanced quite significantly in the 1990s. The approaches were 
expanded in the early 2000s to include the goal of hydrogen production at sewage 
treatment plants and the energetic use of sewage gases in fuel cells (cf. significant 
increase in the importance of the topic of energy in Fig. 3).

The changing framework conditions also led to more fundamental reflections 
and scenario considerations for the future development of water infrastructure. The 
framework concept “Urban Ecology” (Stadtökologie) developed by the BMBF in 
1990 focused on recommendations for action in the design and use of water and 
bodies of water in cities and urban regions, which included the objective of near- 
natural rainwater management in settlement areas. At the same time, long-term sus-
tainable decentralised or semi-centralised system concepts as well as novel or 
resource-oriented sanitation concepts (NASS) were developed and tested (Hiessl 
et  al. 2005; Deutsche Vereinigung für Wasserwirtschaft, Abwasser and Abfall e. 
V. (DWA) 2008; Hiessl et al. 2012; Londong et al. 2011). Possibilities for sector 
coupling with the energy or waste sector were also developed. In addition to the 
energy technologies described above that can be used at the wastewater treatment 
plant, the use of the waste heat contained in the wastewater from the sewer network 
also plays an important role. After initial research had been carried out as early as 
the 1980s, broader implementation-oriented projects started in the 2000s. Wastewater 
heat from grey water, the lightly contaminated domestic wastewater partial flow, 
e.g. from the shower, can be recovered closer to where the heat is generated and 
therefore with a higher degree of efficiency. More intensive research activities on 
this began at the end of the second phase. The prerequisite for this is the separate 
discharge of black and grey water, as favoured in the concept of resource-efficient 
infrastructures (Vetter et al. 2011; Menger-Krug et al. 2012).

The increasing prices for water supply and discharge of wastewater also induced 
research activities. One string of research looked into ways of improving the effi-
ciency of the water utilities by investigating the role of technical standards or vari-
ous forms of benchmarking tools (Böhm et al. 1998; Zschille et al. 2010; Hoffjan 
et al. 2011; Holländer 2011). Another string debated the role of privatisation and 
competition in the water sector (Mankel and Schwarze 2000; Michaelis 2001; 
Sachverständigenrat für Umweltfragen (SRU) 2002; Koch 2003; Brunner and 
Riechmann 2004; Wackerbauer 2009). This research concluded, by and large, that a 
modernisation of the industry is necessary, though not a general restructuring 
(Gawel and Bedtke 2015). The threat to water infrastructure from possible attacks 
and the link to security issues also influenced research. Against the background of 
the more comprehensive requirements, water management systems and measures 
were assessed in terms of their vulnerability as critical infrastructure and their sus-
tainability (van Leuven 2011; Petermann et  al. 2011; Schneidmadl et  al. 2000; 
Deutsche Vereinigung für Wasserwirtschaft, Abwasser and Abfall e. V. (DWA) 
2008; Hillenbrand et al. 2009).

The expansion of existing approaches and a stronger focus on the infrastructure 
systems led not only to interdisciplinary collaborative projects but also required the 
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involvement of important stakeholder groups, including those outside the water sec-
tor. Furthermore, socio-economic issues, e.g. regarding the acceptance of innovative 
approaches and their effectiveness, were increasingly included in the projects 
(Hiessl et al. 2005; Hiessl et al. 2012; Kluge and Libbe 2010).

3.3  Measures and Regulations

In conjunction with the research efforts aimed at improved wastewater treatment 
processes which can (also) be applied in the industrial and commercial sector, addi-
tional sector-specific minimum requirements were imposed via annexes to the 
Wastewater Management Ordinance (Abwasserverwaltungsvorschrift) (or, from 
1997, as annexes to the Wastewater Ordinance (Abwasserverordnung)) and its 
amendment (Sachverständigenrat für Umweltfragen (SRU) 2004). The technologi-
cal advancement in treatment technologies achieved in research projects contributed 
to the introduction of more stringent regulations by showing that technical solutions 
exist which enable the standards to be fulfilled. Increased emphasis was also placed 
on the purification of wastewater partial flows and, if necessary, their pre-treatment. 
The European IPPC Directive (96/62/EC—Directive on Integrated Pollution 
Prevention and Control) introduced an integrated, cross-media approach for the first 
time for selected, particularly environmentally relevant industrial sectors. The aim 
was to achieve the highest possible level of protection for the environment on the 
basis of the best available techniques (BAT). According to Article 15 (3) of this 
Directive, the main pollutant emissions should be recorded and published every 3 
years. The first inventory was published in 2003 for the reference year 2001; 90% 
of the emissions from IPPC installations were to be recorded within.2 From 2007 
on, the EPER was replaced by the E-PRTR (Regulation (EC) 166/2006), which 
significantly extended the obligation to provide information.

To implement the research results with regard to the relevance and entry path-
ways of chemicals into the environment, the requirements were also extended via 
chemicals policy—both at the international and European as well as at the national 
level (EU Directive on the placing of plant protection products on the market 
((91/414/EEC); EU Biocide Directive (98/8/EC) on the placing of biocidal products 
on the market; Chemicals Prohibition Ordinance (Chemikalienverbotsverordnung) 
for implementing the Chemicals Act (Chemikaliengesetz), etc.). In addition, infor-
mation tools were developed to inform consumers about environmentally hazardous 
substances (e.g., in 1993 the first Blue Angel award for detergents with the criteria 
complete biodegradability and limited toxicity to aquatic organisms was established).

In contrast, the establishment of immission-related limit values (quality targets) 
for hazardous substances in bodies of water, which was already envisaged in EU 
Directive 76/464/EEC, was delayed considerably. Quality objectives became legally 

2 cf. https://cwm.unitar.org/publications/publications/cbl/prtr/pdf/cat3/eper_de.pdf.
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binding for the first time in Germany with the Quality Objectives Ordinance 
(Qualitätszielverordnung) being used to implement the EC Water Protection 
Directive 76/464/EEC in 2001.

Shortly before that, in 2000, the EC Water Framework Directive came into force 
(Directive 2000/60/EC). This changed the implementation of German water man-
agement fundamentally. The Water Framework Directive requires water manage-
ment in river basins, an integrated management of ground and surface water, and the 
definition of ecological, chemical and quantitative environmental targets with the 
involvement of the public in planning processes (cf. Leinweber 2008). The goal was 
and is to align all uses that have an impact on ground and surface waters with the 
management objectives. This conceptually reoriented, integrated approach took 
place in parallel to changes in research activities in the area of water protection and 
water management described. Nevertheless, before its implementation the Water 
Framework Directive had been already debated intensively. Thus, even though the 
Water framework Directive was implemented in 2000, it can be assumed that its 
influence on the direction of research already started much earlier towards the 
beginning of Phase 2.

Over time, it became increasingly clear what an important role agriculture played 
in the condition of bodies of water. After this could be scientifically proven by cor-
responding inventories of the pollution situation, the pressure to act in this area 
increased. The influence of the 1977 Fertiliser Act (Düngemittelgesetz) was minor. 
However with the Nitrate Directive at the European level (91/676/EEC: Combating 
water pollution caused by nitrates from agriculture (Nitrate Directive) and the 
resulting Fertiliser Ordinance of 1996, improvements were achieved, even though 
the overall balance for Germany still shows high N and P surpluses (see UBA 
2006, p. 88).

With regard to nutrient management, the majority of scientific experts agreed as 
early as at the end of the 2000s that the recycling of sewage sludge in agriculture 
had no future and that phosphorus recovery would instead represent the state of the 
art by 2030 (Sartorius et al. 2012). At this stage, however, the political will for wide-
spread implementation was lacking, due to the fact that this would most likely have 
resulted in an increase in sewage fees.

The discussions, especially in eastern Germany, on the sharply increased water 
and wastewater charges led not only to research, but also to some changes. Based on 
the results of Böhm et  al. (1998), changes were initiated in the standard-setting 
associations, which were intended to strengthen the innovation-promoting influence 
of technical regulations. Furthermore, water utilities were introducing some mea-
sures to increase efficiency whilst still remaining within the existing regulatory 
framework (Gawel and Bedtke 2015).

T. Hillenbrand et al.



291

4  Phase 3: The Current Status—The Need 
for Transformation in the Water Sector

4.1  Pressure to Act

The pressure to act on the water sector increased significantly in the 2010s, espe-
cially with regard to the impact of climate change, which also affects the water 
system (Sachverständigenrat für Umweltfragen (SRU) 2020). Increasing heavy pre-
cipitation leads to more frequent overloading of the sewer networks, which were not 
designed for such precipitation events. As both heavy precipitation and the duration 
of dry periods increased and, at the same time, the actual water consumption of 
households decreased significantly in comparison with assumptions on which their 
design was based, the sewer networks’ ability to function was no longer ensured to 
the extent required.

The greatly increased pressure to act, also at the political level, is likewise closely 
linked to the extreme weather events that are widely perceived and discussed in the 
public domain as an indicator of the anticipated future impacts of climate change on 
the water cycle. The extreme periods of drought and heat in the summers from 2018 
to 2020, as well as the increase in heavy precipitation events, and extreme flash 
floods, flooding or high water events such as in the summer of 2021, have made the 
need for action clear to the wider public.

At the same time, the effects of change processes from other areas (e.g., energy 
transition, circular economy) were and are to be integrated. As well as the continu-
ing poor state of the water infrastructure in some areas, demographic changes, 
which depend on the region show either significant population growth or decline 
combined with the perspective of an increasingly ageing population (associated 
with a significant increase in the consumption of medicines and increased inputs of 
pharmaceutical residues into the bodies of water), all continue to play an important 
role. The increased environmental awareness among the population also makes 
greater participation of the public or the relevant groups of actors necessary. The 
PFT scandal, the heavy contamination of groundwater with nitrates and the wide-
spread, to some extent increasing, contamination of water bodies with micropollut-
ants or trace substances from the most diverse sources (pharmaceuticals, pesticides, 
biocides, etc.) are important additional drivers towards comprehensive change in 
water management—changes which now increasingly involve the relevant 
stakeholders.
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4.2  Important Research Activities

 Water and Resource Protection

The ability to better analyse the effect of pollutants in the environment has been 
increasing over time. It is now possible not only to analyse those pollutants that 
show effects in the aquatic environment even in very low concentrations, but also 
those that are so mobile that they can be detected in boundaries ground and drinking 
water. This is due to the improved analytical and assessment methods that have been 
developed in research projects. With the use of more advanced, very specific ana-
lytical methods (non-target analytics), detection of additional, potentially environ-
mentally relevant substances was possible. However, there is still a need for research 
concerning the exact classification and evaluation of the characteristics. In order to 
identify input sources and to make estimates of elimination measures and their 
costs, new or improved methods were also used to better quantify the input path-
ways in conjunction with input modelling.

As a result of the findings regarding the need for action to reduce water pollution 
through trace substances and pathogens, the shares of research and demonstration 
projects and publications in this field increased (Figs. 2 and 3). On the one hand, the 
project’s focus was on the development of reduction technologies, e.g. the so-called 
fourth purification stage for improved wastewater treatment in the municipal sector. 
On the other hand, research increasingly targeted also comprehensive strategies 
which included communication measures and raising awareness of the target groups 
(cf. Löwe et  al. 2012, BMBF funding measures RiSKWa: http://riskwa.de resp. 
DECHEMA 2016).

Extensive work regarding selected micropollutants showed that sufficient emis-
sion reductions following the polluter pays and precautionary principle are only 
possible through a combination of source- and application-oriented as well as 
downstream measures (Hillenbrand et al. 2016; cf. Figure 4). These results formed 
the basis for the subsequently launched stakeholder dialogue on the federal govern-
ment’s trace substance strategy. It aimed at developing comprehensive approaches 
to solutions involving all relevant stakeholders. This development also signifies a 
transformational shift in paradigm in the reduction of emissions. The challenge is 
no longer solely assigned to the water sector. New actor constellations together with 
new forms of producer and user responsibilities are emerging.

Expanded requirements also affect research efforts in the area of resource and 
energy efficiency. The data on innovation indicators clearly show a substantial 
increase in the field of energy-water nexus in Phase 3 (see Figs. 2 and 3). In terms 
of energy and resource efficiency, efforts are being made in line with the energy 
transition and changes on the energy market. Corresponding research projects aim 
at energy self-sufficient sewage treatment plants, or sewage treatment plants as 
resource centres (Deutsche Vereinigung für Wasserwirtschaft, Abwasser and Abfall 
e. V. (DWA) 2018; Ministerium für Umwelt, Landwirtschaft, Natur- and 
Verbraucherschutz des Landes Nordrhein-Westfalen (MULNV) 2018). 
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Fig. 4 Starting points for emission reduction measures. Source: Hillenbrand et al. 2017

Niederste-Hollenberg et al. (2021) show the potential of the wastewater industry to 
achieve climate protection goals and also discuss integrating the wastewater indus-
try into the energy system in order to contribute to regional balancing energy at the 
same time as using innovative technologies, such as hydrogen production. These 
scenarios are part of a systemic transition that includes a consistent sector coupling 
for the synergetic utilisation of all potentials. These developments signify a trans-
formational change on two levels: First, on a technical level, it enlarges the system 
boundaries and links water and energy technologies together. Second, it shows the 
overriding impact of climate change as a cross-cutting influence for different inno-
vation domains. In addition to climate adaptation, which greatly influences the chal-
lenges of water systems to handle changing precipitation patterns, climate mitigation 
is now also increasingly shaping solutions in wastewater treatment.

 Water Infrastructure for Water Supply and Sewage Disposal

With regard to the recycling of phosphorus contained in wastewater, comprehensive 
concepts for its practical application are being developed on the basis of other sepa-
rate technologies that have been developed in the meantime and are now available 
(see BMBF funding measure Regional Phosphorus Recycling “RePhoR”3).

Changes in water and the water infrastructure are an essential element of the 
climate adaptation measures in the urban environment. Improving the urban climate 
has become a key issue as a result of the overall changes in climate conditions. This 
gives rise to the paradigm of blue-green infrastructures or the concept of 
“water-sensitive urban design”, in which the integration of water issues into urban 

3 https://www.bmbf-rephor.de.
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planning, in traffic and green space planning, and even in the housing industry are 
core components. New concepts also include resource-oriented sanitation systems 
(NASS), which include, for example, small-scale water cycles and heat recovery at 
a neighbourhood level (von Horn et al. 2013; Niederste-Hollenberg and Hillenbrand 
2020), or decentralised system concepts, in which the traditional disadvantages of 
decentralised approaches can be overcome through the use of innovative technolo-
gies and operator concepts (Eggimann et al. 2015; Niederste-Hollenberg et al. 2017).

The new system concepts essentially enable new options for the further develop-
ment of existing water infrastructure systems. In scenario processes, corresponding 
development options were concretised and assessed in terms of their sustainability 
and vulnerability (Hiessl et al. 2005; Hiessl et al. 2012; Hillenbrand et al. 2016). 
However, the associated changes were so extensive, both in terms of the actors 
involved, as well as the necessary technologies and the organisational and legal 
framework conditions, that comprehensive transition processes were required, 
which various research projects have started to investigate (Hillenbrand et al. 2019; 
Hillenbrand et  al. 2018; Schramm and Winker 2023; Winker et  al. 2017; 
Winker 2017).

4.3  Measures and Regulations

New forms of governance to reduce the emissions of micropollutants have been 
triggered by the need to act in this field and by research results indicating that reduc-
tion potentials also involve other groups of actors outside the water sector. Based on 
the research results which showed a necessity for a very broad approach to solving 
the trace substance problem, a stakeholder dialogue “Federal Trace Substance 
Strategy” was launched by the Federal Ministry for the Environment in 2016. The 
results produced show that new instruments involving the relevant stakeholders are 
needed both in assessing the relevance of substances and in developing comprehen-
sive emission reduction concepts (Hillenbrand et al. 2017, 2019b). The results also 
led to the establishment of the Federal Centre for Trace Substances at the German 
Environment Agency in 2021.

The implementation of the cross-sectoral, resource-oriented and integrated 
approach to water infrastructure, which was developed through research projects, 
among other things, requires extensive changes to the framework conditions. In the 
WHG (Wasserhaushaltsgesetz—water resources act), for example, the 2010 amend-
ment prioritised the local management of precipitation. In 2014, an amendment to 
Annex 1 of the Wastewater Ordinance (Abwasserverordnung) stipulated that waste-
water facilities were to be operated in an energy-efficient manner and that the energy 
potential arising from wastewater disposal was to be used, as far as technically pos-
sible and economically justifiable. At the same time, the DWA (German Association 
for Water, Wastewater and Waste) developed the first set of rules for new sanitation 
systems (NASS, DWA-A 272: Principles for the planning and implementation of 
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new sanitation systems (neuartige Sanitätssysteme; NASS)) with the aim of imple-
menting resource-oriented concepts.

With regard to phosphorus recovery, in the 2010s more and more federal states 
completely withdrew from the use of agricultural sewage sludge due to the problem 
of pollutants. Against the background of the classification of phosphorus as a 
resource in need of protection in the German Resource Efficiency Programme 
(ProgRess) in 2011 by the BMU, the question increasingly arose as to the where-
abouts of the phosphorus contained in the ash. A clear answer to this question was 
provided by the amendment to the Sewage Sludge Ordinance 
(Klärschlammverordnung) in late 2017, which stipulates phosphorus recovery for 
large sewage treatment plants (>100,000 inhabitant equivalents.) by 2029 and by 
2032 for somewhat smaller ones (>50,000 inhabitants equivalents). Implementation 
requires inter- and transdisciplinary work involving plant operators, potential users 
of the products emerging in the future, public administration staff, politicians and 
other members of society. Ultimately, there must be a restructuring and substantive 
changes in essential parts of all areas involved, which also justifies the term trans-
formation process in this case.

In 2023, the BMU’s water strategy included the goal of adapting water infra-
structure to climate change (BMU 2023). To this end, further development of water 
infrastructures is envisaged, with the implementation of a water-sensitive city (e.g., 
sponge city, multifunctional land use during heavy rainfall) and the use of resources- 
oriented sanitation systems as well as the connection of water, energy and material 
cycles. Corresponding objectives are now also being embedded at the level of the 
federal states. For example, the future plan water (“Zukunftsplan Wasser”) of the 
state of Hesse was developed with a variety of different measures aiming to ensure 
the long-term protection of water resources and supply, including the support of 
groundwater formation through retention and seepage; or the protection of bodies of 
water from pollutant inputs (Hessisches Ministerium für Umwelt, Klimaschutz, 
Landwirtschaft and Verbraucherschutz (HMUKLV) 2022). The DWA position 
paper “Water-conscious development of our cities (Wasserbewusste Entwicklung 
unserer Städte)” published in 2021 also contains the demand for a water-conscious 
design of cities in which blue-green infrastructures are strengthened, resources are 
used efficiently and land is used multifunctionally (Deutsche Vereinigung für 
Wasserwirtschaft, Abwasser and Abfall e. V. (DWA) 2021). These developments 
demonstrate the need for comprehensive change and transformation in water man-
agement in Germany, which is meanwhile widely recognised.

5  Discussion and Conclusion

The development in water management since the 1970s has shown three phases in 
which pressure to act, research and regulation and policies all interacted with each 
other. Figure 5 shows the main developments over time. In the first phase, especially 
in the 1970s, specific individual measures were required as a direct response to the 
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Fig. 5 Priorities and developments in research in comparison with policy measures in the water 
sector since 1970. Source: Fraunhofer ISI

critical environmental situation of water bodies. The essential cause–effect relation-
ships were largely known, and the necessary measures could therefore be derived 
directly from them. Accordingly, the focus of research activities lay on the develop-
ment of the necessary technologies, e.g. for improved wastewater treatment. Due to 
the implementation requirements, it was of great importance to ensure the practical 
relevance of the work already while the research activities were taking place. For 
this reason, an increasing number of projects were funded that could guarantee this 
practical relevance by involving practical partners. Regulation played a central role 
in the broad implementation of the measures.

In the subsequent second phase, which spanned the 1990s and 2000s until around 
2010, the focus of research expanded significantly: the investigations to remedy the 
persisting deficits in water protection revealed significantly more complex interrela-
tionships and a comprehensive need for action, which required interdisciplinary, 
cross-media and integrated solution approaches. The contents and structures in 
research changed accordingly: the importance of collaborative projects increased 
significantly, not only to involve practical partners to implement the results as 
directly as possible, but also to ensure interdisciplinary and integrated processing of 
the (new) questions. Research results showed the great importance of environmental 
factors and change processes. Work with scenario processes was started in order to 
identify development possibilities owing to the uncertainties associated with the 
development of the above factors and against the backdrop of the long duration of 
use and substantial sunk costs in the area of grid-based infrastructure systems and 
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the associated high technological (and organisational) path dependencies. The com-
prehensive need for action was also evident at the level of measures. Particularly 
outstanding examples are the European IPPC Directive with its parallel consider-
ation of the various environmental media and the EU Water Framework Directive 
with its overarching objective of “good status” for all bodies of water and the 
demand for comprehensive river basin management that also takes the water body’s 
environment into account.

From 2010 onwards, one can speak of a third phase in which the pressure to act, 
which had already been identified in the work performed and in the scenario consid-
erations in the second phase, intensified significantly. The increase in severe pre-
cipitation events or the very hot and dry summers also showed the effects of climate 
change on water management in Germany. The requirements with regard to resource 
and energy efficiency are increasing as is the need for action with regard to water 
pollution with nutrients and trace substances. The questions derived from this were 
taken up in research and as a result showed a comprehensive need for change in 
water management and the necessity for integrated concepts at different levels: the 
interaction of bodies of water and their surrounding environment have to be coupled 
with source-oriented and downstream measures to reduce trace substance pollution 
of bodies of water. Furthermore, the water infrastructure systems have to be inte-
grated into the urban environment much stronger. Against this background, addi-
tional instruments were used with regard to measures being implemented 
(participatory approaches, stakeholder processes and education and awareness cam-
paigns). The pressure on the entire water sector to adapt, as evidenced by research 
findings and reinforced by changes in key framework conditions, has led to a grad-
ual recognition of the need for transformation in the water sector. This necessity is 
now reflected in various regulations and political objectives such as the national 
water strategy (BMU 2023).

The diverse challenges suggest that a holistic approach in combination with 
cross-sectoral coupling with areas that also face challenges (energy transition, 
resource efficiency, urban development, etc.) will determine the next phase. 
Sustainable solutions will only be possible through cross-system concepts.

The analysis for the three phases also revealed the following pattern of interrela-
tion: The pressure to act influences not only regulation and policy, but also research. 
Thus, water-related research is a field where contributing to societal challenges is 
not new, but has been practised for a long time. The impact of policies and regula-
tions influences the pressure to act in accordance with their impact on the state of 
the environment. Research, on the other hand, also influences the pressure to act 
through its influence on identifying new problems and agenda setting (Fig. 6).

The interactions between research, on the one hand, and regulation and policy 
responses, on the other, take place in both directions and through different channels. 
Regulatory agencies influence research in the first instance through the funding of 
research projects. In particular, the research projects of the Federal Ministry for the 
Environment and the projects funded by the federal states are driven directly by sup-
porting future regulation and implementing policies. Sufficient leeway is important 
in the design of the regulations, for example, with regard to the use of different 
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Fig. 6 Interplay between 
environmental status, 
policy and research in the 
water sector. Source: 
Fraunhofer ISI

technical solution concepts. Thus, research projects are designed in such a way that 
planned new regulations can be met technically. Other research topics, which have 
increased from phase one to three are the evaluation of policies and issues such as 
planning procedures and acceptance, which are also of increasing importance for 
policymakers. Furthermore, regulation also influences research by establishing new 
institutional rules. In particular, the EU Water Framework Directive has driven an 
approach of looking into the integrated management of water bodies and strongly 
influenced the topics and organisation of research projects. However, as it takes time 
for regulations and policies to be adopted and implemented, the influence of regula-
tion and policies on research usually begins with the debates on the regulation.

If the influence of regulation on research leads to successful results, then research 
establishes an influence on regulation. There are several links to achieve this impact 
path: First, the traditional paradigm of the implementation of regulation follows a 
best available technology approach: New technical solutions, which allow for 
reduced emissions limits to be reached, can be implemented quickly during imple-
mentation even without the formal modification of existing laws and ordinances. 
Second, research can also influence regulation and policies in the medium and long- 
term if it identifies shortcomings and new forms of policy solutions. The need for 
solutions to tackle micropollutants during phase 3 outside the water sector is one of 
the key success stories, where research also triggered a new policy approach. 
However, there is no guarantee that this sort of interplay always takes place. The 
institutional move towards integrated water basin management in phase 2 also 
improves the institutional setting for making use of new policy instruments such as 
emissions trading. During Phase 2, this policy instrument was implemented in par-
allel in the field of climate mitigation. However, despite these developments, emis-
sions trading has hardly been recognised in German water research and policy at all.
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If we look at the development of water research over the course of all three 
phases, we can see certain developments which also indicate a development of the 
underlying research and innovation system. Several changes have contributed to 
research getting more systemic and more interdisciplinary:

• technical systems are becoming more integrated, e.g., across different infrastruc-
ture areas,

• policy strategies are increasingly looking beyond technical solution concepts and 
their feasibility,

• climate change and approaches such as the water and energy nexus are linking 
problems and sectors and require integration with other local domains such as 
urban development,

• new approaches require sectorial expertise within a water basin, but also require 
to move beyond the water sector by integrating producer and user perspectives,

• technical perspectives have to be integrated with social science perspectives, not 
only because acceptance and communication issues gain in importance, but also 
because technical solutions are supplemented with social innovations.

Even though the challenge of transformation calls also for questioning the organ-
isational and institutional setting of the water sector, there is currently neither a 
debate about changing the innovation culture within the water sector nor one about 
its restructuring. Although the need to move beyond incremental innovations is 
called for, e.g., by the national water strategy, the discussion about the general need 
to increase innovation dynamics in the water industry and on ways to achieve this 
still seems to be rather hesitant. There is also only limited debate about the need to 
create successful transition strategies for socio-technical regime change within the 
water sector. Indeed, there are some developments in innovation strategies and 
transformation needs which are similar in the innovation domain of renewable 
energy and in water systems. In the case of renewable energy, such a need has led to 
an intensive debate about policy instruments and analysis, and the heuristics of the 
innovation system and multi-level-perspectives are important components of 
research (see Panny et al. 2024 in this anthology). In the water domain, however, 
there are only a few exceptions in this direction, (e.g., Hillenbrand et  al. 2013; 
Heiberg and Truffer 2022; Kiparsky et al. 2013; Hohmann and Truffer 2022), and 
approaches such as technological innovation system analysis or multi-level perspec-
tives have not been shaping research in the water sector. It remains to be seen to 
what extent the need for action to transform the water system will also lead to these 
key heuristics of innovation research being included in the water research portfolio.
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1  Introduction

In this chapter, we want to explore whether there are commonalities and differences 
between the research fields analysed in the previous chapters of this book, and 
whether we can identify general patterns in their development. As a first step, we 
develop and apply a simplified systemic model of (research) field dynamics to help 
the analysis. This model has emerged inductively by analysing how these nine 
research fields covered in this book have developed over time. In the second step, 
we use this model to reflect on the development in each research field. In the third 
step, we draw conclusions. We use the experience from the nine research fields to 
reflect on the drivers behind the development of SIR research fields in general and 
to consider how research in the various fields of systems and innovation research 
(SIR) could and should develop in the future.

2  Systemic Model of (Research) Field Dynamics

Research provides new knowledge and helps to spur innovation. Thus, the heuristics 
used to analyse knowledge creation and innovation are also useful starting points for 
our systemic model.

Modern innovation research emphasises that knowledge creation and innovation 
are social processes driven by the interaction between different actors within an 
innovation system. They are characterised by co-evolutionary processes between 
the different elements in such a system, as well as by a cumulative process. In hind-
sight, we can conceptualise the development of research fields to follow a certain 
general—simplified—pattern. At the beginning, the traditional, long established 
research fields were perceived to be insufficient to tackle new needs. Thus, those 
needs were addressed with new research paradigms, a specific mode of research and 
a new set of actors, which led towards establishing new areas of research, subse-
quently developing into new research fields. This process has been cumulative and 
recursive, knowledge stocks thus created built on previous ones by combining exist-
ing knowledge with new insights, and in doing both challenge, influence and re- 
confirm the nascent research field. Over time, this process led to new established 
research fields with their own established epistemological structures and actor land-
scape. Therefore, SIR developed in a co- evolutionary processes with the external 
demands and an internal logic driven by the cumulative nature of knowledge and 
development of specific epistemic practices.

One of the specific and defining features of our SIR fields is the fact that they 
from the beginning have been strongly linked to policy making. Throughout their 
history, they have provided conceptualisation and empirical evidence to support, 
underpin or assess policies. Thus, in all nine fields, we see strong patterns of co- 
evolution between research activities and policy practice. Although this co- evolution 
differs in each field, and its nature changes over time, it is still possible to detect 
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patterns concerning the mutual influence of policy and research. Analysing the his-
tories of the nine research fields, and in order to take a comparative and systematic 
view of these dynamics, we propose to conceptualise this co-evolution in a four- 
dimensional systemic model. We assert that each of the four dimensions can be the 
source for the demand, orientation and shape of research in a given research field.1

As we are concerned with application and policy-oriented research fields, the 
most obvious dimension is the definition of what a policy concern is. The formula-
tion or adaptation of policy problems requests sound, scientific advice that often 
necessitates adjusted conceptual underpinning and new forms of empirical analysis. 
A second dimension is formed by the new opportunities and challenges stemming 
from contextual developments, i.e. technological, economic, environmental, soci-
etal or (geo)political dynamics. Those developments can be of very different levels 
of gravity and severity. Some of the recognised, major societal challenges, such as 
climate change concerns may exert a somewhat dominant influence over time both 
on policy and on the academic community with re-enforcing dynamics across all 
dimensions of the model. Thirdly, from time to time, there are new theoretical or 
conceptual developments that have the power to bring about profound change in 
research fields. Fourthly, new methodological developments and the availability of 
new data sources can generate new questions and new types of empirical evidence. 
In particular the latter two dimensions are linked to established academic fields, 
which influence the behaviour of individual scientists, their career paths and options, 
as well as patterns of scientific exchange.

In addition to being influenced by these external dimensions, research field 
development is also driven by its internal logic. The above-mentioned cumulative 
nature of knowledge means that research questions and methodologies are also 
influenced by previous results within the research field, which interact with new 
developments in the external dimensions. Those dynamics influencing the develop-
ment of the field are not uni-directional. Rather, the development of the field itself 
feeds back to the four dimensions of the field. Finally, and very importantly, the 
epistemic community of the SIR is not developing out of thin air. Rather, it draws 
upon theories, concepts, methods and data from established academic fields, which 
opens various options of mutual influence between new and established fields over 
time. Figure 1 depicts the conceptual model of SIR field development.

It can be expected that the dynamics and patterns of change vary, that each 
dimension can be the source, or the bottleneck, of further development of the 
demand for and supply of research for policy making in our fields. Also, there is 
seldom just one connection, one arrow in place in this model. Instead, dynamics 
from one dimension spill over to the other three. However, the analytical model 

1 When writing this chapter, this model was particularly inspired by analysing the first versions of 
the chapter on innovation indicators by Frietsch et  al. and the chapter on water research by 
Hillenbrand et  al. in this anthology, who pointed to the importance of elements from the four 
dimensions, and the feedback from research to policy making and economic and environmental 
developments. Subsequently, Frietsch et al. structured their analysis by using and further develop-
ing this model in a version tailored to the specificities of their research field.
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Fig. 1 Systems and innovation research change model. Source: own representation

allows us to look for the origin of developments and the timing and relative weight 
of the cross-influence between dimensions. It also allows us to detect the absence of 
influence, i.e. the lack of any policy consequence of, for example, new data avail-
ability or new scholarly concepts. In the following, we apply this model to reflect in 
brief on the nine contributions to this volume and to try and detect any overarching 
patterns.

3  Patterns of Change in the Research Fields

3.1  Understanding Paradigm Changes in Science, Technology 
and Innovation Policy: Between Science Push 
and Policy Pull

It is now widely recognised that the analysis and conceptualisation of STI policy 
has developed in three phases, with each phase characterised by a major STI policy 
paradigm. As these paradigms are additive rather than substituting each other, pol-
icy ambitions and policy instrumentation have broadened as a result. Academics 
have tried to understand and conceptualise policy for science and innovation and 
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have drawn on theories and concepts concerning the specific role of the state. Thus, 
this area of SIR is a very good example of the interplay between theoretical para-
digms, on the one hand, and policy concerns and instrumentation, on the other hand, 
throughout its five decades of history.

The first phase was dominated by the linear model of innovation and market- 
driven exploitation. The basic, dominant idea was that the state should support basic 
research and selected technologies in order to foster economic competitiveness and 
military security. One could argue that, in this phase, economists, who dominated 
the STI policy thinking at the time, were reacting to developments in policy ambi-
tion. Economists like Solow and Arrow explained and justified the role of the state 
for science and technology as it was unfolding, rather than driving that change. 
However, academics also suggested and supported the development of framework 
conditions and instruments in line with the dominant paradigm of supporting sci-
ence production for subsequent technological and economic exploitation through 
market forces.

The relationship between scholars and policy making started to change in the 
1970s and especially in the 1980s and 1990s. While the endogenous growth theory 
and economic geography developed as a response to the traditional macro-economic 
theory and amplified the relevance of knowledge and technology for economic and 
societal development, the influence on STI policy making was dominated by a new, 
complementary, albeit rather small class of evolutionary and institutional econo-
mists. As in other SIR areas of research, the (national) innovation systems approach 
and its institutional and policy-related implications began to prevail. These epis-
temic contributions were well received by politicians and policy makers seeking 
ways out of the stagflation crisis, a new phenomenon in the 1970s. The awareness 
of a deep crisis and concerns about the loss of competitiveness vis-à-vis new global 
players such as Japan catalysed both academic conceptualisation and the eagerness 
with which policy makers embraced systems thinking and its policy implications. 
Re-defining the role of the state in the system and broadening the instrumentation 
used were thus the result of the interplay between an academic paradigm change 
and the existence of an unprecedented crisis demanding novel solutions.

In the third and most recent phase, yet another relationship between the scholarly 
community and policy makers drove the development of both policy and of the 
scholarly community. One driver was again a crisis; this time a failure of policy to 
deliver on the ambitious economic goals of innovation enhancement announced in 
Europe and at a European level. Another driver was the normative turn in STI pol-
icy. A novel sense of urgency in society and policy making called for new ways to 
mobilise science and technology to address pressing societal challenges at national, 
European and UN level (SDGs). This finally opened the door to policy concepts that 
had already been immanent in the innovation systems thinking of the 1980s and 
early 1990s and that had already demanded the mobilisation of STI towards prob-
lems and its coordination with other policies to that end. In the late 2010s, the time 
was ripe for this policy paradigm. It was then popularised and further developed by 
innovation scholars and—importantly—by scholars in transition studies, who 
realised the leverage STI policy can and should have on transformations. The 
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current turn towards mission-based and transformational policies is therefore the 
result of a co-generation of policy and broader governance approaches, in parts 
driven by explicit joint efforts,2 in parts by efforts from policy-making organisations 
to take stock of and further develop these policies collectively.

At this point of the development, in the early 2020s, the community of STI schol-
ars and policy practice are facing a dilemma. Evolutionary economists, STI policy 
scholars and transition scholars have, consciously and unconsciously, combined 
their efforts in the direction of the new normative paradigm of STI policy making. 
While this is promising, it has also led to demands for far-reaching changes in gov-
ernance, the requirements for the state in terms of capability and institution building 
as well as policy coordination. Again, as with the Lisbon agenda of system enhance-
ment for leading edge global competitiveness, there is a danger that governance and 
in particular STI policy practice will be overwhelmed by these demands. The role 
of the STI policy community at this point would have to be to offer support in very 
pragmatic, formative terms.

An additional concern that was already apparent in the 1980s but largely ignored 
is now coming to the fore, the need to consider STI development and the application 
of innovations within the context of sectoral policies. We still witness a dual com-
partmentalisation here: the division of responsibilities in ministries between STI 
policy, on the one hand, and sectoral, solution-oriented policies, on the other hand. 
It is important to note that this compartmentalisation is mirrored to a large extent by 
persistent separation of the scholarly community, where the convergence of innova-
tion economists, STI policy scholars and transition scholars is still not sufficient.

Reflecting on the development of this research field over the last five decades 
also makes one think about the limitation of STI policy scholars in terms of focus-
sing too narrowly on STI policy organised in innovation, science or economic min-
istries. Even as early as the post-World War II years have there been all sorts of 
purpose-oriented programmes supporting science, technology and innovation in 
sectoral policies. The value of scientific knowledge and in particular of new tech-
nologies and their application has always been part of policy making in sectoral 
policies such as energy, health or mobility. Against this background a more ambi-
tious link between STI policy and sectoral policies should be possible.

3.2  Analysing the Nature and Dynamics of Innovation: 
Innovation Monitoring and Innovation Indicators

The research field of indicators occupies a very special position in innovation and 
systems research. While a stand-alone academic community has emerged here fea-
turing a major journal (Scientometrics), European networks and a range of estab-
lished conferences, science and innovation monitoring indicator development has 

2 The most prominent example is the transformative innovation policy consortium TIPC (https://
tipconsortium.net/).
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been at the service of other research fields from the very beginning. These fields 
include innovation studies, science studies, science and innovation policy studies, 
technology management studies, business economics and macro-economic analy-
ses, and technological and systems analysis in sectors such as energy, mobility 
and so on.

In the same way, quantitatively measuring the key dimensions of innovation sys-
tems has been of great importance for policy making throughout the last five 
decades. Here, we see a mutually reinforcing dynamic, as new indicators have led 
to new policy demands, and new policy aspirations have led to new indicators. For 
example, if the state assumes responsibility for the performance of the science sys-
tem, it becomes imperative to measure and map its internal dynamics, input, perfor-
mance and connectivity to economic actors and to measure the relative contribution 
of science to economic dynamics. Likewise, if the support for innovations serves 
first and foremost to drive national economies, as was prevalent in the 1980s and 
1990s, it becomes necessary to develop, test and apply a range of indicators and 
methodologies to analyse the contribution these innovations make to economic 
dynamics.

The critical importance of quantitatively monitoring the contribution of science 
and innovation to economic competitiveness and, more generally, to societal wel-
fare has thus put indicator development at the forefront of policy concerns. This 
importance is backed by the actions of international organisations such as the OECD 
and the EU, which have supported the development of innovation indicators and 
ensured international comparability through standardisation and the formation of 
transnational epistemic and policy-making communities.

Further, this field is also characterised by a particularly pronounced interplay 
with the other three dimensions of our conceptual model. In the last five decades, 
the development of the field has been driven by the advent and dominance of new 
theoretical paradigms, such as the endogenous growth model and the linear model 
of innovation that stress input and output indicators, or the innovation system para-
digm, which requires the definition and operationalisation of indicators to measure 
capabilities and connectivity. Due to these close links, major changes in the domi-
nant model of technological development have necessitated adaptations to the focus 
of measurement. For example, the increasing prevalence of science-based technolo-
gies, the growing dominance of platform-based business models and the technolo-
gies enabling them, or the rising importance of the service economy have all 
required the adaptation of existing indicators or the development of new ones. In 
addition, methodological advances based on the availability of new data or the 
accessibility of new computational power have led to a novel perspective of the 
innovation system, as they allow, for example, more profound, inductive analyses at 
the micro level.

While these complex interactions have, all in all, contributed to the development 
of policy making, not all of the methodological aspirations have been successful. 
For example, the idea to quantitatively measure and map the development of a tech-
nology through technometrics did not succeed. Instead, it has proven necessary to 
mobilise additional methods from neighbouring fields with expertise in the specific 
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technological area for technological system analysis. Similarly, early applications 
of big data analysis have not yet led to new theoretical concepts that can capture and 
assess the dynamics measured. The biggest contribution of this field has been to co- 
evolve so profoundly with all the dimensions of our model and to enable an opera-
tionalisation of the new theoretical paradigms in policy making.

The field’s further development will be equally challenging if it is to support 
analyses of the contribution of science and technology to broader transformations in 
the wake of transformational policies. STI indicators have been used to analyse 
technological systems for some time already, but monitoring the transformation of 
systems and the relative role of S&T in this system transformation will require fur-
ther methodological advances, as well as a novel joint discourse of yet diverse epis-
temic communities and new combinations of policy communities. For this 
development, it is of the utmost importance that all producers and users of indica-
tors constantly remind themselves what the chapter on indicators in this book 
emphasises, i.e. that indicators are a means to an end and must not take on a life of 
their own. Indicators will always need contextualisation, which is even more chal-
lenging in the context of monitoring system dynamics and the related role of sci-
ence, technology and innovation.

3.3  Foresight: From Detecting Futures for Strategising 
to Participatory Approaches for Governance

As the chapter on this research field shows, foresight has had a twofold function in 
systems and innovation research. It started as a means to reduce uncertainty in order 
to develop strategies. This was then complemented by collective reflection on pos-
sible futures that served to better understand the directions and drivers of change 
and to structure a discourse based on this about what is normatively desirable and 
how decisions can influence future developments. This field is a fascinating exam-
ple of how changing demands in society and policy have interacted with intellectual 
and methodological developments in the epistemic communities.

Foresight was first developed as a technique for planning and strategising by the 
military and large corporations. The aim was to identify possible futures including 
estimates of plausibility using sophisticated foresight techniques such as systems 
modelling and technology forecasting as well as Delphi studies.

Policy-oriented foresight beyond military planning first began in the 1960s and 
intensified in the 1970s, in the era of “planification” and the dawn of cybernetic 
systems thinking. This was motivated by broad societal concerns and enabled by an 
increasingly active epistemic community and advanced modelling methods. The 
activities of the Club of Rome highlighted and supported the new ambition of pre-
dicting the future development of entire systems rather than specific technologies or 
limited problem areas. It does not seem to be a coincidence that foresight developed 
at the same time as other research fields of SIR, which sought to understand the 
systemic dimension and dynamics of technological development and were also 
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driven by the normative appeal to inform policy and support the governance of sys-
tem development.

As in other areas of systems and innovation research, the explicit and formalised 
innovation systems approach of the later 1970s and 1980s advanced this ambition 
even further. Foresight was increasingly applied to help understand and shape those 
national systems. The 1980s and 1990s saw mutually reinforcing dynamics between 
the conceptualisation and empirical analysis of systems dynamics, on the one hand, 
and concrete foresight activities, on the other hand, that solidified the very idea of 
national systems as the focus of policy concern.

Reflecting on and arguing about possible futures, their drivers and consequences 
also affected the policies aimed at influencing systems. Foresight thus became a 
policy tool in two respects: first, to explore the role of polices for alternative futures 
and second, to engage in broad stakeholder discourses on the very nature of existing 
systems and the factors influencing their future development. The foresight practi-
tioners and academics therefore positively reinforced innovation systems thinking.

Subsequent developments in the field of foresight were driven by new data and 
methods as well as new epistemic and political aspirations. First, foresight in and 
for STI policy has been influenced by new data sources and methods. In the 1970s, 
new patent and publication data made it possible to detect technology development 
at an early stage and assess the contribution of technologies to the competitiveness 
of the—mainly national—systems. In more recent years, big data analytics and arti-
ficial intelligence tools have enabled the processing of much larger sets of unstruc-
tured data and thus increased the ability to detect early signals of trends and develop 
far advanced topic models to inform trend analysis and discourse.

Second, and more importantly for the development of the field, foresight has 
become a participatory and more reflexive practice. Having realised the limited pos-
sibility to predict or determine futures, scholars and practitioners began to appreci-
ate the value of collective sense-making about possible future developments. This 
was pushed by a move towards recognising societal concerns and matters of the 
social responsibility of science and technology sparked by approaches like 
Responsible Research and Innovation and the orientation towards societal chal-
lenges. Forecast and modelling was complemented, and even substituted in parts, by 
participatory practices. Inclusive reflection and co-construction of alternative 
futures became a policy imperative, especially at European level, and traditional 
technology and scientific experts were increasingly complemented by broader 
stakeholder groups, in particular those societal groups affected by technological and 
scientific developments.

The growing methodological sophistication and diversification of foresight has 
been accompanied by the emergence of an increasingly diverse foresight commu-
nity that is both inter- and transdisciplinary in nature. However, in conjunction with 
the problem-driven and application-oriented nature of foresight, this has also 
resulted in very slow institutionalisation into an academic field.

With the UN SDGs and transformational STI policy now at the top of policy 
agendas, foresight is, ironically, at a crossroads. It is called upon to support system 
change both by identifying the role of specific technologies or social innovation for 
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transformation (predictive) and by a broad discourse on possible system trajecto-
ries, their material and normative tensions and how political and societal action can 
shape future developments. As this role of foresight unfolds in highly normative 
contexts, it will be important to define the role of different kinds of foresight exer-
cises very explicitly and to address normative apprehension transparently—without 
falling back into the trap of the 1970s to claim prediction and systems engineering 
through advanced modelling even of behaviour.

3.4  Evaluating Public Research and Innovation Policies: 
A Short History of Co-Evolution

The main force driving developments in evaluation research has been the interplay 
between the theoretical development in innovation studies and changing practices 
and demands of policy makers. A succession of theoretical concepts such as market 
failure concepts (neoclassical economics), innovation systems approach (evolution-
ary economics) and mission orientation (based on a range of neo-interventionist 
approaches) have interacted with policy ambitions and instrumentation and defined 
research questions. Evaluation practitioners have developed operational concepts to 
measure the intended (and unintended) effects of policies that changed as a result of 
this co-evolution. Methods and data sources did not play a major role here, although 
there are instances of the co-development of policy intentions (connectivity) and 
new methods (network analysis).

In the 1960s and 1970s, public policy for science, technology and innovation was 
about steering the economy and increasing welfare systematically. Consequently, 
evaluation concerned the contribution of R&D programmes to economic growth 
and technological development and thus the accountability of policy and funding. 
Early methods in policy evaluation were based on input–output calculations of the 
innovation process (at the macro level). In parallel, questions were addressed regard-
ing the implementation of programmes (at least in Germany, implementation 
research). From the mid to late 1980s, the dominant theoretical background was the 
innovation systems approach, focusing on the need for connectivity and capacity 
building in systems. This resulted in a broadening of methods from changes of out-
puts to encompass a number of indicator approaches (patents, publications, cita-
tions). This was accompanied by a further diversification of the research questions, 
which then also included the innovation activities of firms (behavioural additional-
ity) and capacity building in the economy. Policy makers then wanted information 
about the networking effects of actors and how their relationships with each other 
changed as a consequence of complex, multi-measure, multi-actor programmes. In 
the 1990s, a wave of evaluations analysed system-level changes in structures and 
performance based on policy mixes. Further developments included questions about 
broader societal impact that became more important in the 1990s and 2000s and 
which have recently expanded to cover the contribution of research and innovation 
policy to specific missions and to system transformation. This has led to a search for 
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and the application of new methods to assess the impact of STI policy on the devel-
opment of transformations or the achievement of missions.

The demand for evaluation has evolved from giving a very crude account of the 
impact of interventions to a more sophisticated analysis of different types of impact. 
With its increasing complexity, however, evaluation has also become a device used 
to support learning, to accompany, monitor and influence policy implementation. 
Evaluators have become partners of policy makers, research and innovation funders 
as well as target group stakeholders. Looking ahead, it is likely that the need to 
understand the contribution of STI and STI policy will lead to further attempts to 
understand its impact on system developments and to model and monitor impact 
and transition pathways. The evaluation of STI policy will be even more closely 
linked to wider stakeholder groups and other disciplines. How this development will 
play out is not yet clear, but we may very well see much more formative evaluation 
efforts as well as a broadening of evaluation towards ex-ante systems modelling and 
systems monitoring. Finally, as evaluation now analyses policies that target system- 
level dynamics, in some instances, evaluators have begun to influence the societal 
and political debate about the very nature of the research and innovation system. 
This includes value judgements about the relative importance of actors and activi-
ties across systems and about policy support for the system.

3.5  Assessing Technological Innovations: From Early Warning 
to the Governance of Socio-Technical Transformations

This field of research has been driven less by the concerns of policy makers and 
more broadly by societal concerns and parliamentarians. Institutionalised technol-
ogy assessment (TA) was initiated by US parliamentarians as a counterweight to the 
decision-making of the executive and the judicative. Growing societal concerns 
have led to a rising demand for TA. TA has been called upon to assess what to 
expect from a technology in the future and, in doing so, to support decision-making, 
regulation and also management with regard to the future development and deploy-
ment of technologies. More recently, another major modification is the shift towards 
systemic questions, such as what is the role of technologies in system transforma-
tion and how can systems be transformed more generally?

TA has also evolved into an approach to democratise the development of technol-
ogy and to make it “more responsible” by involving multiple stakeholder groups 
(constructive technology assessment). TA has therefore expanded its methodologi-
cal approaches and taken on the role of active moderator of a process that seeks to 
develop a vision of what a technology should deliver and ways to make that vision 
more likely to come true.

There are many different factors influencing the research questions in this field. 
In the context of our four-dimensional model, however, the main driving force is the 
interplay between basic attitudes towards technology (contextual development) that 
are translated into policy concerns and different kinds of academic communities. 
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Within TA, we can observe the dynamic interaction between defining societal and 
political problems, on the one hand, and mobilising different academic communi-
ties and their epistemological and methodological approaches, on the other hand. As 
the societal zeitgeist has passed through fluctuating waves of technology pessimism 
and optimism, so have the needs of parliamentarians, and increasingly of policy 
makers and societal groups to assess the future impacts of emerging technologies. 
With these changing needs, different kinds of academic communities have been 
called upon to participate in TA, themselves driving further changes in TA 
approaches and methodologies.

In simplified terms, the relationship between TA and society has passed—highly 
stylised—through three distinct phases, distinguished by a shift of roles and foci of 
different scientific communities in each. These changing roles reflect the dynamic 
interplay between problem perceptions and the different scientific communities, 
each with their own identity, methodological skill set and normative expectations. A 
first phase saw a particular strong role of modelling and technology experts (expert 
TA), while in a second phase process and moderation experts became more promi-
nent (participatory TA). In a third phase we saw a stronger combination of techno-
logical experts and those with strong expertise in participatory processes, marking 
a broader shift towards identifying the possible technological and behavioural con-
tributions to solutions for pressing societal problems (pragmatic TA).

Initially, technology experts were seen as the main sources for TA. However, as 
the users of TA and researchers became critical of the early technocratic modelling 
approaches employed, participation broadened to include interdisciplinary and 
some transdisciplinary approaches. Participatory TA was based on insights from the 
scholarly community of Science and Technology Studies (STS) and constructivist 
thinking, while later deliberation theories (Habermas) contributed to a more mea-
sured, mixed model. Scientific approaches to “the nature of technology assessment 
and deliberation” made a real difference to the identity and role of TA, as did 
advances in participatory methods. As a result, activists, especially those from the 
Science and Technology Studies community, started to question the predictive and 
warning role of TA and turned towards co-constructivist approaches (CTA). Finally, 
with the inclusion of the role of future technologies for system transformation, other 
academic communities from innovation systems and innovation studies as well as 
transition studies have been increasingly called upon and shown an interest in TA.

3.6  Understanding Paradigm Change in Industrial Production

This field of research has been evolving over the last 50 years through a succession 
of five successive technological and organisational production paradigms. Two of 
these paradigms have been driven by technology: computer and automation (CAM, 
or Industry 3.0), and cyber-physical systems and Internet of Things (Industry 4.0). 
The other three have been more organisational and comprise the quality of working 
life, lean management and perfected human–machine interaction.
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The chapter on industrial production provides additional background, in particu-
lar, that research in this field has been driven very strongly by paradigmatic shifts, 
and identifies three such phases. Relating the paradigmatic shifts to the elements of 
our model allows us to interpret the development of production research in the logic 
of our systemic model of research dynamics.

Technological and economic developments, but also policy concerns have been 
key factors in research development:

• Most obviously, the production paradigms Industry 3.0 and Industry 4.0 repre-
sent technological developments in themselves.

• Changes in society’s perspective of work from simply being a way to earn money 
to emphasising the well-being effects of working have also influenced research 
as well as policy concerns and working regulations.

The interaction of technological and economic developments with policy con-
cerns has been the most influential driver of production research. However, the 
nature of this interaction has changed over time from a rather contradictory to a 
more complementary one: In the technological paradigm of phase 1, concerns about 
the quality of work and the need to increase productivity characterised research, 
driven by the conflict between greater productivity and labour conditions. The inter-
action of technological and economic development and policy concern was there-
fore contradictory in nature. In the second phase, globalisation meant that 
maintaining national competitiveness became an overarching political concern, and 
research reacted by analysing lean management as an organisational innovation that 
could enhance competitiveness in addition to industry 3.0. Therefore, the interac-
tion of economic and technological development and policy concerns was comple-
mentary in influencing research. Finally, the third phase is characterised by the 
coupling of the physical and digital world, and with the emerging debate about 
taking a more human-centric approach to Industry 4.0, once again research is being 
shaped by the contradiction between technological and economic developments and 
societal concerns.

The development of the research field has also interacted with the institutional 
research environment. A specific research community developed, dominated by 
large collaborative projects between different research partners—many of them 
from non-university institutions—and companies. Methodologically, research pre-
dominantly took place as accompanying research of case studies, in which a para-
digmatic innovation was applied as a pilot. However, globalisation and the increasing 
need to evaluate the competitiveness of domestic industry in comparison with com-
petitors have led to a broadening of the types of methodology and projects and 
large-scale surveys undertaken by research institutes have been added to the research 
portfolio. The links between production research and socioeconomic theories are 
less clearly defined. New economic geography and the evolutionary theory of trade 
developed in the 1980s and 1990s have had the most obvious influence. These sup-
ported the need to continuously upgrade the capabilities for competitiveness, to 
“climb-up the ladder to stay ahead”.
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3.7  Exploring Innovation and Progress in Renewable Energy 
Development: From Niche to Mainstream

The chapter on renewable energy offers plenty of evidence for how the interaction 
of economic (geo)-political and environmental developments with policy concerns 
and measures drives the development of research. The first oil price crisis and the 
debate about finite non-renewable energy sources together with concerns about the 
security of supply amplified by the oil embargo in the early 1970s kick-started the 
research on renewable energy. In this first phase, research focused on technological 
solutions, in particular for heating, responsible for consuming the biggest share of 
imported oil. The second phase was marked by decreasing oil prices, which lowered 
the pressure to substitute oil. Political concern focused on the electricity sector in 
the aftermath of the Chernobyl accident, and subsequently on the need to reduce 
CO2 emissions, especially those from burning coal. The targets set and measures 
taken defined the research in this second phase, which was focused on analysing the 
support schemes to foster the diffusion of renewable energy. Implementing these 
support schemes resulted in the increasing diffusion of renewables and rising elec-
tricity prices, which turned policy concerns towards the expansion of renewables 
with lower costs. This resulted in research focusing on market integration and the 
functioning of innovation systems to bring down technology costs. Finally, with 
climate-related risks becoming more apparent and the corresponding political tar-
gets of achieving net zero emissions, research is increasingly concerned with the 
transformation of the energy system towards renewable energy.

The research on renewable energy also shows the importance of the interactions 
with methodological developments. Advances in systems analysis and computing 
applications enabled the first energy system models, which identified the need for 
and the possibilities to move towards renewable energy sources. The political chal-
lenge of managing the increasing costs of renewables support schemes led to new 
ways to combine energy and economic models to analyse the economic impacts of 
renewable energy expansion. The favourable overall economic impacts demon-
strated by these models supported the continuation of the support schemes and even 
more ambitious target setting. Analysing support schemes and acceptance issues of 
energy system transformation required interdisciplinary research approaches, which 
combined methodologies from economics and social sciences with more 
engineering- based concepts.

There are also very strong links between renewable energy research and the insti-
tutional and epistemic community. Renewable energy research co-evolved with the 
establishment of non-university research centres and institutes, which still dominate 
the technical research on renewable energy technologies. These non-university 
research institutions were also the first to pursue interdisciplinary research and pro-
vided the manpower and institutional homes for those driving the expansion of 
research. Finally, with renewables now becoming the main source of energy in the 
electricity sector, this field of research has become an established part of the univer-
sity landscape as well. Interaction with social science theories first became apparent 
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with the influence of neoclassical environmental economics and transaction eco-
nomics on the analysis of support schemes. However, research on renewable energy 
has also led to further advances in innovation heuristics in a co-evolutionary pro-
cess. Indeed, innovation studies in the field of renewable energy have greatly 
advanced the concept of technological innovation systems.

3.8  Analysing Energy Demand and Modelling of Energy 
Systems: From Little Knowledge to Differentiated 
Know-How

Similar to renewable energy research, the chapter on analysing energy demand and 
modelling of energy systems provides plenty of evidence for how the interaction of 
economic, (geo)political and environmental developments with policy concerns and 
measures has driven this research field over time. Three examples illustrate how 
substantial this influence has been:

• The first oil price crisis and concerns about the security of energy supply ampli-
fied by the oil embargo in the early 1970s instigated research challenging the 
existing paradigm that energy demand increases in line with economic growth. 
Technical analyses of energy efficiency potentials led to a new paradigm in ana-
lysing energy demand.

• In the 1990s, a new wave of research to identify additional barriers was triggered 
by limited energy efficiency improvements in practice despite the proven exis-
tence of large low-cost potentials to reduce energy demand.

• The growing importance of fluctuating renewable electricity resulted in research 
turning towards new ways to influence energy demand such as demand-side 
management and has ultimately led to broadening the scope of research by 
including sector coupling.

The research on energy demand also shows the importance of the interactions 
with methodological developments. Advances in systems analysis and computing 
enabled the development of energy systems models that could combine techno- 
economic analyses of energy efficiency potentials with structural changes within 
the economy. This made it possible to construct energy demand scenarios, which 
became more sophisticated over time. In turn, these scenarios influenced policy 
making and have formed the basis for policy decisions on CO2 reduction targets 
ever since the recommendations of the German Enquête Commission on Climate 
change for Germany’s first target to reduce CO2 emissions. Increasing interdiscipli-
narity and integrating methodologies from economics and the social sciences have 
also helped to improve the methodologies in this field. This has opened the door to 
analysing topics such as energy efficiency behaviour and new instruments to allevi-
ate obstacles, which have contributed to expanding the portfolio of energy policies.
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The research on analysing energy demand and energy efficiency also co-evolved 
with the institutional community. In particular, energy system models co-evolved 
with the formation of a scientific modelling community, which allowed for scien-
tific exchange and fostered continuous methodological improvement. There has 
also been some influence of theoretical developments on energy demand research, 
most visibly transaction and institutional economics, together with motivation theo-
ries, which have provided the theoretical background to analysing obstacles to 
energy efficiency.

The development of the research on energy demand is also influenced by the 
internal dynamics in the field. Research results have sparked new challenges leading 
to a broadening of the disciplinary background. For instance, the technical feasibil-
ity of energy efficiency options gave rise to questions of their cost-effectiveness. 
Extending analyses from the status quo to include future-oriented studies has 
required the integration of structural change and foresight into the research portfo-
lio. The existence of low-cost energy efficiency options led to research on the barri-
ers to energy efficiency and measures to overcome them. This internal logic has 
meant that research has become inevitably more complex and more interdisciplin-
ary over time.

3.9  Understanding the Co-Evolution of Research and Water 
Protection Policies: From Single Technologies to Systemic 
Integrated Approaches for the Sustainable Use of Water

Water research was initiated and is still strongly driven by the deterioration of our 
bodies of water, underpinned by growing environmental awareness in society. This 
has caused increasing concern among policy makers and researchers and has trig-
gered activities to reduce emissions and adapt water infrastructure to new chal-
lenges. At the same time, there are very close links between water research and 
policy making. Regulatory measures prescribe maximum emission thresholds 
which are technically feasible using current sewage treatment technologies. Any 
technological advances that make further emission reductions feasible directly 
influence regulatory standard setting, and goals to strengthen regulatory standards 
directly guide the research needed to provide the technical basis for that. This is 
backed by how the research in this field is funded at least in Germany, mostly by the 
federal and state governments, which are also responsible for policy making.

The co-evolution of research and policy making is not only influenced by the 
state of the environment, but also has repercussions on the level of pollution. This in 
turn leads to new priorities in policy making and a new phase of water research. This 
interplay between the environment, policy making and water research has been the 
main driver of water research over the last 50 years, and three phases can be distin-
guished: In the first phase, policy making and research emphasised the quick reduc-
tion of emissions by applying or improving single technologies. This reduced the 
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emissions from sewage treatment plants, but was not enough to clean up water bod-
ies, and the focus therefore widened to include diffuse emission sources as well. 
This contributed to the second phase of water research, which built on more inte-
grated solutions in addition to improving single technologies in wastewater treat-
ment plants. The increasing number of options called for a more systemic approach, 
which was supported by policy making that itself was more concerned with the 
management of water bodies rather than only the emissions of individual sewage 
treatment plants. At the same time, economic challenges in the form of rising costs 
for sewage treatment and the maintenance of water supply infrastructure further 
emphasised the need to look for least-cost options from a system perspective. 
Finally, climate change with the resulting changes in precipitation patterns and 
higher frequencies of both droughts and flooding triggered the third phase of 
research, which calls for greater integration of sewage treatment and water supply 
and a transformation of the entire sector.

There have been also interactions between water research and methodological 
improvements. Increasing abilities to measure pollutants and collect such data 
helped to identify new environmental challenges. Water research addressed these 
challenges, and systematically used this opportunity to develop new information 
tools such as emission inventories, which greatly facilitated the policy debates about 
target setting in water policy, e.g. with regard to micropollutants. These new chal-
lenges reinforced the need for more research on new emission control technologies 
and ultimately led to a broadening of the actors involved in water issues, such as the 
pharmaceutical industry, which is called upon to provide innovations to reduce the 
environmental burden of their products.

The development of water research is also characterised by internal dynamics, 
which constantly increases the scope and complexity of water research. The focus 
has shifted from single technologies to more systemic solutions integrating multiple 
different technologies. This has also had repercussions on the disciplinary nature of 
water research. Although it is still dominated by engineering-related scientists, 
social sciences are also playing a bigger role with issues like the acceptance of sys-
temic solutions and the transformation of the sector gaining momentum. It has also 
had repercussions in the form of a growing scientific community with its own asso-
ciations, which has institutionalised water research as an academic field and opened 
up new career perspectives for the scientists involved.

Other elements in our model show a lower level of interaction. This is especially 
true for the role of social scientific theories in shaping water research. The impetus 
of regulatory economics, which so strongly influenced the liberalisation of the 
energy markets, has only marginally affected water research. One explanation might 
be that, even though decentralised technologies have become more important, they 
are still not in a position to phase out monopolistic bottlenecks. Another, perhaps 
surprising lack of interaction is with innovation system heuristics and approaches. 
Despite an increasing number of actors and the need to analyse their interaction, and 
despite the importance attached to analysing the transformation of the sector, 
approaches such as Technological Innovation Systems and the Multi-Level 
Perspective have hardly been used in water research so far.
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4  Conclusions

4.1  Dynamics of Research Fields and Patterns of Change

Before drawing the final, overarching conclusions, we need to reiterate the impetus 
for and aim of this volume. It was motivated by wanting to understand how scien-
tific research has been analysing and supporting the development of innovation sys-
tems and of socio-technical systems, their interplay and their governance over the 
last 50 years. In order to do so, we first selected nine research fields in the area of 
systems and innovation research. While the delineation of the area of systems and 
innovation research and the selection of our nine fields are somewhat arbitrary and 
subjective, there are common qualities to the fields that define the area of systems 
and innovation research. All the fields defined in this volume are interested in phe-
nomena that can only be understood using a systemic approach; any analysis of 
specific elements has always been put into the context of the functional system it is 
referring to; and as we can observe, this has happened with increasing intensity over 
time. All fields deal with the role and impact of innovations, of novelties that are put 
to practical use, albeit often on very different levels and in very different forms. 
Finally, all the fields have developed out of a normative impetus or concern to sup-
port the governance of systems, and they are all clearly application-oriented. 
Consequently, all the fields have co-evolved with the systems, in which they are 
embedded and, more concretely, with the governance and policy in these systems.

The final questions to answer in this concluding chapter are: How have the fields 
and their roles changed over time? Are there any overarching patterns beyond the 
idiosyncrasies highlighted in the nine contributions to this volume? If so, what do 
those patterns tell us about the specific nature and responsibilities of innovation and 
systems research and its future challenges?

 Three Phases of Zeitgeist

It is possible to identify a few, very high level and severely simplified patterns across 
the fields. First of all, the demands on and roles of the fields have changed with the 
respective zeitgeist, a term we use slightly differently to the Oxford dictionary 
definition,3 as the defining spirit or mood of a particular period of history nurtured 
by dominating ideas and beliefs of the time. Of course, those phases of changing 
zeitgeist are in themselves ambiguous, different ideological and ideational streams, 
some of them even contradictory, some co-exist and some compete. But very 
crudely, despite marked differences even between developed OECD countries, 
overall a few dominant phases of zeitgeist can be identified, which also shaped the 
activities and developments in our fields. A first phase in the 1960s and parts of the 
1970s was characterised by strong economic growth and a general sense of  optimism 

3 https://www.oxfordreference.com/display/10.1093/oi/authority.20110803133418753.
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towards technological and societal developments. This sense of progress was 
buoyed up by the growing strong sense of the governability of systems and thus of 
a strong and pro-active role of the state. During that time, the field of innovation 
indicators and monitoring, for example, provided concepts and evidence to make 
sense of innovation dynamics and to optimise the allocation of research inputs, 
while STI policy concepts were developed that sought to improve the understanding 
of policy makers on how to steer innovation activities and sub-systems.

Decreasing economic growth rates culminating in stagflation in the late 1970s 
that posed severe challenges to economic and welfare systems, accompanied by 
growing environmental concerns, led to a zeitgeist shift. At the end of the 1970s and 
beginning of the 1980s, major Western countries, led by the US, UK and—to some 
extent—Germany, developed their own variants of a combination of neo-liberal and 
neo-conservative ideologies. In this eclectic ideological combination, the role of the 
state was—grosso modo—weakened and the role of the market enhanced. The 
political landscape became increasingly polarised with intensifying societal con-
flicts over the responsibilities of the state for economic development, social welfare 
and environmental concerns.

As a consequence of both the ideological turn and growing environmental and 
social concerns, the demands on and roles of our nine fields were ambiguous. On 
the one hand, there was a fading of the general optimism that new technologies are 
always favourable. The role of technology assessment broadened, with a number of 
countries following the US model of TA. Existing technological paths were ques-
tioned, such as the expansion of electricity systems based on centralised nuclear 
power stations. On the other hand, science and technology were increasingly seen 
as the engines driving economic growth, and the innovation systems approach was 
popularised through comparisons of national systems and their innovation-driven 
competitiveness. The field of innovation policy emerged and the paradigm shift in 
manufacturing industries was strongly supported by policy measures, all of which 
resulted in new demands in areas such as innovation system monitoring and analy-
sis, industrial production research, STI policy analysis, evaluation and foresight. In 
the three vertical fields of renewable energy, energy demand and modelling, and 
water research as well, science and technology were seen as engines to address 
societal challenges and contribute to solutions. However, there is a significant dif-
ference between these three vertical research fields and the horizontal ones with 
regard to the second zeitgeist wave. Even during the neo-liberal era, traditional neo-
classical economic theory supported a strong role of the state in these three sectoral 
research fields, although not to generate new innovation dynamics. Environmental 
economics clearly stated that environmental problems constitute a separate class of 
market failure, which justifies state action and calls for directionality towards 
environmentally- friendly technologies. Regulatory economics added sunk costs as 
an additional requirement to a natural monopoly for sectors to be classified as form-
ing a monopolistic bottleneck. Even though this school of thought limited the num-
ber of sectors which should be subject to economic regulation, electricity, natural 
gas and water systems still belonged to this shrinking list of sectors. Taken together, 
the resulting environmental and regulatory policies in these sectors triggered a 
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demand for technology innovations and therefore simultaneously acted as a demand-
side innovation policy. Consequently, during the second zeitgeist wave, the three 
sectoral research systems shifted in another direction with a greater number of de 
facto innovation policies than the horizontal research fields.

The tide turned again in the late 2010s, catalysed by the severe financial crisis 
from 2007 to 2009 and the intensifying awareness of the severity of societal chal-
lenges, above all the climate crisis. Once again, the calls grew louder for a more 
pro-active role of the state to support economic and technological development. 
From the perspective of the research fields in the energy and water sector, it became 
increasingly clear that technology development alone does not suffice. In the hori-
zontal research fields, the perception of the severity of societal challenges led to 
policy approaches that sought to give direction to technological development and 
deployment and to support transformations in functional systems such as the energy 
or mobility sector much more systematically. Thus, the zeitgeist in this phase 
brought all nine research fields closer together again. This led to a number of major 
changes. The development of the innovation system was now strongly linked to our 
transformational ambitions. As a consequence, new STI policy concepts were 
developed and strongly influenced STI policy making. STI evaluation broadened its 
approaches to understand the transformational impact of policy and policy mixes. 
Foresight, STI policy evaluation and some areas of technology assessment strength-
ened their formative role, supporting reflexivity and broad, inclusive discourse mod-
eration. For research in the sectoral fields of energy and water, it became clear that 
more systemic transformations beyond the existing sectoral logic were and are 
required. Analysis in these areas increasingly took the user perspective into consid-
eration and in doing so integrated questions of the acceptance of innovations and 
behavioural change. In particular in the research field of renewable energies, this led 
to an uptake of broader innovation system approaches as well.

 Determinants of Field Developments

Within the broad, long-term phases outlined above, the fields developed in complex 
and often idiosyncratic ways over the five decades of our analyses. However, it is 
worth noting that there are a number of patterns in the mechanisms of change across 
the field. These patterns we can now express through the various dimensions of our 
SIR development model outlined above. While the various drivers for the develop-
ment of the fields can be classified in one of those dimensions, we often see a com-
bination of drivers from two or even three dimensions in complex interactions and 
feedback loops.

At first sight, the dominant drivers of the fields have been disruptive develop-
ments in the societal, political, technological or economic context. Obviously, if the 
context changes significantly, new challenges arise, new questions are posed. There 
are numerous examples in the history of our fields. For instance, the fact that science 
and large parts of society have realised how our economic model threatens to violate 
the planetary boundaries, endangers our water resources and changes the climate in 
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dramatic ways has kick-started the fields of renewable energy and energy demand 
analysis and the sustainable use of water resources. Economic development and 
especially the structural changes brought about by globalisation have shaped the 
economic challenges perceived by national governments, and consequently the 
questions they ask. Worldwide developments towards a platform economy have 
slowly but steadily led to the need to develop new theoretical models and empirical 
methods to understand the development and role of innovations in an innovation 
system. The political momentum triggered by the formulation of the Sustainable 
Development Goals has called for new analyses in terms of broader dimensions of 
sustainability across our fields, led to new, broader forms of foresight activities and 
inspired mission-driven policies that have resulted in demands for conceptual and 
evaluative support. The geo-political disruptions seen since the mid-2010s, culmi-
nating in systems competition and military conflict, have driven politicians, policy 
makers and businesses to call for technology sovereignty as well as energy sover-
eignty, which poses new questions in the field of innovation monitoring and analysis 
as well as the fields of renewables and energy demand. The Covid pandemic has, 
among other things, provoked the question of how science systems can be organised 
to better support crisis management across a wide range of dimensions. This has 
meant new challenges in the field of STI policy conceptualisation, as STI policy was 
called upon to help tackle an imminent crisis.

However, the mechanisms through which those—exemplary—contextual 
changes are translated into developments in our fields are diverse. They depend on 
how and by whom contextual developments are interpreted and which interpreta-
tions become dominant in societal and political discourses. Developments in socio- 
technical systems can create societal pressure, they can be seen as political 
opportunities or threats, or they can trigger the research community itself to ask new 
questions or highlight new aspects of the system it analyses.

The most important mechanism through which the perception and interpretation 
of contextual changes are translated into demands for all nine fields is the formula-
tion of concrete policy concerns, which is the second dimension in our model. This 
underlines the application orientation of systems and innovation research. One of 
the most prominent examples here is Technology Assessment, which grew out of 
the need of US parliamentarians for an independent source of evidence and reflec-
tion to support decision-making vis-à-vis the executive in relation to new, disruptive 
technological developments. Similar dynamics can be observed in STI foresight and 
STI evaluation. The latter only exists because policy makers expressed a need for 
accountability and learning; the former is an expression of policy planning ambition 
within the framework of increasing contextual uncertainty and complexity. The 
water and energy research fields display a similar pattern of interaction between 
policy concerns and research fields in their reaction to the changing environmental 
situation. Policy and research both influenced the environmental footprint of the 
water system, which sparked numerous feedback loops. Significant improvements 
in energy efficiency technologies led to new policy ambitions in terms of standard 
setting, which in turn triggered new research to achieve these ambitions on a wider 
scale. The field of production research also illustrates that the timing and direction 
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of this mutual influence can change over time, with research and policy concerns 
preceding the diffusion of new production paradigms in earlier phases, and then 
responding to it in later phases. The same research field also illustrates that the 
interaction between context and policy concerns can be both mutually reinforcing 
and contradictory. All of these examples clearly demonstrate that the rather trivial 
insight that contextual factors, i.e. the combination of technological, economic, 
societal and political developments influence research needs closer examination to 
identify feedback loops and translation mechanisms through policy concerns.

New concepts and theories constitute the third dimension driving change in our 
fields and their role vis-à-vis stakeholders and especially policy makers. One early 
example is the linear model of the impact of science on the economy and societal 
welfare, a concept that led to the development of a number of indicators in the area 
of science and innovation monitoring and dominated analytical perspectives. 
Another prominent example is the development of the innovation systems approach. 
This approach has evolved into a powerful heuristic to understand and compare the 
functioning of national, and subsequently regional, sectoral and technological sys-
tems. While some fields in this volume specifically supported the construction and 
operationalisation of this approach, all the fields were affected in terms of the ques-
tions asked and the empirical research conducted. Equally, policy makers increas-
ingly understood the need to contextualise their activities and in order to do so 
needed to ask broader, system-specific questions. In the vertical research fields, the 
effect of changes in theoretical concepts within the epistemic community has been 
much more indirect. This perhaps reflects the more heterodox approach of these 
research fields, where insights from different epistemic communities tend to be 
recombined, rather than following new insights from one epistemic community.

Methodological advances and new data availabilities are the final driver of 
change in our fields. We saw a very concrete example of this in water research, 
where a series of methodological improvements enabled the identification of previ-
ously undetected forms of pollution, triggering policy concerns and spurring 
research on technologies to reduce pollution even further. The most pervasive devel-
opments, however, were those in information processing. Again and again, this has 
allowed novel perspectives on systems performance and dynamics and also led to 
new questions that were subsequently taken up by policy makers. This is true for 
mining new sources of empirical evidence on the one hand, but also with regard to 
continuous improvements in empirical modelling, on the other hand. Particularly in 
the energy research fields, this has enabled huge advances in the ability to model 
complex energy system developments. This has led to research evolving from look-
ing at individual technologies to a more systemic analysis of energy system 
developments.

Finally, the relationship between data and methods, on the one hand, and theories 
underpinning the field, on the other hand, is a complex one in our fields. Not in all 
cases did data analysis and method development build on an existing theory in a 
given field. Often, the methodological advances were underpinned by theoretical 
concepts in established academic fields. These included transaction and experimen-
tal economics and motivation theories, which delivered the conceptual background 
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for analysing data on energy behaviour and the acceptance of new energy technolo-
gies. Another example is complexity theory, which was the impetus for new 
advanced approaches in modelling energy demand. In other cases, new data analy-
sis and method development have long taken place without any distinct theoretical 
underpinning. For example, the availability of vast amounts of unstructured data 
since the 2010s that can be mobilised through new techniques using AI-supported 
data analytics has resulted in new maps of innovation performance. This has gener-
ated a whole list of new questions, and subsequently new analytical possibilities. 
However, much of the data, which can now be used for the construction of indica-
tors have long lacked, and in parts still lack, a clear conceptual, let alone a theoreti-
cal base.

 Reflections on the Epistemic Developments of and Relationship 
Between Fields

Having interpreted the developments of the fields along the four major edges of our 
model, we can now turn to reflections on the epistemic developments, i.e. the evolv-
ing disciplinary nature of our fields and the changing relationship between fields. 
We can make three major observations. The first relates to the relationship of fields 
and epistemic communities over time. All of our fields are, in the traditional cate-
gorisation of academic fields, multidisciplinary, fed by different disciplines and 
have developed interdisciplinary dynamics over time. At the same time, the compo-
sition of the disciplines in our fields and their interplay has been evolving along with 
the dynamics of the conceptual SIR research change model just outlined. Those 
dynamics led to (sometimes rather drastic) changes in research requirements, which 
called for contributions from those disciplines that promised to address the chang-
ing nature of problems or methodological advances. For example, the research 
fields on energy and water were much more engineering based during their earlier 
phases than the other, more social science-oriented research fields. The more sys-
temic nature of the research questions and the need to increasingly look at mecha-
nisms of market diffusions led to the integration of concepts from disciplines such 
as economics, political science and psychology. Equally, the more recent ambitions 
of STI policy to design and implement transformative missions has intensified the 
need for researchers in STI policy or innovation monitoring to understand the nature 
of the underlying technologies, markets and behaviours in the fields such as energy, 
mobility or health. The latter observation highlights a major finding of this volume: 
Overall, the broadening ambition of STI policy, on the one hand, and the need to 
transform sectoral systems, on the other, raise more holistic questions in all fields. 
The increasingly systemic nature of policy concerns heightens complexity, which in 
turn increases the need for in-depth interdisciplinary analysis. In fact, the vertical 
fields, such as energy, water, production, and the horizontal fields of policy analysis, 
evaluation, TA and foresight show more and more overlapping agendas. Thus, the 
need for an increasing level of in-depth interdisciplinary cooperation is also accom-
panied by a need to integrate vertical, i.e. sectoral, and horizontal competences.
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This leads to a second observation, which is the changing pattern of development 
within horizontal and vertical fields and consequently also the changing relationship 
patterns between these fields. It appears that the sectoral fields and the horizontal 
ones have been rather isolated from each other4 for quite some time. This is true for 
both policy practice and research. For example, a wide range of demand-side inno-
vation policy instruments have been used in sectoral policies. Financial incentives, 
such as demand subsidies, environmental tax schemes or even new market designs, 
as well as command and control policies or information programmes have long 
been used as a major instrument for the production and diffusion of energy or manu-
facturing technologies. Here, the policies were framed and labelled as sectoral ones, 
not as innovation demand policy. This also meant that sectoral policies, by their 
very nature, have always been directional, seeking to steer their sector in certain 
directions. In contrast, in STI policy, demand-side instruments lay dormant for 
many years, only to make a comeback in the 2010s, and STI policies and STI policy 
analysis only discovered directionality and what it means operationally in late 2010. 
Both analysts and STI policy makers only slowly turned to the sectoral experience 
for inspiration.

At the same time, the importance of functional innovation systems for explaining 
improvements and diffusion in technologies has long been somewhat neglected in 
the vertical research fields. Water research is perhaps the field in which a broad 
innovation systems approach was embraced most recently and is still only partially 
so. As pointed out above, we see the neo-liberal zeitgeist as one driver that has con-
tributed to a drifting apart of development in sectoral policies and STI policies in 
general. A second possible explanation for the different developments in vertical 
and horizontal fields are changes in the mode of research over time. All nine research 
fields were in “expert mode” at the beginning of the 1970s. In the following phase, 
however, the horizontal research fields in particular (e.g. foresight, technology 
assessment and evaluation) moved towards a much more participatory approach, 
whereas the vertical fields remained in expert mode for longer and only started to 
integrate participatory approaches considerably later. Thus, we can first observe 
some form of drifting apart again, certainly between the vertical and horizontal 
research fields, followed by an acceleration of interaction and mutual influence over 
the last decade, during which the vertical fields have opened up more to participa-
tory approaches. This, we believe, is a pattern that will continue to be important.

A third observation as to the development of our fields is the interplay with 
established academic fields. Our fields—perhaps with the exception of water 
research—began outside the established arena of academic scientific disciplines, 
and all of them were problem-oriented, largely multidisciplinary and showed inter-
disciplinary dynamics. However, to varying degrees, all of them have been grown 
out of or are linked to established academic fields such as evolutionary economics, 

4 As noted in the introduction to this volume, we do not discuss the growing field of transition stud-
ies, where vertical and horizontal perspectives have often been connected. However, this is being 
done to understand and conceptualise the dynamics of change and resistance to change rather than 
analysing the nature of sectoral fields as such.
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sociology of science, political science, operation management and operations 
research in business administration and engineering. This epistemic origin had 
major implications for the development of our fields. Initially, at least in the first 
decades, scientific credibility in our fields had to be built on the quality criteria of 
established scientific areas. To give just one example, the standards set by evolution-
ary economics were important for the establishment of innovation monitoring and 
some areas of STI policy. Furthermore, scientific reputation had to be based on 
established journals in those academic fields. Only in a few instances, such as in 
water research, were the research fields associated with established academic insti-
tutions, which made it easier to access corresponding existing journals or establish 
new ones. For most of our nine fields, specialised journals have only recently 
emerged and gained scientific reputation—prominent examples are Research Policy 
(STI policy, Innovation Dynamics) and Energy Policy, or Renewable and Sustainable 
Energy Review (renewable energy, energy efficiency).

However, as our fields have always been problem- and application-oriented, they 
have generally been faster than established scientific fields to absorb the new 
demands of society and policy. In doing so, they have also influenced the quality 
criteria and directions of established fields, in particular by emphasising the impor-
tance of relevance in conjunction with traditional excellence. The prominent frame 
of the third mission or the inclusion of impact cases in the UK’s Research Excellence 
Framework are two obvious institutionalised expressions of this shift. In some 
instances, this has also led to a growing acceptance of the application-oriented fields 
in established academic arenas. We can only speculate here, but we are currently 
observing a stronger and more rapid convergence of some of our application-ori-
ented fields with established academic fields. This may well have to do with the fact 
that in other fields, such as evaluation of STI policy, Technology Assessment and 
Foresight, their difference to the established fields is the very mode of research, the 
idea of engaging and co-creating with stakeholders. This participatory approach is 
characterised by a very different rationale of the mode and purpose of research and 
may therefore reinforce rather than dismantle the walls to established academic 
disciplines; scientific reputation is harder to gain and established academics are less 
willing to open up. In contrast, the use of methodologies such as modelling and 
statistical analysis, which are highly accepted in various established academic com-
munities, might have contributed to the closer links being forged between the verti-
cal research fields and established academic fields.

4.2  Outlook

The last 50 years have seen major developments in our nine selected fields of sys-
tems and innovation research (SIR). Above, we have tried to capture and explain 
those developments in a highly condensed and simplified manner using our SIR 
developmental model. We have seen the changing role in all four dimensions of that 
model for the development of the fields over time, how our fields interacted with 
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established academic fields and, in parts, developed traditional academic qualities 
themselves. The complex relationships between the fields are also apparent. These 
can be generally characterised by the limited convergence, in particular between the 
horizontal fields and the vertical ones. Finally, we have seen that the role of our 
problem-oriented fields vis-à-vis policy has also changed over time. Sometimes, 
academics were ahead of policy with conceptual and normative initiatives, then 
policy concerns again drove the fields to find evidence and develop models to sup-
port new challenges and demands.

We can only speculate as to the future developments of the fields considered in 
this volume. Applying our simplified model, we have the impression that, at the 
time of writing in early 2024, major contextual developments—translated mainly 
through growing policy concerns—will dominate the demands on our application- 
oriented fields and shape their dynamics. The strong push exerted by contextual 
developments relates, for example, to disruptive technological developments such 
as artificial intelligence or quantum technologies with rather unpredictable conse-
quences in terms of economic and societal developments. It also relates to the grow-
ing pressure to mitigate and adapt to climate change and to move our systems 
towards sustainable development goals more broadly. It finally also relates to major 
geo-political power shifts, conflicts and tensions as well as societal and political 
fragmentation within all of the major democracies.

Whether these contextual dynamics will be embedded in yet another zeitgeist 
shift, we do not know. However, we can already see how developments in STI and 
in our vertical fields are being re-interpreted. A framework for sectoral as well STI 
policy is emerging whereby geo-political developments interfere with and dominate 
societal concerns in terms of SDGs, leading to competition between different sys-
tems and the re-nationalisation of policy initiatives. Dynamics in science, technol-
ogy and innovation as well as in sectoral systems more generally are being 
interpreted and supported, not only in relation to economic growth or transforma-
tions towards SDGs, but with an overarching concern for national security. There 
are strong indications that these developments may very well intensify the current 
interventionist, transformative role of the state, albeit in a much more inward- 
looking and in parts defensive or even aggressive manner. While this does not ren-
der the SDG goals less urgent, it does place new constraints on their pursuit.

Against this background, our fields are being challenged in various ways. First, 
how will the profile and relationships of the fields develop? To start with, problem- 
oriented research, in which the very purpose of research is to contribute to solutions, 
may become more—not less—important in the future. The demand for supporting 
evidence and conceptual perspective may grow as a result. While this may funda-
mentally challenge more traditional scientific fields that have a different under-
standing of the purpose and criteria of excellence to reflect on the way they define 
and exert responsibility, it may further reinforce the SIR fields in their problem- 
oriented role to provide evidence and support the governance of future developments.

However, there are also a number of open questions ahead for SIR fields. The 
increasing urgency in terms of societal challenges in combination with growing 
technological and contextual complexity will demand more advanced, in-depth 
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understanding of technological and sectoral dynamics. This will require even more 
flexibility in analysis and interaction and the combination of multiple perspectives 
in terms of understanding problem fluidity. Thus, it is essential that scholars in hori-
zontal fields link more intelligently to scholars in vertical policy fields, as is done to 
various degrees in some centres across Europe (e.g. Utrecht/Kopernikus; SPRU, 
Fraunhofer ISI), but is still too limited. This compartmentalisation, as well as the 
compartmentalisation between policy areas, needs to be broken down if the rela-
tionship between the scholarly community in its broadest sense and policy making 
towards SDGs is to be conducive to supporting the socio-technical transformations 
needed. This also holds for the fragmentation of democratic societies and the social 
effects of innovations, which affect each of our nine research fields. At the same 
time, all the fields will have to further improve the way in which national—and EU 
level—policies are supported by reflecting upon and including geo-political and 
geo-economic developments conceptually and analytically, and they need to link 
this understanding to a broader variety of policy fields. In addition, the current trend 
towards a re-nationalisation of policy concerns may put further pressure on the free-
dom of science in terms of its openness to global knowledge flows and cooperation. 
To find the right balance between openness and international cooperation, on the 
one hand, and the necessary limitations with regard to the exposure to geo-political 
threats, on the other hand, will be a task not only, but especially for our application- 
oriented SIR fields.

However, it is far from given that the different SIR fields will continue to 
strengthen their links and converge to a greater degree. For example, will STI policy 
continue to be seen as a major means to steer societies and economies towards 
SDGs, or will it, in contrast, be once again defined as a major battleground for the 
competition of nations and systems, and thus revert to a focus on economic com-
petitiveness? Against the background of those tensions, will the field of innovation 
monitoring support the development of indicators that help to map and model the 
system dynamics for transformation, or will it revert to economic dimensions and 
further differentiate the analytical portfolio to understand the economic dynamics of 
the platform economy? Will the growing importance of indicators and modelling 
approaches stemming from the vertical fields, with their system-wide, long-term 
perspective continue, and will vertical fields increasingly deliver those indicators in 
isolation from or in interaction with the innovation monitoring field? Will technol-
ogy assessment be able to turn to transformation dynamics more broadly, or will the 
urgency of technologically-defined systems competition focus on the economic 
threats and opportunities of distinct technologies? The answers to these and many 
related questions are far from clear, but how they play out will define the purpose 
and identity of the fields in the years to come.

A second challenge is related to the need to increase true interdisciplinary coop-
eration and to integrate vertical and horizontal expertise as already outlined above. 
Such integration is also related to the increasingly heterodox approaches taken, 
while these approaches are simultaneously challenged with regard to their internal 
consistency. We can only speculate here if this will inhibit the ability of our nine 
SIR fields to establish links to traditional academic fields. But we see a need for SIR 
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research fields to clarify how their field relates to the underlying concepts and theo-
ries, and how the different research modes and methodologies of the fields relate to 
each other as a prerequisite to entering a more integrated mode of research. Perhaps 
the development of explicit quality criteria for such heterodox research might help 
to confirm the rigorous quality standards to be met by such research. Finally, we 
have to phrase the question in the wider context of how academic excellence will be 
defined in the future. We see the first signs of questioning the established definition 
of research excellence, measured mostly by journal impact factors and citations. 
Increasingly, science is called upon to be more reflective on its societal responsibil-
ity, and we can only speculate that this might encourage traditional academic fields 
to be more open to heterodox approaches.

A third challenge is the way in which the fields define and develop their norma-
tivity. It has been a major legitimacy claim of the fields that they deliver evidence- 
based advice that is not biased or filtered by the normative claims of researchers. 
However, this claim has always been under pressure. In fact, the very origin of 
systems and innovation research was driven by normative concerns, not only of 
society and policy, but also of academics. For example, the concern about the com-
petitiveness of European countries vis-à-vis the USA (late 1960s) or Japan (1980s) 
was a driver for the foundation and further development of fields such as STI policy 
and innovation monitoring. Academic concerns about exceeding planetary boundar-
ies through energy production and consumption, among other things, supported the 
growth of energy efficiency and renewable energy research. As the need for and 
urgency of transformations have grown, so has the awareness of academics, espe-
cially in the vertical fields, about the importance of and necessity for research to 
support transformation. Equally, should science, technology and innovation con-
tinue to be framed within a competition between systems that includes a competi-
tion between value systems, any analytical work in our horizontal fields may be 
defined in much more normative terms, supporting shared values against external 
threats. It will become increasingly important for researchers to be very clear about 
their own role and how they deal with their own normativity.

In this respect, the development towards a participatory and formative turn we 
have seen in a number of our fields in different manifestations may have a number 
of effects. On the one hand, the more researchers accept the importance of input 
from and interaction with stakeholders and thus a growing plurality of normative 
claims in the systems, the more their own normative claims may reduce, or they may 
at least become more aware of their own biases in the process. On the other hand, 
broad participation may water down the specific role and responsibility of research-
ers. As they are participating in participatory normative processes themselves, they 
may, unconsciously or consciously, develop even stronger normative claims them-
selves. Thus, there will be a growing need for researchers, especially in the 
application- oriented SIR fields, to reflect on their normativity and their specific 
mode of responsibility. This will be a major task in order to retain legitimacy. This 
task will involve finding ways in which the fields can communicate with the general 
public that reflects this specific responsibility and role and supports, rather than 
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endangers their legitimacy—a key prerequisite given the very close interaction 
between the application-oriented SIR research fields, politics and society.

Jakob Edler is Managing Director of the Fraunhofer Institute for Systems and Innovation 
Research ISI since October 2018. The Anglo-German is also Professor of Innovation Policy and 
Strategy at the Manchester Institute of Innovation Research (MIoIR), which he led from 2011 to 
September 2018. His research focuses on analysing and conceptualising governance, policy and 
management of innovation. J.  Edler is Speaker of the Fraunhofer Group Innovation Research, 
member of the German Science Council, the German Academy of Science and Engineering 
(Acatech) and the Royal Society for the Encouragement of Arts, Manufactures and Commerce (UK).

Rainer Walz is Deputy Director of the Institute and Head of the Competence Centre Sustainability 
and Infrastructure Systems at the Fraunhofer Institute for Systems and Innovation Research ISI in 
Karlsruhe. He obtained his PhD and “habilitation” in economics. In 1991, Prof. Dr. Walz joined the 
Fraunhofer ISI.  Prior employment includes the University of Wisconsin and the Enquête 
Commission “Protecting the Earth’s Atmosphere” of the German Bundestag. He is also an adjunct 
professor of economics at the Karlsruhe Institute of Technology (KIT) and member of the EU 
expert group “Economic and Social Impact of Research”.

Open Access  This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter's Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

Drivers and Patterns of Change in Systems and Innovation Research

http://creativecommons.org/licenses/by/4.0/

	Preface
	Contents
	Editors and Contributors
	About the Editors
	Contributors
	Introduction
	Understanding Paradigm Change in Science, Technology, and Innovation Policy: Between Science Push and Policy Pull
	1 Introduction
	2 Policy Paradigms as Framework for Analysis
	3 The Paradigmatic Development of STI Policy
	3.1 The Point of Departure: STI Policy Centred on Knowledge Generation and Addressing Market Failures
	3.2 Systems of Innovation as the Dominant Heuristic for Analysis and Policymaking
	3.3 The “Normative Turn” and the Orientation Towards an Innovation Policy Aimed at Addressing Societal Challenges

	4 Conclusions and Outlook
	4.1 Making Sense of Paradigmatic Changes
	4.2 Challenges for the STI Policy Community

	References

	Development of Innovation Monitoring and Innovation Indicators in the Past 50 Years
	1 Introduction
	2 Theoretical Foundations of Innovation Processes
	2.1 What Is an Innovation Indicator?
	2.2 The Development of a New Discipline: Innovation Studies
	2.3 Paradigms of Innovation Research: Shaping Indicators

	3 Pioneers in Innovation Indicators: Early Activities of the Community
	3.1 Main Indicators (R&D, Patents, Foreign Trade)
	3.2 A Further Broadening of the Scope: Micro-Data Analytics and Additional Indicators for Particular Parts of the Innovation Process

	4 Indicators for Innovation Systems
	4.1 Data Sources for Indicators
	4.2 New Target Areas and Analytical Differentiations

	5 New Data Sources, New Data Analytics: Nature, Opportunities and Limits of New Indicators and Measurements
	6 Summarising Conclusions: Historical Developments and Challenges of the Near Future
	References

	Foresight: Fifty Years to Think Your Futures
	1 Introduction
	2 50 Years of Exploring Futures and Dealing with Uncertainty
	2.1 Towards a Scientific Discipline with Accepted Terminology
	2.2 From Detecting “the” Future to Exploring Multiple Open Futures
	2.3 From Narrow to Broad Perspectives: Evolving Demand for Participation
	2.4 Towards Conscious Integration of Machine-Learning Based Approaches
	2.5 Towards New Combinations of Quantitative and Qualitative Methods
	2.6 Foresight and Innovation Systems: From Wiring Up to Rewiring
	2.7 From Loose Networks to International Collaboration and Networking

	3 Reflection and Outlook
	References

	Evaluating Public Research and Innovation Policies: A Short History of Co-evolution
	1 Introduction
	1.1 What Are We Talking About? Some Definitions

	2 Beginnings: From the 1960s and the Evaluation of Research to the 1980s with the First Comprehensive Approaches to Evaluating R&I Policies
	2.1 Political Ambitions and Developments
	2.2 Main Aims and Topics of Evaluation
	2.3 Applied Methods and Concepts
	2.4 Examples of Typical Research and Innovation Policy Evaluation Studies
	2.5 Evaluation Community

	3 The 1990s: Complex Multi-actor/Multi-agency Programmes and Systems-Oriented Evaluations with Formative Claims
	3.1 Political Ambitions and Developments
	3.2 Main Aims and Topics of Evaluation
	3.3 Applied Methods and Concepts
	3.4 Evaluation Community

	4 The 2000s: Further Development of Methods and Concepts for Capturing Complexity
	4.1 Political Ambitions and Developments
	4.2 Main Aims and Topics of Evaluation
	4.3 Applied Methods and Concepts
	4.4 Evaluation Community

	5 From the 2010s Until Today: Is Accountability Back? Evaluation Between Legitimacy and Learning
	5.1 Political Ambitions and Developments
	5.2 Main Aims and Topics of Evaluation
	5.3 Applied Methods and Concepts
	5.4 Evaluation Community

	6 Summary
	7 Reflections and Outlook
	7.1 Co-evolution of Policy and Evaluation: Interaction and Interdependencies
	7.2 Critical Developments and Challenges
	7.3 Future Developments

	References

	Assessing Technological Innovations: From Early Warning to the Governance of Socio-technical Transformations
	1 Introduction
	2 The Beginnings: Expert-Based TA as Policy Advice
	3 The Participatory Turn
	4 Managing and Governing Technological Innovations
	5 Conclusion and Outlook
	Appendix
	References

	Industry in a Changing Era: Production Paradigms During the Last 50 Years
	1 Introduction
	2 Production Paradigm Shifts in the Last 50 Years
	2.1 Stage I: Labour Conditions and Industrial Productivity (Early 1970s Until the Late 1980s)
	2.2 Stage II: Global Integration and Competition (Late 1980s Until the Early 2010s)
	2.3 Stage III: Entering Cyber-Physical Production (Since the Early 2010s)
	2.4 The Future of Manufacturing and the Search for New Production Paradigms

	3 Conclusions: Manufacturing at a Crossroads Again
	References

	From Niche to Mainstream: Exploring Innovation and Progress of Renewable Energy Development
	1 Introduction
	2 Exploring Technological Solutions and Dealing with Resistance from Incumbent Electricity Suppliers (1970–1990)
	2.1 Starting Research on Technological Solutions
	2.2 Renewables in the Early Energy Policy Debate
	2.3 Obstacles Hindering Fast Market Diffusion

	3 Market Expansion of Renewables in the Electricity Sector (1990–2009/2011)
	3.1 Implemented Policies and Regulations
	3.2 How to Best Support Renewables: The Support Scheme Discussion
	3.3 Assessing the Effects of the Expansion of Renewable Energy Sources

	4 Market Integration of Renewables (2011–2019)
	4.1 Renewable Energy Innovation System Research
	4.2 From Market Integration to the System and Grid Integration of Renewable Energies
	Market-Premium Schemes
	Auctions

	4.3 Self-Consumption of Renewable Electricity and Non-financial Barriers
	4.4 Refinancing the Expansion of Renewable Energies and Non-financial Barriers

	5 Speeding up the Transition to a Fully Renewable Electricity System (2019-Present)
	5.1 Ambitious Targets and EU Governance Structure for Renewables
	5.2 How to Achieve Higher Expansion Rates: Acceptance Issues and Limited Land Availability
	5.3 Future Support Requirements for Renewables
	The Future Costs of Renewables
	Revenues of Renewable Energy Plants: The Market Side

	5.4 New Developments with Regard to Support Scheme Design

	6 Summary and Outlook
	References

	Energy Demand and Modelling of Energy Systems: Five Decades from Little Knowledge to Differentiated Know-How
	1 Introduction
	2 The 1970s: The End of the Energy Growth Dream
	3 The 1980s: Starting Energy Efficiency Policy—Supported by a First Generation of Technically Based Energy Models
	3.1 First Energy Efficiency Policies
	3.2 First Generation of Technically Based Energy Models

	4 The 1990s: Moderate Energy Efficiency Improvements—Obstacles, but the New Driver: Climate Protection
	4.1 Examining the Details of Efficient Energy Use, Options Reducing Energy Demand, and Their Social Benefits
	4.2 Obstacles and Market Imperfections

	5 The Noughties—Liberalised Grid-Based Energy Markets and the Takeoff of Electricity Producing Renewables: New Boundary Conditions for Energy Demand and Challenges for Energy Modelling
	5.1 New Policy Instruments Implementing Energy Efficiency
	5.2 Rebound, Income, and Price Effects and Technical Forecast
	5.3 Demand-Side Management and Second-Generation Models

	6 The 2010s: Tensions—Slow Progress in Efficient Energy Use, Still Increasing Greenhouse Gas Emissions, Electrification of the Transport Sector, Sector Coupling, and Further Progress in Energy Modelling
	6.1 Sector Coupling and Integrated Energy
	6.2 Electrification of Road Transport
	6.3 Energy System Modelling
	6.4 Digitalisation: Supporting the Energy System Efficiency

	7 Summary and Outlook
	References

	Understanding the Co-Evolution of Research and Water Protection Policies: From Single Technologies to Systemic Integrated Approaches for the Sustainable Use of Water
	1 Background/Objective
	2 Phase 1: Establishing Water as Key Issue in Environmental Policy
	2.1 Pressure to Act
	2.2 Important Research Activities
	2.3 Measures and Regulations

	3 Phase 2: Expanding Existing Approaches
	3.1 Pressure to Act
	3.2 Important Research Activities
	Water Protection
	Water Infrastructure for Water Supply and Sanitation

	3.3 Measures and Regulations

	4 Phase 3: The Current Status—The Need for Transformation in the Water Sector
	4.1 Pressure to Act
	4.2 Important Research Activities
	Water and Resource Protection
	Water Infrastructure for Water Supply and Sewage Disposal

	4.3 Measures and Regulations

	5 Discussion and Conclusion
	References

	Drivers and Patterns of Change in Systems and Innovation Research
	1 Introduction
	2 Systemic Model of (Research) Field Dynamics
	3 Patterns of Change in the Research Fields
	3.1 Understanding Paradigm Changes in Science, Technology and Innovation Policy: Between Science Push and Policy Pull
	3.2 Analysing the Nature and Dynamics of Innovation: Innovation Monitoring and Innovation Indicators
	3.3 Foresight: From Detecting Futures for Strategising to Participatory Approaches for Governance
	3.4 Evaluating Public Research and Innovation Policies: A Short History of Co-Evolution
	3.5 Assessing Technological Innovations: From Early Warning to the Governance of Socio-Technical Transformations
	3.6 Understanding Paradigm Change in Industrial Production
	3.7 Exploring Innovation and Progress in Renewable Energy Development: From Niche to Mainstream
	3.8 Analysing Energy Demand and Modelling of Energy Systems: From Little Knowledge to Differentiated Know-How
	3.9 Understanding the Co-Evolution of Research and Water Protection Policies: From Single Technologies to Systemic Integrated Approaches for the Sustainable Use of Water

	4 Conclusions
	4.1 Dynamics of Research Fields and Patterns of Change
	Three Phases of Zeitgeist
	Determinants of Field Developments
	Reflections on the Epistemic Developments of and Relationship Between Fields

	4.2 Outlook





