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Preface

This volume contains the postproceedings of AISoLA 2023, an Al-themed sibling of
ISoLA, the International Symposium on Leveraging Applications of Formal Methods.
AISoLA took place in Crete (Greece) on October 23-28, 2023. It was an in-person
event that provided an interdisciplinary forum for discussing the impact of the recent Al
developments on research, education, and society. Discussions ranged from philosophi-
cal issues that arise from technologies as powerful as indicated by today’s large language
models to technical issues and solutions for the responsible uses for Al-applications in
safety-critical domains. The program of AISoL.A 2023 comprised five keynotes:

Technology and Democracy
by Moshe Vardi, Rice University, USA
Deep Neural Networks, Explanations and Rationality
by Edward Lee, UC Berkeley, USA
Human or Machine: Reflections on Turing-Inspired Testing for the Everyday
by David Harel, Weizmann Institute of Science, Israel
Education and AI — Current Status, Opportunities and Challenges
by Nele McElvany, TU Dortmund, Germany
Graph Neural Networks: Everything Is Connected
Matthias Fey, Kumo.ai, USA

Special Sessions

Technology and Democracy
organized by Jim Larus and Edward Lee

Beyond ChatGPT: The Impact of Al on Academic Research
organized by Viola Schiaffonati

Tracks

1. The Nature of Al-Based Systems
organized by Bernhard Steffen
2. Responsible and Trustworthy Al
organized by Kevin Baum, Torsten Helfer, Markus Langer, Eva Schmidt, Andreas
Sesing-Wagenpfeil, and Timo Speith
3. Democracy in the Digital Era
organized by George Metakides and Moshe Vardi
4. Digital Humanism
organized by Viola Schiaffonati and Hannes Werthner
5. Safety Verification of DNNs
organized by Taylor Johnson and Daniel Neider
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6. Verification Meets Learning and Statistics
organized by Jan Kretinski, Kim Larsen, Nils Jansen, and Bettina Konighofer
7. Health Care
organized by Martin Leucker
8. Al-Assisted Programming
organized by Wolfgang Ahrendt and Klaus Havelund
9. Safe Al in the Automotive Domain
organized by Falk Howar and Hardi Hungar
10. Digital Humanities
organized by Ciara Breathnach and Tiziana Margaria
11. R@ISE: Research at ISE
organized by Tiziana Margaria and Mike Hinchey
12. Al-Supported Publishing
organized by Jonas Spies

The 26 papers of this volume extend the presentation in the AISoLA 2023 on-site
proceedings. This means, in particular, that the corresponding track introductions still
apply. Only the Health Care and the Digital Humanities track have some dedicated
introductions in this volume.

I thank the track organizers, the members of the program committee and their review-
ers for their effort in selecting the papers to be presented, the local Organization Chair,
Petros Stratis, and the EasyConferences team for their continuous precious support dur-
ing the entire period preceding the events, and Springer Nature for being, as usual, a
very reliable partner for the proceedings production. Finally, I am grateful to Nicolas
Stratis and Tim Tegeler for continuous support for the website and the program, and to
Steve Bosselmann for his help with the editorial system EquinOCS.

Special thanks are due to the Center for Trustworthy Data Science and Security and
the Lamarr Institute for their support in the organization of the event, and to the Technical
University of Dortmund, my home institution.

With over 150 international participants and very lively discussions, AISoLA was
a very successful event and I am looking forward to seeing many of you in Crete in
October for AISoLA 2024.

October 2024 Bernhard Steffen
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Digital Humanities and Cultural Heritage
in AI and IT-Enabled Environments

Ciara Breathnach! and Tiziana Margaria®®)
1 School of History, University College Cork, IE, Cork, Ireland
Ciara.breathnachQucc.ie
2 HRI, Lero and CRT-AI, University of Limerick, Limerick, Ireland
Tiziana.Margaria@ul.ie

Abstract. This track is the first output in Digital Humanities within
ATSoLA and, while its contributions span a range of diverse topics and
approaches, it provides a good representation of the state of the art in the
field, stemming from the interdisciplinary collaborations in the DBDIrl
project and from the Great Leap COST Action that started in Septem-
ber 2023. It also underpins an ambitious research agenda arising from
these collaborations, which aims to foster further international work on
data interoperability.

The papers discuss the challenges faced by both computing and his-
torical sciences when addressing on one side some of the most pressing
issues of data access, preservation, conservation, harmonisation across
national datasets, and governance, and on the other side the opportuni-
ties and threats brought by Al and machine learning to the advancement
of reasoning, classification and rigorous data analytics.

1 The Topic: DH Meets AI and IT

We are in the middle of an AT and IT revolution and at a point of digital cultural
heritage data saturation, but humanities’ scholarship is struggling to keep pace.
In this Track we discuss the challenges faced by both computing and historical
sciences to outline a roadmap to address some of the most pressing issues of data
access, preservation, conservation, harmonisation across national datasets, and
governance on one side, and the opportunities and threats brought by Al and
machine learning to the advancement of rigorous data analytics. We welcomed
contributions that address the following and other related topics:

— Advances brought by modern software development, AI, ML and data ana-
lytics to the transcription of documents and sources (Pedersen et al. [12],
Mourits and Riswick [10] and O’Shea et al. [11]).

— Tools and platforms that address the digital divide between physical, analog
or digital sources and the level of curation of datasets needed for modern
analytics (Le Roux and Gasperini [8], Zafeiridi et al. [16] and Breathnach et

al. [3]).

© The Author(s) 2025
B. Steffen (Ed.): AISoLA 2023, LNCS 14129, pp. 3-9, 2025.
https://doi.org/10.1007/978-3-031-73741-1_1
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— Design for accessibility an interoperability of data sets, including corpora and
thesauri (Le Roux and Gasperini [8], Mourits et al. [10] and Breathnach et
al. [3]).

— Tools and techniques for machine-understanding form-based documents,
recognition of digits and codes, handwriting, and other semantically struc-
tured data (Walsh and Clancy [14], Pedersen et al. [12], Mourits et al. [10]
and O’Shea et al. [11]).

— Knowledge representation for better analysis of semi-structured data from rel-
evant domains (diaries, registers, reports, etc.) (Pedersen et al. [12], Mourits
et al. [10], O’Shea et al. [11], and Breathnach et al. [3]).

— Specific needs arising from the study of minority languages and populations,
disadvantaged groups and any other rare or less documented phenomena and
groups (Fissore et al. [5]).

— Challenges relative to the conservation, publication, curation, and governance
of data as open access artefacts (Ferilli et al. [4]).

— Challenges relative to initial and continuing education and curricular or
extracurricular professional formation in the digital humanities professions
(Le Roux and Gasperini [8] and Fissore et al. [5])

— Spatial digital humanities (Walsh and Clancy [14]).

— Digital humanities aspects concerning occupation, medicine and health (Ped-
ersen et al. [12] and Breathnach et al. [3]).

2 The Background: Digital Meets Humanities

Owing primarily to over forty years of born digital content and also because of
the digitisation of handwritten and printed documents, we are currently in an
age of ‘digital abundance’ [9]. Digitisation can take many forms, if we take a
broad view and include photography as a means of preservation (which devel-
oped into microforms including microfilm and microfiche) then it has been a
critical component of records management in the finance and banking sector
since the 1920s [13]. In more recent times, it has been the panacea for conserva-
tion and preservation in cultural heritage since the 1940s [2]. While such activ-
ity has resolved problems associated with storing newspapers and large datasets
like census returns and has taken fragile manuscripts out of the handling envi-
ronment, it has created several legacy issues associated with obsolescence and
discoverability. Indeed Milligan [9] has elucidated the problems associated with
the digitisation of newspapers from microfilm, where old problems of shading,
depth of field and blurring, have simply been replicated in large scale digital
archive projects. It seems that the end-user, or the researcher, has received little
priority in the quest for ‘digital abundance’. Greater accessibility has created
new vulnerabilities that range from the whims of corporate decision-making to
cyberattacks. For example, in the case of the former, executives at the MTV
News Website wiped all archival content from the web in June 2024 [7], which
has dealt a devastating blow to music history as there are no hard copies of this
born-digital content and surrogate copies are limited to a partial capture on the
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internet archive on archive.org. Cyberattack has wreaked havoc at the British
Library since October 2023, and has negated much of its enormous efforts in the
digitisation of manuscripts and other data types over the last century. Clearly
there are many old and new problems that scholars must address and here we
showcase a range of projects that exhibit the great potential when researchers
collaborate in interdisciplinary ways.

3 The Contributions in Context

In this Track, we welcomed contributions from interdisciplinarians who work in
the field of Digital Humanities, broadly defined. It includes contributions that
discuss how scholars can reuse legacy data, the tools and methods they employ to
conduct that work, and the role of Al and Machine Learning can have in future
research. Further contributions include the potentials of wearable tech and Large
Language Models (LLMs) in mental health and in gamification in mathematics
pedagogy. Ostensibly what emerged from the conference is a volume about data,
its generation in various forms and how we, as interdisciplinarians, exploit its
use.

This volume is arranged chronologically in accordance with the evolution of
digitization processes and the advancement of

P1: It begins with Le Roux and Gasperini’s paper [8] discussing the
problems that past decision making in digitisation projects create for cur-
rent research. Taking medical literature pertaining to child health published
between 1850 and 1914 in England, France and Italy as their sample they
explore the problems that Optical Character Recognition (OCR) generates
for digital humanists and how computer science methods might help to resolve
them. Adopting a corpus linguistics approach they argue that discoverability
remains a problem and that the retrospective application of Free Accessible
Interoperable and Reusable (FAIR) [15] principles will require closer collab-
oration between stakeholders as AI and ML technologies take further root.

Historical Demography features heavily in this track as historical ‘Big Data’
provide a useful comparative case study in old and new research methods. It
showcases some of the work of collaborators in the COST Action CA22116 -
The Great Leap. Multidisciplinary approaches to health inequalities, 1800-2022
(GREATLEAP) [1]. Tim Riswick is Chair and Breathnach is Vice Chair of
this international network. Locating its work in historical population data The
Great Leap examines structural inequalities in health and how they emerged
over time, primarily across Europe. It is an interdisciplinary network of schol-
ars and it counts contributors Clancy, Ferilli, Garret, Margaria, Mourits, Reid,
Sommerseth and Walsh among its wider membership. Further to experts in
history, social sciences, life sciences, computer sciences and epidemiology, it
also involves government agencies and data owners such as statistical offices
and national archives. Like the contributions to this volume, the Great Leap
focuses on individual-level metadata but it has the ambitious aim of creating
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interoperability between national datasets. The ultimate aim of the network is
to push the capabilities of historical data to have impact in current public health
policy and practice.

The Great Leap associated papers in this volume capture a timeline in
the development of transcription and machine learning methods over the past
40 years. The earliest contributions to the field were constructed in North Amer-
ica and across Europe (for example, in the Netherlands) but with old technology
and its associated methods, comes new challenges.

P2: Mourits, Riskiwck, and Stapel [10] deal with the matter of inter-
operability and common languages in historical demography, they note how
modern ontologies are insufficient and cannot be neatly applied to the past.
They have gathered data from several international projects to assess its FAIR
compliance and found that occupational data was the most standardised cat-
egory. They point to the success of past research projects like HISCO [6] and
its work on standardisation and the encoding of occupations, and present
some of their findings here.

P3: Building on Mourits et al., Pedersen, Islam, Kristofferson, Bongo,
Garrett, Reid and Somerseth [12] discuss the problems surrounding data
encoding and how useful LLMs might be in the retrospective application of
ICD10 to historical cause of death. Experiments using three Al-models on a
random data sample of death registrations from three areas in the UK (that
were fully transcribed and encoded by domain experts) showed a varying
success rate of correctness. While the authors found the exercise worthwhile
they caution that significant levels of fine-tuning (perhaps using Retrieval-
Augmented Generation) would be necessary to correct the error rate.

P4: Although they address a different problem, Fissore, Floris, Marchiso
Conte and Sacchet [5] examine the transformative potential of gamification,
LLMs and Al to shift away from didactic approaches to teaching mathematics
and create more opportunities for co-production in education. Identifying the
specialised language of mathematics as a major obstacle to learning, they
recommend a Data-Driven Learning (DDL) methodology to help teachers and
students identify and work through difficulties in a scaffolded digital learning
environment. They note that while further in-service training is necessary
gamification offers massive opportunities to individualise learning while also
supporting the educators.

P5: Breathnach, Murphy, Schieweck and Margaria [3] describe the
difficulties of interoperating various Irish historical datasets uncovered dur-
ing Death and Burial Data: Ireland 1864-1922 (DBDIrl) a project funded
by the Irish Research Council (2018-2023). Taking old age as a case study
the authors who are drawn from history and computer science describe the
pipelines necessary to automate the process of data linkage using a low-code
no-code approach. While age heaping (rounding to nearest 0 or 5) is a peren-
nial problem in census data and disrupts efforts to create linkages between
decennial data, marital status was also found to be inconsistently recorded.
P6: In another paper arising from DBDIr] activities, O’Shea, Krumrey,
Mitwalli, Teumert and Margaria’s work [11] follows the technical prob-
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lems that limitations in OCR technology poses and the necessity for precise
responses tailored to the problems of each data type. It discusses the ben-
efits and limitations of an AI-ML Data Analytics Pipeline designed as an
automated solution to transcription of historical handwritten death registers.
In many respects this work shows how countries without longstanding tradi-
tions in crowdsourced transcription data (like those described by Mourits and
Riswick [10] and Pedersen et al. [12]) can play catch-up through pipelines of
segmentation, word detection, and data synthesis, classification and linkage.
PT7: Spatial epidemiology underpins Walsh and Clancy’s paper [14] on the
Irish District Lunatic Asylum system. They illustrate the potential that the
mapping of individual level data can bring to our understandings of mental
health problems in both urban and rural Connaught (a large province in
Ireland). The removal of patients from their households of origin was a key
component of the ‘confinement’ model and in this chapter Walsh and Clancy
interoperate committal data with civil registration records to plot the lives
and movement of patients.

P8: Albeit in a modern context, Zafeiridi, Qirtas, Bantry White and
Pesch [16] explore how machine learning models and wearable tech can act
in a preventive capacity in detecting depression. They found that GPS should
not be used in isolation and that passive sensing, which includes activity, sleep
data and personal communication (texts, calls, Apps and proximity to other
smart devices), offered a more holistic approach to the study of mental health
and well being.

P9: With a focus on discoverability Ferilli, Bernasconi, Di Pierro and
Redavid [4] contributes the final paper in this volume. It goes beyond the
analytical limitations of the digital archive and shows how the GraphBRAIN
framework for knowledge graphs operates in the domain of cultural heritage.
In this project they show the realms of possibility for conservation, preserva-
tion and, more importantly, discoverability and interoperability.

4 The Next Steps

This track is the first output in Digital Humanities for AISoLA and, while its
contributions span a range of diverse topics and approaches, it provides a good
representation of the state of the art in the field. Several exciting prospects
emerge from the use cases presented here, for example the capacity of LLMs and
GIS to reconfigure legacy data and offer new insights from old ‘Big Data’, and
the use of tools like gamification drawing on corpus linguistics and DDL to trans-
form mathematics pedagogy. Essentially this volume showcases the importance
of collaborative and interdisciplinary approaches to complex research questions,
and the enormous potential for future innovative scholarship. We expect further
collaborations to arise from the Great Leap context, which started in September
2023 and will provide opportunities of collaboration with its network for the
next three years.
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Abstract. One of the biggest challenges in the transition to open science
is making data interoperable. Ideally, existing schemas and vocabularies
are (re-)used to describe data, but these are generally problematic for
historical data, as they exclude historical concepts and are insensitive to
temporal variations in meaning. Therefore, the subdiscipline of historical
demography has designed its own schemas and vocabularies to standard-
ize historical data, as researchers require them to make and study large-
scale reconstructions of populations and life courses. We introduce a web
environment called CLAIR-HD that helps researchers to find vocabular-
ies to standardize historical demographic data, and determine lacunae in
the standardization of data within the field of historical demography.

Keywords: Interoperability - Vocabularies - Historical Demography

1 CLAIR-HD

One of the biggest hurdles in data interoperability is communication. Without
coordination, database managers tend to come up with different descriptions for
the same information, which hurts data interoperability. To tackle this problem,
vocabularies and schemas are used to standardize how data in datasets is being
described. Sometimes these standardization efforts are very straightforward and
apply to very broad contexts, whereas others are of general use to specific com-
munities. For historical data, however, most of these standardization efforts are
problematic as they were made to describe contemporary concepts and under-
appreciate how information and meaning can change over time. For example,
places and their names change over time, the associations between occupation
and social standing shift when labour markets change, and causes of death are
coded differently between social and temporal contexts [17-19,23,24,34,35,47].
Existing vocabularies standardize these historical concepts at the cost of losing
or misinterpreting context-specific information.

In this paper, we use the subdiscipline of historical demography as a case
study to see how specialized vocabularies are made and adopted. Historical
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demographers from a wide array of countries have built databases to recon-
struct the lives of people in Europe, North America, and East Asia [22]. The
vocabularies of these databases were designed to “stay true to the source”, so
that datasets have sophisticated designs to model local peculiarities and changes
in meaning over time. These local efforts have made it possible to standard-
ize defunct phenomena, historical distinctions, and general changes over time,
though only within the geographic scope of their projects. Each of these stan-
dardization schemes is worth its weight in gold, as it unlocks a wealth of his-
torical data and contains years of insight in the historical sources and context.
Yet, standardized communication is necessary to make larger-scale comparisons
possible. Currently, the field is in a paradoxical situation where most scholars
agree that historical comparisons increase understanding of the “historical con-
text”, but are at the same time afraid to throw out the baby with the bathing
water and hesitant to apply schemes not designed for a specific social, spatial,
and temporal context [24,33,54].

To have fruitful discussions on vocabularies, historical demographers need to
have an overview of existing standardization efforts. Yet, this requires too much
effort for most scholars, as they need to know the field well, have expertise in
presenting data, and invest time in ontology design. To reduce the time and
knowledge required to partake in this discussion, we gathered the vocabular-
ies that data centers, projects, and research collaborations developed to make
data interoperable and variables comparable. To show how these vocabularies
are related, we mapped the relationships between them and created an overview
of vocabulary conversion tools. These results are published on the CLAIR-HD
webpage, so that researchers and database managers can easily find and reuse
existing vocabularies. Gathering and sharing these vocabularies helps historical
demographers to learn from each others insights, prevents the re-invention of
vocabularies, and ensures that data is interoperable. But most importantly, it
serves as a case study on what is required for a move towards open data within
history, and perhaps even the humanities and social sciences as a whole, as com-
mon vocabularies allow for general-purpose software, make replication studies
easier, and are the steppingstone to Linked Open Data. We intend for CLAIR-
HD to become an inspiration to other disciplines that face similar challenges.

2 Methods

Information on standardization efforts within historical demography was gath-
ered in multiple rounds. Our initial goal was to get a broad outline of the existing
vocabularies. Therefore, we contacted the bigger data centers in Asia, Europe,
and North America. These data centers were a logical place to start, as they
have the most developed infrastructure and are important regional hubs in his-
torical demography. Although all historical data centers responded promptly, it
turned out that few disclosed their own standardization lists and often reused
existing vocabularies to standardize their data. Nevertheless, there were notable
exceptions and paradoxically, the data centers often worked together to develop
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shared code books, also known as schemas. Hence, we decided to also gather
information on the schemas that they developed. This gave us a feeling for how
data standardization efforts in the field were designed and why there has been
less focus on developing shared vocabularies than initially anticipated.

We also talked to individual scholars at the major historical demography
conferences in Europe and North America: European Social Science History
Conference (ESSHC), European Society for Historical Demography (ESHD),
and the Social Science History Association conference (SSHA). Here we learned
which vocabularies historical demographers use to code their data and how they
work together to interpret and codify historical data. In general, researchers seem
to prefer using multiple vocabularies in their analyses to test whether differences
in interpretation and standardization practices can lead to different statistical
associations, either to look for overlap as a robustness check or to tease out
differences as an enquiry into underlying mechanisms. Therefore, we decided
to also collect information on crosswalks and conversion tools, as they hugely
increase data interoperability and give researchers an important tool in their
toolbox.

3 Existing Standardization Efforts

The outcomes of the enquiry are interpreted in this section of the paper and
presented on the CLAIR-HD web page and Sect. 4. Our initial goal was to get a
broad outline of the existing vocabularies and show the overlap between them.
Once the data came in, it became clear that vocabularies are generally products
of scholarly collaborations. Whether these vocabularies are used is dependent on
the quality of the product itself, other scholars familiarity with it, and willing-
ness of data providers to implement it. To understand the institutional context
within which vocabularies are being provided, we first describe the seven schemas
that were developed within and for historical demography. Second, we give an
overview of the existing vocabularies and determine lacunae in the standard-
ization of data within the field of historical demography. Finally, we close by
discussing crosswalks and conversion tools.

3.1 Schemas

Our inventory of the field showed that each data center uses its own schema.
However, there are also seven schemas that provide standardized ways to deliver
datasets, 1. the Intermedidate Data Structure (IDS) [1,2], 2. IPUMS-USA [40], 3.
IPUMS-International [25], 4. LINKS-gen [29], 5. MOSAIC [46], 6. North Atlantic
Population Project (NAPP) [36-38], and 7. Persons in Context (PiCo) [5].
Although all these schemas are meant to standardize historical data,
their intended scope differs. IPUMS-USA, IPUMS-International, MOSAIC, and
NAPP were developed to standardize census data. The driving force behind
processing census data is [IPUMS at the University of Minnesota. In 1991, they
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Table 1. Census schemas (IPUMS-international, MOSAIC, NAPP) [46]

Theme Variable IPUMS MOSAIC NAPP
Geography |Country code CNTRY country |CNTRY
Place — place —
Region region place —
Urban-rural URBAN urban URBAN
Household |Group quarter status/GQ gq GQ
Household size PERSONS |hhsize NUMBERHH
Household weight WTHH hhwt HHWT
Identifier Enumeration SAMPLE [id_enum |[SAMPLE
Household SERIAL id_hhold |[SERIAL
Person PERNUM [id_pers |PERNUM
Individual |Age AGE age AGE
Literacy LIT lit LIT
Marital status MARST marst MARST
Occupational title |- occupan |[OCCSTR
OCCHISCO OCCHISCO|occhisco |[OCCHISCO
Present at enum. RESIDENT presence |[RESIDENT
Rel. household head |- relate —
Religion RELIG relig RELIGION
Sex SEX sex SEX
Weight WTPER perwt PERWT
Person name|First name — fname NAMEFRST
Last name — Iname NAMELAST
Quality Age — qage QAGEGB
Household — ghhold |-
Rel. household head |- qrelate | QRELGB
Marital status — gmarst |QMARSTGB
SEX — gsex QSEXGB
Source Enumeration type |- enumtype—
Enumeration year |[YEAR year YEAR

started providing “common-format extracts” with standardized codes and con-
structed variables for the 1960, 1970, and 1980 US censuses and now main-
tain standards to exchange census data within the USA (IPUMS-USA) and
internationally (IPUMS-International) [39]. In 1999, IPUMS joined up with
researchers from Canada, Great Britain, Iceland, Norway, and Scotland with
whom they already had established strong ties. As they realised that the origi-
nal source material was highly compatible and cultural constructs for the mea-
sured concepts are similar, they decided to create a machine-readable, census-
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based database of, as they put it, the North Atlantic world at the end of the
19th century [36,38]. A similar international census comparison project took
place in the early 2010s at the Max Planck Institute for Demographic Research
(MPIDR) in Rostock, Germany. The MPIDR schema, called MOSAIC, stan-
dardized census data from the 1700s until 1950 for 18 regions in Europe [46].
These schemas to describe census data are very similar as shown in Table 1.
Yet, all four schemas are still in use, as they cater to a very specific public
and have not been adopted by other historical demographic research projects or
databases, as they have been developed for projects with strong institutional
boundaries.

Whereas IPUMS-USA, IPUMS-International, MOSAIC, and NAPP focus on
standardizing categories between series of cross-sectional census data, other
schemas set up standards for sharing person reconstructions. IDS, LINKS-gen,
and PiCo are efforts to standardize historical data from other types of historical
sources, such as the civil registry, militia registers, parish registers, population
registers, slave registers, or tax registers. Of these schemas, LINKS-gen is by
far the most limited in its scope and standardizes historical data into a pedi-
gree format - with each row representing a person that is linked to his family
by links to one’s father, mother, and spouses - and a standardized occupational
table that are both ready for statistical analysis [29]. IDS has been around since
2009 and makes different types of data sources available for extraction by explic-
itly stating for which point or period in time historical information is valid [1,2].
PiCo goes a step further and is developed by the Center for Family History in the
Netherlands as a means to store information on persons registrations as well as
concomitant records and person reconstructions [5]. Table 2 shows how different
these schemas are from each other, as well as from the IPUMS, MOSAIC, and
NAPP census schemas. As LINKS-gen and PiCo are relatively new, it is still
uncertain to what extent they will be implemented by other historical demo-
graphic research projects and databases, which will ultimately determine their
longevity.

All schemas within historical demography deal with many similar concepts,
but have very limited interoperability. This resemblance is understandable as
most schemas are designed for tabular datasets with historical person data, hence
one would expect that most schemas contain a standardized variable name and
categories for common concepts that describe historical persons and the relations
between them. Yet, historical data centers have been deeply rooted in national
research traditions and are more focused on disclosing historical sources, match-
ing data, and reconstitution families than on exchanging data [8,9,21,22,42]. As
a result, variable names and categories are generally standardized within one
institutional context rather than by using a shared vocabulary within the field
of historical demography. This is even true for concepts that can be standardized
very easily, such as birth or marriages dates, which have no common name or
set date format to order day, month, and year. This general lack of a common
language for historical demography means that schemas only function within
their institutional context, are hard to find for people not actively looking for
them, and require a plethora of conversion tools to move between them.
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Table 2. Date, geography, household, identifiers, individual, and source information
in the IDS, LINKS-gen, and PiCo schemas

Variable DS LINKS-gen PiCo

Baptism BAPTISM_DATE - -

Birth BIRTH_DATE B_date schema:birthDate
Date TIMESTAMP Date -

Death DEATH_DATE D_date schema:deathDate
Divorce DIVORCE_DATE - -

First obs START_OBSERVATION

Funeral FUNERAL_DATE - -

Last obs START_OBSERVATION LastEntryDate—

Marriage MARRIAGE_DATE M_date_n -

Mar. banns |MARRIAGE_PROCLA MATION_DATE - -

Stillbirth STILLBIRTH_DATE

Baptism BAPTISM_LOCATION

Birth BIRTH_LOCATION B_location schema:birthPlace
Death DEATH_LOCATION D_location schema:deathPlace
Divorce DIVORCE_LOCATION - -

Funeral FUNERAL_DATE - -

Marriage MARRIAGE_LOCATION M_location_n

Mar. banns [MARRIAGE_PROCLA MATION_LOCATION — —

Place - Location schema:address
Stillbirth STILLBIRTH_LOCATION - —

ID father IDI2 Id_father schema:parent

ID householdID_C - -

ID mother [ID_I.2 Id_mother schema:spouse

ID partner [ID_1.2 Id_partner_n |schema:spouse

ID person [ID_I.1 Id_person pico:personObservation
Age AGE_YEARS AGE_MONTHS AGE_WEEKS AGE_DAYS Age pico:hasAge

Age at death|— D_age -

Age last obs. |~ LastEntryAge —

Alive/dead |ALIVE - pico:deceased
HISCO OCCUPATION_HISCO HISCO -

Mar. status |CIVIL_STATUS - -

Marriages Marriages N

Nationality [NATIONALITY - -

Ocec. title OCCUPATION Occupation  |schema:hasOccupation
Religion RELIGION - pico:hasReligion
Role - — pico:hasRole

Sex SEX Sex schema:gender
Twin MULTIPLE_BIRTH Twin —

Archive — - schema:holdingArchive
Image - - schema:url

Source - - prov:hadPrimarySource

Taking a closer look at PiCo shows that there is a way to solve the problems
with findability, accessability, and interoperability by reusing existing schemas
from domains outside historical demography. In line with insights from earlier
projects [24], the designers behind PiCo describe concepts in their schema with
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vocabularies from existing schemas to make their data more FAIR, as shown
in Table 3. They do so by describing their data in different layers. A first layer
is very general and uses concepts that are used around the world, such as gen-
der or parenthood. These concepts are derived from schema.org [15]. Domain-
specific concepts, such as biological events or data provenance, are borrowed
from domain-specific schemas like BIO and PROV-O [6,58]. Finally, concepts
that are specific to historical demography or the civil registry are defined in
specialized vocabularies, in this case their own PiCo vocabulary. As a result,
PiCo contains the best practices from existing schemas and reuses them to be
more easily findable, accessible on the internet, and interoperable with other
databases.

However, simply reusing vocabularies is not enough. The authors of PiCo
run into the same problem as the designers of other schemas when they start to
describe concepts unique to the field of historical demography. Following their
own design logic, they ought to implement vocabularies from accepted schemas
within historical demography. But a widely accepted schema with concomitant
vocabularies is simply not around. PiCo tried to solve this issue by defining its
own definitions, putting it at risk of also becoming bound to a specific insti-
tutional context. Nevertheless, PiCo presents part of the solution to making
historical data FAIR and less constraint by institutional boundaries. The other
half of the solution is provided by collaborating researchers whose grassroot ini-
tiatives have resulted in specialized vocabularies on concepts such as cause of
death categories and social status (Sect. 3.2).

Table 3. Concentric description of a marriage certificate using PiCo

Schema level |Schema name |Concept name
General XSD [11] date, int, string

Schema.org [15]/spouse, parent, gender, familyName

givenName, ArchiveComponent,

dateCreated, locationCreated

Domain-specific BIO [6] Marriage, date, partner
PROV-O [58] |hadPrimarySource, wasDerivedfrom
Specialized PiCo [5] PersonObservation, hasRole,

huwelijkspartij, huwelijksakte, hasAge
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Fig. 1. Marriage certificate according to the PiCo model [48]

3.2 Vocabularies

Currently, eleven concepts in historical demography are described with pub-
licly available, standardized vocabularies, 1. cause of death titles, 2. cause of
death groupings, 3. occupational titles, 4. occupational groupings, 5. social sta-
tus codes, 6. place names, 7. grouped geographically defined (administrative)
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areas, 8. titles of religious denominations, 9. groupings of religious denomina-
tions, 10. (household) relations, and 11. data quality flags, as shown in Table4.

Table 4. Available vocabularies within historical demography

Topic Standardized titles|Groupings Status codes
Cause of death 17,45] [17,45] -
Occupations 4,10,20,26,32,45] |[37,49,55] |[7,19,31,41,50, 53]

[
[ [
Place names [12-14,16] [43,44,52]
Religious denominations|[28,51] [3] —
[1,25,27,40,46] -
[

1,25,27,40,46] - -

(Household) relations

Data quality flags

Occupational entries are by far the most standardized. Researchers have been
using occupational status schemes for several decades, which has resulted in
clear pipelines for processing occupational information. Coding occupational
information generally consists of three steps. First, entry errors, abbrevia-
tions, and spelling variations are removed to standardize occupational titles
[4,10,20,26,32]. Second, these occupational titles are grouped into occupational
groups using intermediate coding schemes. In Europe this is generally HISCO,
a system developed by two historical sociologists [49], whereas the standards in
the USA are OCC1950 and OCC1990, two systems developed by the United
States Bureau of the Census [55]. In a third step, these occupational groups are
assigned occupational status codes, such as Duncan’s socioeconomic index [7],
HISCLASS [50], HISCAM [19], Nam-Powers-Boyd occupational scores [30,31],
Siegel prestige score [41], SOCPO [53], and other social status measures. Table 5
provides an example from the SwedPop database.

The coding system behind occupational titles shows that three steps are
required for coding historical concepts. 1. standardization of titles, 2. grouping
into codes, and 3. assigning status codes. The arduous nature of these steps is
shown by the SHiP project, which aims to standardize cause of death titles for
multiple countries in Europe and codify them [17]. The project received fund-
ing to build a historical causes of death network out of existing collaborations.
Over the past six years, researchers from around Europe have been working
together to standardize causes of death titles and categorize them. Their goal
is to develop a vocabulary that can “deal well with large numbers of historical
disease descriptions, from different linguistic areas in Europe, while at the same
time it is able to connect to current day disease patterns”. The fruits of their
labour are expected to be presented later in 2024.

The amount of effort that was invested in creating a historical International
Classification of Diseases (ICDh) also turned out to be its biggest strength.
Over the past few conferences anticipation has slowly been building. A year
before its launch, ICD10h has already been accepted as the de facto standard
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for standardizing and coding historical cause of death titles, as a wide range of
researchers contributed. Individual efforts to standardize historical information,
such as the Linked International Classification for Religions (LICR) [3], have
been far less successful. SHiP shows that specialized vocabularies only succeed if
multiple scholars come together as a network, commit time to exchange expertise,
and create excitement for their vocabularies.

Table 5. Excerpt from the SwedPop standardization, grouping, and status assignment
of occupational codes using HISCAM [45]

OCCUPATION STANDARD HISCO| S | R | P HISCAM
FARTYGSARBETARE 98100 |—9—9/—9/65
FD TREDJE KLASS FARTYGSARBETARE(98100 |—9/21 |—965
BATFORMAN 98120 |—9—9/—9/60
BATFORMANANKA 98120 |—9/11 |—9/60
BATKARLFORMAN 98120 |—9—9/—9/60
FD BATFORMAN 98120 |—9121 [—9/60
FISKEBATSFORMAN 98120 |—9—9/—9/60
VATTENBATFORMAN 98120 |—9—9/—9/60
SJFRMAN 98130 31 —9/—9/53
ANDRA KLASS SJOMAN 98135 |—9—9/—9/53
ANDRA KLASS SJOMAN VID FLOTTAN (98135 |—9—9—9|53
ANDRA KLASS SJOMANHUSTRU 98135 |—9/11 |—9/53
BESATTNINGSLARLING 98140 33 —9/—9/53
BESATTNINGSPOJKE 98140 |—9—9/—9/53
BATDRANG 98140 |—9—9/—9/53
DACKMATROS 98140 |—9—9/—9/53
BOGSERBATSBESATTNINGSKARL 98190 |—9—9/—9/46
BATBITRADE 98190 |—9—9|—9/46
BATFORARE 98190 |—9—9/—9/46
BATFORAREARBETARE 98190 |—9—9/—9/46

S, R, and P refer to the HISCO status, relation, and product code [19,45,49]

It is important to realize that work on specialized vocabularies can focus on
international as well as longitudinal comparisons. However, local comparisons
over time generally require a higher level of detail. Work on standardization of
place names and geographically defined (administrative) areas shows that dis-
cussions do not necessarily have to take place in international contexts. While
modern place name vocabularies are widely available [12,13,56], for historical
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place names around the world we are less spoilt for choice, although signifi-
cant effort is being made [14]. These place name vocabularies, or gazetteers,
are rarely the best solution to refer to historical spaces, as administrative areas
tends to change over time. Therefore, historical demographers have matched
place names to geographically and temporally defined geometries, which are
generally made available as shape files. In turn, these geometries can be used to
calculate spatial statistics [43,44,52].

It is beyond the scope of this article to deeply delve into the relationship
between place names and associated geographic units. However, researchers with
strong ties to spatial demography are doing their best to model the underlying
complexities within countries and assign shape files to administrative areas. For
example, the Amsterdamse code (AMCO) was developed for the Netherlands to
solve issues with applying modern coding systems for municipalities to histori-
cal settings [52]. This system works well for the 19th and 20th centuries when
administrative areas were more or less fixed. However, a more flexible semantic
model was necessary to refer to the more fluid premodern administrative areas
within the Low Countries [43,44]. Such regional or national geographical efforts
are generally more useful than one-size-fits-all solutions that span the globe, as
they allow users to define how spatial units should be grouped. Yet, such flexibil-
ity should not come at the cost of intelligibility. Therefore, it may be worthwhile
to explore the use of discrete global grids to create a system for making interme-
diary layers of historical administrative areas, so that national insights can be
translated to the international community. For example, to allow comparisons
between Dutch municipalities [52] and Swedish parishes [45].

For other historical concepts, large-scale discussions on how to standardize
titles and categorize have not started yet. As a result, data on religion, (house-
hold) relations, and data quality flags is much less standardized. Shared vocab-
ularies are either not available or not accepted within the field, so database
managers and researchers use their own categories. What is currently needed
is to have the local experts join forces in a network to combine these insights in
specialized vocabularies. The existence of local coding system means that future
efforts to develop specialized vocabularies for religion, (household) relations, and
data quality do not have to start from scratch. However, the SHiP project shows
that simply having expertise is not enough, as transforming local coding systems
into a shared vocabulary takes time and collaborative effort.

3.3 Conversion Tools

There are currently no tools available to move between schemas. However, a
sizable number of conversion tools exists to move between vocabularies. All but
one conversion tools are available for occupation-related vocabularies, making it
by far the most vibrant ecosystem. The only other conversion tool groups causes
of death titles into the ICD10h.

Table 6 lists the conversions tools that are currently publicly available. There
are tools for three different processes: to group titles into categories, to move



CLAIR-HD 21

between two systems of categorization, and to assign status codes to cat-
egories. Different people provide these conversion tools. Tools to categorize
titles are generally provided by data centers who produce them as auxiliary
data [4,10,20,26,32,45]. This allows them to assign status codes using schemas
that were developed by scholars [49,50,53], while crosswalks between occupa-
tional groupings were made by individual scholars in order to compare European,
American, or project- specific social status definitions [27,59].

In order to make conversions possible, conversions should be as straightfor-
ward as possible. Nevertheless, conversions from grouped titles to status codes
can require additional information on the context. For example, HISCLASS
requires information on whether labourers live in an urban or rural environment
[50], useful categorizations of cause of death differ by the age of the deceased
[17], and conversions from place names to geographically defined (administra-
tive) units require an observation year. The easiest way for conversion tools to
assign such context-specific status codes is a rule-based software scripts. How-
ever, the problem with scripts is that they need regular maintenance, are not
intelligible to all scholars, and can easily become pretty complex. Therefore, the
better practice is to make conversion tables, as they are low-maintenance, easy to
understand, and limit the number of ways in which data can be split up.

The availability of conversion tools is indicative of an environment in which
researchers and database managers share best practices. Sharing conversion tools
and their underlying methodology prevents redundant work and ascertains data
quality. Nevertheless, there is still a sizable number of conversion tools that
are not publicly available. Multiple institutes have crosswalks that are often
shared upon request, but hidden from view to possibly interested researchers
and database managers. Sharing these conversion tools is low-hanging fruit in
improving the interoperability of historical demographic data.

Table 6. Publicly available conversion tools in historical demography

Process From To Author
Categorize titles |Cause of death titleICD10h [17,45]

Categorize titles |Occupational title HISCO [4,10,20,26,32,45]
Convert groupingsHISCO OCC1950 |[27]

Convert groupings OCC1950 HISCO [27]

Convert groupings HISCO OCCHISCO|[59]

Assign status HISCO HISCAM  [[20]

Assign status HISCO HISCLASS |[20]

Assign status HISCO SOCPO [20]
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4 CLAIR-HD Website

To help the field in adopting open science practices, we created a website to
inform researchers about existing schemas, vocabularies, and vocabularies. The
web pages are hosted and maintained by the International Institute of Social
History (IISH) in Amsterdam to ascertain that these pages remain accessible in
the foreseeable future. Moreover, all provided material is also stored in the IISH
data repository to improve its reusability. The website can be found at: https://

iisg.amsterdam/en/blog/clair-hd.

CLAIR-HD

5 APRIL 2024 - 16:25

d reusability. Historical

in a common language

HD gives an overview of

own schemas and
tools, 50 that historical

historical data. CLAIR-

model their data

using existing terminologies.

CLAIR-HD was funded by the NWO

schemas

Standardize all variables in a database to make from different

data sources comparable. There currently is no dominant schema in

historical demography.

vocabularies & variables

group them, or assign status codes to historical

phenomena. Occupational schemas are by far the most standardized

conversion tools

‘These are coding tables that transform vocabularies, for example,
standardized occupational titles into HISCO or HISCO into status codes.

CONVERSION TOOLS
| scrcuas race |
Fig. 2. CLAIR-HD landing page
Theme Variables IPUMS-International MOSAIC NAPP
Country code CNTRY country CNTRY
Place - place -
Geography i .
Region = region -
Urban-rural status URBAN urban URBAN
Group quarter status GQ gq GQ
Household Household size PERSONS hhsize NUMBERHH
Household weight WTHH hhwt HHWT
Enumeration SAMPLE id_enum SAMPLE
Identifier Household SERIAL id_hhold SERIAL
Person PERNUM id_pers PERNUM

Fig. 3. CLAIR-HD schema page
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Vocabulary Page (Value Lists)

21 MAY 2024 - 12:24

Historical concepts can be described using standardized vocabularies. Three steps are required for coding

historical concepts:

1. standardization of titles,
2. grouping into codes

3. assigning status codes.

For example, “farm lab" gets standardized into “farm labourer”, which gets the HISCO code 62110 or OCC1950
code 820. In turn, these codes can be turned into a class score, such as HISCLASS 8 “Farmers and

fishermen”, or an occupational status score, such as 51 on HISCAM or 50 on Nam-Powers-Boss.
A sizable number of conversion tools exists to move between vocabularies and are listed on the main page.

Cause of death
Causes of death are being standardized for multiple European countries by the SHiP project. The associated
researchers will also provide a crosswalk to convert the standardized causes of death into the Historical

International International Statistical Classification of Diseases and Related Health Problems (ICD10h).
Standardized occupational titles for Sweden are available at SwedPop« . Other titles are forthcoming.

Occupation
Occupational schemas are by far the most standardized. Researchers have been using occupational status
schemes for several decades, which has resulted in clear pipelines for processing occupational

information.
Standardized occupational titles are available at the IISH dataversec and SwedPop« .

Occupational titles can be grouped into occupational groups using intermediate coding schemes. In Europe
this is generally HISCO, a system developed by two historical sociologists, whereas the standards in the
USA are OCC1950 and 0CC1990, two systems developed by the United States Bureau of the Census.

Occupational groups are assigned occupational status codes, such as Duncan’s socioeconomic index,
HISCLASS, HISCAM, Nam-Powers-Boyd occupational scores, Siegel prestige score, SOCPO, and other social

status measures.

Fig. 4. CLAIR-HD vocabulary page

Figure 2 shows the CLAIR-HD landing page which contains a brief explana-
tion on the used terminology and links to pages with more information. This
page links to a schema page, a vocabulary page, and a conversion tool page.
The schema page summarizes the design principles of the different schemas (see
Fig. 3). IPUMS, MOSAIC, and NAPP are compared in one table to see how these
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Conversion tools

21 MAY 2024 - 12:34

These tools are coding tables that transform vocabularies, for example, standardized occupational titles
into HISCO or HISCO into status codes.

Cause of death titles - groupings:

« Cause of death titles - ICD10h«

Occupational titles - HISCO:

o [[To ]
e [NL7 ]
s [SEv ]
» [UK19 ]
« [UK20 ]

Occupational groupings - groupings:

« HISCO — 0CC1950c
« HISCO — OCCHISCO®
+ OCC1950 — HISCO«

Occupational groupings - status codes:

« HISCO — HISCAM«
+ HISCO — HISCLASS™
« HISCO — SOCPQu

Fig. 5. CLAIR-HD conversion tool page

schemas name variables relating to the household, identifier, individual, person
name, provenance, quality indicators, and the source. A second table provides a
similar comparison for IDS, LINKS-gen, and PiCo. Combined, these two tables
give a quick overview of the schemas’ different design principles.

The vocabulary page explains the three stadiums of standardization and
presents standardization efforts per concept (see Fig.4). Per variable, efforts to
standardize variables are introduced as running text and are accompanied by
paragraphs on available titles, groupings, and social status codes.

The conversion tool page lists the existing tools and contains links to GitHub,
institutional webpages, and repositories where these tools are hosted (see Fig. 5).
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5 Conclusion and Discussion

There are multiple efforts within the field of historical demography to stan-
dardize information using schemas and vocabularies. There are two ways in
which the field has developed standardization efforts. On the one hand, there
are data centers that developed their own practices in how to standardize data.
This information is of great use to other scholars, but only if these “habits”
have become accepted practice in the field. Therefore, institutions have worked
together on improving the interoperability of historical demographic data. How-
ever, the schemas that resulted from these collaborations have limited interop-
erability and are not widely adapted. There is considerable overlap between the
concepts that schemas in historical describe. Yet, most schemas seem to be lim-
ited by the institutional context in which they were developed, as they describe
concepts with their own terminology, rather than re-using existing vocabularies.

A notable exception is Persons in Context, which uses a concentric model to
describe data to a wide an audience as possible [5]. A first general layer is used to
describe common concepts, domain-specific layer specifies terminology that are
well-known within fields, and specialized vocabularies to standardize concepts
unique to historical demography. This practice makes data more easily findable,
accessible, and interoperable, especially smaller datasets and other “long-tail
data” that can easily be obscured from view [57]. Yet, it is currently impossi-
ble to effectively describe historical datasets concentrically, due to a lack of spe-
cialized vocabularies within historical demography. Therefore, more specialized
vocabularies are necessary to make historical demographic datasets (re)usable
for a wider audience.

Specialized vocabularies within historical demography are mostly focused on
occupational status on occupational titles, groupings, and status. This is indica-
tive of the general process in the field where information is standardized, catego-
rized, and operationalized. Currently, a network of researchers is working hard
to standardize historical causes of death titles and simultaneously introduce a
historical cause of death classification system. Yet, standardization of other his-
torical concepts, such as place names, religious denominations, and data quality
flags is lacking behind. SHiP, the project behind the standardization of cause
of death information, shows that the development and adaptation of these spe-
cialized vocabularies can succeed by building on existing networks and adapting
the principles of team science.

Surprisingly, the development of shared vocabularies to standardize variables
is a relatively new phenomenon within the field. Systems to codify occupational
clusters or determine occupational status are made by sociologists, rather than
historians. The adaptation and use of these vocabularies shows that histori-
cal demographers are willing to use standardized variables and that they prove
results. The efforts by the SHiP network [17] to standardize historical causes of
death titles and codify them is the first example of historians working together
to develop their own vocabularies and serves as a blueprint for how the field of
historical demography, but also other fields within the humanities and social
science, can develop new specialized vocabularies.
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CLAIR-HD highlights the hard work done by other scholars. It gives an
overview of what has been done, and what work could still be done. The website
will be kept up to date for at least the coming 10years, so that researchers
and database managers can publish their data with similar standards or explain
why existing standards are insufficient. The information provided by CLAIR-HD
facilitates creative discussions and makes enquiries into historical demography
easier and more insightful. By doing so, CLAIR-HD will serve as a case study
that offers direction for other fields in the humanities and social sciences.

Acknowledgements. This publication is part of the project “Common Language for
Accessibility, Interoperability, and Reusability in Historical Demography” (CLAIR-
HD) with project number 203.001.166 of the research programme Open Science Fund
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Abstract. This paper investigates the feasibility of using pre-trained generative
Large Language Models (LLMs) to automate the assignment of ICD-10 codes to
historical causes of death. Due to the complex narratives often found in historical
causes of death, this task has traditionally been manually performed by coding
experts. We evaluate the ability of GPT-3.5, GPT-4, and Llama 2 LLMs to accu-
rately assign ICD-10 codes on the HiCaD dataset that contains causes of death
recorded in the civil death register entries of 19,361 individuals from Ipswich, Kil-
marnock, and the Isle of Skye in the UK between 1861-1901. Our findings show
that GPT-3.5, GPT-4, and Llama 2 assign the correct code for 69%, 83%, and 40%
of causes, respectively. However, we achieve a maximum accuracy of 89% by
standard machine learning techniques. All LLMs performed better for causes of
death that contained terms still in use today, compared to archaic terms. Also, they
performed better for short causes (1-2 words) compared to longer causes. LLMs
therefore do not currently perform well enough for historical ICD-10 code assign-
ment tasks. We suggest further fine-tuning or alternative frameworks to achieve
adequate performance.

Keywords: Large Language Models - Historical Data - Historical Causes of
Death - GPT - Llama - Machine Learning - ICD - ICD-10 - ICD-10h

1 Introduction

In historical demography, one of the main tasks is converting the existing knowledge
bases of historical registers and microdata into encoded form, so that they can be more
easily utilised for research purposes. Many classification systems have been created
over the years to help standardise the converted data, such as the Historical International
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Standard of Classification of Occupations (HISCO) [1] for occupational information, or
the International Classification of Diseases (ICD) [2] for health information. However, a
shared, defining trait of all these classification systems is that, when applied to historical
data, the encoding requires a tremendous effort in terms of manual work, usually done
by domain experts.

The aim of this paper is therefore to explore the possibility of using Large Language
Models (LLMs) to automate the encoding of historical causes of death into the ICD-
10 system.1 In the WHO’s current ICD-10 classification system, there are over 14,000
unique codes in the base version [4], but several countries have their own, extended
versions of previous revisions of the system. Additionally, there are several codes with a
high degree of overlap, making it challenging to distinguish one disease or injury from
another, for both human experts and automated systems.

LLMs such as GPT (Generative Pre-trained Transformer) and Llama are artificial
intelligence models built to both understand and generate human-like text. They are based
on the transformer deep learning architecture presented by Vaswani et al. in 2017 [5].
They have multiple uses, in particular within the field of Natural Language Processing
(NLP) [6-8], and have shown great potential for understanding text and for classification
problems [9, 10]. Prompt engineering is a key feature for LLMs. All models require a
prompt, which is the input to the model provided by a user through text, and by combining
this with a set of instructions as to how the model should behave we can expect model
performance to increase [11]. It is even possible to provide the models with highly
specific examples of desired behaviour and outputs [12].

A notable drawback with LLMs is their propensity to “hallucinate” [13], meaning that
the models present outputs that are falsehoods. Also, LLMs are black boxes and therefore
lack the needed transparency to explain their responses. Other machine learning (ML)
models can provide a confidence metric for how confident the underlying algorithm is
about a predicted value. This is not possible for an LLM because it does not predict an
answer to the input text. Rather, it generates a response text by continually predicting
which token should be next in the sentence it is constructing [14].

Despite these drawbacks, LLMs have previously been used to generate ICD-10
billing codes” from modern hospital datasets [15, 16], and given the potential upsides
in terms of time and resources saved through an automated system, we believe that
performing an exploratory study into using LLMs to encode historical causes of death
is worthwhile. We evaluate how current LLMs would perform for the specialised task
of classifying a dataset containing a mixture of historical and currently used terms for a
variety of causes of death.

! nitially, the primary goal of the study was to assign ICD-10h codes, a version of ICD-10 created
for use on historical causes. However, due to the unavailability of the ICD-10h system online,
we concentrated on ICD-10. We believe the findings of this study are transferable to ICD-10h
when it is accessible to LLMs [3].

2 Billing codes are standardized codes used in the healthcare industry of some countries to
represent various medical procedures, treatments, and services. These codes serve as a means
of communication between healthcare providers, insurance companies and regulatory bodies,
facilitating the billing and reimbursement process for medical services.
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Up until now the work of assigning ICD codes to historical causes of death has
been a process done manually by domain experts [17-20], but state-of-the-art ICD
classifications for contemporary datasets [21-23] are usually achieved using pre-trained
encoder transformers such as BERT [24] or automated coding systems such as ACME
[25, 26]. Recently, we have seen an increased interest in exploring the capabilities of
LLMs for ICD classification and other health data related tasks. Soroush et al. [15] have
assessed the performance of OpenAI’s GPT-3.5 and GPT-4 when generating ICD billing
codes, but found that the LLM’s tendency to “hallucinate” key details would present too
much of a problem for actual implementation in a healthcare context. Boyle et al. [16]
created a novel tree search approach, guided by the LLM and based on the ICD code
description, and managed to achieve competitive results without doing any task-specific
training.

2 Methods

2.1 LLMs

We employ OpenAlI’s default GPT-3.5-turbo and GPT-4 (Generative Pre-trained Trans-
former), as well as Meta’s Llama 2 model, specifically the Llama-2-13b-chat-hf. The
GPT models were accessed through OpenAl’s API, while the Llama 2 model ran on a
local machine. Note that using this API is a paid service [27]. We performed the experi-
ments between November 1st and 8th in 2023. We kept the model parameters at a default
level to get the models’ base level performance on the task, but we also employed prompt
engineering to explore how this impacts the LLMs’ performance.

2.2 Prompt Engineering

The way a prompt is phrased has a massive impact on the LLM output. The models are
also very susceptible to the tone of the user’s feedback. If a user says that the answer
is incorrect, the model changes its answer. Hence, we found that a set of very clear and
concise instructions on how to behave, in a very neutral tone, works best. The structure
of a prompt can vary significantly depending on the specific task or desired outcome, as
well as the type of LLM.? Usually, however, there will be a System prompt and a User
prompt. The System prompt defines the base behaviour or sets the context for the model,
it can also include specific instructions. In our example below, most of the prompt is a
System prompt, defined by writing “role: system”. The User prompt follows next and
is where the user interacts with the model by providing a query or input. This part is
defined by writing “role: user”. Our prompt for the GPT models is shown below.

3 The prompt shown in this text follows the format required by OpenAI’s GPT models. Other
types of LLMs may have different structures and syntax.
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{'role’: 'system', 'content': """Assistant is an intelli-
gent chatbot designed to help the user assign clinical
ICD-10 codes to causes of death.

Instructions:

- Only answer using standard ICD-10 codes, do
not use ICD-10-CM billing codes.

- Only return a single ICD-10 code per injury
and/or disease found in the given cause of death.

- Each ICD-10 code should not consist of more
than 5 characters, the typical format looks like this:
'X01.0"

- Your answers should be in the following for-
mat: 'Cause of death: <CAUSE OF DEATH>, ICD-10 code:
<ICD-10 CODE>'

- If you are unsure of an answer, do not try to
guess. Instead, write the following reply: 'Cause of
death: Unknown, ICD-10 code: E99.9'. """},

{'role': 'user', 'content': input from user +
|?v}

In our case, we are supplying the LLM with a cause of death in the User prompt, and
the instructions for how to respond in the System prompt. This would, ideally, result in
the following type of exchange between the user and the LLM:

Input — tabes mesenterica?

Output - Cause of death: Tabes mesenterica, ICD-10 code: A18.3.

2.3 Historical Causes of Death (HiCAD) Dataset

The dataset used in this project was created by a team at the Cambridge Group for
the History of Population (CAMPOP) at the University of Cambridge. It covers three
areas of the UK, the town of Ipswich in England, and the town of Kilmarnock and the
Isle of Skye, both in Scotland. It spans the period 1861 to 1901 and includes 45,687
individual registered deaths. There are only infant deaths (i.e., a child who died prior to
their first birthday) for Ipswich, while Skye and Kilmarnock also have deaths from other
age groups, hence roughly 1/3 of the total deaths are those of infants. Historic causes of
death are notoriously difficult to code, since there are many blank or illegible entries as
well as archaic terms, vague causes, and symptoms. Although it was a legal requirement
for the cause of death to be certified by a doctor in both England and Scotland at this
time, this did not universally happen, particularly when the deceased had not been treated
by a doctor during their last illness. In such cases, a cause of death suggested by the
informant (usually a relative) might have been recorded instead. Patterns of medical
treatment mean that the deaths of the very young, the very old, and those who died from
accidents or acute conditions were less likely to have been allocated a cause by a doctor.
On the other hand, the ease of identifying particular causes, such as certain infectious
diseases with very characteristic marks like the distinctive rash from smallpox or the
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red, swollen tongue of scarlet fever, means that the reporting of deaths from such causes
may be more reliable, even if the informant was a lay person [28, 29].

This dataset was manually constructed, in batches, by two domain experts over at
least a decade. It has been coded to both the 10th revision of the International Statistical
Classification of Diseases and Related Health Problems (ICD-10) as well as a variant
of the ICD-10 called the ICD-10h, to accommodate causes of death found in historical
populations. The latter was originally developed for the Digitising Scotland project,
based at the University of Edinburgh [30]. Currently it is being expanded for European
comparisons by the SHiP+ network [3].

The ICD-10h version is currently only available offline and therefore not part of any
LLM training set. This makes it unfeasible to directly use current commercial LLMs to
classify causes of death into the ICD-10h system without fine-tuning or embedding the
knowledge into the model. However, since each cause of death in the dataset was given
both a corresponding ICD-10 and ICD-10h code, we can instead use the ICD-10 code
as the target for classification.

From this dataset of 45,687 registered deaths, we constructed a smaller dataset of
cause of death strings by randomly sampling 19,361 individuals. This was done to reduce
the cost of using the GPT models. We will refer to this smaller dataset as the HiCaD
(Historical Causes of Death). The original dataset consisted of 21 variables. In addition
to personal information about the individual (sex, age at death, length of last illness), it
also contained the original cause of death text string from the death registration. This
string could contain multiple diseases suffered and/or injuries sustained by the person,
which were thought to contribute to their death. Each one of these distinct diseases
and/or injuries had been separated out, standardized, and given an ICD-10h code, by
the original domain experts. For the HiCaD dataset however, we only kept the variables
that were necessary for doing predictions through the LLMs and to analyse the results;
the original cause of death text string, the first injury/illness reported as a cause of death
and its corresponding ICD-10/ICD-10h code, and finally the historic category of disease
(e.g., airborne disease, water- and foodborne disease) assigned.

2.4 The Hierarchical Structure of ICD-10 Codes

The ICD-10 coding system represents specific diseases or injuries as an alphanumeric
code, usually up to 4 characters long. The ICD classification system is constructed using
a hierarchy with 5 levels (Table 1). The first level corresponds to a chapter within the
classification system but is not represented as a character in the final code. Levels 2 and 3
serve to narrow down the type or location and are represented by the first 3 characters in
the code, called blocks. Most of the three-character categories are subdivided by means
of a fourth, numeric character after a decimal point, allowing up to 10 subcategories
(0-9); this is the fourth level. The final level is the actual code that is given to the disease
or injury.

Within the ICD-10 and ICD-10h coding systems, there exist variables that categorise
causes of death by type. For the ICD-10 system this is the chapter, and the ICD-10h
equivalent is called Historical category (Histcat). Late twentieth and twenty-first century
data can be accurately classified using the ICD-10 chapters, but chapters aren’t always
appropriate or useful for classifying historic causes of death. This is partly because codes
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Table 1. Example overview of the hierarchical structure of the ICD-10 system

Level | Level name Code range Description

1 Chapters [-XXII Each chapter represents a type of disease or
injury

2 Blocks A00-B99 Certain infectious and parasitic types

Categories A15-A19 Tuberculosis

4 Subcategories | A15.0-A15.9 | Respiratory tuberculosis, bacteriologically and
histologically confirmed

5 Code Al5.1 Tuberculosis of lung, confirmed with culture
only

were assigned to words or terms which could change meaning over time and partly
because the lack of specificity in historic causes means that many historic causes end
up in the “Signs and Symptoms” Chapter of ICD-10. Histcat offers a more historically
sensitive classification which ensures codes are grouped in ways which reflect 19th
century usage and knowledge.

2.5 Experiments

Correct and Incorrect Classification. In the experiment, we assessed model perfor-
mance on the HiCaD dataset by counting the number of codes that were correctly
assigned, defined in two ways: a full match (exact correspondence with the expert
assigned ICD-10 code) and a partial match (the first three characters of the model’s
output match the expert-assigned code). We accepted partial matches since the fourth
character of ICD-10 codes has only ten possible variations, simplifying manual correc-
tion. Additionally, we performed an error analysis for the causes of death where the
LLMs could not assign a correct ICD-10 code, to determine which types of errors were
more common. We subdivided the errors into four categories: 1) The LLM assigned the
error code ‘Z£99.9°, which we defined as part of the model prompt; 2) The LLM hallu-
cinated a valid ICD-10 code; 3) The LLM hallucinated an invalid ICD-10 code (here,
we define a ‘valid code’ as one found in the WHO’s ICD-10 Version:2019 [31]); 4) The
LLM gave a syntactically incorrect output, making it impossible to extract an ICD-10
code for the cause of death.

Comparison with Alternative Methods. The second experiment aimed to compare the
results of the LLMs with two alternative classification techniques. The first alternative
was using traditional Machine Learning-based models, Random Forest [32], and Support
Vector Machine (SVM) [33]. To test the models, we created a dataset with two columns:
the causes of death text strings from HiCaD and the corresponding ICD-10 code. The
preprocessing stage included removal of punctuation marks and extra whitespaces as
well as the conversion of all characters into lower case. The sample dataset included
19,360 deaths, which we split into an 80:20 ratio for training and testing. Text feature
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extraction was performed using the term frequency-inverse document frequency (TF-
IDF) method, and we used GridSearchCV to perform a systematic search over a range
of hyperparameters to find the best configuration for our task.

Random Forest is an ensemble learning method that combines multiple decision
trees to enhance predictive accuracy. It minimises overfitting and captures complicated
relationships well as it builds each tree using bootstrapped data and takes random feature
subsets into account.

SVM is a robust algorithm for classification and regression. It seeks the optimal
hyperplane to maximise the margin between classes in feature space. For this experiment
we used a linear kernel for the SVM, as the kernel’s simplicity not only ensures faster
training times, but also helps in reducing the risk of overfitting. Additionally, it tends to
generalize better when the decision boundary is inherently linear or nearly linear, which
is often the case with text data represented in high-dimensional space.

We used 5-fold cross-validation within GridSearchCV to evaluate the performance
of different hyperparameter configurations for both models. In 5-fold cross-validation,
the data is split into five subsets (folds), and the model is trained on four of them while
being tested on the remaining fold. This process is repeated five times, each time with
a different fold as the test set. The results are averaged to provide a robust estimate of
model performance. This approach helps in ensuring that the model generalizes well to
unseen data.

The second alternative was a basic string similarity comparison method, comparing
the HiCaD dataset with a dictionary of standardised causes of death, originally created
by domain experts.

Temporal Context of the Causes of Death. We expected that LLMs would perform
worse on terms that only exist in historical registers or have a different meaning from the
current understanding of the term. Therefore, our third experiment aimed to compare the
number of correct classifications done by the LLMs for both types of terms. We sorted
our causes of death into what we refer to as “archaic” and “current” causes, using the
manually coded ICD-10h code. If the final character in the ICD-10h code is a 0, it means
that this is a cause of death term that exists in both contemporary and historic registers.
If the ICD-10h code ends in any other digit, then the cause of death term is only found
in historical registers, or the term might be understood differently today.

Complexity of the Input Values. Over 80% of the original cause of death text strings
within the HiCaD dataset consist of 3 words or less, but the remaining 20% cover arange
of 4-41 words. In our fourth experiment, we calculated if the number of words in the
input text had any impact on the models’ ability to correctly assign the cause of death
to an ICD-10 code.

To do this, we grouped the causes of death by word count as short (1-2 words),
medium (3—4 words), and long (5+ words) and measured the error rate for each group.
These cutoffs were chosen as causes with one or two words are likely to represent just
a single cause of death (e.g. “pneumonia”, “scarlet fever””) but causes with more words
are more likely to represent accidents and multiple causes of death (e.g. “pneumonia
following measles”).

To measure the agreement between the three LLM models, that is, the extent to
which all LLMs assigned the same code for each cause of death, the Fleiss Kappa [34]
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score was calculated. This was done per word count category and for overall match/no
match agreement between the models. Values above 0.2 indicate fair agreement, above
0.4 moderate, above 0.6 substantial, above 0.8 almost perfect.

Histcat Classification. Each ICD-10 code can only belong to a single historical cate-
gory (Histcat). In the fifth experiment we calculated if the distribution of ICD-10 codes
within the Histcats in the manually coded HiCaD dataset matched the distribution in
the models’ outputs. This tells us if there were any particular types of Histcats that the
LLMs are worse at classifying than others.

3 Results

3.1 Correct and Incorrect Classification

For the HiCaD dataset, consisting of 19,353 cause of death text strings, GPT-3.5 coded the
causes as a full match in 31% and a partial match in 38 %, with no overlap, meaning that
69% of all causes were encoded correctly, and 31% of the causes were given an incorrect
ICD-10 code. GPT-4 achieved 58% for full matches and 25% for partial matches, leading
to 83% of all causes of death being encoded into the correct ICD-10 code, with an error
rate of 17%. Llama 2 coded 9% of all causes as a full match, 31% as a partial match,
and had an error rate of 60%. These results show that GPT-4 outperforms GPT-3.5 in
the accurate classification of ICD-10 codes, and both models show significantly better
performance than Llama 2. These results are summarised in Table 2.

Table 2. An overview of how LLMs encoded the historical causes of death.

Model Full match Partial match Correct (full 4 partial) Errors
GPT-3.5 31% 38% 69% 31%
GPT-4 58% 25% 83% 17%
Llama 2 9% 31% 40% 60%

When analysing the different errors made by the LLMs, starting with the assignment
of the predefined error code ‘ZA99.9°, GPT-3.5 assigned this code to 19% of its errors,
while GPT-4 did so for 7% of its errors. Llama 2, on the other hand, never used the
error code. As for hallucinations of valid ICD-10 codes, GPT-3.5 reported these in
50% of cases, GPT-4 in 48%, and Llama 2 showed a higher tendency with 61%. For
hallucinations of invalid ICD-10 codes, GPT-3.5 lowest occurrence at 5%, compared
to 9% for GPT-4 and a significantly higher 28% for Llama 2. Finally, for syntactical
errors, GPT-3.5 had 26%, GPT-4 had 36%, and Llama 2 had the lowest at 11%. These
results show that GPT-3.5 was more prone to respond with the error code, whereas more
of GPT-4 and Llama 2’s errors stem from hallucinations or syntax errors. Additionally,
Llama 2 exhibited a higher frequency of hallucinating valid codes compared to the GPT
models, but GPT-4 was more likely to hallucinate invalid codes than GPT-3.5. These
results are shown in Table 3.
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Table 3. A breakdown of the prediction errors made by the LLMs.

Error type GPT-3.5 GPT-4 Llama 2
Error code 19% 7% 0%
Valid code hallucination 50% 48% 61%
Invalid code hallucination 5% 9% 28%
Syntax error 26% 36% 11%

3.2 Comparison with Alternate Solutions

Random Forest achieved an accuracy of 87% and SVM achieved an accuracy of 89%
on a test set of 19,360 cause of death text strings, sampled from the full dataset of over
45,000 rows.

When using string similarity comparison on the HiCaD dataset, consisting of 19,353
rows, the number of correctly coded causes of death were 6%, meaning that 94% of all
causes were assigned an incorrect ICD-10 code.

These results show that both Random Forest and SVM outperform the LLMs, with
the best result obtained by an LLM being 83% correctly assigned ICD-10 codes. It does,
however, also show that LLMs vastly outperforms string similarity comparison (Tables 4
and 5).

Table 4. The results of using alternative methods to assign ICD-10 codes to causes of death.

Method Correctly assigned Incorrectly assigned
Random Forest 87% 13%
SVM 89% 11%
String similarity 6% 94%

Table 5. Summation of the results from LLMs and alternative methods.

Method Correctly assigned Incorrectly assigned
GPT-3.5 69% 31%
GPT-4 83% 17%
Llama 2 40% 60%
Random Forest 87% 13%
SVM 89% 11%
String similarity 6% 94%
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3.3 Temporal Context of the Cause of Death

Within the HiCaD dataset, we found that 9,773 rows consisted of causes of death that
could be categorised as archaic, and 9,580 causes as current. This gives a split of 50.5%
to 49.5%. When defining both a full and partial match as correct, we obtained the
following results: GPT-3.5 correctly assigned ICD-10 codes to 55% of archaic causes
of death with a 45% error rate, and 83% of current causes with a 17% error rate. GPT-4
correctly assigned codes to 75% of archaic causes with 25% errors, and 90% correct
with 10% errors for current causes. Llama 2, however, only managed to correctly assign
codes to 35% of archaic causes with 65% errors, and 45% of current causes with 55%
errors. These results are shown in Table 6.

Table 6. Results for LLM classification of archaic and current causes of death terms.

Model Correct — Archaic | Errors — Archaic | Correct - Current | Errors - Current
GPT-3.5 |55% 45% 83% 17%
GPT-4 75% 25% 90% 10%
Llama2 |35% 65% 45% 55%

3.4 Complexity of Input Values

Correct assignment of ICD-10 codes for word categories 1-2, 3—4 and 5+ was 74%,
61% and 62% for GPT-3.5, 85%, 82% and 71% for GPT-4, and 45%, 32% and 34%
for Llama 2, respectively. Showing that GPT-4 performed better than GPT-3.5 and both
outperform Llama 2, this holds for all categories. These results can be seen in Table 7.

When comparing the degree of agreement between the LLMs, i.e. the extent to
which all models produced the same output, Fleiss Kappa was lowest for the medium
(3—4 words) category with 0.19 meaning slight agreement, for short (1-2) words it was
0.27 which indicates fair agreement. Agreement was fair for the long (5+ words) category
with 0.31, meaning that the models tended to give the same output most often for the
causes of death that consisted of 5+ words, and the least often for the causes of death that
were 1-2 words long. Overall, the models’ agreement was measured as 0.27, indicating
a fair level of agreement. These results are summarized in Table 8.

Table 7. Correct assignment of ICD-10 codes by word category

Model Word category 1-2 Word category 3—4 Word category 5+
GPT-3.5 74% 61% 62%
GPT-4 85% 82% 71%
Llama 2 45% 32% 34%
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Table 8. Degree of agreement between models (Fleiss Kappa)

Word category Fleiss Kappa value Interpretation
1-2 words 0.27 Fair

3—4 words 0.19 Slight

5+ words 0.31 Fair

Overall 0.27 Fair

3.5 Histcat Classification

Figure 1 shows the causes of death which were classified incorrectly by GPT-4, see
Table 2, and how these are distributed across the Histcat classification scheme. Despite
this figure showing the errors made by the model, it is worth noting that multiple ICD-10
codes can belong to the same Histcat. Therefore, even if the actual ICD-10 code was
wrong, it could still be assigned to the correct Histcat, as represented by the clusters
along the diagonal of the heatmap. The number of causes that were classified into the
correct ICD-10 code, and by extension the correct Histcat, is shown as the percentage
value displayed next to each Histcat on the Y-axis. The remaining row values displayed
on the X-axis are the causes of death that were classified into an incorrect ICD-10 code
as well as an incorrect Histcat. This, all together, means that a desired result in this
experiment would be a high percentage value listed after each Histcat on the Y-axis, and
alternatively a higher value on the diagonal than the other row values.

For example, in the Histcat “Childbirth”, 64% of causes were assigned a full or partial
match by the LLM, as displayed in parentheses following the Histcat name on the Y-axis.
Of the remaining 36% of causes which were classified incorrectly, 54% were classified
into the correct Histcat but an incorrect ICD-10 code, while 17% were classified into the
Histcat “Perinatal”, 8% were placed within “Ill defined”, etc.

GPT-4 showed strong performance across most categories, except for “Violence”,
where it only classified the cause to the correct ICD-10 code in 37% of cases. Despite
this, it managed to classify those causes into the correct Histcat 89% of the time. The
opposite can be seen in the “Debility” category, where GPT-4 managed to find the correct
ICD-10 code in 59% of cases, but 0% of the errors for these codes ended up in the correct
Histcat.
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Fig. 1. A heatmap of wrong classifications made by GPT-4 in regard to Histcat. If the model
classified the cause of death into the wrong ICD-10 code, but the erroneous code still belongs to
the same category, then the errors will cluster on the diagonal. If not, the errors will spread out
along the row.

4 Discussion

4.1 Main Findings

We explored how well out of the box Large Language Models (LLMs) performed on
classifying ICD-10 codes for historical death records from three different areas of the
UK. GPT-4 performed the best in terms of coding accuracy among GDPR-compliant
LLMs, notably surpassing GPT-3.5 and Llama 2, especially for causes of death using
current terms. All models showed superior performance with causes of death given in
only (1 or2 words). While model agreement varied with cause length, showing average
agreement for longer and poor for medium-length causes, overall substantial agreement
was observed. This tendency to make more errors with longer text strings can possibly
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be explained by the chance of increased ambiguity and the presence of multiple possible
interpretations. We know from the dataset that causes of death from various forms of
illness can often only consist of the diseases’ names, whereas for external causes of
death, like accidents, one is more likely to find complex narratives where interpretation
plays a large role in determining the actual cause of death.

Common errors in model classifications were linked to three patterns: abbreviations
in the source data (e.g., “con” for “consumption’), coding into the chapter of “Symptoms,
signs and abnormal clinical and laboratory findings, not elsewhere classified” which is
known to be more difficult to code, and specific terms like “teething” and “dentition” that
are less common in modern datasets but prevalent in historical infant mortality records.
We also learned in the breakdown of errors in Table 3 that a significant portion of LLM
errors involved hallucinating both valid and invalid ICD-10 codes. This indicates a ten-
dency of LLMs to “guess” plausible answers, which will lead to incorrect classification.
We found that GPT-3.5 hallucinated more valid codes than GPT-4 did. A possible reason
for this behavior could be that GPT-4 has been trained on more data than GPT-3.5, and
as such may have more instances of variant ICD-10 classification systems in its train-
ing data. Our inclusion of a predefined error code (“ZA99.9””) was an attempt to include
an alternative to hallucinations, but our error analysis shows that this error code was
not consistently adopted by all models, with GPT-3.5 using it most and Llama 2 not at
all. This suggests variations in how models handle uncertainty, and that this manner of
error-handling is not sufficient when dealing with LLMs. In the Histcat classification,
the uneven performance we observed may relate to the varying number of codes per
Histcat, as categories such as “Violence” which contain more codes (Violence includes
3,278 unique ICD-10 codes) have a higher likelihood of at least partial classification
success than a category with less codes like “Debility” which has just 3 unique ICD-10
codes.

Our experiments showed that traditional machine learning models such as Random
Forest and SVM outperformed the LL.Ms in assigning ICD-10 codes. A possible reason
for this can be that traditional ML models are known to handle structured classifica-
tion tasks more effectively than LL.Ms, which are generally optimized for broader lan-
guage understanding and generation tasks, without the specialized domain knowledge
required for accurately classifying historical causes of death without additional fine-
tuning. Despite this, it is worth noting that these ML models were trained and validated
on our HiCaD dataset, where the causes of death are not evenly distributed among the
ICD-10 codes. As such, there is always a risk of these models becoming overfitted, i.e.
not able to generalize to datasets other than HiCaD. This behavior would be less likely
in an LLM, due to the increased size of their training data. Nevertheless, all models did
surpass the basic string similarity approach using Jaro-Winkler distance.

Based on the experiments, we have learned three main lessons for working with
LLMs on this type of classification task:

e The need for domain-specific tuning. Our findings underscore that generalized LLMs
cannot compete with models that were trained on domain-specific datasets when it
comes to such specialized tasks.

e Importance of error analysis. Detailed breakdowns of error types are crucial for
understanding model weaknesses and guiding improvements.
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e Consideration of input complexity. As our findings showed that all models performed
better on shorter causes of death (1-2 words) compared to longer ones, simplifying
inputs wherever possible, or developing strategies to handle complex, narrative inputs,
can enhance model performance.

4.2 Comparison to Related Work

Our findings mostly correlate with those of Soroush et al. [15], in that we have found the
performance of base level LLM models to be inadequate for practical use when it comes
to assigning ICD codes to historical causes of death. In our results, most errors did not
contain the error code we defined as part of our model prompt, which we instructed the
models to use if it did not “know” the answer. Instead, the majority of the errors would
fall under the definition of hallucinations, i.e., creating plausible but incorrect statements
[13].

We introduced the concept of full matches and partial matches, and we saw that all
models had a potential for achieving more correct classifications if they had managed to
find the correct subcategory for the cause of death. This could have potentially been done
in a similar manner to what Boyle et al. [16] term “meta-refinement of predicted codes”.
They used a tree-search approach to find all possible, relevant codes for their data, and
then asked GPT-4 to remove false positives. In Sect. 4.3, we discuss the possibility of
prompting the LLMs a second time, to find the correct subcategory based on the first
3 characters of the ICD-10 code that were given as output during the first round of
prompting.

4.3 Future Work

To achieve the best coding rate possible using LLLMs on historical causes of death,
one technique to use is fine-tuning, a type of transfer learning [35], where pre-trained
models are further trained on new, labelled data [36]. This would entail downloading a
pre-trained LLM and then fine-tune it on a dataset containing causes of death. Based on
previous studies, we expect that this will yield improved results [37, 38].

As seen in Sect. 3, all models gave partial matches as part of their outputs, indicating
that if the last character had also been correct, these causes would have been a full match.
One possible solution, that can be built upon our current work, is to automate a solution
where each cause of death is passed in to a LLM for a second round of classification, this
time presenting the model with both the cause of death text string, the almost completed
code, as well as a list of possible subgroups that the model is then asked to choose
between; this is an approach similar to Boyle et al.’s “meta-refinement of predicted
codes”.

Another promising solution is Retrieval-Augmented Generation (RAG) [39, 40].
RAG is an Al framework that can improve LLM responses by grounding the model on
external knowledge bases that the users supply. Using RAG, we would be able to use the
ICD-10h master list of terms and codes as a knowledge base, and when prompting an
LLM to classify a cause of death into an ICD-10h code, it would first retrieve information
from the knowledge base before responding. This would increase the probability of
getting a correct response and it would give the users a source for the answer.
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4.4 Limitations

We intended to use LLMs for assigning ICD-10h codes to the causes of death, as it is
tailored for historical terms, but resorted to standard ICD-10 codes due to the ICD-10h’s
unavailability online, potentially affecting the number of full matches. However, ICD-
10h codes have an additional two digits which might have also increased error risks.
Furthermore, the LLMs’ tendency to align with the ICD-10-CM billing system, despite
instructions to avoid it, contributed to the low full match count.

We provided models with original cause of death text strings, which often includes
several diseases and/or injuries that the individual was suffering from at the time of
death, instructing them to return an ICD-10 code for each. Our analysis compared the
first code from the models to the first in our manual dataset, as different causes are not
often easy to distinguish. The LLMs may have focused on the true underlying cause
mentioned later in the text, as prompted, rather than the first listed condition.

Another limitation is that the analysis was done on records of individual deaths, not
on unique strings. This has the advantage of assessing how many deaths were likely to
be correctly coded, but not necessarily how well particular commonly written strings
were coded. Additionally, the dataset was skewed towards infant deaths.

At the time of the experiment, a more powerful version of the Llama 2 model was
trained on 70 billion parameters. However, we could not use this version of the model, as
we did not have a powerful enough computer to run it. Hence, we were restricted to the
13 billion parameter model. This has most likely impacted the performance of Llama 2
reported on in this paper.

5 Conclusion

In this paper, we explored the use of Large Language Models (LLMs) to encode historical
causes of death data. We experimented with the current default versions (The experiments
were run in early November 2023) of OpenAI’s GPT-3.5 and GPT-4 models, as well as
Meta’s Llama 2, on a dataset covering the period 1861-1901 gathered from Ipswich,
Kilmarnock, and the Isle of Skye in the UK. We found that no LLM performed this
task satisfactorily, with GPT-4 achieving a correctness-score of 82.6% at the highest,
but it was only able to correctly match the manual coding completely in 57.9% of cases.
We found that all LLMs achieved better results for causes of death where more current
terms are used, than for archaic terms. They also performed better for causes of death
that were composed of shorter text strings. We found that the models made more errors
when given longer text strings, but that these errors had a high degree of agreement
between models, meaning that the models all tended to make the same error.

We compared the performance of the LLMs to both classical machine learning meth-
ods such as a random forest classifier and SVM, and a string similarity matching algo-
rithm. We found that while the LLMs performed much better than string similarity
matching, they still perform worse than the machine learning methods.

It is important to keep in mind that these results reflect the use of LLMs that were
trained to be chatbots with extensive general knowledge, rather than models that have
been specifically pre-trained or fine-tuned with domain expertise in historical causes
of death or the ICD-10 system. As such, we have chosen to treat these results as a
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baseline that we can use to compare with for future projects where we utilise fine-tuning
or frameworks like Retrieval-Augmented Generation. We would not recommend using
LLMs for similar tasks without these improvements.
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Abstract. Numerous studies in Mathematics Education have shown that among
the causes of disciplinary learning difficulties are the acquisition and understand-
ing of its specialized language. Data-Driven Learning (DDL) is a didactic approach
that treats language as data and sees students as researchers doing guided discov-
ery activities. The exploration of corpora can effectively support reflection on the
specialized languages of Mathematics. What data should be used? Students daily
use the most recent Large Language Models (LLM) and Google, which can be
used for linguistic investigations. However, it must be remembered that there is
no total control over the data on which searches are carried out, the results, and
the type of language they use. Control over the data is important, especially when
teachers want to use these tools to design and deliver didactic activities. This paper
presents a recent DDL research activity with 80 secondary school students on the
specialized language of Mathematics. The students conducted linguistic inves-
tigations on a specially designed corpus and carried out corpus-based activities
with automatic formative assessment within a Digital Learning Environment. The
results show that the students appreciated the proposed activities. They develop
linguistic and mathematical skills and become more aware of the importance of
the language they use. Students developed digital skills in browsing, searching,
and filtering data, as well as in evaluating data, information, and digital content.
LLM, such as ChatGPT, could not be used for the same type of activity, but with
appropriate design, they can be used as a starting point for investigation and lin-
guistic reflection. In the future, given the notable diffusion of these Al tools, it is
essential to train teachers and students on their strengths and weaknesses and how
they influence teaching and learning.

Keywords: Data-Driven Learning - Large Language Model - Language for
Specific Purposes - Mathematics Education

1 Introduction

Every subject, from Geography to Mathematics, has a specialized language, which is
the typical way of expressing itself in that area. Research in mathematics education has
studied how learning difficulties in Mathematics depend on linguistic difficulties, that
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is, on the acquisition and understanding of its specialized language [1]. Understanding
the language of Mathematics is considered by didactic research to be one of the major
obstacles to learning the discipline at all school levels [2]. Furthermore, Mathematics
has always been one of the school disciplines where students of all grades encounter the
most significant difficulties. For example, the PISA 2022 international triennial survey
(to be launched in 2020) shows critical issues in Mathematics for Italian students [3].
Mathematics scores were significantly lower than in 2018 and in previous cycles in
almost all types of education. The growth trend seems to have been reversed compared
to 20 years ago. For this reason, many researchers in mathematics education study the
language that students use in class (with their peers or with the teacher) for questions or
collaborative or problem-solving activities that teachers use during explanations, which
is present in textbooks, and so on.

It is possible to use the Data-Driven Learning (DDL) methodology to help students
develop language skills. DDL treats language as data and sees students as researchers
doing guided discovery activities [4]. Students can discover grammatical patterns, word
meanings, or other aspects of language by searching linguistic data and investigating
large amounts of authentic language. This methodology was born for language teaching
and learning but has recently been used for learning specialized languages [5]. DDL
is closely linked to the concept of corpus, a collection of texts on which linguistic
investigations are carried out.

In recent times, students’ use of the Large Language Model (LLM) has spread con-
siderably, also for educational purposes. LLMs are deep neural network models (deep
learning) capable of acquiring vast knowledge of a language from enormous quantities of
texts, mainly taken from the Web [6]. The impact of LLM on education can be enormous
[7]. LLM could change the educational learning goals, activities, and assessment and
evaluation practices. The advantages of LLM in education include personalized learning,
timely support, continuous assessment, resource delivery, collaboration, and so on [8].
One of the most used LLLM by students for learning is currently ChatGPT (https://chat.
openai.com/). ChatGPT is just one of many ways to use LLM. Research is progressing
rapidly in this area, and new models are constantly being developed [6]. The release of
ChatGPT as a chatbot based on GPT models by OpenAl marks a pivotal milestone in
the development of chatbots and conversational Al [8]. By conversing with ChatGPT,
students also try to study and learn Mathematics. There is a lot of research studying
the math skills of ChatGPT (see, for example, [9, 10]). Not as much research studies
ChatGPT’s linguistic skills in Mathematics. LLM represent a significant step towards
integrating natural language understanding and generation in information technology
and artificial intelligence, with applications that extend to multiple sectors and scenarios
(mathematical, chemical, legal, etc.). However, ChatGPT does not always manipulate
the specialized language of these disciplines. LLM, as well as Google, can be used for
linguistic investigations [11]. However, it must be remembered that there is no control
over the corpus data on which they carry out searches, the results obtained from the
searches, and the language they use. Control over the data is important, especially when
teachers want to use these tools to design and deliver didactic activities.
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This paper illustrates a project connecting DDL with a Digital Learning Environ-
ment (DLE) integrated with an Automatic Assessment System (AAS) to develop com-
petencies in the language of Mathematics for Italian secondary school students [12].
The DLE is a stimulating environment that boosts motivation and fosters constructivist
acquisition while respecting students’ learning pace [13, 14]. In this research, The stu-
dents conducted linguistic investigations on a specially designed corpus and carried out
corpus-based activities with automatic formative assessment within a DLE. We define
automatic formative assessment as using formative assessment in a DLE by automati-
cally processing student responses and providing feedback [14, 15]. With the AAS, it
is possible to create adaptive questions with personalized, immediate, and interactive
feedback giving information about how the DDL task was performed and the process to
be mastered, thus enabling self-regulation and self-monitoring of actions [16—18]. The
DDL approach gives students the language access keys to the content and, in the case
of Mathematics, proves its effectiveness in helping them to understand and manage a
language that can pose actual obstacles to problem solving activities and exercises.

Section 2 presents the state of the art; Sect. 3 illustrates the research activity and
methodology; and Sect. 4 shows the main results emerging from the research activity
and discusses the implications and conclusions.

2 State of the Art

2.1 The Specialized Language of Mathematics and ChatGPT

Numerous studies in mathematics education have shown that the causes of difficulties are
the acquisition, understanding, and management of its language [1]. Over time, Math-
ematics has developed a specialized language that has become increasingly universal,
precise, concise, and effective. This language has its semiological code, which is realized
in texts in which technical terms, figures and graphs, and symbolic expressions (equa-
tions, formulas, algebraic expressions, etc.) coexist; the latter are sometimes inserted
in sentences which, for the rest, use the everyday language [19]. Mathematicians and
researchers in mathematics education have different attitudes and points of view towards
language, which derive from two apparently divergent aspects: the specificity of Math-
ematics and its language and the role of the context in mathematical communication
[20]. Teaching is communication, and one of its purposes is to encourage student learn-
ing, using a language that does not hinder understanding and using metaphors to make
concepts understood. At the same time, one of the main objectives is to acquire that
specialized language.

Often, the linguistic aspects of teaching a language are considered only in a CLIL
(Content and Language Integrated Learning) context, but teachers tend to forget that
language education is a task that belongs to the training curriculum as a whole [5].
The characteristics of mathematical language often contrast with the students’ linguistic
habits, which are difficult to understand [2].

Secondary school students are often forced to deal with the languages of the disci-
plines without adequate linguistic scaffolding that allows them to make the necessary
differentiations and categorizations of the language for specific purposes concerning
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more general language varieties. Students’ linguistic difficulties may concern compre-
hending or producing verbal texts, symbolic expressions, and figures. In all cases, it is
not easy to recognize students’ linguistic difficulties because they often compete with
other difficulties related to gaps in content, careless mistakes, etc. Language difficulties
can cause behaviours that can be identified, such as misinterpretations or the production
of incoherent texts, but they can also cause no behaviours, such as not responding, or
behaviours that are difficult to interpret, such as random answers [20].

In recent times, the use of LLM by students to learn Mathematics has spread con-
siderably [8]. Consciously or not, this also affects students’ learning of its specialized
language. However, LLM, such as ChatGPT, do not always use specialized language. If
we ask ChatGPT, “Do you know the specialized language of Mathematics?” a response
is “, Yes, I'm familiar with the specialized language of Mathematics. Mathematics has
its technical vocabulary that includes specialized terms, symbols, and notations” [21].
For example, if we ask ChatGPT, “Can you define in 100 characters what “intersection
points” are in Mathematics?” the answer is “points where lines or objects meet, sharing
coordinates” [21]. The use of terms taken from a common language, such as “object” or
“meet”, can confuse students because, in a common language, these terms have different
meanings. Furthermore, using the specialist verb “intersect” is missing, which students
must acquire. Otherwise, students will have difficulty interpreting the meaning of the
concept of intersection and tasks such as “at what point does the function intersect the
ordinate axis?”.

2.2 Data-Driven Learning

It is possible to use the DDL methodology to learn specialized languages [12, 22].
The main idea behind DDL is that learners can discover grammatical patterns, word
meanings, or other aspects of language by searching for linguistic data. Corpora are
proving increasingly influential in language teaching as sources of language descriptions
[5]. A corpus is a collection of texts or parts of them in a finite number in an electronic
format processed in a uniform way that makes it manageable and searchable using
a computer [23]. Students have to deal with a “massive but controlled exposure to
authentic input,” which is fundamental for language learning [24], and such controlled
and contextualized contact fosters more language awareness, noticing, and autonomy.

Tim Johns [4] argues that at the heart of the approach is the use of the machine as
a rather special type of informant. Once the informant answers the question, students
must make an effort to “make sense of that response and to integrate it with what is
already known” [4]. Corpora provide data but do not interpret them: it is up to learners’
work and responsibility to evaluate the information found. The easiest way to explore
corpus data is through concordancers: end-users may display a list of words with their
immediate context. A concordance based on KWIC (keyword in context) can reveal mas-
sive information about the language: idioms, collocations, fixed phrases, and frequency
data. Since then, literature on the uses and benefits of corpora for language learning has
rapidly grown, although there is still little field practice in Italy at least [5].

Recently, the number of corpora and specialised tools available to practising teachers
and learners has increased. However, a common criticism is that many of them still
require considerable investment in training for learners (and teachers) to understand
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their rationale and how to use them effectively. Even accepting the potential benefits of
a DDL approach, technology is perceived as a major barrier to the implementation of
DDL in classrooms around the world [25].

Google itself can be used for linguistic investigations, but positions on the nature of
the Web as a corpus are multiple and conflicting [5]. The exploration of web resources as
corpus responds to the lack of corpora available to study increasingly complex specific
linguistic problems. At the same time, materials age quickly compared to the continuous
evolution of language, as well as new technologies and new means of online communi-
cation. Problems often cited against treating the Web as a corpus are its unknown size
(no finite dimension), ever-changing composition, hidden pages, etc. Its advantages for
language teaching include its size (lots of data), timeliness, variety (whatever you want
is probably there somewhere), availability (free), reliability (the Web itself doesn’t crash
or impose limits on the number of simultaneous users), speed, flexibility, and so on.
Importantly, it is already familiar to learners, especially via internet search engines such
as Google [23, 26]. Another tool that has recently become very popular with students are
LLMs, such as ChatGPT. Although ChatGPT is not designed for linguistic research, it
does allow users to do so. Much recent research has explored the potential of ChatGPT
for language teaching and learning (see, for example, [27, 28]), analysing the digital
skills needed by teachers and students to use this chatbot ethically and effectively. Some
research explores the role of ChatGPT in DDL, as the world’s largest corpus (in a sense)
is publicly available for free querying, with an interactive chatbot available to query this
corpus quickly and recursively [29]. LLM can also be used for DDL to generate texts at
the appropriate language level and to observe repetitions and variations manually or with
corpus analysis tools.It is important to note that when conducting linguistic research in a
specialised field, designing prompts to produce the desired results is particularly impor-
tant. Students, for example, might assume that if they talk about “functions”, ChatGPT
understands that they are talking about math. However, if we ask ChatGPT, “What are
the verbs that have “function” as the subject?”, we get an ambiguous answer like: “Verbs
that have “function” as the subject are typically used when describing how something
operates or works; like functions, operates, works, performs, runs, executes, etc.” [21].
If we ask, “What are the verbs that have “function” as the subject in Mathematics?”
the answer is radically different (see Fig. 1). In this case, ChatGPT interpreted the task
correctly, and the results refer exclusively to the mathematics field. As shown in Fig. 1,
ChatGPT reports some verbs as a list, followed by an example sentence in which the verb
is present. The presence of the example can help students understand in which context
it is appropriate to use the verb, and they can reason about its meaning. However, as
we have no control over the data, we do not know what determines the choice of verbs
and the order in which they are presented. Furthermore, the concept of function is very
transversal in Mathematics and is studied from lower secondary school to university.
The results become more accurate if we add more details to the prompt.
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@ In mathematics, "function” is often used as the subject of various verbs to describe its
behavior and properties. Here are some common verbs used in mathematical contexts

where "function" is the subject:

1. Evaluates: "The function evaluates to a specific value at x =2."

N

. Maps: "The function maps elements from set A to set B."

. Transforms: "The function transforms the input data into a different representation.”

r W

. Solves: "The function solves for the roots of the equation.”

($2)

. Graphs: "The function graphs as a parabola."

(o)}

. Derives: "The function derives its values from the underlying data."
Integrates: "The function integrates over the interval [a, b]."

8. Differentiates: "The function differentiates to find its rate of change."
9. Computes: "The function computes the result based on its input."

10. Approximates: "The function approximates the solution using a numerical method."

These verbs are commonly used in mathematics to describe how functions operate, the

relationships they represent, and the calculations or transformations they perform.

Fig. 1. Example of mathematical linguistic investigation with ChatGPT.

3 Research Activities

The research activity involved four classes of two Italian secondary schools for 80
students in grade 11 and their teachers. Both schools are science lyceums, secondary
schools with a curriculum focused on STEM subjects. It is also not the first experience
of the research group in merging STEM assessment and languages [30]. The activities
with the students involved two classes as experimental groups, while the other two
classes comprised the control group. The students in the control group took a test and a
questionnaire before the research activity started and a test and a questionnaire at the end
of the research activity. These were the only activities that the control group performed.
They did not do any classroom activities with the researchers; they only did normal
lessons with their teachers. The experimental group participated also in the research
activities compared to the control group.

The didactic experimentation, from November to December 2021, consisted of four
two-hour meetings in the classroom. Teachers were involved in selecting topics to be
covered and designing the teaching materials to ensure that they were in line with the
programme. Teachers were not trained before the start of the experiment, and trainers
from the University of Turin conducted the classroom activities. The teachers participated
in all the meetings with the students and carried out the activities to study the proposed
teaching methodologies. Two specific corpora were created for the activities, selecting
texts relating to the concept of function from secondary school textbooks. The first corpus
was in Italian, and the second was in English. Corpora were created and validated by
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the researchers, who verified that the results of the linguistic research were relevant to
the planned research activity.

Corpus-based activities with automatic formative assessment are questions imple-
mented within the DLE using the AAS [12]. From a formative point of view, the students
have several attempts to answer each question. The questions are designed to guide stu-
dents in consulting the corpus and to make them reflect on the mathematical concepts.
To carry out the activities, students use the AntConc concordance tool (https://www.lau
renceanthony.net/software/antconc/) and the DLE (available at the link https://linguaggi
specialistici.i-learn.unito.it) side by side. Figure 2 shows an example of a corpus-based
activity with automatic formative assessment. The question is divided into two parts:
in the first part, students are asked to search for the word “funzion*” (which means
function) in the corpus by inserting 1R, 2R, and 3R as concordance levels and to select
the verbs that have “function” as subject; in the second part of the question the students
had to complete the proposed statements by inserting the verbs identified in the previous
section.

Cerca la parola “funzion®” inserendo come livelli di concordanza 1R,2R e 3R. Quali verbi hanno
funzione come soggetto? Una funzione..

(Ddichiara Ointerseca

Sezione Tentativo1di3

Verifica

Completa le seguenti affermazioni utilizzando i verbi individuati nella sezione precedente:

« Una funzione agli elementi del dominio un solo valore nel codominio
+ La funzione il valore 3 in x=2
+ Una funzione la relazione tra due grandezze

Sezione Tentativo1di3

Verifica

Fig. 2. Example of corpus-based activity.

Students see the second part after answering the first. At the end of each part of the
question, there is a “verifica” button (which means “verify”). Students could click this
button after answering the question to obtain immediate feedback on the correctness
of the answer. If they made a mistake, they could try to answer the question again. In
case of an incorrect answer after finishing the attempts, the students see the correct
answer that is needed to carry out the next part. To answer the first part of the question,
students had to use the AntConc software and enter the word “funzion*” in the search
bar. Inserting the asterisk symbol is used to search for both the word function in the
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singular (“funzione”) and the plural (“funzioni”). Figure 3 shows an example of what
appears on the screen to students after the search. The levels of concordance specified in
the text of the question are placed under the search bar and must be set by the students.
Through the levels of concordance, one chooses which words to highlight in the search.
In this case, by selecting the levels “1R”, “2R”, and “3R”, the search shows all the
phrases of the corpus in which the word function appears, and the following words are
highlighted: the words one position to the right concerning the searched word (in red),
the words two positions to the right concerning the searched word (in green), and the
words three positions to the right concerning the searched word (in purple). In step-
by-step processes with multiple response attempts, students earn partial credits for the
correctness of their answers. These points act as a motivational lever and, by expressing
intermediate levels between “incorrect” and “correct”, also offer teachers and students
more precise information about the student’s competence in a particular domain.

- i Vindov .
File Global Settings Tool Prefere
Corpus

descrizione_grafici.txt
dispense-funzioni-line:

Concordance Concordance Plot File View Clusters/N-Grams Collocates Word List Keyword List
Concordance Hits 1079

Hit KWIC File

fmm;:?:;ﬁmmm 28 niamo il dominio delle seguenti funzioni algebriche. 1. E una funzione razionale |Zanichelli.txt

pasted_text.xt 29 ne si fa un prolungamento della funzione all’origine. Attenzione: questo non sign mbase_funzi

ZQ:’:‘::;T:‘:::;""'M 30 afunzione. Dal grafico diuna funzione alle sue caratteristiche Vediamo in che |Zanichelli.txt
31 ‘asse x) interseca il grafico della funzione almeno una volta; 3. una funzione é bi./mbase_funzi
32 iccessoria. Quando considero la funzione altezza di un arbusto che dipende dal |dispense-fur
33 rizione e prolungamento di una funzione Anche qui do prima I'idea dei funzioni.txt
34 e deduciamo che il grafico della funzione appartiene alla regione di piano cartesi |pasted_text.t
35 amo dedurre che il grafico della funzione appartiene alla regione di piano cartesi pasted_text.t
36 sociato ad x2 (si ricordi che una funzione associa agli elementi del dominio un sc funzioni.txt
37 e lo studio del segno che la funzione assume nel suo dominio sono informa: Zanichelli.txt
38 elementi di Y sono valori che la funzione assume. Pertanto, se vogliamo che I'in\ funzioni.txt
39 = ¢ = 0: si tratta dunque di una funzione avente come grafico una parabola con |mbase_funzi
40 a 5 sono funzioni o no? (a) Una funzione (b) Una relazione che non & una Quinta_funz:
41 ontale che non lo interseca; « la funzione 6b é suriettiva, perché ogni retta orizzo|Quinta_funz
42 .In simboli: f\ A) B. In una funzione biiettiva c’é una corrispondenza «uno z Zanichelli.txt
43 rione & suriettiva. DEFINIZIONE Funzione biiettiva (o biunivoca) Una funzione da|Zanichelli.txt
44 14, che visualizza un esempio di funzione biiettiva, sia la retta r1 che la mbase_funzi
45 riva una e una sola freccia Una funzione biiettiva viene anche chiamata biiezion|Zanichelli.txt
Search Term @ Words () Case [[) Regex Search Window Size
funzion* Advanced 50 s

phatal e, Start Stop Sot  ShowEveryNthRow | |4

F’IesPro(cned Kwic Sort

B Olevet R S @Llevel2 2R D@ Level3 3R S Clone Results

Fig. 3. Example of linguistic investigation with AntConc.

4 Methodology

The research methodology of the didactic experimentation included:

o Initial test (before starting the research activity) and final test (at the end of the research
activity) to evaluate students’ mathematical and linguistic skills;
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e Initial questionnaire (before starting the research activity) and final questionnaire (at
the end of the research activity) to evaluate students’ opinions about mathematics and
mathematics lessons.

All 80 students took an initial test and questionnaire before starting the research
activity. The test consisted of ten questions and included linguistic questions and math-
ematical exercises. The questionnaire was composed of 40 Likert-scale questions (on a
scale from “1 = very disagree” to “4 = very agree”’) covering opinions on Mathematics,
mathematics lessons, the study of Mathematics for school, school and extracurricular
activities in Mathematics, and students’ attitudes towards Mathematics. At the end of
the experimentation, all students took a final test structured like the initial test and a
final questionnaire. The questions in the final questionnaire were the same as in the
initial questionnaire. Questions were added to the questions of the students who carried
out the classroom activities to analyze the satisfaction of the proposed activities and
methodologies.

Students in both groups could choose whether or not to participate in the educa-
tional experiment and change their minds at any time. In any case, their decision did
not impact their school evaluations and the educational activities proposed to them.
The data were collected through learning tests and paper questionnaires, tests with
automatic assessment, and digital questionnaires. Once collected, the data were irre-
versibly anonymised and processed anonymously. The data were digitised, and the paper
copies were destroyed. Qualitative and quantitative analyses can be carried out on the
anonymised data in order to pursue the research objectives. Only aggregate statistics
will be presented.

The research questions are:

e (RQ1) Did students value the methods proposed?

e (RQ2) Did the research activities increase awareness of mathematical language and
mathematics?

o (RQ3) Was the impact of the research different for males and females?

Only the responses to the final survey of 35 students who participated in the
experimental activity were considered to answer the research questions.

Questions of the final questionnaire concerning the satisfaction with the proposed
activities and methods were analysed. In this question, the students had to indicate how
much they agreed with various statements on a Likert scale from “1 = strongly disagree”
to “4 = strongly agree”. The items concerned:

e The satisfaction with the proposed activities (attention in class, satisfaction, interest
in the activities and in Mathematics, appreciation of group activities);

e The usefulness of the activities for the acquisition of awareness of mathematical
language and reflection on mathematical content;

e Appreciation of DDL (use of AntConc, interest in text analysis and usefulness for
the future);

e Appreciation of automatic formative assessment (immediate and interactive feedback,
multiple attempts possible);

e Understanding and appreciation of mathematical topics.
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These questions were analysed by reporting the mean and standard deviation. To
analyse the correlations between the items, we calculated the Pearson correlation coeffi-
cient between all possible pairs of items. To search for useful insights on gender studies,
we also investigated the presence of differences in the responses of females and males to
the items and the statistical significance of those differences through a two-tailed t-test.

A comparison between the results of the initial and final tests is planned to
quantitatively assess the methods’ impact, but the analyses are still ongoing.

5 Results

The data that we will analyze consists of the answers to the final survey of 35 students
who participated in the experimental activity. The remaining students among the 80
students we considered were part of the control group. Among the 35 students, there
are 20 females and 15 males. Students appreciated the proposed methodologies and the
mathematical activities, which were very different from the traditional ones. The use of
the DDL approach had a very positive and motivating impact on the students: according
to them, the activities were practical and not theoretical, interactive and non-transmissive,
and based on real data. Table 1 presents an analysis of the student’s responses to the
question: “Thinking about the experimental sessions, on a scale from ‘1 = strongly
disagree’ to ‘4 = strongly agree’, to what extent do you agree or disagree with the
following statements?”.

The students found the activities interesting (3.23) and understandable (3.43). The
activities stimulated their interest in Mathematics (2.60) and raised students’ awareness
of language (3.14). They appreciated the group discussions and the group activity (3.34).
According to students, it was easy to use AntConc (3.09) and to understand how to use
AntConc to answer questions (3.14). They also believe that learning to use text analysis
software is useful for the future (3.14). According to students, the exercises helped them
to become more aware of the language to use (3.14), and the exercises on language also
made them reflect on meanings and contents (2.77).

Students appreciated the formative aspect of the activities: the possibility of view-
ing the correct answer immediately after answering a question (3.63) and retrying the
exercise in case of a wrong answer (3.40). They agreed that having the assessment
immediately after solving an exercise helped them understand how the question should
be answered (3.51). The DDL approach gives students the language access keys to the
content and, in the case of Mathematics, proves its effectiveness in helping them under-
stand and manage its language that can pose obstacles to problem solving activities
and exercises. Students exposed to DDL engaged in an activity that improved their lan-
guage skills in their actual working practice. The study of language is concerned not
only with the choice of words to use in a more specialized language but also with the
terms conveying meanings, and by exploring the language, one explores the meanings.
The new and interdisciplinary nature of the activity greatly impressed the students and
their teachers, who, for the first time, discovered these methodologies and carried out
linguistics activities. These activities allow students to better understand mathematical
topics and to be more aware of the importance of using correct language to understand
and be understood correctly.
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Table 1. Mean and standard deviations of the 35 respondents to the final questionnaire

Item Mean | Std. dev.
1 paid attention during the activities 3.51 0.56
The proposed activities were interesting 3.23 0.60
The proposed activities were understandable 343 0.61
The proposed activities stimulated my interest in mathematics 2.60 0.60
The proposed activities were useful for gaining awareness of the language | 3.14 0.65
I enjoyed the group activities 3.34 0.84
It was easy to use AntConc 3.09 0.85
It was easy to understand how to use AntConc to answer questions 3.14 0.85
It was interesting to learn how to use AntConc 3.40 0.74
Learning to use text analysis software is useful for the future 3.14 0.91
The exercises helped me to better understand the topics covered 3.06 0.80
The exercises made me appreciate the topics covered more 2.63 1.00
The exercises helped me to realize my preparation 3.03 0.71
It is helpful to view the correct answer immediately after answering a 3.63 0.55
question

When I gave a wrong answer, I would try the exercise again 3.40 0.69
Having the assessment immediately after solving an exercise helped me | 3.51 0.66
understand how to answer the question

The exercises helped me to be more aware of the language to use 3.14 0.77
The exercises on language also made me reflect on meanings and contents | 2.77 0.77

We also looked for correlations among items and calculated the Pearson Correlation
Coefficient among all the possible pairs of items. We did not detect any strong correlation
among items, and the correlation coefficient was not higher than 0.75. However, we found
some interesting weak correlations among the following pairs of items.

Couple #1 is “The proposed activities stimulated my interest in mathematics” and
“The exercises helped me to better understand the topics covered”, correlation coefficient
0.65, p-value 0.00002. This correlation shows that interest and understanding grow
together; engaging and motivating students can lead to a better understanding of the
topics.

Couple #2 is “The exercises helped me to better understand the topics covered.”
and “The exercises made me appreciate the topics covered more.” correlation coeffi-
cient 0.65, p-value 0.00002. This couple shows that understanding and appreciation are
related. However, we can think of this relation mainly in one direction: the more students
understand, the more they appreciate what they studied. This is of great importance for
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teachers who design activities for their students, as there is a need to focus on the under-
standability of the activity. Moreover, the immediate and interactive feedback that helped
students while performing the activity played an important role in this correlation.

Two couples, couple #3, “It is helpful to view the correct answer immediately after
answering a question.” and “When I gave a wrong answer, I would try the exercise
again.” and couple #4 “When I gave a wrong answer, I would try the exercise again.”
and “Having the assessment immediately after solving an exercise helped me understand
how to answer the question.”, both with correlation coefficient 0.63 and p-value 0.00005,
concern the formative aspect of the activity: on one side if the student have the chance
to retry, they are willing to do it, and this is how a learning environment should be, a
place where students can try without the fear of mistakes, on the other side, when having
multiple attempts, students understand better how to deal with the activity, viewing the
whole process and then going back from the beginning to start a good performance.

As alast analysis, to search for useful insights on gender studies, we also investigated
the presence of differences in the responses of females and males to the items of the
final questionnaire, together with the statistical significance of those differences through
a two-tailed t-test. The results are presented in Table 2. In general, there are no peculiar
differences among the two components of the sample. The highest difference (—0.67)
with the highest significance (0.022) appears in the item “It was easy to use AntConc”.
In this specific case, the males signalled a larger agreement on this item. Conversely, the
females signalled greater agreement on “The proposed activities stimulated my interest
in mathematics” with difference 0.47 and significance 0.026. The other two elements
with a p-value lower than 0.05 are represented by “The proposed activities were useful
for gaining awareness of the language” (0.039) and “The exercises helped me to better
understand the topics covered.” (0.047).

Table 2. Mean values of females’ and males’ responses with a t-test significance

Item Mean Mean | Difference T-test
(females) | (males) | (females-males) | (p-value)

I paid attention during the activities 3.65 3.33 0.32 0.113

The proposed activities were interesting | 3.35 3.07 0.28 0.147

The proposed activities were 3.45 3.40 0.05 0.815

understandable

The proposed activities stimulated my 2.80 2.33 0.47 0.026

interest in mathematics

The proposed activities were useful for 3.35 2.87 0.48 0.039

gaining awareness of the language

I enjoyed the group activities 3.50 3.13 0.37 0.206

(continued)
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Table 2. (continued)

Item Mean Mean | Difference T-test
(females) | (males) | (females-males) | (p-value)

It was easy to use AntConc 2.80 347 —0.67 0.022

It was easy to understand how to use 2.95 3.40 —0.45 0.111

AntConc to answer questions

It was interesting to learn how to use 3.45 3.33 0.12 0.658

AntConc

Learning to use text analysis software is | 3.05 3.27 —-0.22 0.491

useful for the future

The exercises helped me to better 3.30 2.73 0.57 0.047

understand the topics covered

The exercises made me appreciate the 2.85 2.33 0.52 0.157

topics covered more

The exercises helped me to realize my 3.20 2.80 0.40 0.111

preparation

It is helpful to view the correct answer 3.70 3.53 0.17 0.403

immediately after answering a question

When I gave a wrong answer, I would try | 3.55 3.20 0.35 0.159

the exercise again

Having the assessment immediately after | 3.60 3.40 0.20 0.398
solving an exercise helped me understand
how to answer the question

The exercises helped me to be more aware | 3.25 3.00 0.25 0.364
of the language to use

The exercises on language also made me | 3.00 247 0.53 0.050
reflect on meanings and contents

6 Conclusions

In this paper, we present a didactic experiment characterised by the DDL and automatic
formative assessment methodologies to study the language of mathematics. The results
of the final questionnaire show that the students appreciated the mathematical activities,
which were very different from the traditional ones. The use of technology had a very
positive and motivating impact on the students.

The students highly appreciated the proposed methods to answer the first research
question (RQ1). The DDL approach had a very positive and motivating effect on the
students. According to the students, learning how to do linguistic analysis and useful
for the future was interesting. They had no difficulty using AntConc and understood
the linguistic investigations needed for corpus-based activities with automatic formative
assessment. The students also appreciated the automatic formative assessment methodol-
ogy. They appreciated the possibility of getting immediate feedback on the correctness
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of each answer, correcting themselves in case of a wrong answer by having multiple
attempts and knowing the correct answer at the end of each activity. All these aspects
are closely related.

About the second research question (RQ?2), the activities helped students become
more aware of the language used. Not all students agree that the proposed activities can
increase their interest in mathematics, but they agree that it is useful to do this kind of
activity to reflect on the language used. The results show a correlation between students’
understanding of mathematical topics and their appreciation of the topics themselves.
These couple of items show that understanding and appreciation are related, and this rela-
tionship is very important when planning educational activities. The correlation between
understanding the proposed activities and understanding the mathematical topics was
another interesting result in this respect.

There are no particular differences between males and females (RQ3). The most
significant differences concerned the use of AntConc and the impact of the proposed
activities on the students’ understanding of mathematics and its language. According
to the results, males found it easier to learn to use AntConc. The activities further
stimulated females’ interest in mathematics and their awareness of mathematical lan-
guage. Furthermore, the activities helped females more to increase their awareness of
the proposed topics.

Students acquire language and digital skills using the tools and techniques of corpus
linguistics for pedagogical purposes. The use of the digital learning environment and an
automatic assessment system enables the generation and collection of data on student
learning: about learning processes and not just about results. These data are useful for
driving and adjusting the learning path, making choices and decisions, and supporting
learning in several ways. It would be important to train teachers on using these method-
ologies and technologies in the future. In particular, for Mathematics teachers, it could be
very interesting and formative to learn the analysis of specialized texts through the con-
sultation of a corpus and the design of DDL activities with formative assessment to make
students reflect on the specialized language of Mathematics. It is important to promote
reflection among all teachers of all levels on the importance of acquiring specialized
languages and how linguistic difficulties can influence disciplinary difficulties.

This research activity, characterised by DDL methods integrated with automatic
formative assessment systems, could also be carried out on a larger scale, involving many
teachers and students. The main challenge for mathematics teachers might be to reflect
on the linguistic aspects. For this reason, training teachers in the proposed methodologies
and to help them acquire linguistic skills would be essential. A second important aspect
is to provide teachers with ready-made materials (corpus and corpus-based teaching
activities with automatic formative evaluation). Indeed, one of the biggest obstacles
could be the corpus creation and the consequent selection of representative texts. If
teachers wanted to cover a topic other than the concept of function, they would have to
create a new corpus and new activities based on this corpus. The situation is similar if one
wants to apply this approach to other subjects, such as chemistry or biology, which have
specialised language. For the future development of this research activity, the training of
mathematics teachers is fundamental, possibly integrated with the training of language
teachers and creating databases of ready-made activities.
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Using technologies and a student-centred DDL approach allows students to be
involved in linguistic tasks, especially in a STEM subject to which they are not accus-
tomed. The exploration of corpora can effectively support reflection on the specialized
languages of Mathematics. Many technologies used daily by students support linguistic
investigations, but it is important to question the types of data on which they are carried
out. Students use the most recent LLM and Google daily, and these tools can be used for
linguistic investigations. However, there is no control over the data on which searches
are carried out, the results of the searches, and the type of language they use.

Given the considerable diffusion of Al tools, training teachers and students on their
strengths and weaknesses and how they influence teaching and learning is important.
Students can use these tools critically and profitably even for less standard tasks such as
linguistic research in Mathematics if appropriately trained. LLM, such as ChatGPT, could
not be used for the same type of tasks since designing tasks with automatic formative
assessment to guide students in linguistic investigations requires knowing the correct
answer. ChatGPT answers may differ from student to student and may change over
time. However, it would be interesting to use ChatGPT, through appropriately designed
activities, to make students reflect on the language of Mathematics as a starting point
for linguistic and disciplinary reflections. It is important to note that Generative Al has
strengths in advancing our understanding of language in se that corpora have struggled
to address. By combining corpus and Generative Al approaches, language learners can
better understand how language works in different contexts than is currently possible
with either approach alone. DDL researchers are well placed to take advantage of this
renewed mainstream interest in language data, as we understand both the power of such
data for language teaching and the conditions necessary for meaningful learning to take
place with such data.

Al tools are changing mathematics education just as they will change the way of
researching mathematics education. It is important to reflect on how these tools can
influence students’ language, both specialist and non-specialist, and their linguistic and
not just disciplinary skills.
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Abstract. As part of the project Death and Burial Data: Ireland 1864-1922
(DBDIrl), a web application was created in DIME, a low-code web application
development environment. DIME is based on the popular IDE Eclipse and utilizes
three distinct graphical model types (data model, process model and GUI model)
as Domain Specific Language (DSL). Web applications are defined by means of
these models in the DIME integrated modelling environment in a simple way, and
these models are used to generate the web application code that is then deployed
and made available to the users. This paper provides an overview of how we use
a web application created in DIME, a low-code application development tool to
establish interoperability between Irish historical civil registration of death data
and Irish cross-sectional decennial census data from 1901 and 1911. The former
data collections are complex and require manual interventions like transcription
and considerable cleaning to render them machine readable, the latter are fully
transcribed. Here we present a case study concerning the analysis of deaths in
old age in Dublin City and how they correlate with census returns. We then turn
our attention to a use case of marital status and the algorithmic problems caused
by irregular replies in census data. Our objective was to test how DIME could
replicate the decisions taken by domain experts using old age and marital status
as the primary linkage criteria.

Keywords: Data matching - civil registration - census - low-code/no-code
application development - model driven development

1 Introduction

Old age offers a very fruitful case study from the perspectives of life course studies and
historical demography. We examine this in the context of Ireland in the early twentieth
century, which was subject to British administration from 1801 until 1922. At the close of
the nineteenth century increased life expectancy caused a shift in demographic trends,
which necessitated the introduction of new social welfare schemes like the old age
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pension (OAP). The target cohort were lower-paid working-class people who did not
earn enough during their working lives to pay into contributory pension schemes or
to save money to support themselves in old age. Bismarck’s Germany was the first to
introduce a non-contributory pension in 1891 as part of a wave of social welfare reforms,
and after extensive investigation and debate, the United Kingdom followed suit [1]. The
parameters of old age and its positioning in historiography have been tentative as Johnson
argues, and broadly distributed across the themes of labour market participation, welfare
and social status [2]. Pat Thane contends that women fared better than men in reaching
older age in western societies, but she cautions that the boundaries of older age must
be rooted in various cultural constructs and historical contexts [3]. Lines were clearly
drawn in the British Old Age Pensions Act of 1908, which stipulated that applicants
had to prove that they were 70 years of age [4]. Apart from the chronological markers,
applicants had to fulfil two further main criteria: 1) being resident in the United Kingdom
of Great Britain and Ireland (as it then was) and a British subject for the previous 20 years,
and 2) they had to pass a means test proving that their annual income did not exceed
£31 10 shillings. O Grada argues that, apart from its significant impact on national
income, the effects of the OAP on household economics placed it as ‘the most radical
and far-reaching piece of welfare legislation enacted in Ireland in the twentieth century’
[5]. From his assessment of post-Famine census reports Gilleard surmises that Ireland
had the oldest population in Europe, which he attributes to ‘cohort depletion from mass
emigration’ [1]. Dublin city, like Belfast city, had a more youthful population for two
reasons: firstly, mortality rates in younger cohorts (especially infants and children under
5) were high and, secondly, it was where internal migrants gravitated. In rural areas of the
West of Ireland traditions of seasonal and permanent migrations were firmly established
and cohort depletion led to a larger older populace. Growing old in the city was a tough
station and while all sorts of allegations were made about age heaping (rounding up to
the nearest 5 or 0) in the 1911 census, it seems that in Dublin it was more difficult to get
away with what O Grada terms ‘welfare fraud’ as civil and religious records were more
carefully maintained [5]. The impact of the OAP on Irish fiscal and social life cannot
be understated. Family incomes were so low that a steady and reliable weekly flow of 5
shillings for one and 7s 6d for married couples would have been an inestimable boon to
both sole-occupancy and multi-generational households at a time when a week’s rental
in Dublin could have cost up to 3 shillings a week [6].

Until the 1908 Act, 65 was used as the marker for old age for the purposes of the
annual reports of the Registrar-General. In 1909, the year in which the old age pension
was introduced, civil registration data shows that deaths from old age amounted to 8,870,
which included those aged 65-69. Within the pre-established parameters of ages 65 to
74, 839 people died, with a further 5,184 aged over 75, 2,424 aged over 85 and 423 aged
95 and upwards [7]. Historical demographers are interested in understanding the impact
of the OAP on these cohorts, and often use a process called data matching to track trends
over time. Matching can occur between different record types, but census matching, in
which individuals are located in the previous or subsequent census, is one of the most
common forms of data matching in the U.S. through IPUMS [8] and in North-West
Europe [9].
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Apart from the algorithms used by IPUMS and Mandemaker et al. for census returns,
there are recognized basic standards for data-matching across all data types. Christensen
describes five steps involved in data matching: (i) data pre-processing, (ii) indexing, (iii)
comparisons, (iv) record pair classification, and (v) evaluation. Historians and genealo-
gists working with partially indexed data routinely must conduct this record-matching
process manually [10].

This aspect of the project had two aims: (i) to take civil registration of death records
and match them to census records using a bespoke web application designed in the
DIME low-code application development environment! and (ii) to ascertain the extent
to which it is possible to replicate the historian’s thought processes using an algorithmic
approach.

We had previously created a bespoke web application with this technology stack
to transcribe scanned historical death data [11]. A logical next step was to extend the
app to census data using this project as a pilot. While other data-matching solutions
exist, they do not align with the full range of Irish records we are analysing both now
and in the future. While aiming to replicate the manual process and supporting future
work, the matching is limited to some fuzziness, e.g. in names or dates, but no full
probabilistic matching at the moment. Also Al is not yet included, as for the moment
we are collecting the kind of questions historians would pose, and evaluating the extent
to which the approximate matchings we produce without Al are good solutions.

In the remainder of this paper we discuss how we set out to achieve these aims. In
Sect. 2 we discuss the datasets we used; Sect. 3 describes the cohorts selected for the case
study; in Sect. 4 we introduce the data models and elements of the application designed
to conduct the data matching; Sect. 5 discusses the matching algorithm; Sect. 6 reports
an analysis of our results, followed by our findings in Sect. 7. We draw our conclusions
in Sect. 8.

2 Datasets

Some countries can match civil registration records and census data over a long period
of time, e.g. England from 1837 for civil registration and census from 1841 to 1921.
For the case study presented in this paper we match civil death records to the 1901 and
1911 censuses of Ireland, which are the only fully extant Irish censuses (see Sect. 2.2).
Both datasets are described below. We have refined the metadata structure successively,
as this structure and its granularity are at the core of the information on which linkage,
interoperability and thus matches are based. We explained and analysed the original data
structure in relation to civil registration of death data in [11]. Subsequently we refined
the granularity further to arrive at the current, stable level of disaggregation described
in [12]. As the census data have been transcribed and indexed in full by the National
Archives of Ireland (NAI), it did not necessitate the same levels of attention.

2.1 Irish Civil Registration Records

Irish historical civil registration data (births, marriages and deaths) are openly available
for individual searches on irishgenealogy.ie. When these datasets were first digitised, a

I DIME is an open-source platform available at https://gitlab.com/scce/dime.
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simple index of a subset of information (place, name and date of death) was created and
linked to a TIFF file of the original image. Accordingly, the data are not provided in full
machine-readable formats nor is there any national infrastructure to support large scale
crowdsourced transcription such as Pedersen et al. describe in their contribution to this
volume [13]. A further issue is that ownership of each dataset comes under the remit
of various government agencies: for example, Irish civil registration data falls under the
auspices of the General Registration Office (GRO), whose primary function is to manage
the live population register. The historical census comes under the auspices of the (NAI)
and the more modern returns under the Central Statistics Office (CSO).

2.2 TIrish Censuses

While Irish civil registration records are intact, when it comes to the census (which
was taken decennially from 1821 to 1911) Ireland has the unfortunate disposition that
some manuscript census returns were legally destroyed by order of the Deputy Keeper
of the Public Records in the late nineteenth century, some were pulped for reasons of
paper conservation during the First World War effort, and others were a casualty of the
Civil War [14]. What survive for the entire country are the full manuscript returns for
1901 and 1911. Owing to the very disturbed state of the country in 1921, no census was
held, as martial law prevailed in several counties during the War of Independence, and
it was simply unsafe for the Royal Irish Constabulary or the Dublin Metropolitan Police
to conduct the work. The next census, which took place in 1926, will be published in
accordance with legislation in January 2027 [14].

3 Case Study: Old Age in Dublin South City No. 3 Ward

3.1 Death Data Used in the Study

We manually transcribed deaths registered in the population over 70 years old for one
Dublin ward, South City No. 3 (Fig. 1) in 1911. This year was selected as it was the
year of the first census taken following the OAP act. We conducted a data matching
exercise with these civil registration of death records and the census returns. Working
with the GRO death data provided us with insights into the relatively understudied cohort
of older individuals. We took a random sample from this dataset to conduct a manual
data matching exercise that in turn assisted our understanding of how best to devise a
matching algorithm for this use case. A further aim for the historians was to add to the
discourses on the questions of age misstatement in pension applications, which until
now have relied on aggregate returns.

Dublin South City No. 3, located to the south of the river Liffey, was a predominantly
working-class area, with many individuals working precariously as low-paid labourers
or servants. Table 1 shows the recorded deaths of people aged 70+ in 1911 by 5-year
cohorts. This data was derived from individual level civil registration of death registers
of that year, which were fully transcribed to a machine-analyzable format by the first
application we developed with DIME for the history research domain [12]. Analysis of
this data shows that this age cohort made up 13% of total deaths in South City No. 3 in
1911.
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Fig. 1. Map Showing Dublin Wards. (Dublin, North and South Wards, Dublin Metropolitan Police
stations shown as points, c. 1900. Map based on information derived from the Dublin Metropolitan
Police Committee of Inquiry 1883 [C.3576 C.3576-1], p. 25, and Statistical Tables of the Dublin
Metropolitan Police for the Year 1901 [Cd. 1166], p. 33, drawn using OSi historic 25-inch basemap
© Tailte Eireann/Government of Ireland Copyright Permit No. MP 003824).

Table 1. Deaths of Individuals aged 70+ in South City No. 3, 1911 (based on analysis of GRO
death data, South City No. 3, 1911)

Age Cohort Deaths Of which Male Of which Female
70-74 57 23 34
75-79 40 23 17
80-84 22 8 14
85-89 10 2 8
90-94 2 1 1
Total deaths 70+ 131 57 74
All deaths in South City No. 3, 1911 998 512 486

As Table 1 shows, few deaths occurred in older age, which forms the basis of our use
case. A total of 131 deaths were recorded in the 70 and over category and, in keeping with
Pat Thane’s [3] assertions, of these 74 (or 56%) were women. Age, conjugal status and
socio-economic status are among the primary features of the profile of these pensioners.
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The marital status of this group was as follows: 78 were widowed, 25 were returned as
married, 15 were spinsters, 11 bachelors, and 2 unknown.

To perform the matching exercise, we had to first identify all those individuals who
were alive on the night of the census, 2 April 1911. This meant removing 46 individuals
from the total of 131, leaving a sample size of 84 individuals. The breakdown of these
individuals is shown in Table 2.

Table 2. Deaths of Individuals aged 70+ in South City No. 3 registered 3 Apr.-31 Dec.1911

Age Cohort Deaths Of which Male Of which Female
70-74 41 16 25

75-79 24 13 11

80-84 11 4

85-89 7

90-94 1 1

Total deaths 70+ 84 35 49

4 The Census Application

4.1 Background

We follow here the same design methodology used in the initial positive experience
with the DIME platform to design, implement and deploy the project application [12],
which allowed users located anywhere in the world to transcribe death data records to a
curated database at a fine granular level of 64 searchable and indexable fields, compared
to the original 11 of the Victorian registers. The aim of using DIME in DBDIrl was
to support the use of data from multiple siloed sources, such as the civil registration
data and the census data, and to make them interoperable, this way enabling a greater
matching potential. This project focuses on phase one of this: census matching.

The next phase of the project was to create a census application called CensusIRL,
which enables the tracing of individuals through time using the census records. We
decided to use DIME again. The DIME process, defined as a sketch through blueprints,
matches entries between two censuses (see Fig. 2). A preliminary approach successfully
tested the feasibility using DIME [15], yielding a fully modelled prototype of the appli-
cation that served as proof of concept. The current, more advanced, census matching
application has been tested so far on the two available Irish censuses, the 1901 and 1911
census, but it is built in such a way that in future it can be applied to the 1926 census as
well, which is due to be released to the public in 2027.

4.2 The Extended Data Models

The NAI provided the project with the full census datasets which were ingested into the
application. Each census data record contains the 23 data points detailed in Table 3. All
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Fig. 2. Search process model sketched using DIME blueprints

census data is included in the scope of the project except crudely anonymised entries of
people located in institutions such as workhouses, prisons or asylums. To avoid cases
of reputational damage by association with criminality or the ‘taint of pauperism’ only
initials were recorded in the original census returns.

An inferred data model, shown in Fig. 3, was manually defined to enable subsequent
data matching based on that extended data model. During pre-processing, some analyses
were run on the original data to compute inferred information that is relevant to determine
whether a given census record is relevant or not for some matching query. The Entry table
(Fig. 3, left) describes the original data entry, while the derived properties are gathered in
a separate InferredInfo table (Fig. 3, middle) to enrich the available set of attributes for
subsequent searches. For example, this information captures whether one or more middle
names are included under the ‘Forename’ field, or whether an individual’s name has been
anonymised. This is relevant, as such entries should be excluded, preserving semantic
correctness and completeness of the results, but saving computational effort, when trying
to match by names. Here we also include Soundex, a phonetic algorithm that relies more
on consonants than vowels to index words according to their phonetic pronunciation.
Orthography is not always consistent between historical records, particularly where
literacy rates varied, and vowel changes are common e.g. between Byrne, Burn and
Bourne. In this case these three surnames are all signified by the Soundex code B650.
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Table 3. Census Data Records Ingested into the application

1901 Census Household Return (Form A)

1911 Census Household Return (Form A)

1. Surname

2. Forename

3. Age

4. Sex

5. Relation to head As in 1901
but with three additional
data points

. Religion

. Occupation

6
7. Birthplace
8
9

. Literacy

10. Irish language

13. Years married

11. Marital status

14. Children born

12. Specified illnesses

15. Children living

Enumerator’s Abstract (Form N)

16. County

17. District Electoral Division (DED)

18. Townland

19. House number

Additional Data

20. Census year

21. ID/Image group

22. Images str

23. Inferred model

The SearchingModel table (Fig. 3, right) describes the current, fuzzy search and is
used by the matching algorithm to find potential candidates in the census records. Some
of the fields directly correspond to the original Entry elements, like birthplace, firstname,
surname and sex, but many refer to derived information in the InferredInfo, like canon-
icalFirstname, married (that connects with the inferred hasMarriagelnfo attribute), or
exist only in the InferredInfo table like Soundex. Furthermore, only the approximate-
BirthYear is known due way in which the original data is structured, so we limit the
window of years used to approximate matches. The censusTarget can be used to selected
a specific census, currently 1901 or 1911.

In the model we also see that the Entry and the Inferredinfo tables have mutual
pointers, so are connected in 1:1 fashion, but they are kept separate. There are two main

reasons for this choice:
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Fig. 3. The Data model used for the search: original Census Information (left), Inferred Infor-
mation (middle) and the Searching Model (right) covering the fields that are currently used in the
matching process.

e While the original census Entry structure is fixed, as the project progresses, we may
wish to update and extend the nature and amount of InferredInfo made available for
the searches.

e Additionally, it is curatorial best practice to keep the original data separate from any
additional fields that may be useful for specific purposes but are not in the original
format and dataset.

The data is stored in the extended format in a PostgreSQL database.

4.3 Embedded Processes for the Inferred Fields

Process models (see Fig. 4) describe the algorithms used to filter the census records in
order to “infer” the additional information in the remaining two fields of the InferredInfo
table: the hasMarriagelnfo process (left) and the includesMiddleName process (right).
While originally in the prototype these were fully modelled in DIME, the scalability
of the queries has improved by just using database queries. As the data is stored in a
standard PostgreSQL database, it is easy to formulate queries and embed them in rather
simple DIME processes.
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We are thus confident that this technique can be used again to provide in the future
additional inferred fields, if needed. Given the similarity of these two processes, we may
be able to provide a generic template process with the elements common to all the queries,
that can be extended on demand just with a few Service Independent Building-blocks
(SIBs) and data fields specific to the query in question.

G InferredInfo
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2 entry: Entry

DATA stort Text
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pr—
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Fig. 4. The embedded process models used to compute inferred information: the hasMarriagelnfo
process (left) and the includesMiddleName process (right).

5 The Matching Algorithm

5.1 Matching Properties

The 84 deaths that occurred after 2 April 1911 were matched in the application against
the entire census dataset. The matching occurs on the following six properties:

o First name. For some individuals the first name may be consistent between censuses,
but in many cases the first name may vary because individuals have nicknames. For
instance, a woman named Margaret could also be referred to as Madge, Mag, Mags,
Maggie, Margarita, Marguerita, Meg, Peg or Peggy, and her name might also be
abbreviated to Mgt or Margt. The genealogy website Roots Ireland includes a list of
common abbreviations for first names, and we have used the examples in the list to
generalise names [16].

e Last name. While spelling was becoming more standardised during this period,
there can be slight variations, therefore Soundex has been used to account for similar
sounding names. Soundex is a phonetic algorithm that indexes names according to
their sound. It encodes the first letter of a surname, and subsequent consonants, with



Interoperating Civil Registration of Death and Census Data 75

the aim of matching surnames that might have small inconsistencies in spellings.
It is not a perfect system, but it has long been used by genealogy companies to
underpin surname searches, to a reasonable degree of success. It is based on the
English pronunciation of names, so it may have a lower degree of effectiveness for
Irish surnames. As will be discussed later, in the case of women, surnames changed
upon marriage and so this record field does not help to capture women who have
married in the intervening period between the censuses.

Sex. This information should be consistent across the censuses.

e Approximate birth year. The birth year should be consistent, but in the nineteenth
and early twentieth centuries remembering birthdays was not prioritised as highly
as it is now. While some families noted down birthdays in a family bible (probably
more a Protestant tradition, or one used by Catholic emigrants) for many this was not
information of great significance. Neither was an individual’s age, until the coming
of the Old Age pension. For these reasons, people may not have known their precise
age. So, when matching birth years, we initially broaden the parameters to +1 year,
and possibly extend the interval up to £5 years.

e Birthplace. This piece of information should be consistent across all records about
an individual. Potential issues include inconsistency in spelling of placenames, par-
ticularly if the individual concerned was illiterate and relying on another to write the
name on their behalf. It is also possible that in rural areas the name of a farm might
be given in one census, and a townland in another. Issues such as changing/multiple
placenames occur as well; many Irish placenames were Anglicised by the Ordnance
Survey for instance.

e Marital status. In most cases, following marriage an individual’s marital status moves
from single to one of the following: married/widow/widower. It would have been
highly unusual for a once-married person to describe themselves as single, as divorce
was the preserve of the wealthier classes at that time, and even couples who were
estranged or those who were deserted would generally maintain their status as mar-
ried. For instance, returned migrant Mary O’Connor described herself as ‘married in
America’ [17]. However, there are a few examples of individuals who described their
status as ‘divorced’ such as Alfred Manning a 59-year-old retired merchant [18].

6 Results

6.1 Matches

Table 4 explains how many individuals received a given number of matches for each of
the censuses. One individual received 139 matches in the 1901 census, while another
received 125 in the 1911 census. Three quarters of individuals had a match in at least
one census, but 1 in 4 individuals could not be matched in either census.
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Table 4. No. Matches per individual in each census

No Matches 1901 Census 1911 Census
No matches 22 25

1-2 17 17

3-10 22 18

11-25 13 12

26-50 7

51-100 7

101+ 3 1

6.2 Individuals with One or Two Matches

First, we considered a random sample of all individuals with one or two matches. Using
traditional research techniques by the historians we looked at whether we could identify
the correct individual in both censuses, and if so, whether this match was correctly
identified by the application. The results are shown in Table 5: in all these cases it was
possible to find the individual in the other census. In most cases the difficulty arose due
to differences in the spelling of names, though in two cases the ages were very different.

Table 5. Individuals with one or two matches

Name and age Locatedin | Correct | Historian’s comments
Census Match?

Louisa Malcomson (71) | 1901 Yes Yes, same address in death record and
census [19]

William Claffey (72) 1901 No Incorrectly matched to William Ashley.
He was traced to the 1901 census in
which he stated he was 59. This data
was used to trace him forward to 1911
where he provides an age of 66 — in this
case a margin greater than 5 years
needed to be applied [20]

Henry Giblin (74) 1911 Yes 1 Bride Road (address on census) was

part of Iveagh Buildings (death
certificate). There is a potential match in
1901 but this would need to be verified
[21]

(continued)
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Table 5. (continued)

Name and age Locatedin | Correct | Historian’s comments
Census Match?
Charlotte Holmes (76) 1911 only No On the death record Charlotte Holmes is

living at 29 William Place. A search
locates a ‘Charlote Homes’ aged 91
living at 29 William’s Place. The
informant on death certificate is Eileen
Beadfield, likely a relative of Martha
Bradfield, one of the people Charlotte
was living with in the 1911 census.
There is a possible match, Charlotte
Rachel Holmes in Brooke Street,
Enniskillen in 1901 [22]

Hans Murphy (78) 1901 only Yes Murphy is also found in the 1911
census; the 1901 census gives his
address as Guinness Trust and his death
record states Iveagh Buildings, the same
location. He was married in both 1901
and at the time of his death so we
searched on his wife’s name ‘Harriet
Murphy’ and found Hans living there at
this address — but his name was written
as ‘Hands’ [23]

James Riordan (82) 1901 only Yes In 1901 he was an army pensioner living
in Cork, aged 73. In 1911 he cannot be
located at his Upper Beechwood Avenue
address but was found in the private
hospital in which he died under the
name James ‘Reardon’ [24]

6.3 Individuals Who Could not Be Matched in the App

Next, we took a random sample of five individuals who could not be matched to see if
the historian colleagues were able to match them manually. Historians and genealogists
start with what is known and work backwards, so we started with the death record, and
then traced individuals to the 1911 census first, followed by the 1901. To emulate the
application, we did not look at any other records to assist us in the matching process. In
reality, if we could not locate an individual, we would cast the net more widely among
available sources to build up a more detailed profile. Our findings will inform future
iterations of the app (Table 6).
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Table 6. Manual matching of individuals who could not be matched in the app

Name, age, occupation marital status
and address

Located in
Census

Historian’s comments

Isaac Hearney (71),
Coach Builder, widower
St Albans Road

Yes, 1911 and 1901

We were able to match this individual
to the census return of Isaac P. Kearney,
a 73-year-old coachmaker born in
Limerick and living at 19 St Alban’s
Road. In 1901 he was living at
Greenville Terrace, Dublin [25]

Jane Elizabeth Roche (75), widow of a
gentleman, 15 Earlsfort Terrace

Yes 1911 and 1901

Jane Elizabeth Redington Roche aged
75 was located at 15 Earlsfort Terrace.
The issue in identification is down to
the fact that her surname was indexed
under Redington Roche. Using this
surname, she was also easily located at
Adelaide Road in the 1901 census [26]

David John Fitzgerald (76), Grocer, 14
Emor Street

Yes, 1911 and 1901

David Fitzgerald was easily located in
the 1911 census, but his surname was
written FitzGerald. A retired grocer’s
assistant aged 76, he was born in
Wexford and lived at Emor Street, so a
positive identification. The David
Fitzgerald located in Royal Canal Bank
in the 1901 census is likely to be the
same person. He was born in Wexford,
aged 60 and a ‘packer’ (mistranscribed
as ‘paller’) [27]

Leibe Schein (83),
widowed schoolteacher,
11 Walworth Road

Yes, 1911 and 1901

In the 1911 census Louis Shein aged 82
is a boarder in the Jaffey household (10
Walworth Road). While no occupation
is given this is likely to be the correct
person. The first name does not
correspond, but members of the Jewish
community often Anglicised their
names so Russian-born Louis is likely
to be Leibe. This is confirmed in the
1901 census when Russian-born Lewis
Shine of 10.1 Walworth Road, is
described as a teacher in Hebrew born
in Russia [28]

Mary Townsend Saunders (85), Lady,
Spinster
Rest for the Dying

Yes, 1911 but not 1901

In the 1911 census Mary T Saunders
aged 85 was located living in 8 Ulverton
Road, Dalkey, Dublin. She was an
annuitant (living on a sum of money she
received each year) and single, born in
Co. Cork. All this information matches
her death record perfectly [29]. We
searched the 1901 census for a Mary
Saunders but were not able to locate her
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6.4 Individuals with a High Number of Matches in the App

Finally, we reviewed a random sample of 5 individuals with a high number of matches
to show how we might be able to narrow down the search results in the application.
Typically, when doing this kind of research historians start narrow and broaden their
search when no positive findings are forthcoming (Table 7).

Table 7. Manual matching of individuals who could not be matched in the app

Name, age, occupation marital
status and address

Were they located by the
algorithm?

Historian’s comments

William Brown No Located at 69 Brighton Square under
70, married, clerk, Meath the surname Browne. Age 68 (2 years
Hospital/69 Brighton Square less than death record so not located
in search) and married. Occupation is
‘commission agent, retired’ rather
than clerk [30]
John Obrien ? No John O’Brien at 5 McLean’s Lane
70, married, army pensioner, 5 in the census. Death cert shows his
Mclean’s Lane wife was Mary. Possible candidate is
John O’Brien of 86 Crumlin,
Terenure, whose wife was Mary, but
further research required [31]
Margaret Byrne, 73, widow of Yes, 1911 Margaret was located at 1.2 Earlsfort
coach driver, 1 Earlsfort Terrace Terrace, aged 73. Spelling of name,
age and address are all precise
matches to death record. She was not
located in the 1901 census [32]
Michael Byrne, 71, widowed No Michael Byrne located at 36.3 Upper

labourer, 36 Upper Kevin Street

Kevin Street in the 1911 census aged
77, widower, labourer. The algorithm
did not identify him due to too great
an age discrepancy. He did not live at
this address in 1901; Michael Byrne
of 73.4 Francis Street is a possible
match, but more research required
[33]

Mary Breen, 75, widow of horse
dealer, 12 Golden Lane

Not in 1911 but in 1901

Mary Breen, aged 78, was located at
11.2 Golden Lane. Age is 3 years
above that in death certificate, and
street name is identical (number
different). She was located at 11.1
Golden Lane in 1901 aged 65. This is
exactly 10 years younger than the age
in the death certificate which is why
she was matched in 1901 [34]
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7 Discussion

This exercise allowed us to identify several challenges with the data matching:

Dataset Size. While we only used a small sample of data for this trial, the subsequent
attempt to run the matching application with a larger data set of ca. 8 million records
(the full 1901 and 1911 census) pushed our low-code technologies to their limits, and
we needed to use custom database code.

Anonymised Entries. Of the full dataset, over 155,000 records relate to anonymised
entries. It will be very challenging to be able to match these records which only utilise
initials of first name and last name.

Birth Year. Some individuals were highly accurate in recording their birth year, but
others much less reliable. For some individuals this is because knowing their own age
or date of birth was not as important as it is now, but for others this might be due to age
heaping, where dates are rounded. In other cases, this imprecision or differences may
have been intentional (particularly after the old age pension had been introduced). A
search of plus or minus one year is too limited a time window — a range of ten years
either side is likely to capture most eventualities.

Inconsistent Responses. Even where specific responses were required, some individ-
uals still provided an alternative response. For instance, though there were 4 options
for marital status (‘married’, ‘widower’, ‘widowed’ and ‘single’), across the entire cen-
sus dataset we found 227 distinct status descriptions, which included non-standardised
responses such as ‘no’, ‘still single’, ‘unmarried (unfortunately)’, ‘on the lookout’ and
‘not yet’.

Name Changes After Marriage. This is a major issue when tracing women. However,
it could potentially be solved by also incorporating the marriage certificates into the data
pool.

Transcription Inaccuracies. Even though marital status should be relatively easy to
transcribe, some issues were identified. For instance, in the case of Edward Flynn,
Cookstown his marital status is mis-transcribed as ‘less than one year’ yet in the original
census return he stated ‘married’ [35]. This additional information should have been
transcribed into the ‘years married’ data field.

Record Sets Containing Different Information. All these records were designed for
highly specific purposes, and being able to link them was not a factor in their original
design. Thinking of future applications for data matching, one issue will be identifying
common information between all these records. For instance, the birthplace is very useful
in census matching, but it is missing from the marriage and death records.

We also identified some areas that could be further enhanced. The historians noted
that the address can be a very useful property to include in searches, particularly where
a death occurs one or two years after a census. In the cases where the historians checked
the data manually, using an address to match allowed for a positive identification. If the
address does not match, it makes sense to search first in close proximity (e.g. within
the same District Electoral Division), and only then broaden the search to a county, or
Ireland as a whole. This gradual spatial approach should lead to more accurate results.
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Inconsistent spellings of names posed a problem as shown in the tables above: e.g.
Hans was modified to Hands, Riordan to Reardon. A system other than Soundex might
be used, or we could develop a solution that handles the specifics of Irish names. Finally,
in many cases the standard plus or minus 5 years window for age searches was not broad
enough. A plus or minus 10 years would work better in some instances. We also noted
that the highest number of matches appeared with common surnames, but that using
Soundex many similar surnames were returned, e.g. Brien, Breen and Brown. These are
distinct surnames in terms of pronunciation, so Soundex may not be the best solution.

8 Conclusions

While the initial findings are promising, more refinement is required for the application
to work well. Rather than having a single standardised set of search criteria it may
work better to create a decision tree to better emulate the flexibility of the knowledge
discovery mode in which historians would progressively work their way through the
manual matching process. This is the case because at the start of any search historians
look at all the information available to them and decide which starting point (name plus
address, birthplace, birthdate or even occupation) seems most likely to give the right
results. In the future, we hope to expand this process within the application using some
kind of AI or machine learning technique, which could help to identify similarities in
the entries, which have not been obvious to the human eye. Such innovation will deepen
understandings of the extent of ‘welfare fraud’ [5] in early twentieth-century Ireland and
will add to the growing body of work in age-cohort studies using individual level data
[36].
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Abstract. Many historical data collections foot on handwritten docu-
ments and registers, whose consultation is often very difficult due to the
conservation state of the physical artefacts, and whose comprehension is
also made difficult by the handwriting, difficult to interpret, and the lan-
guage used, different from the modern terminology. Therefore significant
research efforts by historians, demographers, population health scien-
tists and others have been started in the past with the aim of making
such data collections digitally available, first on the basis of images and
then as readily available repositories of transcribed data in electronically
queryable formats. For the purpose of extracting data from the Irish
Civil registers of deaths in the DBDIrl 1864-1922 project (https://www.
dbdirl.com), an AI-ML Data Analytics Pipeline was proposed as a work-
ing approach validated on a subset of the data. However, the pipeline
requires manual steps and it is not applicable as is on similar datasets
without significant modifications to its inner workings.

We are currently transforming this prototyped, single purpose product
to a modular, fully automated workflow, intended to be used and recon-
figured for new data in a low-code/no-code fashion by domain experts like
historians. We explain our adopted analysis and refactoring process, illus-
trate it on part of the pipeline, including how we faced obstacles and
handled pitfalls. We also evaluate its potential to become a methodical
approach to transforming an interactive program to a fully automated
process, in a low-code/no-code workflow style, that can be easily reused,
reconfigured and extended to be able to tailor it to other datasets as
needed.
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1 Motivation

Numerous factors can shape a programmer’s coding style. In contemporary
times, programmers enter the field with diverse educational backgrounds and
experiences. According to a survey conducted by Stack Overflow, approximately
80% of professional programmers in 2021 have successfully obtained a bachelor’s
degree, leaving one in five without this qualification'. Concentrating on educa-
tional background, around 38.41% of programmers who held at least a bache-
lor’s degree between 2018 and 2021 were predominantly from the field of “Com-
puter and Information Science and Support Services”?. Thus, these students are
often exposed to traditional programming paradigms such as object oriented
programming and well established, state-of-art programming patterns. Another
large share of code, however, originates from non-CS STEM fields such as engi-
neering, mathematics, statistics, biology/medicine and business related studies.
These programmers generally have been taught the bare minimum programming
skills to achieve or satisfy their tasks, mostly use interpreted or scripting lan-
guages, and they operate on a paradigm where code is written down instead of
properly designed, and it is seen as “disposbale” instead of a product. Other
factors that influence a programmer’s coding style are their level of experience,
the company or organizational culture at which they have been employed, and
the associated programming language(s) they used.

Further important factors that influence coding style are the purpose of the
project and the role that the code plays within it. In a traditional software
project, the code is used to produce a running program which is ultimately “the
product”. In data science projects, however, scientific methods and algorithms are
used to extract knowledge and insights from (possibly semi- and un-)structured
data collections. In this context, the code is not primarily the product itself, but
it serves as a mere tool to derive “the product”, which is in this case information:
the output of running the code.

Being perceived as an ancillary artefact, the code involved tends to be writ-
ten pragmatically and used as a short-lived and temporary tool, e.g. to explore
and experiment with the data. This approach is more akin to a rapid prototyp-
ing mindset, where the code is kept pragmatic and not really curated, and its
purpose is more of presenting ideas, as a proof of concept, and produce quick
results. In some cases, such projects move from exploration to larger production
or collaboration, where a clean and consistent style guide and well-documented
code become increasingly important: that’s where this prototyping style shows
deficiencies, and a different mindset is required to take over.

In the DBDIrl 1864-1922 project?, described in more detail in Sect. 2, there
was a core need to investigate the feasibility of automating the information
extraction from the Irish civil registers of deaths, provided as a large collection

! https://insights.stackoverflow.com /survey /2021 #education-ed-level-prof.

2 https://datausa.io/profile/soc/computer-programmers?employment-bl-
geo=statesEBL&majors-select=commonMajors.

3 https://www.dbdirl.com.
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of TIFF images page by page. This need gave rise to a “proof of concept”-style
project that investigated the Al-supported extraction of information from the
images and its conversion into usable data for statistical analysis. The project
leaders were aware from the beginning that the medium-term goal was to produce
a reusable and repurposable platform, but the starting point was from zero, with
only one skilled computer scientist joining the team at a later point, with the
personal aim of introducing AI and ML technologies and demonstrating that
“yes, we can”. The modules developed in this project are designed as interactive
programs that allow the user (so far a skilled CS expert who knows AI, ML
and the data very well) to follow the data processing process step by step. The
results were excellent, but not transferable to other users nor datasets.

In the context of the just started GREATLEAP EU COST Action*, however,
the goal is to analyze and compare death data from historical civil registries of
over 15 countries in Europe, and link them to other data collections and sources
of information. In [1] and more recently in [2] we address the linkage problem
of the death data with the 1901 and 1911 Irish census data. Additionally, [3]
addresses coding historical causes of death data with Large Language Models
and [4] introduces and discusses a common language for accessibility, interoper-
ability, and reusability in Historical Demography. In this large scale European
effort, Working Group 3 addresses the creation of analytical tools, specifically
computational and visualization tools for the application to new research ques-
tions. It is clear that the process of extracting information and providing usable
data is to be automated, making it easily accessible to users that are historians,
and repurposable, e.g. in order to handle other collections of images of datasets
with “register”-like appearance. This means that the “product” shifts from the
derivation of data and understanding the process, to a possibly parameterized
automated software pipeline that effectively embodies rather complex workflows
(i-e., it is neither linear nor simple). It must be able to efficiently execute these
modular sub-steps and transform the provided information into usable data,
covering a range of inputs and outputs.

In the following, Sect.2 provides some background on the DBD-Irl 1864-
1922 project and on the general class of questions such research elicits. Section 3
describes the AI-ML data analytics pipeline and its structure, then Sect.4
presents the issues encountered that need resolution for a full automation.
Section 5 describes the transformation needed to move to a reusable, modular
application that is part of a model driven platform. Section6 provides a com-
parison of the mindsets behind the two different styles of programming, on the
basis of the example. Lastly, Sect. 7 summarizes and concludes the work.

2 DBDIrl Project Background

The “Death and Burial Data: Ireland 1864-1922” project (DBDIrl, 2017-23)°
delved into the historical civil registration (CR) documents of Ireland to reveal

* See https://greatleap.cu.
5 https://www.dbdirl.com.
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and analyze the biopower dynamics across this time period. From 1864 to
1922 the Irish General Register Office (GRO), operating under the authority
of the British government in Ireland, systematically recorded vital life events
such as births, deaths, and marriages. By thoroughly examining these records,
the project aimed to reveal the dynamics surrounding life and death during this
significant period in Irish history, with a particular emphasis on the conclusion
of life paths in a nation marked by high emigration.

2.1 The Dataset

The General Register Office in Ireland facilitated the provision of CR death
records from this period to the DBDIrl team, encompassing approximately 4.3
million distinct deceased individuals. These records consist of scans, as shown in
Fig. 1, serving as digital reproductions of the original writings made by the regis-
trar at the time of death, provided in both PDF and Tagged Image File Format
(TIFF).

Following the partial digitization of birth, marriage, and death records by the
GRO department, the accessibility and searchability of these records have been
greatly enhanced on the official Irish Genealogy website®. Users can now explore
these records using criteria such as the individual’s name, location, and the time-
frame of their life event. While this vast collection proves to be an invaluable
resource, the digitization efforts extended to death records within the DBDIrl
project demanded a more detailed approach. These records not only capture
essential information about the deceased individual but also delve into details
about the informant (responsible for validating the deceased’s identity) and the
registrar involved in the registration process. This heightened level of detail
allows for a more profound understanding of the context and intricacies sur-
rounding each documented death event. Analyzing the scanned record depicted
in Fig. 1, each document can contain up to 10 individual death records, each fea-
turing 11 columns of data. Through a collaborative effort between the DBDIrl
team and computer scientists, these 11 fields were initially expanded to 22 data
categories, as detailed in [5]. They were subsequently expanded to 63 cate-
gories [6] that reflect the level of granularity essential in the transcription pro-
cesses for each distinct subject.

5 https://www.irishgenealogy.ie/en/.
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Fig. 1. Example of Scanned CR Death Record from 1881

2.2 Historical Record Transcription Approaches

Manual transcription has been, and remains, a predominant approach for tran-
scribing vast volumes of handwritten historical documents. Strategies such as
crowd-sourcing [7,8], transcription workshops [9], and employing expert tran-
scription houses [10] are the most prevalent methods for annotating large quan-
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tities of data. These approaches enable researchers to maintain control over the
environments while ensuring a certain level of quality assurance. However, a clear
challenge arises as the time and resources available to different researchers may
vary.

Looking at automated transcription systems in the study by Thorvaldsen et
al. [7], the researchers utilized two distinct versions to handle both historical Nor-
wegian census (1891) and Barcelona marriage records (1451 to 1905), with each
system catering to different layouts and data type representations. The Norwe-
gian census data were presented in a uniform, structured document, enabling
the utilization of anchor regions for layout analysis and the isolation of word
regions based on these anchors. This process was executed using open-source
tools and libraries, resulting in the identification of 99.3% of underlined fields
within the document and the correct classification of 96.7% of these underlines.
Subsequently, they segmented data regions into individual images, achieved up
to 70% accuracy in classifying single digits, and generated name clouds by gender
to aid future manual transcription endeavors.

Conversely, the Barcelona marriage records were recorded as lines of sequen-
tial handwritten text, necessitating additional segmentation compared to the
Norwegian census data. The team developed a three-tiered, web-based, crowd-
sourced platform, gaining access to over 150 transcribers who annotated two
years’ worth of data and provided essential ground truth data for image analysis.
Following this, a handwriting recognition system was integrated to support the
transcribers during the manual transcription phase. The handwriting recognition
module places a focus on the segmentation of text blocks into individual para-
graphs using probability maps to identify textual features. Subsequently, these
paragraphs are further segmented into singular lines through the application of
graph-based continual path measures.

Thorvaldsen subsequently extended this research [11] by utilizing 353,000
commercially annotated images. These images were employed to train a deep
learning network with the goal of classifying first names listed in the Norwegian
1950 census, yielding the ten most probable results for each name classifica-
tion. Focusing on the Norwegian 1950 census, [12] furthered this research by
creating the ‘Occode’ end-to-end machine transcription pipeline. This pipeline
was designed to transcribe 2.3 million handwritten three-digit occupation codes
embedded within the census data. To capture the occupation codes, an ad hoc
segmentation program was applied, and multiple processing methods for the
codes were tested. The sequence model demonstrated outstanding performance,
achieving an automated transcription accuracy of 97%. The residual 3% of the
data was subjected to manual transcription, underscoring once again the neces-
sity for a hybrid approach in handling such handwritten data.

In automated transcription pipelines, such as those outlined above, a key
recurring theme is the necessity to segment various types of documents into
smaller, more detailed data units, such as table cells or individual words in a
text line. This segmentation is crucial for the effective processing of these doc-
uments by language models. Only after this segmentation can tasks like word
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spotting, word classification, or character-level classification be effectively under-
taken. Additionally, the integration of lexicons is a common practice in these
pipelines, as they considerably narrow down the search space for word classifi-
cation, playing a vital role in achieving desirable results.

This approach is exemplified in [13-15], and [16], where vertical and horizon-
tal projection filters, skew adjustments followed by 2D mask generation, and the
use of anchor points from OCR transcription software are utilized to identify cell
regions. More modern methods that incorporate deep learning, including seman-
tic and instance segmentation, are used in [17,18], and [19]. These sophisticated
strategies emphasize the automated extraction of features followed by the identi-
fication and extraction of crucial regions of interest. Subsequently, classification
networks and techniques can be applied to these extracted elements.

2.3 Manual Transcription in DBDIrl

In the early phases of the DBDIrl project, the data underwent manual transcrip-
tion by domain experts, specifically members of the DBDIrl team. Despite being
a painstaking and time-intensive procedure, it yielded high-quality results, ensur-
ing the accuracy needed to conduct quantitative research. Challenges emerged,
however, when attempting to expand this approach to include non-domain
experts, such as students, and special interest groups. These new stakeholders
necessitated extensive training to accurately extract and transcribe documents
with the required level of granularity, adhering to strict guidelines to steer their
progress. These guidelines were established through the development of a dedi-
cated Web application, the Historian DIME App (HDA) [9], featuring individual
pages that guide the transcription of records based on a page for the information
provided by each role (registrar, informant, deceased) involved in the registra-
tion of that death. The software itself was developed using the eXtreme Model
Driven Development approach (XMDD) [20]. The transcription covered all 63
data elements, equipped with predefined correctness checks (expressed by syn-
tactic and semantic constraints) that ensured correctness and plausibility of the
input data. Furthermore, a set of classifiers was developed [6] to identify errors
in previously transcribed data, initially captured in Excel sheets. The classifiers
analyzed the data record by record and field by field, providing feedback on each
entry as well as aggregated percentages of accurately transcribed sets for the
fields pertaining to each of the three roles.

2.4 Automating the Transcription Though an AI/ML Pipeline

While the manual transcription process demonstrated a commendable level of
precision, the sheer volume of over 4 million individual death records warranted a
move towards automation. Given the monumental scale of processing, involving
nearly 60 years’ worth of data, each comprising approximately 12,000 scanned
documents, it became imperative to adopt a systematic pipeline approach. This
method entailed a series of sequential steps: initially, the documents were metic-
ulously narrowed down to table regions containing death records, then further
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refined to individual row and column regions. Subsequently, the focus shifted
to the identification and classification of individual words within these refined
regions.

The decision to segment the documents only at the word level was influenced
by the handwritten cursive nature of the texts, which posed significant chal-
lenges for character segmentation. Moreover, the lexicon within multiple column
regions was limited to specific domains, simplifying the word-level classification
process. To streamline the workflow, the pipeline was constructed as a series of
distinct modules, each dedicated to a specific aspect of the transcription process.
Each stage of the pipeline was tasked with processing an entire year’s worth of
data before passing it on to subsequent stages. The advantage of this approach is
that upon completion of a year’s worth of data, and its quality have been assured,
the outputs could then be integrated into the training sets for the machine learn-
ing models, ensuring consistent updates and improving transcription accuracy
as the project expanded.

The central objective was approached from a data science standpoint, aiming
to assess the feasibility and overall capability of the project. Although the project
was developed in separate modules, each targeting specific concerns with varied
techniques, the ultimate goal remained to create a unified product capable of
seamless operation throughout its entirety. This automated end-to-end process
must effectively manage both yearly volumes of data and individual distinct
records. At present, several endpoints within the pipeline necessitate manual
intervention, whether it’s for data inspection or processing to enable subsequent
stages to commence. The forthcoming sections will delve into these limitations
and outline the prerequisites for fully automating the pipeline, thereby eliminat-
ing the need for such manual interventions.

3 The AI-ML Data Analytics Pipeline

Figure 2 illustrates the implicit flow graph underlying the modules of the auto-
mated data analytics pipeline. It is a linear pipeline, where the output infor-
mation produced by one stage is passed on to the successive module for further
processing. It takes images provided as TIFF files as input and starts with the
recognition of the shape of the table within these images through the use of
image segmentation, followed by the extraction of said table.

After extracting a table image, the rows containing individual deceased
records undergo segmentation and extraction in the Row Segmentation stage.
Following this process, for each individual row its 11 columns are segmented in
the Column Segmentation stage, providing access to the single cells. This top-
down approach decomposes the structure of the original TIFF file image to its
finest granular level, enabling the subsequent content analysis, through identifi-
cation of each individual word for each cell. This approach is very general, and
it is applicable to all document types containing the same tabular structures.
This enables a wide reusability, and it can lead to processing at scale using these
procedures.
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Fig. 2. Flow graph underlying the logic flow of the prototype in [21].

Within these cell regions, the words and phrases can now be identified using
object detection networks in the Word Detection stage of Fig.2. Depending
on the cell region and expressiveness of the lexicon within this region, data syn-
thesis may then be used to create training data for a series of classifiers (Data
Synthesis stage). Finally, models are trained and data are classified (Classifica-
tion stage) to generate a normalization of the resulting data, to counteract the
subjective nature of human formulation in writing.

Disregarding aspects such as data annotation and model training, a closer
examination of this flow graph reveals a simple, unidirectional data flow, suggest-
ing that, in theory, it could be readily transformed into an automated process.
However, if we look for example at the internal organization of the Table Seg-
mentation module (see Fig. 3), we can recognize some obstacles.

3.1 The Complex Table Segmentation Module

The Table Segmentation module is the initial step in the pipeline that takes
image files of tables in the form of TIFF files as input but is not actually an
atomic step: it has a complex internal structure with multiple sub-modules. As
shown in Fig. 3, there are two main consecutive steps: the Project Preparations
and the actual Table Segmentation.

3.2 The Project Preparations Submodule

The Project Preparations submodule consists itself of three parallel steps that
prepare the projects input data.

— Before any operation, the Project Folder Setup program establishes a folder
structure utilized by the other modules in Fig.2. This setup is performed
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Fig. 3. A deeper look at the functionality of the Table Segmentation module of Sect. 2.

only once per year of data and ensures a consistent structure throughout
the project. This consistency enables the utilization of static location-based
arguments when processing artifacts such as image and text files.

— The data provided to the DBDIrl team comprised numerous images in PDF
and TIFF file formats, organized annually and by district. Within these fold-
ers, around 20% were in PDF format, while the majority, approximately 80%,
were in TIFF format. A decision regarding the preferred data type for further
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processing needed to be made. TIFF files were selected due to their recog-
nized capability to store high-quality images with a resolution of 300 Dots Per
Inch (DPI), ensuring optimal detail. This is especially crucial for classifying
handwritten text images. This choice is particularly significant as the focus
involves narrowing down the document scope to individual words, empha-
sizing the importance of preserving high-quality image types. However, once
again, the process of constructing a dataset of TIFF files is not straightfor-
ward and necessitates additional handling. The TIFF files supplied by the
GRO vary in size and have a bit depth level of 1 (i.e., just black and white),
posing potential issues in the table segmentation module. This is because the
network for this module requires input with 3 RGB channels and a consis-
tent size structure. Therefore, there is a need for processing the TIFF files at
scale. The most straightforward approach involves adding additional channels
to the original TIFF image. However, this method resulted in blurring and a
reduction in quality [21]. To address this issue, all available TIFF files were
first converted to PDF format, unifying the dataset to 100% PDF. These
PDF's were then converted back to the final TIFF format with 3 RGB chan-
nels. While the ideal size of the images would be [6400 x 4800 x 3], this caused
memory issues with certain Al network types. It was then determined that the
input to the network could be 1/16 of this size and still operate adequately.
This process ensured the required input format for the subsequent stages of
the data analysis pipeline while preserving the necessary quality.

Note that this process involves user interaction: the user must select the

folders containing the specified images to be processed. Once all the data is
converted into the conforming formats, it becomes ready for use to extract the
tables from the images: the Table Segmentation in Fig. 3.

3.3 The Actual Table Segmentation Submodule

The submodule Table Segmentation is also realized as an interactive program.
It gives the user the possibility to execute all its actions in the Phases 1 to 4 as
desired, even if they should be executed consecutively.

1.

In Phase 1, the Segment Tables action carries out the actual segmentation
of the tables. This is achieved by initiating a child process implemented in
Matlab, i.e. as a platform-dependent program on the Windows operating sys-
tem. The process prompts the user to specify the location of the TIFF images
whose table information needs segmentation. The segmentation utilizes a deep
neural network model that identifies the coordinates of the specific region of
interest representing a table. It outputs results as key-value pairs where the
key is the absolute file path of the image’s location, and the value is an array
with the coordinates of the four points defining the table’s location inside
the image. These coordinate values must be scaled by a factor of 16 when
performing extraction.
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2. The Eztract Tables stage performs the actual extraction by cropping the
segmented regions out of the images. This is done on a page by page basis,
where a PDF file is first converted into a TIFF image with an ideal size of
[4800 x 6400 x 3]. The regions of interest identified by the output of Segment
Tables and scaled by a factor 16 are then extracted. Since the death records
were scanned from a physical register source, their orientations and ranges
may vary from page to page. To address this, a de-skewing process is employed
before applying the Lanczos interpolation method, all aimed at ensuring the
standardization of the resulting table image at a size of [3600 x 4800 x 3].
This table image is not saved to disk, rather it is immediately sent into the
Row Segmentation module for separation. Upon successfully extracting the
table region and performing the row segmentation operation, the original
[4800 x 6400 x 3] image is deleted from memory before processing the following
page.

3. The Pytesseract action applies the Pytesseract Optical Character Recognition
(OCR) tool to the extracted table region images. This serves as a qualitative
assessment, ensuring the quality of the extracted table regions by verifying
the presence of the printed word ‘Superintendent’ in the appropriate region,
as depicted in the top-left position of Fig.1. By creating a set region box
across this area, serving as an anchor point, an Intersection over Union test
is performed to compare the location of the ideal region with the resulting
bounding box produced by the Pytesseract system. If the Intersection over
Union falls below a specified threshold when applied across a subset of a year’s
data, it indicates an issue in the Table Segmentation process. Consequently,
the pipeline cannot proceed until the problem is addressed.

4. If the all the tests have passed and the user is satisfied with the outcome, the
user can close the program by selecting Good Bye to complete the module
Table Segmentation and exit.

4 Issues Encountered for Full Automation

Looking at the internal structure and characteristics of this module, one can
notice some pitfalls and obstacles that complicate the transformation of the
interactive module into a fully automated process.

1. No Interactivity /Convention over Configuration: Each sub-module of
the given module prompts the user for some input (e.g., file paths) or to man-
ually execute parts of the process. This interactivity is useful when designing
the pipeline step by step, exploring the data, prototyping ideas, and learning
to understand the proposed procedure of the Machine Transcription Pipeline
of [21]. To automate the procedure, however, this interaction is disruptive and
must be removed and replaced by agreed conventions. While a folder struc-
ture that serves such a conformance is created in the Project Folder Setup,
it seems to be more suited for the other modules seen in Fig.2 and its root
needs to be specified manually by the user.
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Separation of Concerns: In data science projects, scientific methods and
algorithms are used to extract knowledge and insights from data that is often
semi-structured or unstructured, like in our case the images of register pages.
The code merely serves as a tool to derive information, and it is not seen as a
primary product itself, as is customary in software engineering projects. The
clean organization of the code is frequently affected. The Project Folder Setup
sub-module establishes a folder structure that affects the whole procedure
seen in Fig.2. As it covers a much larger scope than where it is located,
two nesting levels under the top-level pipeline, it should not be part of this
module, but instead constitute itself a new module, initialising all subsequent
stages in the Fig. 2 flow graph.

Data Conformance and Optimization: The Table Segmentation sub-
module expects two file formats, TIFF and PDF, each chosen for specific
purposes. Upon conversion from PDF to TIFF file images, the size is consid-
erable at [4800 x 6400 x 3] with a 300 DPI. The TIFF image employed in the
sub-module is a scaled down [300 x 400 x 3] version, which is only used for
segmentation by a neural network (see Matlab Program: Table Segmentation
in Fig.3) to rapidly determine the corner points. The sub-module Extract
Tables expects the PDF files containing the original information, which are
converted into temporary full sized TIFF images (see Fig. 3), which are then
used to extract the region of interest. Such a converted TIFF image takes up
a considerable amount of memory and does not scale well with the number
of PDF files that need to be processed: just this experimental subset of data
consists of 2000 TIFF's at 300DPI with a resolution of 4800 x 6400 x 3 taking
approximately 176 GB of storage space. Therefore, only a limited number of
files can be processed in parallel, after which they are deleted to recover stor-
age. The choice of file formats to be used should be evaluated to optimize the
performance of the whole process. In this case, the number of file conversions
and the size of the data should be reduced to increase the number of files
that can be processed in parallel. This could be achieved by finding a more
appropriate file format for this particular problem domain. A good candidate
for this case could be PNG. While both TIFF and PNG are lossless, PNG
has a reduced file size due to compression by limiting the number of color
spaces supported.

Remove Dead Code: The action Pytesseract in the Table Segmentation
sub-module is an ancillary procedure to perform qualitative assessment upon
completion of the Table Segmentation process, but it is irrelevant in the scope
of the automated pipeline shown in Fig.2. Additionally, a series of modifi-
cations and transformative methods are repeated throughout the pipeline.
These would need to be refactored into a single process to avoid code redun-
dancy and enhance maintainability.

Platform Independence: The regions of interest inside the images are iden-
tified by a Matlab program executed by the Segment Tables process (see Phase
1: Matlab Program: Table Segmentation in Segment Tables). In an early ver-
sion of this project, the Matlab program was platform-dependent on the Win-
dows operating system. Initially, the pipeline operated on a file by file basis,
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employing the executable to perform segmentation when required. This app-
roach restricted the executability (at least) for this module to only one operat-
ing system/platform. To give better support for a possible migration to other
platforms, such a procedure should be executed in a platform-independent
way. Fortunately, the Matlab runtime environment offers the possibility to
run the Matlab program as a script, platform-independent. This functional-
ity was not used in this project, but rather the explicit execution of a Windows
executable of the Matlab program from within the Python code. It should be
noted that this singular processing approach was later changed to operate at
scale by writing all segmentation elements to text files at once, avoiding the
repeated usage of the Matlab executable [6].

This analysis concerns only the first module of the flow graph in Fig.2,
therefore the issues identified so far might not be the complete set of problems
to be considered when migrating the program based on a data science project
to an automated process: we expect to find more kinds and variety of migration
problems. They are however indicative of the spread of concerns that play a role
when moving towards a “platform” thinking, with robust, efficient and easily
reusable modules, which is our next goal.

5 From a Single-Purpose Monolith to General-Purpose
Modules

The workflow as outlined above is a custom tailored collection of scripts geared
towards the specific use-case of these death-and-burial records and it works
around the idiosyncrasies, problems and oddities that are specific to these kinds
of documents. However, many of these problems are of a general nature. By
swapping just parts of the workflow, it should be possible to adapt the work-
flow to other sets of register-like sources, extending the applicability to problem
domains with different kinds of records with different kinds of information. Fur-
thermore, automating the workflow should allow batch processing of the whole
collection of all death-and-burial records, especially for all years, without human
intervention. Note that this way there is no restriction on the transcription to a
specific language if there are suitable trained models for other languages.

Thus, there are two independent drivers for automating the workflow. In
the short term, automating the workflow would quickly generate more usable
results for other years of the same dataset, that can be used by Irish historians
to advance their research interests. Automation would also pave the way for
improvements in modularization and (re-)composition.

However, the pipeline as developed is monolithic in nature, with many
implicit dependencies between the steps, which require careful manual orches-
tration. There are many interaction points in the current work, which require
human intervention and/or input at the time of execution. For a full automation
it would be necessary to remove these interaction points and instead collect the
required inputs as one input vector that can be provided ahead-of-time, prior



98 E. O’Shea et al.

to execution of the workflow. This can be implemented as a configuration file,
command-line parameters or any other form of parameterization from which
these values can be collected and then injected at the proper points during run-
time.

Similarly, a desirable property for each step is purity. Ideally, a single step
would only consume a defined set of inputs and generate a defined set of outputs.
While this is a desirable property in theory, practice shows that it is not always
feasible. Nonetheless, side-effects onto the runtime-environment, the system or
data should be minimized and formally captured in an appropriate representa-
tion that allows for this data to be formally reasoned about and to be tractable
for a tool that automatically orchestrates the workflow. We have found that
many steps in the current workflow leverage implicit dependencies on the state
of the environment and in-memory state, and manipulate state via side-effects,
i.e. through global variables that change during loop iteration. This does not
pose a problem if the steps are executed one-by-one, as single processes, but it
severely restricts the ability for automated tools to freely re-compose the steps
into single scripts that have a shared runtime lifecycle.

In a similar vein, redundancies exist in the current workflow where similar
code occurs in multiple places. By treating the whole workflow as a model, these
redundancies can and should be eliminated and transformed into components
that can be re-parameterized and re-used at various locations, and then woven
into the finished workflow by means of an automated orchestrator.

Aside of purity or the formal capture of side effects, idempotency [22] (and,
related to that, binary reproducibility) is another desirable property for any such
workflow. While purity is not practically attainable in many cases, idempotency
is. In this context, an idempotent operation may have side-effects (it is not pure),
but given the same inputs, the same operation always produces the exact same
side effects (for example, generating the same files with the same content). Thus,
idempotency can be leveraged for caching, cache reconstruction and many other
desirable features.

The current workflow is platform specific and only works on a Windows-
plat