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Preface

In modern financial systems, complexity is intrinsic, inbred, inevitable, multifaceted,
and systemic but this does not mean it cannot be understood, revealed, or explained
and therefore hopefully managed. As researchers, we need to ask the right questions
and search for the most pertinent answers with patience, critical spirit of observation,
method, and self-sacrifice. The road is rough but fascinating to travel. In this book,
we try to start the journey—or perhaps it is more correct to say that we try to continue
that journey already started by other research—asking ourselves some questions and
looking for some answers, in the awareness that many other questions will arise from
our work. But that’s what we hope for to continue the journey.

How is it possible to reveal the complexity of financial systems and how does
complexity influence systemic risk? What is systemic risk? How does it originate?
What are its determinants and how does it propagate? How can it be analyzed,
measured, and predicted? What are its impacts on the economic and financial
systems? What are spillover effects and how do interconnections influence systemic
risk and contagion mechanisms? Can network science help unravel complexity and
therefore better understand, analyze, and predict systemic risk and contagion mech-
anism? These are all relevant questions that this book aims to answer, analyzing the
topic both with the eyes of economists and also with those of physicists, mathemati-
cians, and jurists. And this is to delve deeper into the topic through the different
sensitivities and experiences of scholars who study systemic risk from different
angles.

So, this research goes in the direction of bringing together different worlds,
which are still significantly distant although less than a few decades ago, so long
as economists, physicists, mathematicians, and jurists often still speak different
languages and struggle to fully understand each other, due to different studies, expe-
riences, and sensitivities. This book can therefore also be understood as an attempt to
bring together different worlds, from whose contamination of knowledge and more
intense scientific collaboration, I believe promising prospects can arise.

The crises of the last years have underlined how much the modern financial
systems are today more exposed and vulnerable to systemic risk, defined as the
risk of uncontrolled propagation of a crisis of a single player or area of an economic
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system to a wider system through contagion mechanisms. Systemic risk is more
relevant today than in the past due to the increasing interconnection between the
players in economic and financial systems and the increasing speed of flows of
goods, money, and people. Furthermore, we live in an era of systemic (we could
say structural) instability, as the succession of economic cycles is much faster today
than in the past and this inevitably causes greater turbulence and instability in the
financial markets. All this prompts us to reflect on the need to analyze, predict, and
manage systemic risk holistically and through the logical-conceptual schemes that
can be borrowed from the network science. It is now obvious to everyone that modern
financial systems are indeed complex systems with a large number of parts which
interact in a not simpleway. Furthermore,modern financial systems are characterized
by complex and multi-layered dependencies that can only be discovered through the
use of complex techniques borrowed also from the network science and the collabo-
ration of researchers from different scientific areas. In fact, many dependencies can
only be revealed through the appropriate and efficient analysis of big data and their
understanding and decoding. While the efficient analysis of big data through the
most effective methodologies is a subject of study of physicists, mathematicians, or
statisticians, fully understanding what lies behind the data requires the knowledge
and experience of economists and social scientists. Therefore, it appears extremely
evident how today the study of economic and financial phenomena is necessarily
interdisciplinary and this is the vision that inspired the idea of this volume. The
hurdle often lies in the difficulty of meeting and communication (or understanding)
between researchers coming from different and often distant areas and we hope that
this book will be a fruitful opportunity for meeting and collaboration.

Starting from this consideration, I built an interconnected and contaminated index
of essays which address the topic of systemic risk through different visual angles
and different methodological approaches, but all sharing the awareness that the
paradigms offered by network science allow a broader and more holistic view of
the phenomenon.

In this volume, we host 20 essays, written by 47 different authors, coming from
19 universities from different countries.

Considering the nature of the object of investigation, a book on systemic risk
needs to have a contaminated and interconnected index and so this book is organized
as follows.

The first contaminated part of the book is dedicated to the issues of theory, policy,
and methodology with 11 essays (chapters).

My first introductory chapter, deliberately titled like the volume “Systemic Risk
andComplexNetworks inModernFinancial Systems”, embarks on a journey through
the complex world of systemic risk, adopting a logical-conceptual framework that
draws upon the strengths of network science. Recognizing the interdisciplinary
nature of this challenge, the chapter promotes collaborative efforts that draw insights
from diverse domains—economics, mathematics, statistics, physics, and computer
science—to unravel the complex dependencies within financial systems. Shifting
the focus from a siloed, micro-prudential perspective to a holistic, macro-prudential
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lens becomes paramount. This change acknowledges the inherent interconnected-
ness of financial entities, conceptualizing them as nodes within a dynamic network.
This chapter underscores the centrality of network science in comprehending intri-
cate shadow links, treating economic and financial systems as complex networks
susceptible to cascading failures. These multilayer network approaches can be valu-
able tools for predicting crisis propagation and identifying early-warning signals
of system-wide instabilities. From a macroperspective, the chapter acknowledges
global cooperation’s key role as a cornerstone for building sustainable economic
and social systems in an increasingly interconnected world. The chapter extends an
invitation to engage with the intricate dynamics of systemic risk and underscores the
urgent need for collaborative solutions to safeguard financial and economic stability.

Our Chap. 2 “Systemic Risk and Network Science: A Bibliometric and System-
atic Review”, by Pacelli, Panetta, and Povia, using bibliometric analysis, explores
research on systemic risk issues, revealing a decade of rapid growth and new research
frontiers. Network science emerges as a powerful tool, providing deep insights into
systemic risk mechanisms. Climate-related financial risks take center stage, high-
lighting the pivotal role of network models in stress testing and navigating the low-
carbon transition. Moreover, digitalization and cryptocurrencies demand heightened
attention due to their unique systemic risk profiles.

Pacelli, Cananà, Chakraborti, Di Tommaso, and Foglia, in our Chap. 3 “AHolistic
Journey into Systemic Risk: Theoretical Background, Transmission Channels and
Policy Implications”, undertake a meticulous examination of the multifaceted nature
of systemic risk. Our analysis delves into various aspects, including its measure-
ment, models, determinants, interconnections, and key variables. The chapter serves
as an insightful guide, unraveling the intricate transmission channels through which
systemic risk propagates, casting a critical eye on diverse conduits such as contagion,
credit, liquidity, market, and macro-economic risks. Crucial to their discourse is the
acknowledgment of the interconnected nature of these channels, which serves to
amplify systemic risk and its widespread consequences. We explore the interconnec-
tions between financial institutions and markets, underscoring their pivotal role as
catalysts of systemic risk and emphasizing the vital importance of network analysis
in elucidating these complex relationships. Furthermore, the chapter highlights the
need to consider both visible and hidden (shadow) interconnections when assessing
systemic risk, advocating for a holistic approach that encompasses the full spectrum
of vulnerabilities within the financial system.

Our Chap. 4 “Macro-Prudential Policies to Mitigate Systemic Risk: An Inter-
national Overview”, by Pacelli and Povia, delves into the global response to the
intricate threat of systemic risk in financial systems. We analyze the reforms under-
taken by diverse economies like Europe, USA, China, Islamic nations, and Japan.
Through a comparative analysis, the chapter dissects the interconnected threads
of these reforms, evaluating their effectiveness in mitigating systemic risks. This
insightful analysis paints a picture of the international financial panorama undergoing
a universal shift toward macro-prudential regulation. Despite diverse contexts and
structures, a clear convergence toward macro-stability and systemic risk mitigation
is shown across geographies.
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Chapter 5 titled “SystemicRisks andMultilayer Financial Networks: FromConta-
gion to Mitigation”, by Quirici and Moro Visconti, examines the role of complex
networks in the financial sector and how they can lead to the rapid spread of systemic
risk through various transmission mechanisms. Understanding these mechanisms is
essential for riskmanagement and designing effectivemeasures tomitigate the spread
of systemic risk.

Sánchez-Garcìa andCruz-Rambaud in their Chap. 6 titled “The Impact of Inflation
and Financial Stability on the European Financial System: A Network Approach”
build an econometric design to estimate a network of volatility connectedness, and
an Exponential Random Graph Model (ERGM) is proposed to analyze the structure,
capturing both endogenous and exogenous effects on the network.

Focusingon thefinancial systemand insurance sector,Chap. 7 ofMoliterni “Credit
Risk Transfer and Systemic Risk” delves into the interplay between the banking
and insurance sector, specifically systemic risk. The practice of credit risk transfer
arises from banks’ desire to divest themselves of credit risks. Insurance companies,
especially those dedicated to risk transfer services, naturally become the recipients
of these risks. Notably, credit insurance firms possess specialized capabilities in risk
evaluation and selection. Banks opt to transfer their credit risks to insurance firms
to mitigate their exposure. This transfer is facilitated by the insurance companies’
adeptness at assessing and effectively managing such risks.

Chapter 8 titled “Systemic Cyber Risk in the Financial Sector: Can Network
AnalysisAssist in IdentifyingVulnerabilities and ImprovingResilience?”, byPanetta
and Leo, aims to theoretically deepen the different methodologies to forecast and
measure systemic risk and crises, by applying various network analysis techniques
to identify key nodes, evaluate their centrality and criticality, and simulate cascading
effects under different cyber-attack scenarios.

Chapter 9 titled “Time Sensitive and Oversampling Learning for Systemic Crisis
Forecasting”, by De Nicolò, La Rocca, Marrone, Monaco, Tangaro, Amoroso, and
Bellotti, examines the development of early-warning systems for systemic crises.
This chapter proposes the combination use of the following techniques: (1) Temporal
Cross Validation, aiming at extending the classical cross-validation framework
considering the chronological ordering of time series data; (2) the SMOTE (Synthetic
Minority Oversampling TEchnique) algorithm, used to augment the minority class
in datasets, to balance crisis and non-crisis time points.

Chapter 10 of Biswas and Chakrabarti “A Fiber Bundle Model of Systemic Risk
in Financial Networks” presents a review of developments for catastrophic failures
using the fiber bundle model. This chapter analyzes the failure data of banks in terms
of the inequality indices and studies a simple variant of the fiber bundle model to
analyze the same. It appears, both from the data and the model, that the coincidence
of these two indices signals a systemic risk in the network.

Part I of the volume concludes with an overview of the main approaches of
measuring systemic risk offered in Chap. 11 “Measuring Systemic Risk: A Review
of the Main Approaches” by Pampurini and Quaranta. The chapter reviews five
approaches: (i) the Probability Distribution Measures, as the Delta Conditional
Value at Risk (Delta CoVaR), the Marginal Expected Shortfall (MES), the Systemic
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Expected Shortfall (SES), and the Systemic Risk Measure (SRisk); (ii) the Network
Analysis Measures; (iii) the Illiquidity Measures; (iv) the Contingent Claims and
Default Measures (CCA); and, finally, (v) the Macro-Economic Measures.

Part II of the book explores different and varied empirical insights through nine
other essays (chapters).

Chapter 12 “Systemic Risk and the Insurance Sector: A Network Perspective” by
Sylos Labini, D’Apolito, and Nyenno examines both the primary and latest regula-
tory and supervisory interventions implemented by European authorities regarding
systemic risk management within the insurance sector. It also explores potential
macro- andmicro-systemic supervisory tools envisioned for regulating the insurance
industry.

In our Chap. 13 “Damping Systemic Risk. The Role of Cooperative Banks” by
Pacelli, Pampurini, and Quaranta, we investigate the potential countercyclical effect
of cooperative banks within the context of systemic risk. Focusing on Cooperative
Italian banks, the authors find the crucial role of these banks in mitigating systemic
risk due to their unique business model, emphasizing their useful commitment to
local development. The empirical evidence supports the argument that cooperative
banks act as a counterbalance to systemic risk, prompting a shift in supervisory
paradigms toward recognizing them as “Too Useful to Fail”.

Continuing on the topic of local banks, Chap. 14 “Shocks at Local Banks, EUGDP
Growth, and Banking Sector Stability” by Arca, Carosi, and Moro delves into the
potential impact of shocks originating from local banks on both the economic growth
of the European Union (EU) and the stability of its banking system. The authors
identify locally influential banks, which can have substantial influence over their
respective regional economic landscapes, and investigate the relationship between
idiosyncratic shocks occurring at these locally dominant banks and the stability of
the EU banking system. This chapter demonstrates that idiosyncratic shocks expe-
rienced by the locally dominant banks have nationwide ramifications, contributing
significantly to fluctuations in the aggregate macro-economic landscape of the EU.
Furthermore, the authors underscore the significance of local banks within the EU.

Our Chap. 15 “HowDoesNPLs SecuritizationAffect EUBanks’ Systemic Risk?”
byDell’Atti, Di Tommaso, Onorato, and Pacelli investigates the relationship between
NPL securitization and systemic risk in EU banks. Using unique data (2012–2020),
the authors analyze 35 European banks, considering G-SIB designation and country
risk. The findings reveal a quadratic relationship: excessive NPL securitization can
be a risk transmission mechanism. In fact, the authors find a threshold level beyond
which securitization harms EU banks’ financial stability. The authors underscore
that to design systemic risk indicators better, it is necessary to incorporate the bank’s
securitization exposure and NPL resolution plans.

In Chap. 16 “The Systemic Importance of Cyber Risk in Banks” by Birindelli and
Iannuzzi, the focus is on evaluating cyber systemic risk with specific regard to the
banking and financial sector by highlighting the progress made in academic studies,
the systemic impacts of this risk aswell as the point of viewof supervisory authorities.
Using somedata from theORBISdatabase, the chapter examines the current exposure
of banks (and other financial institutions) to this new and sophisticated risk.
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Exploring the dynamics of risk contagion in cryptocurrency markets over the past
decade, Chap. 17 “The Dynamics of Crypto Markets and the Fear of Risk Conta-
gion” by Aliano, Ferrara, and Ragni investigates the dynamics of risk contagion in
cryptocurrencymarkets over the past decade and the authors introduce a Susceptible-
Infected-Recovered model incorporating a time delay. They focus on the governance
token prices of major cryptocurrency exchange platforms, along with their spillover
effects, crash risks, and indicators of market participants’ attention. The parameters
derived from this assessment are employed in the Susceptible-Infected-Recovered
model to replicate the intricate dynamics of risk contagion observed in the analyzed
cryptocurrency markets.

Similarly, our Chap. 18 “Cryptocurrencies and Systemic Risk. The Spillover
Effects Between Cryptocurrency and Financial Markets”, by Pacelli, Di Tommaso,
Foglia, and Ingannamorte, delves into the tail risk spillover effect between cryptocur-
rencies, capital markets, and systemic risk. By a VAR for VaR model, we investigate
the cryptocurrency market’s influence on global equity indexes under both bearish
and bullish conditions. The analysis reveals complex dynamics in risk-return trade-
offs, highlighting the risk interconnectedness of these financial (assets) markets and
emphasizing the international importance of the U.S. market as a risk hub market.

Shifting the focus on the circular economy, Chap. 19 “Financial Challenges and
Threats of Circular Economy Logistics” by Capozza, Mokiy, Zvarych, Ilyash, and
Vankevych focuses on the financial challenges and potential threats that could impede
the successful implementation of the circular economy, particularly examining the
logistics involved. To conduct a thorough analysis of financial risks, the authors
propose a step-by-step approach. Initially, the attention is focused on a key logistics-
related indicator within the European Union countries. Subsequently, the authors
identify financial risks that have the potential to disrupt the efficacy of circular logis-
tics. Subsequently, the authors employ the circular material waste (CMW) indicator
to evaluate how these risks impact the reuse of materials. Finally, building on the
outcomes from the first phase, an additional exploration was undertaken to gather
information on startups contributing to the efficient functioning of circular economy
logistics.

Finally, assessing the systemic risks linked to capital investments in a conflict-
afflicted economy such as Ukraine, the last Chap. 20 “Systemic Risks to Capital
Investment Flows in the Post-crisis Economy of Ukraine” by Rubino, Mokiy, Fley-
chuk, Khaustova, and Salashenko analyzes the systemic risks associated with capital
investments in the economy of a conflict-affected country. To have a comprehensive
examination of it, the authors employ theVector Autoregression (VAR)methodology
and the Kalman filter.
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Therefore, addressing the issue of systemic risk from different and varied angles,
this volume “Systemic Risk and Complex Networks in Modern Financial Systems”
aims to offer insights into understanding, measuring, and mitigating systemic risk
within financial systems, emphasizing the interdisciplinary nature of this challenge
and the importance of collaborative efforts in addressing it effectively.

Bari, Italy
April 2024

Prof. Vincenzo Pacelli
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Part I
Theory, Policy, and Methodology



Chapter 1
Systemic Risk and Complex Networks
in Modern Financial Systems

Vincenzo Pacelli

Abstract The crises of the last years have underlined howmuch themodernfinancial
systems are todaymore exposed and vulnerable to systemic risk, defined as the risk of
uncontrolled propagation of a crisis of a single player or area of an economic system
to a wider system through contagion mechanisms. Systemic risk is more relevant
today than in the past due to the increasing interconnection between the players in
the economic system and the increasing speed of flows of goods, money and people.
All this prompts us to reflect on the need to analyse, predict and manage systemic
risk holistically and through the logical-conceptual schemes that can be borrowed
from network science.

Keywords Systemic risk · Network science · Financial crisis · Financial
systems · Complex networks

Introduction

The crises of the last years have underlined how much modern financial systems are
today more exposed and vulnerable to systemic risk, defined as the risk of uncon-
trolled propagation of a crisis of a single player or area of the economic system to
a wider system through contagion mechanisms. Systemic risk is also much more
relevant today than in the past, due to the increasing interconnection between the
players in the economic system and the increasing speed of flows of goods, money
and people. Just as, from a health point of view, the transmission of a virus is closely
linked to the relationships between individuals and the speed of their flow, the same
can be said for the transmission of a financial crisis. We could, in other words,
note how the genesis and evolution of the crises of the last years have highlighted
the relevance and danger of systemic risk and the need to analyse and manage it
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through logical-conceptual schemes borrowed from network science. A lot of rele-
vant phenomena in modern financial systems can be understood only in terms of
interactions between financial actors, as I will try to explain later.

Furthermore, modern financial systems are characterised by complex and multi-
layered dependencies that can only be discovered through the use of complex tech-
niques borrowed also from network science and the collaboration of researchers from
different areas (economics, mathematics, statistics, physics and computer science).
In fact, many dependencies can only be revealed through the appropriate and effi-
cient analysis of big data and their understanding and decoding. While the efficient
analysis of big data through the most effective methodologies is a subject of study
by physicists, mathematicians or statisticians, fully understanding what lies behind
the data requires the knowledge and experience of economists. Therefore, it appears
extremely evident how today the study of economic and financial phenomena is
necessarily interdisciplinary and this is the vision that inspired the idea of this volume.
The hurdle often lies in the difficulty of meeting and communicating (or under-
standing) between researchers coming from different and often distant areas, and we
hope that this book will be a fruitful opportunity for meeting and collaboration.

Besides the evolution and rapid global spread of the 2007–2008 financial crisis
have also highlighted inter alia the limits of the architecture of regulation and control
in the financial sector, suggesting a broadening of the spectrum of analysis from a
merely micro-prudential perspective (focusing on banks or intermediaries individ-
ually) to a macro-prudential one, which adequately takes into account the complex
networks of relationships that characterise financial systems.Until the outbreak of the
great financial crisis, international financial regulation and supervision were dispro-
portionately oriented toward individual intermediaries and players in the financial
system and underestimated the interconnections between them. As mentioned, the
events of the last years have highlighted the relevance and the danger of systemic risk,
reflexively inducing the international supervisory authorities to a sudden, radical and
opportune widening of their spectrum of analysis, or from the conditions of solidity
and solvency of the single actor to the overall stability of the entire economic system.

In this introductory essay of this volume, we investigate the need to analyse
the complex phenomenon of systemic risk in a holistic way and through logical-
conceptual schemes borrowed from network science. To support this thesis, in the
next paragraph, I will outline the causes and propagation mechanisms of systemic
risk, while in the third paragraph, I will deepen the logical-conceptual paradigms that
make network science a fundamental tool for understanding and analysing systemic
risk, and then conclude in the fourth paragraph with some reflections on the current
economic situation.1

1 This chapter is a revised and updated version of an essay previously published in the volume edited
by V. Pacelli and I. C. Panetta, Systemic Risk, Monetary Policy and Portfolio Diversification in the
Great Crises’ Era, Quaderni del Dipartimento Jonico n. 19/2022, Edizioni DJSGE, Università degli
Studi di Bari Aldo Moro, 2022 (ISBN: 9788894503098).
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Systemic Risk: Definition, Causes and Propagation
Mechanisms

Although it is not easy to attribute an unambiguous and exhaustive definition to
“systemic risk” due to its complexity and multidimensionality as well as its many
causes and varied facets, nevertheless, wishing to circumscribe the perimeter of the
discussion, it is possible to affirm that systemic risk is defined as the risk that the crisis,
bankruptcy or the mere perception by the market of the risk of insolvency of one or
more relevant players in an economic system—essentially large companies, financial
intermediaries or sovereign States—may lead to generalised crises, insolvency or
chain failures of other players in the economic system. Therefore systemic risk is
the risk associated with the manifestation of an event capable of causing, through
propagation and contagion mechanisms, structural effects and a situation of systemic
and generalised instability. Hence, systemic risk appears to be multidimensional and
extremely complex as its origin lies in multiple phenomena and dynamics that are
significantly interconnected, while its propagation is influenced by the various forms
of interaction and interconnection between the players in an economic system.

As well illustrated by the International Monetary Fund (Blancher et al. 2013),
systemic risk tends to manifest itself through sequential events that start from one
or more shocks of various nature which then propagate in the economic system
with a chain effect generating a crisis of systemic nature. Systemic risk must be
defined as typically endogenous to the financial system, not only because it derives
from the collective behaviour of economic agents whose choices may be rational
at an individual level, but harmful to the financial system as a whole, but above all
because it tends to feed on itself, to accumulate over time and then spread, in an
uncontrolled way, throughout the financial system when a shock occurs.

To deepen and understand the complex nature of this risk, it is, therefore, necessary
to examine the possible triggers and mechanisms of propagation of systemic risk.

First of all, it is important to clarify that when talking about triggers, it is neces-
sary to distinguish between the initial shocks that give rise to the mechanisms
of propagating the crisis and the causes that feed and favour these propagation
mechanisms.

A shock can be defined as any event that can significantly or structurally modify
or transform a financial system, limiting or even inhibiting its ability to carry out
its specific functions. There are many shocks capable of generating mechanisms for
the systemic propagation of a financial crisis, but they can be classified, at the cost
of some simplification of a taxonomic nature and some overlapping, in four closely
linked categories:

– sudden increase—not justified by a phase of economic expansion—of the cost of
money, which incentivises the phenomena of moral hazard and adverse selection
(Delli Gatti 2008; Rötheli 2010);

– incorrect or short-sighted economic, social and fiscal policies that lead to imbal-
ances in public accounts, trade and balance of payments, or that inhibit a country’s
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growth, lending itself to speculative attacks on sovereign debt (Eser and Schwaab
2016; Pacelli 2014; Pagano and Sedunov 2016);

– crisis, bankruptcy, or mere market perception of the risk of default of a financial
institution, sovereign state, or industrial firm characterised by significant size and
significant economic and financial correlations (Allen and Gale 2000; Beirne and
Fratzscher 2013; Cronin et al. 2016; Engler and Große Steffen 2016; Freixas et al.
2000;Michaelides et al. 2015;Nelson andKatzenstein 2014; Pagano and Sedunov
2016);

– idiosyncratic, exogenous events of varying nature and origin that lead to an abrupt
contraction of demand or supply in certainmarkets, reflexively causing the sudden
reduction of prices of real and financial assets and, in particular, the collapse of
the value of the residential or commercial real estate (Reinhart and Rogoff 2013;
Rötheli 2010).

Listed the main shocks that can give rise to the systemic propagation process of
a crisis, it is then necessary to dwell upon the causes that favour and feed these
propagation mechanisms. So, how does a shock become systemic? The causes that
determine the propagation of an initial shock, through the mechanisms that we will
examine later, to an entire economic system are essentially the following:

– crisis of confidence, uncertainty and information asymmetries in financialmarkets
(Cottarelli et al. 2010; Duarte and Eisenbach 2021; Flannery et al. 2013);

– high indebtedness of players in the economic system and thus high financial
dependence of debtors on creditors and vice versa, whichmakes the whole system
vulnerable in times of crisis (Brunnermeier et al. 2016);

– high interconnectedness between the main players in the economic and financial
systems, in particular high exposure of banks to sovereign debt and interbank
markets (Blundell-Wignall 2012; Brutti and Sauré 2015; Flannery et al. 2013;
Böhm and Eichler 2020; Hoque et al. 2015);

– microeconomic causes such as, for example, gaps in financial regulation in some
countries, limitations in prediction and risk management techniques, deficiencies
in asset valuation models or international accounting rules (Beirne and Fratzscher
2013; Eser and Schwaab 2016; Gonçalves and Guimaraes 2015; Pacelli 2014).

In particular, the empirical evidenceof themain international financial crises confirms
how it is precisely the high level of interconnection between the main players in the
economic and financial system that is the main factor that feeds the mechanisms for
the propagation of a systemic crisis. The genesis and subsequent evolution of theU.S.
financial crisis characterised by over-indebtedness, initial low-interest rates, uncon-
trolled development of financial engineering, ineffective controls by the competent
authorities, opportunistic behaviour of various players and speculative bubbles in
various markets are too well known to dwell further. The US subprime mortgage
crisis of 2007 thus became systemic due to the interconnection between international
economic and financial systems and spread throughout the world and in particular to
weaker areas, just like a virus that attacks and does greater damage toweaker subjects
with lower immune defences. This is what has happened in Europe since 2008 that



1 Systemic Risk and Complex Networks in Modern Financial Systems 7

is international financial speculation has taken advantage of imbalances in public
finances and the balance of trade and payments of some European countries (PIIGS)
(Portugal, Italy, Ireland, Greece and Spain), of the absence of a European political
union capable of supporting monetary union and therefore of a weak political and
economic governance at the community level with limited powers, which has there-
fore detected inadequate to prevent and deal with the crisis. In recent months, there
has been great concern about the sustainability of the Chinese economy’s debt, which
risks producing significant systemic effects in the event of deflagration due to the
abnormal size of China’s public and private debt2 and due to speculative bubbles in
the real estate sector, which expose the main Chinese real estate companies (Country
Garden, Poly, Evergrande, Vanke and Sunac) to the risk of default. The current crisis
in the Chinese real estate sector or the crisis of sovereign debt in Europe in 2009
can certainly be considered, therefore, as consequences of the systemic nature of the
US crisis of 2007, but it is equally true that all these crises were favoured by evident
errors in economic policy.

After describing the possible initial shocks and the causes that can feed the
systemic propagation of these shocks to an entire economic system, it is now neces-
sary to deepen the mechanisms and methods of transmission and propagation of
a systemic crisis. In this regard, Aharony et al. (1986) underline the existence of
two channels for the propagation of shocks: the “direct exposure channel” and the
“information channel”, which can act independently but also jointly.While the direct
exposure channel refers to the domino effects that can occur due to the significant
interconnections present within the interbank market or due to the sovereign expo-
sures held by the banking system; the information channel reconnects to informa-
tion asymmetries or errors in the interpretation of signals by market participants and
savers, who are imperfectly informed respect to the nature of the shock (Di Clemente
2016). As argued above, following a shock to the economy, first of all, the ability
of borrowers to repay loans is reduced. Thus, the first effect of the shock is repre-
sented by a reduction in the value of banks’ assets, and this reduction will be more
pronounced the greater the percentage of assets recorded at market value on banks’
balance sheets. To secure their balance sheets and preserve their capital and financial
solidity, banks react to these shocks by rationing credit and activating strategies of
deleveraging and asset sales, which fuel the process of falling prices of financial and
real assets in the markets and thus the deflationary spiral that, also due to the reduc-
tion in the values of bank assets and assets, in general, available in the markets as
collateral, further fuels the vicious circle of credit rationing, the collapse of invest-
ment and industrial production, the reduction in tax revenues and the increase in

2 As of March 2021, China’s aggregate household, corporate and public sector debt exceeded $46
trillion, or 287% of China’s annual GDP. While at the beginning of the century China accounted for
a fairly small share (less than 3%) of global non-financial sector debt (public and private), its weight
is currently 21%, second only to that of the United States (28%). To understand, in particular, the
enormous leverage of the Chinese construction sector, it is sufficient to consider that at the end
of 2020 the top 5 Chinese real estate companies (Country Garden, Poly, Evergrande, Vanke and
Sunac) had total liabilities (excluding “off-balance sheet” liabilities) of over $1 trillion, which is
about 10 times more than 2011 levels.
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public debt, with consequent difficulties in refinancing on the markets and increased
speculative pressures on the cost of debt issued by a government, whose solvency
may even be compromised in the most serious cases, leading to chain effects on the
balance sheets of banks holding sovereign debt. It can therefore be seen how, in case
of the occurrence of an event capable of fuelling the propagation mechanisms of a
systemic crisis, a bank’s defence strategies can determine, in the absence of concerted
and efficient monetary and fiscal policies, perverse effects which causes exacerbation
of the deflationary spiral and further undermining the economic and capital balances
of the economic system concerned. All these risks feed through both the channel of
direct exposure of banks’ balance sheets and through the information channel, since
the investment or disinvestment choices of institutional investors.

The Utility of Network Science for Systemic Risk Analysis

Today we live in a globalised, complex and significantly interconnected world, in
which complex systems and phenomena, apparently distant from each other, in
reality, mutually influence each other. This reality exposes societies to systemic risks
and requires analysis through a holistic approach to complex phenomena in order
to investigate, through the help of network science, hidden relationships between
economic, financial, political, health and environmental phenomena. Hence, today,
nothing happens independently. Phenomena and events are connected with countless
others in a huge and complex universal puzzle, in which these phenomena and events
mutually cause and interact with each other (Barabasi 2004). We, therefore, live in a
“small world”, in which everything is connected and often in ways that are difficult
for human rationality to understand, especially when inadequate methods of analysis
are used.Moreover, the total volume in value of financial transactions in international
financial markets has greatly exceeded the volume in value of transactions in the real
economy, thus generating a significantly wide, complex, and interconnected network
of financial systems that exposes international financial systems to systemic risks.
So, only by analysing economic and financial systems as networks, it is possible to
discern complex relationships between phenomena of different origins and nature
that can generate the propagation of systemic crises.

The study of financial systems as networks thus allows us to discern the way and
direction through which a shock could propagate in the system. We can consider
financial systems as networks of interconnected economic agents (nodes), whose
relations between them are regulated through financial contracts (financial instru-
ments) (links). A network is a set of nodes connected by edges (links). But the rela-
tionships (links) between economic agents (nodes) are not only formal and explicit
(i.e., regulated by financial contracts between two or more operators), they can also
be informal and implicit, through—for example—the common investment of two
economic agents in the same asset. In this case, it speaks of indirect contagion
through portfolio overlapping.
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The relationships between the economic agents (nodes) of a network in the
economic-financial sector can therefore be of different kinds and tend to change
over time. This variety and complexity (and often lack of transparency) of the finan-
cial relationships between the various nodes of a network increases the complexity of
financial systems, which produces information asymmetries, risks of moral hazard
and, therefore, consequences in the propagation of risks of a systemic nature. As
we have already argued above, therefore, the financial crisis born in the USA in
2007–2008, the subsequent—and in some ways consequent—sovereign debt crisis
in Europe in 2010–2011 and then the crisis arising from the pandemic, the Chinese
debt crisis and energy and inflation crisis are clear examples of how it is necessary
to approach the study of economic and financial systems through the principles of
network science, to aspire to interpret the hidden relationships that bind together
complex phenomena.

The origin of network science dates back to 1736 when the Swiss mathemati-
cian Euler (1707–1783) inaugurated (perhaps unconsciously) a prolific branch of
mathematics known as “graph theory”, which is today the basis of modern network
science.3 Over the years, several other mathematicians contributed to the develop-
ment of this science, but among themwho deserve special mention are the Hungarian
mathematicians Paul Erdos (1913–1996) and Alfred Renyi (1921–1970), founders
of the theory of random networks.

Unlike the random networks of Paul Erdos and Alfred Renyi, which are purely
static (i.e., the number of nodes and links tends to remain unchanged over time), the
“real” networks (i.e., those with which we are confronted every day in economic
systems) are dynamic, because they evolve over time or tend to grow. In other words,
real networks are characterised by several nodes and connections among them that
grow and evolve over time. In particular, in the real world, each network originates
from a small nucleus and expands with the addition of new nodes and links that tend
to be created according to a mechanism of “preferential connection”, i.e., the new
nodes, when they have to decide where to connect, tend to prefer the nodes that have
more links.

Real networks are also characterised by a hierarchy of hubs, where a larger and
therefore highly connected node is followed by many other less connected nodes,
followed in turn by even smaller nodes. These characteristics of real-world networks
are empirically confirmed in interbank markets by In’t Veld et al. (2020), who
show that financial networks in inter-banking have a configuration similar to a core-
periphery structure, where the core forms a network of fully connected nodes, while
the peripheral banks are connected only to the core.

In the real world, moreover, networks tend to be self-organizing, i.e., they are an
example of how the independent actions of millions of nodes give rise to emergent
behaviours, and all these characteristics of real networks must be taken into account
when analysing economic phenomena.

3 For a comprehensive discussion of network science, refer to Barabasi (2004); Caldarelli and
Catanzaro (2016); Parisi (2021), among others.
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In the economic-financial field, the basis of the use of network science to under-
stand the phenomenon of systemic risk is represented by the awareness that individ-
uals, companies, institutions and sovereign states are not independent or are not a
collection of actors in isolation (as assumed instead by classical economic theory)
but rather influence each other. Their operation, far from being completely rational
(another fallacious assumption of classical economic theory), is significantly depen-
dent on mutual influence. More simply, as we have already underlined, we live today
in a complex and interconnected world. In particular, the work of Acemoglu et al.
(2015) highlights that it is the highly interconnected nature of the financial system
that contributes to its fragility, as it facilitates the spread of financial distress and
solvency problems from one institution to others in an epidemic way. Acemoglu
et al. (2015) find that until the volume of negative shocks is below a certain critical
threshold, a more diversified pattern of interbank liabilities leads to less fragility,
however when shocks exceed that certain critical threshold the high interconnected-
ness between nodes in the network becomes a source of systemic instability. When
negative shocks are larger than a certain threshold, therefore, financial networks in
which banks are only weakly interconnected are less prone to the propagation of
systemic crises.

Studying economic phenomena throughnetwork science thus presupposes consid-
ering financial systems as complex networks in which the “nodes” are the economic
agents (individuals, firms, financial intermediaries, central banks, supervisors,
sovereign states, etc.) and the “links” are the economic and financial ties (edges)
that connect them. Moreover, following the mechanisms of “growth” and “prefer-
ential connection”, characteristic of “real networks”, the more a network expands,
the more the “hubs” (larger nodes) must expand, swallowing up the smaller ones.
In economics, therefore, globalisation pushes the nodes to expand and therefore,
mergers and acquisitions are the natural consequence of an expanding economy. The
“Achilles heel” of a “small world” and, therefore, of the real networks are represented
by the vulnerability due to the interconnection. An isolated shock can create chain
effects that destabilise an entire economic system, and the probability that an isolated
shock would undermine an entire system is higher if the nodes affected are the most
interconnected. An interesting study in this regard is that of Battiston et al. (2012),
which, through the DebtRank index, calculates for each node (bank) of an interbank
network how much of the economic value of the network would be lost if that node
(bank) failed. Thus, confirming that the greatest systemic effects are generated in
the case of a crisis of financial institutions most connected to the other nodes of the
system.

Wanting to list the main direct and explicit drivers (channels) of interconnec-
tion (interaction) in economic and financial systems, it is possible to consider the
following:

– loans (and in general financial relations) between banks, companies, institutions
and countries that feed the channel of direct exposure (illiquidity contagion);
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– various financial contracts between the different economic agents (nodes) (indi-
viduals, firms, financial intermediaries, central banks, supervisors, sovereign
states, etc.) of the financial network;

– commercial relationships and supply of goods and services between economic
agents that create the conditions for financial interactions and dependencies;

– direct and indirect shareholdings of companies, businesses and institutions in
other companies; as through chains of ownership, shareholders can influence the
operation and business of firms owned directly or indirectly;

– the sharing of directors between different companies, or the presence of the same
directors on the Boards of Directors of different companies (interlocking);

– interconnections between economic sectors and geographical areas which trans-
late into correlations between the share prices of different companies;

– the network of international trade that generates imports and exports between
countries and therefore very close links between the trade and payments balances
of different sovereign states;

– the information channel, which is atavistically polluted by information asym-
metries and the lack of rationality of market participants, who are imperfectly
informed and tend to make their choices in an often irrational way, especially in
particular conditions of systemic uncertainty.

As has already been highlighted in detail in the previous paragraph, through the
various channels of direct exposure, the network effects (contagion) produced by
the financial relationships between the various nodes of a financial network (banks,
companies, states, etc.) can generally be explained. In particular, through the channel
of direct exposure, the driver of “illiquidity contagion” explains how a bank tends
to withdraw its loans granted to a counterparty as soon as it hears of the risk of
the latter’s insolvency, inducing this counterparty, in turn, to withdraw its loans
from its respective counterparts to recover liquidity. In this way, the crisis spreads
throughout the system (financial network) through the links between the various
nodes of the network, generating liquidity crises and chain insolvencies and also a
general reduction in prices fed by the consequent recessionary and deflationary cycle.
Furthermore, if the price of an asset collapses, this event affects not only those who
have invested directly in that asset (banks or companies) but also those who have
acquired bonds or shares of companies that have invested in that asset (Bardoscia
et al. 2021).

A second direct channel is represented by the deterioration of interbank assets
and the subsequent write-down in the balance sheet of the non-performing assets
carried out by banks with reference—for example—to the loans granted to compa-
nies in difficulty (i.e., the assets held by companies in difficulty). This devaluation
mechanism impacts banks’ balance sheets, reducing the value of assets and forcing
greater provisions to reserve, and—as a consequence—generates pro-cyclical reces-
sionary effects due to the contraction of credit and a general reduction in prices in the
economic system. So, with the existence of complex chains of interactions, contracts
or feedback mechanisms between the different actors of a financial system, the final
effects can be much larger than the initial shocks.
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Furthermore, modern financial markets are systems with a large number of
elements (nodes as corporations, securities or stocks, economic agents, sovereign
states), which can be differently affected by one another. It is certainly possible and
useful to infer the network of most relevant links by studying the mutual depen-
dencies between these elements-nodes (for example securities or stocks) based on
an analysis of correlation measures. The elements-nodes (corporations, sovereign
states, securities or stocks) that have highly correlated returns can in fact be linked
in the network by links (edges), while the elements that are not correlated to each
other, so that behave independently, are not linked by links (edges) in the network
(Raddant and DiMatteo 2023). The relevant construction of such a network contains
several critical issues and complexities that only the collaboration of economists
and physicists (or mathematicians) can solve. The main critical factors relating to
the construction of a network in the financial sector are the following: (i) identifica-
tion of the most suitable method of data analysis for the phenomenon analysed; (ii)
identification of nodes and relevant data-variables for each node; (iii) identification
of the relevant variables to identify the significant relationships (interconnections
or interactions) between the different nodes; (iv) identification of the most suitable
network representation for the different financial relationship; (v) complete dataset
availability and retrieval of all the necessary data (often private and sensitive and
so not available); (vi) reconstruction of the missing data and information useful to
build the network (network reconstruction); (vii) more granular timescale of the data
necessary to an efficient network reconstruction as regulatory data are often reported
quarterly or annually, allowing only for the analysis of temporal snapshots that could
be too far apart to detect rapid build-ups of risk (Bardoscia et al. 2021).

But if a research group can solve the problems highlighted above and once the
network is built, such a network can provide useful information to economic and
financial operators and policy makers about the propagation of a shock in finan-
cial networks and therefore about the propagation of a systemic crisis. Wishing to
broaden the field of analysis, it is clear that it is possible to build different networks
of interconnected economic agents (nodes) and then also build links between these
different networks. In this way, it is possible to predict the possible propagation of a
crisis even between different networks. In this way, the correct network could provide
an excellent tool for the identification of early-warning signals of system-wide insta-
bilities. Evidently, everything depends on the correct and efficient construction of
the network, which requires knowledge of both the method (relevant data analysis
models) and the field of analysis (economic and financial systems).

As mentioned, moreover, relations between economic agents are not only formal
and explicit and therefore give rise to the so-called direct (and explicit) drivers of inter-
connection. The relationships (links) between economic agents in a system can also
be informal and implicit and thus give rise to indirect links, through—for example—
the common investment of two economic agents in the same asset, thus giving rise
to an indirect contagion via overlapping portfolios. This could happen if different
economic agents (banks or other investment companies) are indirectly connected
through some co-occurrence relationship as they invest in common assets. In this
case, if a bank (or other investment companies) needs to sell some of its assets, this
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sale (if significant in amount as is often the case for larger financial intermediaries)
could cause the devaluation of those assets and, therefore, losses for the other banks
(or other economic agents) that have invested in them. This devaluation may cause
these banks to sell their assets in turn, and so on (Bardoscia et al. 2021). In this regard,
Jiang and Fan (2019) find that shocks propagate more rapidly when there is more
overlap among the portfolios of banks in a system, i.e., when there are more common
investments (assets) in the portfolios of multiple banks, while the propagation of a
crisis slows down in the case of more heterogeneous and less overlapping portfolios.
In this sense, in the coming years, a source of risk to be carefully monitored will
have to be represented by the transition to a low-carbon economy, which may have
implications for financial stability and determine a radical change in the allocation
of resources. A devaluation of high carbon emission assets could have a significant
impact on the balance sheets of the institutions that hold these assets in the coming
years, thus generating indirect contagion phenomena through portfolio overlapping.

As already highlighted above, the relationships between the economic agents
(nodes) of a network can be of various kinds and tend to change over time. This
variety and complexity (and often lack of transparency) of the financial relationships
between the various nodes of a network tends to increase the complexity of the finan-
cial systems and this produces information asymmetries, risks of moral hazard and,
therefore, opacity and consequences in the processes of propagation of risks of a
systemic nature. This complexity in the relationships between economic agents in a
financial system has also been fed since the early years of the newmillennium by the
evolution (often uncontrolled) of financial engineering, which has made economic-
financial systems more interconnected and therefore more complex, linking opera-
tors to one another in multiple ways and often unconsciously. Moreover, as already
argued, the scienceof networks teaches us that themechanismsof “growth” and“pref-
erential connection” lead the “hubs” (larger nodes) to expand in phases of network
expansion and thus incorporate smaller nodes. This phenomenon, otherwise knownas
globalisation, however, leads to the risk of extinction of smaller economic operators,
such as local banks, whose disappearance or even simple competitive downsizing
would, over time, lead to the loss of the extraordinary intangible and relational assets
in dowry to these intermediaries, reflexively impoverishing the financial system and
also exposing it to greater risks of a systemic nature (Pacelli et al. 2020).

Moreover, we cannot overlook the fact that globalisation, by making our world
even smaller and thus exposed to the risk of contagion, has also highlighted the limits
of the purely micro-prudential approach to the supervision of the financial system.
The analysis of financial systems through the networks science highlights the need
for a more macro-prudential supervisory approach, which considers the multiple
and varied interconnections between the various economic agents and, therefore, the
potential systemic effects produced by the crisis of a significantly interconnected
agent as well as the mitigating role of systemic risk played by certain other smaller
intermediaries, such as, for example, cooperative credit banks (Pacelli et al. 2020).
As Masera (2021) has already authoritatively pointed out in the literature, analysing
a complex system such as the financial system through a simplified approach (micro-
prudential supervision), i.e., that considers separately the parts of a whole, neglecting
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instead the interconnections between these parts, inevitably leads to inappropriate,
superficial and pro-cyclical regulatory prescriptions. Hence, there is a need for an
evolution of supervisory approaches in a holistic and macro-prudential key, that is,
in the direction of a more incisive enhancement of the quality of relationships, inter-
actions and interconnections between operators in the financial system and so in the
direction of an effective proportionality of regulation in banking systems. In this
sense, it is believed that network science can provide an indispensable theoretical-
conceptual paradigm, useful for allowing the financial supervisory authorities to
perceive phenomena, dependencies, and interactions that are probably underesti-
mated and to limit any competitive distortions. This is to ensure the conditions for a
fair competitive comparison which takes into correct consideration the peculiarities
of each category of financial intermediaries, also concerning its different systemic
imprint and therefore its different aptitude to determine an acceleration or mitigation
in the processes of propagation of a systemic crisis and therefore to the different role
played in the preservation of financial stability.

Concluding Remarks

As already highlighted previously, today we live in a globalised, complex and
significantly interconnected world, in which complex systems and phenomena,
apparently distant from each other, mutually influence each other. This reality
exposes societies to systemic risks and requires analysis through a holistic approach
to complex phenomena in order to investigate, through the help of network
science, hidden relationships between economic, financial, political, health and
environmental phenomena. In other words, today nothing happens independently.
Studying economic phenomena through network science thus presupposes consid-
ering economic and financial systems as complex networks in which the “nodes”
are the economic agents (corporations, securities or stocks, individuals, sovereign
states) and the links (edges) are the various economic and financial ties that connect
them. Furthermore, modern financial markets are “complex systems” with a large
number of parts which interact in a not simple way. The relevant construction of
such a network contains several critical issues and complexities that only the collab-
oration of economists and physicists (or mathematicians) can solve. But once built
effectively, such a network can provide useful information to economic and financial
operators and policymakers about the propagation of a shock in the financial network
and therefore about the propagation of a systemic crisis. Wishing to broaden the field
of analysis, it is clear that it is possible to build different networks of interconnected
economic agents (nodes) and then also build links between these different networks.
In this way, it is possible to predict the possible propagation of a crisis even between
different networks. In this way, the correct network could provide an excellent tool
for the identification of early-warning signals of system-wide instabilities. Evidently
everything depends on the correct and efficient construction of the networks, which
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requires both knowledge of method (relevant data analysis models) and of the field
of analysis (economic and financial systems).

The world today is globalised due to the high level of interconnection of produc-
tion and distribution, as well as of finance with the real economy, which are inter-
connected macrocosms capable of significantly influencing each other. By citing a
recent example, an abrupt contraction in economic activity, such as that caused by
the various restrictions due to the Covid-19 pandemic, initially generates liquidity
tensions for companies and their lending banks and, later, the liquidity problem risks
turning into a solvency problem for companies and, consequently, for banks, which
could see their capital ratios deteriorate due to the flow of new non-performing loans,
with systemic effects on credit, savings and private investment. Furthermore, in the
first months of significant contraction in production, trade and economic activity in
general following the pandemic, many national governments promptly intervened,
supporting the sectors most affected with relief and compensation, but this led to an
exponential growth in public debt. Banks have also been given various incentives,
essentially through public guarantees, to finance companies in difficulty or to grant
moratoria following the contraction of production and trade, but this threatens to lead
in the coming months, when public protection will necessarily have to be reduced,
to a worsening of the quality of the banks’ credit portfolio, with a possible increase
in non-performing loans and a consequent worsening of capital ratios. The possible
insolvencies of lower quality entrusted companies could increase the NPLs of banks,
deteriorating the quality of the credit portfolio and the capital ratios, with consequent
potential recessionary effects only partially mitigated by public guarantees, which
are—in any case—destined to further increase the interconnections between banks
and States with an exacerbation of exposure to systemic risk. In other words, we
are living in a complex historical phase in which it would be necessary to find a
difficult balance between the need to mitigate the harmful effects of the crisis and
the need to avoid the risk of “drugging” the markets with an excess of liquidity. And
the inflation of recent years demonstrates that achieving this balance was indeed
complicated. This unstable balance should also be found at both public and private
levels, possibly avoiding confusing the various economic players with schizophrenic
economic and monetary policies. In the path towards this desirable equilibrium, the
role of the banking system will be fundamental, as banks will have to prove them-
selves capable of financing those firms that will prove themselves capable of creating
sustainable value over time in a profoundly changed market and therefore evaluating
with an entrepreneurial spirit, that is, critically and not supine, any clumsy public
attempts to orient credit policies.

Otherwise, the risk would be that of artificially diverting or slowing down the free
use of entrepreneurial energies, generating an inefficient allocation of capital in the
short term with harmful consequences in the medium-long term.

In the hoped evolutionary process of the entrepreneurial system, the role of the
banking system must not, therefore, be debased by too many regulatory constraints
and excessive dirigisme of economic policies, which otherwise risk generating pro-
cyclical and recessive effects. Due to their intrinsic rigidity, those constraints also risk
gagging the autonomy of banks and slow down the necessary process of selection of
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themost resilient companies in the credit market. This evolutionary process will have
to bear the cost—including the social cost—of the disappearance of some companies
and some productive segments (those that will prove to be anachronistic in the new
post-pandemic world) and it will therefore be necessary to guarantee flexibility in
the labour market and investments in personnel training to accompany the process
of productive and entrepreneurial evolution. To do this, it will be necessary to have
courage, “good debt” (citing Mario Draghi), and therefore investments that increase
productivity and competitiveness. But also, greater cohesion and political and social
solidarity (at all levels) to reduce inequalities and generate a global social renaissance.

In the medium term, therefore, the solution cannot be to persevere in short-sighted
and unconditional welfarism, which risks generating laziness and immobility in
the business world and creates the conditions for opportunistic or moral hazard
behaviour. Instead, credit policy must be based on a careful analysis of creditworthi-
ness and the entrepreneurial formula that pushes companies to innovate and compete
and that, as a consequence, favours the generation of a more modern and competitive
entrepreneurial system. If we wanted to give a sense, or rather a positive meaning to
the tragic pandemic, we should interpret it as an opportunity for the business world
to evolve. An opportunity, however, that we can’t allow to miss, or else the survival
of our economic system as we have understood it up to now. As mentioned above,
the multiple government measures to support the liquidity of businesses and the
public guarantees granted to banks in favour of loans to the private sector, on the one
hand, temporarily sterilise the harmful effects of the blockage of economic activity
following the pandemic, on the other hand, create the basis for a future exacerbation
of systemic risk, because they indissolubly bind the banks with the sovereign States
that are guarantors of the credit provided by them.

In a systemic crisis, the potential chain of contagion does not stop at banks and
firms but also involves the sovereign States, which collect lower tax revenues due to
the contraction of the economy, increase their public debt to support current spending
and will see their reputation in the markets diminished as soon as the exceptional
systems of public aid to the economy necessarily downsizing, with negative effects
on the rates paid on the debt issued (Altinbas et al. 2018). This is especially true
for those States characterised by high public debt and therefore endowed with little
autonomous spending capacity.Moreover, the close link between the sovereignStates
and the banks, which are the main holders of the issued sovereign debt, ends up—as
highlighted above—tying public fates with private ones, and this further fuels the
risk of contagion with systemic effects.

It was also easy to foresee that the economic crisis due to the pandemic and
its economic and financial consequences would increase inequality in income and
wealth and, therefore, social inequalities, thus exacerbating the effects of a systemic
nature. Let us not forget that the crisis that broke out in 2007 originated in the USA
also because of evident inequalities and disparities of economic, social and regulatory
nature.

A further aspect that should not be underestimated from a systemic perspective is
certainly represented by the impact of the ecological transition on financial systems.
In this dimension, the phenomenon of systemic risk intrinsic to the pandemic and that
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of environmental and climate risk have evidence in common that no one can say they
are safe. This is an immediate indication of their common nature as “totalitarian”
systemic risks of the same enormous natural ecosystem: the world ecosystem. Thus,
we could recall the risk of a general breakdown of the ship: if the ship is on fire, no
one is saved from fire or death at sea. The only factual rule is the same as always:
if you want to save yourself, you must save the ship or help save the ship, obeying
rules of necessary solidarity.

Scientific research has long highlighted the need to reduce global warming and
promote green investments and this awareness is now widely spread at the social
and political levels. The scientific community has begun to measure the impacts that
the ecological transition can produce on real and financial markets and international
political authorities have launchedmultiple initiatives aimed atmaking the ecological
transition a reality. In such a scenario, the interconnection between finance and the
environment appears central, since the need to rethink a model of sustainable devel-
opment with a transition to a green economy cannot disregard the key role played by
financial institutions,which are called to promote sustainable investments compatible
with the desired green transition. But we must not underestimate the risks associated
with a transition to a low carbon emission economy, due to the drastic and sudden
loss of value of all those assets linked to industries with high carbon emissions. The
desired green transition will therefore determine the crisis of many companies, of
various economic sectors, the loss of jobs and the reduction in the value of many
assets in the balance sheets of banks, which will therefore see the value of their assets
reduced with obvious consequences on credit policies and economic growth.

So, to understand the complex and holistic nature of the phenomenon of systemic
risk, today we cannot disregard the integrated and prospective analysis, through the
logical-conceptual schemes borrowed from the network science, of the multiple and
often obscure relationships that bind the various economic, political, social, health
and environmental phenomena.

Starting from this conviction and wishing to offer a guideline for reflection in
extraordinary historical periods such as the one we are living and are preparing to
live in the coming years, the central and enlightened role of sovereign States in
a strategic and operational transnational horizon appears indispensable. Disrupting
financial relations and creating small, independent and disconnected autarchic hubs
is not a viable solution in today’s world. In other words, systemic risk today cannot be
eliminated or fragmented; it must be lived with and managed in a forward-looking,
proactive and integrated manner. A small and interconnected world, and therefore
significantly exposed to contagion risks, requires risk sharing, social solidarity, “intel-
ligent” forecasting and control tools as well as forms of public guarantees, especially
transnational ones, which—possibly without interfering with the free deployment of
entrepreneurial energies—protect and safeguard the market in the event of a crisis
of individual operators. In this sense, great expectations should be placed on the
improvement and, hopefully, enlargement of the economic and banking union in
Europe, both from a financial and, above all, a political perspective. It is clear to all
that in the coming years, we will live in a more indebted, interconnected and “small”
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world, where forms of community public guarantees, risk-sharing, and social soli-
darity will prove increasingly indispensable to preserve the competitiveness and
sustainability of our economic and social systems.
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Chapter 2
Systemic Risk and Network Science:
A Bibliometric and Systematic Review

Vincenzo Pacelli, Ida Claudia Panetta, and Maria Melania Povia

Abstract Estimating systemic risk in networks of financial institutions is increas-
ingly a challenge in policymaking. The complexity of financial networks may
increase the difficulty of mitigating systemic risk and how the topology of connec-
tions can propagate the failure of an individual entity through the network in the
system. Our study’s primary purpose is to apply the bibliometric techniques and
the systematic review method to understand the evolution of research on systemic
risk and interconnectedness among financial markets and institutions and highlight
the literature’s progress during the period from 2008 to 2023. Results suggest that
systemic risk and financial networks have experienced rapid growth during the last
decade, and this can contribute to a future research agenda on the topic.

Keywords Systemic risk · Network science · Financial crisis

Introduction

Understanding and controlling systemic risk has become a crucial social and
economic topic in the literature. The 2007 crisis of financial markets, possibly the
worst economic disaster since the Great Depression of the 1930s, the 2010 sovereign
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debt crisis, the COVID-19 crisis, and the war in Ukraine have brought to the fore
how crises, extraordinary events with a wide potential scope impact markets link-
ages and financial integration. During the past two decades, the succession of these
crises has given increased attention to the study of the financial system’s architecture
in creating systemic risk and the relationship between the structure of the financial
network and the extent of financial contagion.

The study of financial systems as networks thus makes it possible to discern
the way and direction through which a shock might propagate through the system.
Indeed, we can consider financial systems as networks of interconnected economic
agents (nodes), whose relationships are regulated through financial contracts (links)
and which grow and evolve.

In financial economics, the basis for using network science to understand systemic
risk is the realisation that individuals, firms, institutions and sovereign states are not
independent but influence each other. Globalisation pushes the nodes to become
more significant; therefore, mergers and acquisitions are the natural consequence of
an expanding economy.

In light of the above, it is believed that only by analysing economic and finan-
cial systems as networks, it is possible to discern complex relationships between
phenomena of different origins and nature that can generate the propagation of
systemic crises (Pacelli 2021).

Systemic risk has long been identified as a potential contagion mechanism or
impact that starts from the failure of a financial institution and propagates through
the financial system and to the real economy itself (Poledna et al. 2021). A constant
concern of bank regulators is that the collapse of a single bank could bring down
the financial system as a whole. Economic systems are increasingly built on interde-
pendencies and the dynamic interaction of many different agents, creating complex
networks.

Dense interconnections could represent a dangerous mechanism for propagating
shocks, leading to a more fragile financial system.

For this reason, estimating systemic risk in network science represents an impor-
tant challenge for regulators to anticipate systemic events and reduce systemic risk,
ensuring the objective of financial stability.

Synthesising the literature, we define systemic risk as “the risk of a systemic
default, i.e. the default of a large portion of the financial system that starts from the
failure of a financial institution and propagates through the financial system”.

The failure of a financial institution, or a group of institutions, depends on the
network of financial exposures among institutions, and their complexity and intercon-
nectedness can increase vulnerabilities. Indeed, systemic risk can be quantified from
the network structure, the dynamical evolution analysis, and the nodes’ interaction.

Moreover, Battiston et al. (2016) introduce a novel measure of systemic impact,
DebtRank, defined as the “numbermeasuring the fraction of the total economic value
in the network that is potentially affected by the distress or the default of node”.Mezei
and Sarlin (2018) present a new approach to measuring systemic risk in networks
and suggest using RiskRank.
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Network science can contribute to a quantitative assessment of systemic risk and
estimate systemic events in a network, improving the financial system’s stability.

The worldwide economic crisis of 2007–09 has turned attention to the need to
analyse systemic risk in complex financial networks. Different contributions have
developed the study of the relationship between the financial networks and systemic
risk, suggesting how the structure of the financial networks can mitigate or amplify
systemic risk along various channels. Therefore, in this chapter, we use the biblio-
metric method to understand the evolution of research on systemic risk and inter-
connectedness among financial markets and institutions and highlight the literature’s
progress during the period from 2008 to 2023.

Our chapter is structured as follows. Section “Background and Research Ques-
tion Development” summarises the previous literature review on systemic risk and
network science, providing the basis for our research questions. Section “Research
Design and Methodology” outlines the research design, describing the metrics
used to conduct the literature review and the data sample construction process.
Sections “Descriptive Sample Analysis” and “Discussion of Results” are dedicated
to presenting the most influential aspects of the literature reviewed and the results
of the bibliometric analysis and systematic review. Finally, section “Conclusions”
offers a future research question and proposes some considerations for the evolution
of research.

Background and Research Question Development

The recent troubled years for the global economy have led to increased interest in
the role of the financial network in systemic risk literature. Many studies on systemic
financial risk have shown that interconnectedness can facilitate risk sharing, which
can help minimise the uncertainty faced by individual agents: diversification reduces
risk and improves stability. However, more numerous and complex interlinkages
among financial markets can serve as a channel for propagating shocks and ampli-
fying existing information asymmetries or other externalities and market frictions
(Acemoglu et al. 2015).

Financial institutions create multilayer networks characterised by holding expo-
sures to joint assets, a network of trading relationships and exposures between
financial institutions (Battiston et al. 2016). Thus, topological features of finan-
cial networks influence how easily distress can propagate within the system. Market
integration and diversification are processes that can stabilise the financial system.
Still, these factors can contribute to instability and amplify financial distress, making
significant crises more likely to happen (Bardoscia et al. 2017).

Roukny et al. (2018) and Benoit et al. (2015) analyse the importance of financial
networks in understanding systemic events. The structure of those networks can
facilitate the capacity of regulators to estimate systemic risk in terms of expected
losses, and it can decrease the difficulty of mitigating systemic risk and the social
cost of financial crises.
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Recent research on financial networks offers essential insights into systemic risk
measurement methods by studying contagious links and fragile network structures.
However, methods that focus only on the investments and relationships of a few
large institutions can ignore several potential crises (Neveu 2018). Thus, this analysis
can incentivise banks to choose investments and partners that maximise the finan-
cial system’s overall value and understand that systemic risk depends on complex
interdependencies (Jackson and Pernoud 2020).

According to Silva et al. (2017), many articles analysed the systemic importance
of specific institutions in the literature, but an essential gap in comparative research
on systemic risk measurement is evident. As summarised in Table 2.1, all previous
literature reviews use a narrative approach. These reviews encompass a variety of
topics, including relatively new fields of research based on the importance of finan-
cial networks in understanding systemic events; despite this variety of subjects and
approaches, a clear focus on the relationship between network science research and
systemic risk is still not yet evident. Therefore, we would like to follow a biblio-
metric and systematic analysis to complement with quantitative and qualitative anal-
ysis of previous narrative reviews focused on the interplay of financial networks and
systemic risk, trying to picture the evolution of systemic risk and networks research,
also considering influential aspects of the literature such as authors, themes, and
articles. Following this aim, we try to answer to one central research question: “How
is the literature on systemic risk issues and financial networks evolving in recent
years?”.

Research Design and Methodology

After having defined in previous parts the aim of the chapter, in this section, we
describe all the steps followed in our analysis, namely:

1. The definition of techniques to conduct the literature review.
2. The sample selection identifies articles related to systemic risk and financial

networks to be processed.
3. The run of the quantitative analysis and reporting of main findings through the

systematic review.

To answer the research question regarding analysing the evolution of systemic risk
and financial networks literature, we adopted bibliometric measures (step 1) as
an essential vehicle for highlighting and motivating emerging scholarship (Khan
et al. 2021). Bibliometric reviews analyse and classify bibliographic material by
framing representative summaries of the extant literature (Donthu et al. 2020)
from a more objective, quantitative perspective (Albort-Morant and Ribeiro-Soriano
2016). Bibliometric approaches are increasingly used in the literature reviews across
different disciplines due to several factors, including the introduction of software
tools, cross-disciplinary, and the capacity to synthesise a large volume of data
(Donthu et al. 2021). Indeed, this methodology has been applied in different fields of
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Table 2.1 Summary of literature review on systemic risk and financial network1

Title Authors Topic Methodology

Pathways towards instability in
financial networks

Bardoscia et al.
(2017)

Analyse how market
integration and
diversification can
amplify financial distress

Narrative

Interconnectedness as a source
of uncertainty in systemic risk

Roukny et al. (2018) Focus on the importance
of financial networks in
understanding systemic
events

Narrative

Where the Risks lie: a survey
on Systemic risk*

Benoit et al. (2015) Focus on the extensive
literature on systemic
risk

Narrative

The price of complexity in
financial networks

Battiston et al.
(2016)

Analyse the complexity
of financial networks

Narrative

Systemic risk in financial
networks: a survey*

Jackson and
Pernoud (2020)

Analyse an overview of
the relationship between
financial networks and
systemic risk

Narrative

Modelling systemic risk to the
financial system: a review of
additional literature

Markellof et al.
(2012)

Focus on rigorous
assessment of the
performance of various
systemic risk models

Narrative

A survey of Network-based
analysis and systemic risk
measurement*

Neveu (2018) Focus on systemic risk
and the network
approach

Narrative

Application of systemic risk
measurement methods: a
systematic review and
meta-analysis using a network
approach*

Dičpinigaitienė and
Novickytė (2018)

Analyse systemic risk
measurement methods

Narrative

An analysis of the literature on
systemic financial risk: A
survey

Silva et al. (2017) Focus on systemic
financial risk

Narrative

business research, including business strategy (Kumar et al. 2021b), human resources
(Andersen 2021), marketing (Backhaus et al. 2011; Hu et al. 2019; Samiee and
Chabowski 2012), management (Ellegaard andWallin 2015; Zupic and Čater 2015),
electronic commerce (Kumar et al. 2021a) and finance (Durisin and Puzone 2009;
Linnenluecke et al. 2017).

There are two main technique categories for bibliometric analysis: performance
analysis and science mapping (Donthu et al. 2021). Performance analysis recognises
the importance of contributions of research constituents to a given field (Cobo et al.
2011;Donthu et al. 2021; Ramos-Rodrígue andRuíz-Navarro 2004). Two of themost
important measures are the number of publications and citations per year or research

1 The asterisk at the end of a paper stands for all the studies included in review.
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constituents (Baker et al. 2021; Cobo et al. 2011; Ramos-Rodrígue and Ruíz-Navarro
2004).

Moreover, science mapping represents the relationships between research
constituents. The analysis is based on the intellectual interactions and structural
connections among research constituents (Donthu et al. 2021). Science mapping
includes relevant techniques: citation analysis, co-citation analysis, bibliographic
coupling, co-word analysis and co-authorship.

According to themain objective of this chapter, we decide to analyse the evolution
of systemic risk and financial networks literature using the following techniques: (i)
citation analysis, (ii) co-citation analysis, (iii) co-word analysis and (iv) content
analysis.

In particular, the citation analysis allows us to identify the influential aspects of
systemic risk literature and network science.

Co-citation analysis is essential to explain research clusters by examining the co-
citation pairs and network, which can provide significant and objective insights into
the intellectual structure of the selected research discipline (Calabretta et al. 2011).

The co-word analysis is also called the semantic network and refers to the relation-
ships among the keywords considered as the unit of analysis. Thus, the assessment
of the keywords of scientific documents allows for establishing the research trends
in a specific field.

Finally, the content analysis is a systematic analysis that aims to discover rela-
tionships, themes, and concepts about the data to produce a complete examination
(Krippendorff 2004).

Bibliometric analysis is conducted with two software, Biblioshiny and
VOSviewer. The Biblioshiny software is a shiny app providing a web interface for
the Bibliometrix package of R (Aria and Cuccurullo 2017). VOSviewer is a powerful
visualisation software tool for creating maps based on network data and visualising
and exploring these maps (Baker et al. 2020; Khan et al. 2020). VOSviewer is partic-
ularly helpful in running bibliometricmapping and visualising bibliometric networks
and identity clusters.

The second step regards the building up process of a significant sample of chapter
in the field to be analysed through bibliometric techniques and map the scientific
production on systemic risk and network science. We selected the Scopus database
as the source of the bibliographic data since as it is the largest database of peer-
reviewed literature in social science research (Baker et al. 2020), covering scientific
journals, books and conference proceedings (Singh et al. 2021), widely used in
literature reviews. In performing our selection process, we followed the so-called
PRISMA method (Preferred Reporting Items for Systematic reviews and Meta-
Analyses) displayed in Fig. 2.1. The PRISMA statement allows for a better under-
standing of the selection process and improves reporting quality and transparency
(Knobloch et al. 2011).

In the second analysis, we applied the Systematic Review method, which mainly
focuses on the quantitative study and volume of previous research. The Systematic
Review, in particular, aims to evaluate the best available literature according to quality
criteria with a rigorous analysis approach (Pati and Lorusso 2018).
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Records identified from*:
Database Scopus (n = 635)

Records removed before screening:
Duplicate records removed (n =1)

Records screened
(n = 634)

Records excluded**
(n = 51)

Studies included in review
(n = 583)
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Fig. 2.1 PRISMA 2020 flow diagram for the included studies

After several simulation tests, we determined the most appropriate selection of
keywords to include the most significant number of papers on systemic risk in appli-
cation to networks science (Table 2.2). The keywords combination selected is: “sys-
temic risk” and “network*” and its derivatives with “and” Boolean operator. This
result comes from a keyword combination analysis. After an initial screening, we
found the combination “systemic risk”, “contagion” and “financial network”: the
word “financial” was eliminated because ‘systemic risk’ encompasses the whole
group. Afterwards, we detected the keyword combination “systemic risk” and “net-
work*”, which allows the inclusion of the different suffixes through the asterisk
at the end of the searched word. The exact keyword search is presented below:
TITLE-ABS-KEY (systemic AND risk AND network*).

Then the sample was assessed using the following inclusion criteria: time range,
subject area, selection of scientific articles and English language. In particular, the
selection criteria contributed to the first screening of the sample, limiting the thematic
areas of reference in: “economics” and “finance”, business and management (ECO-
BUSI), period from2008 to 2023, excludingConference Paper, Book chapter, Books,
Editorial, Retracted, Conference Review and Letters.

Thus, we reorganised the dataset extracted (n= 635), removing duplicate records
(n = 1) and eliminating those not compliant with the filter chosen (n = 51).
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Table 2.2 Sample of articles
on systemic risk Keywords Scopus

Systemic risk 3469

Financial networks 6181

Contagion 3515

Systemic risk measurement 136

Systemic risk; contagion; network 236

Systemic risk and contagion 464

Systemic risk and network* 635

Systemic risk and stability 611

The last stage (3) regards the quantitative and qualitative analysis of the main
sample results of multiple tests; the main results, presented in the following section,
allowed us to outline the evolution of research streams on systemic risk and network
science.

Descriptive Sample Analysis

As summarised in Fig. 2.1, our final sample consists of 583 scientific articles, which
results big enough to run a bibliometric analysis (Donthu et al. 2021). Looking at the
sample distribution by year (Fig. 2.2), we observed that few articles in the sample
were published in or before 2008, confirming that the topics surged greater attention
only after the financial crises of 2007–8.

After the financial crises, we recorded steady scholarly growth in the literature
and its citation impact, with a clear upward trend after 2011 suggesting increased
academic interest in systemic risk and network science. From 2009 onwards, articles
on systemic financial risk are regularly published yearly, but with low frequency
until 2011. From 2012 onwards, with the worsening of the financial crisis and the
pandemic crisis in 2020, the number of articles on systemic financial risk increased
significantly. Further, the top 10 influential/authors in systemic risk and network
science are recognised. Our findings show that the top three authors/researchers are
Battiston with 11 articles and Caccioli and Silva with eight products each (Table 2.3).

We conduct bibliometric co-citation analysis with VOSviewer software, which
identifies the research streams or clusters in the literature in the form of networks
(Kim and Mcmillan 2008).

Co-citation analysis, as mentioned, is essential to explain research clusters by
examining the co-citation pairs and network, which can provide significant and
objective insights into the intellectual structure of the selected research discipline
(Calabretta et al. 2011).

We created a map based on bibliographic data, applying the counting method (full
counting), a unit of analysis (cited authors) and a minimum number of citations of
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Fig. 2.2 Sample distribution by year (number of papers and number of citations)

Table 2.3 Most relevant
authors: fractional authorship
quantifies an individual
author’s contributions to a
published set of papers
(following the hypothesis of
uniform contribution of all
co-authors at each document)

Authors Articles Articles fractionalized

Battiston 11 3.16

Caccioli 8 1.93

Silva 8 2.42

Steinbacher 8 3

Thurner 8 2.78

Feinstein 7 3.67

Li 7 2.43

Tabak 7 2.08

Zhang 7 1.73

Gallegati 6 1.9

an author (20). As a result, of the 18,341 authors, only 494 meet the threshold. For
each of the 494 authors, the total strength of the co-citation links with other authors
has been calculated.

Figure 2.3 defines five clusters for the co-citation analysis: 494 items, 95,219
links and 1,131,595 total link strength. In particular, Adrian with 491 links and 243
citations, Kapadia with 490 links and 306 citations, Battiston with 487 links and 572
citations, Thurner with 487 links and 286 citations and Gallegati with 471 links and
237 citations.

Co-word analysis refers to the relationships among the keywords considered as the
analysis unit. Thus, the assessment of the keywords of scientific documents allows
for establishing the research trends in a specific field.
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Fig. 2.3 Co-citation analysis (VOSviewer)

VOSviewer software was used to generate a keyword co-occurrence clustering
view in systemic risk and network science. A total of 86 have been selected from
1768 keywords, and a co-occurrence analysis was performed on these 86 keywords,
as shown in Fig. 2.4. For each of the 86 keywords, the total strength of the co-
occurrence links with other keywords is calculated. The keywords with the greatest
total link strength are selected. In Fig. 2.4, the node area and font size depending
on the keyword’s weight value. The more significant the weight value, the more
times the keyword appears; the line between nodes indicates that a keyword appears
in common with another. The thickness of the connection line indicates the co-
occurrence strength between the two keywords (Tamala et al. 2022).

We identified an important limitation of these analyses associated with the
evidence that the VOSviewer method does not reduce an ample space of related
terms that are easier to understand but are also indicative of the actual partitions of
interrelated concepts in the literature under consideration. Indeed,wefind an essential
association between terms, but there is no selection of semantic relationships.

From the analysis, nine clusters can be obtained. The topics are summarised for
each cluster, and the keywords in each cluster are listed.

Systemic risk, financial networks, network analysis, risk assessment, networks and
interconnectedness are among the most highly co-occurring keywords with occur-
rence weights of 347, 67, 41, 33, 26, and 30, respectively. The 1768 keywords were
able to form 9 clusters: cluster 1 (blue), cluster 2 (green), cluster 3 (red), cluster 4
(yellow), cluster 5 (purple), cluster 6 (orange), cluster 7 (brown) and cluster 8 (light
blue).
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Fig. 2.4 Co-word analysis (VOSviewer)

In Fig. 2.5, the frequency of keywords is less than before 2018. The early studies
between 2016 and 2018 focus on the banking crisis, interbank market and financial
stability. In 2018 researchers introduced the systemic risk theme, risk assessment and
interconnectedness.More recent studies after 2019 focus on the relationship between
systemic risk network science. Indeed, the concept of systemic risk in network science
is relatively new and appeared consistently between 2019 and 2020. The literature on
systemic risk and network science is developing, and, specifically, it is concentrated
on the importance of the financial networks that can alert to the prominent role
institutions play in the system.

This emerging topic explains how a series of failures can propagate through the
network in a cascading process (Sinha et al. 2013).

Using co-word analysis to draw clusters of keywords, we can also consider the
themes, whose density and centrality help classify themes and map them in a two-
dimensional diagram.

A thematic map (Fig. 2.6) is a very intuitive analysis that allows identifying
themes according to the quadrant in which they are placed: upper-right quadrant:
motor themes; lower-right quadrant: basic themes; lower-left quadrant: emerging or
disappearing themes; upper left quadrant: very specialised/niche themes (Cobo et al.
2011).

The thematic map exploits the Keywords Plus field, associated with Thomson
Reuters editorial experts and is supported by a semi-automated algorithm. Keywords
Plus terms can capture an article’s content with depth and variety (Della Corte et al.
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Fig. 2.5 Co-word analysis (VOSviewer)

Fig. 2.6 Thematic map (bibliometrix)
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2019). The upper-right quadrant shows the motor themes, which are more developed
in the literature and are characterised by both high centrality and density. Among
the “motor themes” the main concerns are risk management, finance, and finan-
cial networks. The upper-left quadrant shows high-density themes but with a low
centrality. In this quadrant, it is possible to find the themes of management, inter-
bank market and management science. In the lower-left quadrant are the emerging or
declining themes. In this research, the themes of biodiversity, lithium and uncertainty
analysis are emerging. Finally, the lower-right quadrant shows the themes that are
basic and transversal. These themes concern general topics that are transversal to the
different research areas of the field. In this area, we find sustainable development,
climate change and conceptual framework that are recurring words associated with
the Co-word analysis cluster.

Discussion of Results

As summarised above, there has been a significant increase in scientific produc-
tion over time since 2007–08, confirming that the topics only received more atten-
tion after the Great Financial Crisis. Since 2012, there has been an increase in the
number of papers, which is undoubtedly related to the intensification of the finan-
cial crisis and the 2020 pandemic crisis. These results highlight the interest of the
international scientific community in the topic of systemic risk and network science.
Focusing on the time horizon analysed, three phases have been identified. The first
phase (2008–2013) is characterised by around forty publications, focusing on topics
such as financial network theory, risk governance, the mechanisms that contributed
to the Great Financial Crisis and systemic risk in the interbank market (Battiston
et al. 2012; Billio et al. 2012; Georg 2013; Markose et al. 2012; Palma 2009; Van
Asselt and Renn 2011). In the second phase (2014–2018), more than one hundred
and seventy publications can be traced that highlight concepts related to systemic
risk and financial networks, including: financial stability, contagion and intercon-
nectedness. In particular, several studies focus on network structure as a tool for
understanding and managing a wide range of phenomena, including systemic risk
assessment (Acemoglu et al. 2015; Roukny et al. 2018; In‘t Veld and van Lelyveld
2014). The last period (2019–2023) is characterised by an exponential growth of
scientific papers (more than three hundred papers), in which the concept of financial
networks seems to predominate. In recent years, specific topics on climate change, the
great challenge of this century (Cerqueti et al. 2021), big data and machine learning,
cryptocurrencies, systemic digital risk and complex networks appear increasingly
(Kou et al. 2019; Li et al. 2020a).

From the secondphase (2014–2018), the literature reviewprovides afirst overview
of climate risk in the financial system from a network science perspective. Climate
change mitigation and adaptation pose governance challenges of unprecedented
magnitude due to their long-term horizon, global nature and the enormous uncer-
tainties they entail. The interconnectedness of systems dramatically increases the
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complexity of studying the impacts of climate events and requires a new design
of models capable of analysing climate and weather damages (Helbing 2013). The
role that financial and banking systems could play in inducing green investments
has received increasing attention (Campiglio 2016; Mazzucato 2015). In particular,
the results of the main research on this topic show that green policies can improve
economic performancewithout putting pressure on thefinancial system (Monasterolo
and Raberto 2017). In this context, the relationship between rapid decarbonisation
policies and financial stability is at the top of the climate policy agenda (Lazarus and
Tempest 2014;Weber andMark Fulton 2015). Indeed, while the financial system can
facilitate the transition to a green development path, it is also increasingly exposed
to climate risks. In this context, the application of network science to the structure
of relationships between financial institutions could be crucial for the stability of
the whole system (Balint et al. 2017). Analysing this issue from a network perspec-
tive, Battiston et al. (2016) study the exposure of different classes of actors in the
financial system using a well-known macro-network stress-test model (Bardoscia
et al. 2015; Battiston et al. 2012). The results suggest that direct and indirect expo-
sure to climate-related sectors accounts for a large proportion of investors’ equity
portfolios, especially for mutual and pension funds. Recently, however, it has been
investigated whether the universe of investment funds shows systemic vulnerability
to climate-related risks. Using supervisory data on Mexican banks and investment
funds, Roncoroni et al. (2021) show how investment funds absorb losses and transmit
the impact of climate shocks to other financial market participants. Gourdel and
Sydow (2022) apply climate shocks to an integrated system of investment funds
but focus on a thirty-day horizon rather than the long-term vulnerabilities of the
sector. This shortcoming is addressed by Amzallag (2022), whose results suggest
that despite the increasing focus on sustainable investments, systemic vulnerabilities
remain and many funds’ portfolio diversification approaches still do not adequately
reflect climate risk.

Given the high degree of interconnectedness between actors in the financial
system, the role of these relationships in relation to climate policy is one of the
main challenges for the construction of agent network models.

Therefore, globalisation, by making our world even more exposed and vulner-
able to risks, has highlighted the limits and costs of a highly interconnected world
(Gambacorta et al. 2020; Romanosky 2016).

In this context, the interest of many researchers in analysing systemic digital risk
has grown in recent years, in order to understand how technological developments
and digital services are linked to complex and uncertain impacts and consequences
of their development, causing multiple effects in society. Potential threats that can be
defined as systemic risks include bankruptcy risks, cyber security, data misuse and
privacy (Lupton 2015).

The digital economy, which includes companies that use information, data and
internet technologies in their business models, is increasingly presenting itself as a
hegemonic business model (Lynn et al. 2022). In terms of the analysing of intercon-
nectedness in the networked digital economy, the digital economy is one of the few
sectors considered to be even more interconnected than global finance. Moreover,
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this growth has been extremely rapid, not only in terms of the number of digitally
connected devices increasing, but also in terms of new types of instruments.

The high level of complexity in the financial system played a key role in the
outbreak of the 2008 financial crisis. Perrow (1984) provides a theoretical basis for
distinguishing the risk properties of different types of complexity by differentiating
between linear complexity and interactive complexity. Linear complexity implies
a system composed of many parts that interact in a linear, visible and generally
predictable way (Haldane 2009). In interactive complex systems, on the other hand,
each part of the system is more likely to depend on any other part of the system in an
unpredictable and irregular way. It is widely recognised that the period leading up to
the Great Financial Crisis saw a significant increase in the complexity of the finan-
cial system. In particular, complex forms of securitisation led to an increase in the
opacity of the interactions between different financial transactions. Similarly, several
researchers argue that, in addition to high levels of interconnectedness, high levels of
complexity are a key feature of the digital economy. In this respect, systemic digital
risk manifests not only a high level of complexity, but above all a high level of inter-
active complexity, where extensive and unexpected connections between different
parts of the system are possible. However, despite the persistence of cybersecurity
failures and system fragility, the current business model follows the evolution of the
digital economy, which is constantly pushing for further growth in network size and
complexity.

The topic of digitisation has therefore gained particular scientific interest, also due
to the rise of the cryptocurrency universe which has further increased the likelihood
of hacking in the financial sector (Boissay et al. 2023).

Cryptocurrencies are digital or virtual currencies that are encrypted using cryp-
tography. Although initially conceived to disrupt the centralised model of electronic
payments in online commerce (Nakamoto 2008), cryptocurrencies have attracted
strong interest since their popularisation, particularly as investment assets (Baur et al.
2018; Dyhrberg 2016; Umar and Gubareva 2020; Wu and Pandey 2014; Yermack
2015). However, given their volatile nature, the growth of cryptocurrencies as a new
investment asset may create new risk spillovers to existing financial assets, poten-
tially increasing the level of systemic risk in the financial system (Li et al. 2020b). In
this regard, several studies have focused on spillovers between cryptocurrencies and
other financial markets (Bouri et al. 2019; Katsiampa et al. 2019a, b; Koutmos 2018;
Trabelsi 2018). Among them, Umar et al. (2021) contribute to the cryptocurrency
literature by analysing the linkages between cryptocurrencies and the technology
sector. Specifically, they analyse the spillovers and interdependences between the
main markets of the IT sector in advanced and emerging economies. The findings
suggest that there is a significant degree of interconnectedness between technology
sectors globally. However, it is clear that the contribution to the cryptocurrency
market remains insignificant. In fact, the crypto market appears to be less integrated
with the technology sector and less exposed to systemic risk. These findings suggest
that crypto may offer investors diversification benefits against the risk of the tech-
nology sector. On the other hand, other studies that have considered the contribution
of cryptocurrencies to the financial system in terms of systemic risk have focused on
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the calculation and estimation of risk. In particular, Akhtaruzzaman et al. (2022) use
the Conditional Value-at-Risk (CoVar) to measure the systemic risk of cryptocurren-
cies. The results suggest that the systemic risk peaked on 12 March 2020, but fell
to a minimum the following day, demonstrating how the dynamics of systemic risk
sharing among cryptocurrencies evolve rapidly.

In light of the discussion conducted, it can be argued that financial stability and
recent innovations in climate finance and the digital revolution, when analysed with
the help of complex network theory, can play a crucial role in the transformation of
our society towards a more sustainable and secure model (Balint et al. 2017).

In this respect, it seems clear that the thread running through this discussion is the
application of complex networks. In this regard, the field of financial networks repre-
sents one of the new applications of statistical physics that has attracted particular
interest among researchers in recent years (Bardoscia et al. 2017).

In particular, the interest lies in their dynamics and evolution, which have led to
theoretical advances such as the definition of the DebtRank to estimate the impact
and propagation of shocks in the system (Battiston et al. 2012; Caldarelli 2022).

In financial markets research, the literature is growing rapidly, and with the appli-
cation of the empirical approach, it provides a good basis for the development of new
mathematicalmodels, econometric analyses and a better understanding of large-scale
phenomena such as contagion channels in the financial system, linkages between
institutions and financial markets, and the analysis of systemic risk and financial
stability (Battiston et al. 2016; D’Arcangelis and Rotundo 2016).

Among these, Bakkar and Nyola (2021) refer to the plethora of research that has
highlighted how organisational complexity and geographical dispersion can provide
diversification benefits and reduce systemic risks. The study analyses the effects
of the Great Financial Crisis (2008–2009) and the European sovereign debt crisis
(2010–2011) on the impact of complexity on stability for a sample of European
banks. The main findings show that bank complexity, both organisationally and
geographically, mitigates systemic risk, and that while bank complexity is associated
with lower systemic risk in normal times, its effect is reversed when the banking
system experiences global shocks.

Carreño and Cifuentes (2017), on the other hand, propose a framework for iden-
tifying the structure of a financial network and its evolution over time, applying it
to an interbank market in order to identify the sources and channels of transmission
of systemic risk in a network of banks. The results make it possible to identify the
different groups of banks that could be vulnerable to shocks, as well as those that
are more or less likely to generate shocks to the system. In addition, such informa-
tion can be used to map systemic risks and related exposures and thus to prioritise
surveillance.

Finally, Yang et al. (2023) apply the complex network model to the cryptocur-
rency market. The research analyses the risk-spreading capacity of cryptos and their
contribution to systemic risk over the period 2018–2022. The results show that cryp-
tocurrencies with higher risk-spreading capacity, as well as others that experience
large price drops, contribute more to systemic risk.
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In light of the discussion, it is possible to identify new challenges for scientific
research related to systemic risk and network science. The first challenge concerns
the need to study the relationship between climate risk and the application of complex
networks. In this regard, it would be interesting to use network science and artifi-
cial intelligence models to investigate the nature of climate risk, to identify a link
between financial systemic risks and climate change, and to see how the latter can
influence global economic and financial crises. Another relevant challenge relates to
understanding digital systemic risk. Growing attention to new technological devel-
opments has raised concerns about new systemic risks in the technology sector,
including cybersecurity. Finally, the challenges posed by the application of complex
network models to the innovative cryptocurrency and blockchain market should not
be overlooked. In this respect, a review of the work has brought to light an inter-
esting contribution byChen et al. (2022),who propose a prototype riskmap, the Johns
Hopkins Blockchain Risk Map. In a context where blockchain has ushered in a new
phase in the evolution of the internet fromWeb 2.0 to 3.0, the complex nature of this
innovative technology has initiated new research to properly measure and commu-
nicate blockchain risks (Masera 2023). In order to promote better risk governance
and develop appropriate regulation, the researchers in this paper propose a prototype
risk map capable of identifying multidimensional risk exposures between different
stakeholders. While the study is by no means exhaustive, the analysis encourages
new research ideas to promote a better understanding of blockchain risks, including
operational, decentralisation, security and systemic risks.

Conclusions

The bibliometric and systematic literature review in this chapter aims to provide
a basic worldwide overview of research publications on systemic risk and network
science, complementing the quantitative and qualitative analysis of previous narrative
reviews on the topic. The literature on systemic risk has grown steadily over the years.
It will continue to grow in order to better understand and manage risk in the financial
system by modelling it in terms of financial networks.

The study of systemic risk in the context of network science represents a new
research challenge for the coming years.

In particular, we have seen a growing interest in climate-related financial risks
and the critical role of financial network models applied to climate stress testing
and the transition to a low-carbon economy, which may have implications for finan-
cial stability. In addition, research in this area is increasingly focusing on systemic
risks related to digitalisation and the cryptocurrency market. Finally, in the area
of complex financial networks, the application of statistical physics to economic
and social systems has been very successful in terms of results and impact. Indeed,
it is now widely recognised that modelling the financial system as a network is a
prerequisite for understanding a wide range of phenomena, including systemic risk.
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This chapter also analyses the evolution of publications on systemic risk and
networks, including influential aspects of the literature.

The results suggest that systemic risk and financial networks have experienced
rapid growth over the last decade, which may contribute to a future new research
agenda on the topic, providing different approaches to the study and a more
comprehensive view of the phenomenon.
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Chapter 3
A Holistic Journey into Systemic Risk:
Theoretical Background, Transmission
Channels and Policy Implications

Vincenzo Pacelli, Lucianna Cananà, Anirban Chakraborti,
Caterina Di Tommaso, and Matteo Foglia

Abstract Systemic risk represents a critical challenge in modern financial systems
characterized by complex interconnections. This chapter comprehensively analyses
systemic risk, exploring its measurement, models, determinants, interconnections,
and the key variables influencing its dynamics. One of the central focuses of this
chapter is to explore the transmission channels through which systemic risk propa-
gates. By analyzing various channels, including contagion risk, credit risk, liquidity
risk, market risk, operational risk, and macroeconomic risk, the chapter unveils
the mechanisms through which disruptions can spread across financial institutions,
markets, and economies. The interconnected nature of these channels is also empha-
sized to showcase the amplification of systemic risk. The interconnections between
financial institutions and markets are crucial factors of systemic risk. We discuss the
significance of network analysis and emphasize the importance of considering both
visible and hidden (shadow) interconnections when assessing systemic risk. By iden-
tifying the vulnerabilities and interdependencies within the financial system, policy-
makers could then develop targeted measures to mitigate systemic risks. The chapter
highlights the need for proactive monitoring, enhanced risk management practices,
and coordinated regulatory efforts across jurisdictions. These policy implications
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could then strengthen the financial system’s resilience and reduce the likelihood of
systemic crises.

Keywords Systemic risk · Financial networks · Shadow links · Systemic risk
channel

What is Systemic Risk?

“Systemic risks are for financialmarket participantswhatNessie, themonster ofLochNess, is
for the Scots (and not only for them): Everyone knows and is aware of the danger. Everyone
can accurately describe the threat. Nessie, like systemic risk, is omnipresent, but nobody
knows when and where it might strike. There is no proof that anyone has really encountered
it, but there is no doubt that it exists.”—Sheldon and Maurer (1998)

The complete and exhaustive definition of systemic risk has been a research chal-
lenge for several years. Understanding its “genome” is a prerequisite to anticipating
and responding optimally to banking and financial crises and avoiding contagion
to the real economy. The willingness to define systemic risk implies the primary
purpose of looking for a quantitative method of measuring risk to predict and control
its evolution. The basic idea is that managing what cannot be measured over time is
impossible,1 which is of great importance in the context of financial stability.

Hellwig and Admati (2014) and Ellis et al. (2022) show that the ambiguous defi-
nition of systemic risk can suggest a different approach to mitigate it, and these can
imply different aims and consequences on the real economy. As we have analyzed in
the first chapter, systemic risk can be defined as the risk of uncontrolled propagation
of a crisis of a single player or area of an economic system to a broader system.
So, systemic risk is about how the financial system’s collapse can get disrupted.
Therefore, the probability of a collapse of the financial system is prompted by the
downside co-movements (unidirectional and multidirectional) of assets and/or by a
widespread drought of liquidity (Benoit et al. 2017; Acharya et al. 2017; Pacelli et al.
2022). The attention is on the potential collapse of the entire financial system, or a
part of it, rather than on the failure of individual components that independently do
not threaten to bring the rest of the system down. The systemic risk can be referred
to as an exogenous shock that affects many financial institutions simultaneously. On
the other hand, sometimes the notions refer to the “chain reaction” driven by the
debtor’s default, which in turn implies the bankruptcy of its creditors. This cascade
effect does not depend on the size of the original trigger but on the endogenous

1 In the words of Sir William Thomson: “I often say that when you can measure something that
you are speaking about, express it in numbers, you know something about it; but when you cannot
measure it when you cannot express it in numbers, your knowledge is of the meagre and unsatisfac-
tory kind: it may be the beginning of knowledge, but you have scarcely, in your thoughts advanced
to the stage of science, whatever the matter might be.” (From lecture to the Institution of Civil Engi-
neers, London (3 May 1883), “Electrical Units of Measurement”, Popular Lectures and Addresses
(1889), Vol. 1, 80–81).
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self-fulfilling process of diffusion which makes the crisis implode. So, the risk of
contagion that causes a systemic crisis can, therefore, depend on the size of the orig-
inal shock, its breadth, or even the interconnections of the affected actors. However,
over the past years, a generally accepted definition of systemic risk has not been
accepted. For example, according to Kaufman (1995), systemic risk is: “The proba-
bility that cumulative losses will accrue from an event that sets in motion a series of
successive losses along a chain of institutions or markets comprising a system […]
That is, systemic risk is the risk of a chain reaction of falling interconnected domi-
nos”. For the Bank for International Settlements (BIS 1994): “the risk that the failure
of a participant to meet its contractual obligations may in turn cause other partici-
pants to default with a chain reaction leading to broader financial difficulties”. The
Board of Governors of the Federal Reserve System (BGFR 2001): “In the payments
system, the systemic risk may occur if an institution participating on a private large
dollar payments network were unable or unwilling to settle its net debt position. If
such a settlement failure occurred, the institution’s creditors on the network might
also be unable to settle their commitments. Serious repercussions could, as a result,
spread to other participants in the private network, to other depository institutions
not participating in the network, and to the nonfinancial economy general”.

During the financial crisis, the definition has become more specific. ECB (2009)
defined systemic risk as the risk “that financial instability becomes sowidespread that
it impairs the functioning of a financial system to the point where economic growth
and welfare suffer materially”. According to this definition, systemic risk is the risk
of multiple institutions failing and collapsing multiple markets; systemic risk does
not arise if the initial shock spreads and only generates losses in several institutions
or the failure of one institution. In this sense, the emphasis is placed on systemic
risk arising from the possibility of contagion, which is possible when institutions are
strongly interconnected. The G20 Report (Board 2009) defines systemic risk as “a
risk of disruption to financial services that is caused by an impairment of all or parts
of the financial system and has the potential to have serious negative consequences
for the real economy”. Two assumptions underlying the definition: (i) the shock
affects a substantial part of the financial system, and (ii) systemic financial events
have to be high. The emphasis on real effects reflects the vision that the main concern
for economic policy is the production of real goods and services. The impact on the
real economy can be broadcast mainly via three channels. First and foremost, there
are problems with payment systems: a loss of widespread trust can induce people
to withdraw a large number of deposits, causing the bankruptcy of banks that lack
liquidity but would instead be solvents. Second, credit disruptions can create severe
reductions in the provision of funds to finance profitable investment opportunities in
the non-financial sector. Thirdly, the collapse in asset prices, driven, for example, by
a general decline in asset prices, can induce bankruptcies of households and financial
and commercial enterprises and reduce economic activity through a fall in wealth
and increasing uncertainty.

Since the 2007 crisis, the academic literature has provided a multitude of expres-
sions related to systemic risk. Adrian and Brunnermeier (2016) define systemic risk
as: “The risk that institutional distress spreads widely and distorts the supply of credit
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and capital to the real economy”. Acharya (2009): “[The risk] of widespread fail-
ures of financial institutions or freezing up of capital markets that can substantially
reduce the supply of such intermediated capital to the real economy”. In the words of
Abdymomunov (2013), “In general, systemic risk is perceived as the risk of a nega-
tive shock, severely affecting the entire financial system and the real economy. This
shock can have different causes and triggers, such as amacroeconomic shock, a shock
caused by the failure of an individual market participant that affects the entire system
due to tight interconnections, or a shock caused by information disruption in financial
markets”. The author argues that financial stress occurs when the market behavior
changes due to growth of uncertainty, modifying the expectations and estimates for
potential losses and asset value. In addition, Patro et al. (2013) define systemic risk
as the probability of a severe decline in the financial system caused by a strong
and far-reaching event, such as the failure of a financial institution, that negatively
affects not only financial markets but the economy as a whole. Then, for the authors,
systemic risk is a condition in which the entire financial system is under stress at the
same time, resulting in a credit and liquidity crisis. According to Danielsson et al.
(2012), systemic risk can be defined as the sum of market volatility risk arising from
fundamental changes and endogenous feedback from market participants. In fact,
for the authors, systemic risk is endogenous. It depends on the behavior of market
participants, and this perception depends on the perceived risk. If market partici-
pants anticipate a higher risk in the future, they will act on this assumption. This
definition recalls Robert K. Merton’s theory of self-fulfilling prophecies (1948). A
self-fulfilling prophecy is a prediction that comes true simply because it has been
expressed. Prediction and event are in a circular relationship, according to which the
prediction generates the event and the event verifies the prediction. The self-fulfilling
prophecy is therefore a set of mental mechanisms that we implement to confirm our
assumptions or theories. If we believe that something is real (or could become real
in the near future), we will act as if it were (or if it already was) and, in doing so, as a
consequence of our actions and attitudes, that situation becomes real.Merton’s theory
of self-fulfilling prophecies undoubtedly draws inspiration from the formulation that
another famous American sociologist, William Thomas, had given of what has gone
down in history as the Thomas Theorem which states: “If men define certain situ-
ations as real, they are real in their consequences.” From this perspective, markets
are therefore able to self-determine the onset of a crisis or make it systemic, through
their forecasts and the behaviors resulting from them.

Recently, Poledna et al. (2020) conceptualized systemic risks as the latent poten-
tial for a threat or hazard to disseminate disruptions or losses across various
interconnected components within complex systems.

Another acceptable definition of systemic risk that we use in this book is
Schwarcz’s definition (Schwarcz 2008): “The risk that an economic shock such
as market or institutional failure triggers (through a panic or otherwise) either the
failure of a chain of markets or institutions or a chain of significant losses to financial
institutions, resulting in increases in the cost of capital or decreases in its availability,
often evidenced by substantial financial market price volatility”.
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These different notions of systemic risk differ and have other implications. For
example, during the U.S. crisis (1980), financial institutions found themselves in
difficulties because they had followed similar strategies and were exposed similarly
to the risks of a rise in interest rates and a fall in real estate markets. The spreadwithin
the financial sector did not play a role, just as the crisis did not significantly affect
the real economy. While the Swedish crisis of 1992, very similar in characteristics to
the American one of the ‘80s, induced a serious credit squeeze, making the Swedish
recession of the early ‘90s, the most acute since the Great Depression of the ‘30s.
Finally, the financial crisis of 2007–2009, the sovereign debt crisis (2011–14), the
COVID-19 pandemic, and the Silicon Valley Bank defaults driven by contagion
mechanisms, i.e., the propagation of shocks, significantly impacted the real economy.

Based on these comparisons of systemic risk diagnosis, all definitions seem to
agree on three components of systemic risk: the trigger event, the propagation of
shock, and the impact on the real economy and financial system through direct and
indirect channels. Following Taylor (2010) the trigger event can be derived from the
following:

• Public sector → monetary policy surprise—a monetary policy that kept interest
rates too low for too long and an ad hoc bailout policy that led to fear and panic
(“Whatever it takes”).

• External shock → natural disaster or terrorist event—9/11 terrorist attack;
COVID-19 pandemic.

• Financial markets → default of a large financial institution—Lehman Brothers
fails; SVB collapse.

According toHellwig andAdmati (2014), there are three determinants of propagation
(contagion) of shock:

• via Physical exposures—banks are interconnected via claims and liabilities;
• via Information-based—systemic run;
• via Market and price—the spiral of co-sell assets when one distressed bank.

We can conclude by assuming that: (i) systemic risk is a risk that concerns a large
part of the financial system or a significant number of financial institutions; (ii)
the transmission (propagation-amplification mechanism) is a key element; (iii) the
systemic risk hurts the real economy. And this is to clarify the conceptual framework
that we follow in this chapter.2

2 Refer to the first chapter (essay) of this book by V. Pacelli for a complete and detailed analysis of
the transmission channels, causes and propagation mechanisms of systemic risk.
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Channels of Transmission

As discussed in the previous section, we can define systemic risk as the risk of
widespread disruption or failure of an entire financial system or market, often trig-
gered by an event or shock that can rapidly spread across various interconnected insti-
tutions, sectors, or countries. Therefore, we can identify several channels through
which systemic risk can be transmitted into the financial system and real economy.

Contagion occurs when distress or failures in one institution or market spread to
other interconnected institutions or markets. It can be triggered by direct linkages,
such as interbank lending or counterparty relationships, where the failure of one
institution affects others (Hasman 2013; Choudhury and Daly 2021; Lin and Zhang
2023). Contagion can also occur through indirect linkages, such as investor panic
or loss of confidence, which can lead to a broader market sell-off (Kiss et al. 2018;
Dosumu et al. 2023).

When financial institutions, particularly banks, establish intricate networks of
financial instruments like claims, liabilities, and derivatives, they become tightly
interconnected (Bardoscia et al. 2021). This interconnectedness can create a vulner-
ability where a shock to one institution has the potential to rapidly propagate to others
(Farmer et al. 2020). In this case, a bank facing substantial losses due to its exposure
to a troubled asset can trigger a series of adverse repercussions. Other banks with
direct or indirect dealings with the distressed bank may suffer from losses as well,
either because they hold similar risky assets or have extended credit to the troubled
institution. This ripple effect can spread throughout the financial system, leading to
a chain reaction of negative consequences.

The interconnectedness phenomenon amplifies the initial shock’s impact, poten-
tially transforming a localized problem into a systemic crisis (Roncoroni et al. 2021).
The recent pandemic crisis has demonstrated that different types of events can trigger
systemic crises by amplifying the effect of external phenomena on the financial
markets (Baber 2020). Therefore, during times of financial distress, confidence in
the stability of financial institutions can wane, prompting investors and depositors
to withdraw their funds in fear of contagion (Giansante et al. 2023). As a result, this
may cause liquidity shortages for affected banks, further exacerbating the crisis and
posing systemic risks to the broader economy.

To mitigate the risks of propagation, regulatory authorities, and policymakers
often emphasize the importance of monitoring and managing systemic risks (Foglia
et al. 2023). Implementing measures to enhance transparency, risk assessment, and
stress testing can help identify vulnerabilities and bolster the resilience of financial
institutions to withstand shocks (Rizwan et al. 2020). Additionally, promoting better
risk management practices within banks and encouraging diversification of assets
can reduce the potential for contagion, ultimately contributing to a more robust and
stable financial systemand avoiding the correlated information-based contagion. This
contagion refers to the propagation of financial distress triggered by disseminating
negative information, rumors, or general perception of instability within the financial
system. In these situations, fear and uncertainty can spread rapidly among investors,
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depositors, and market participants, leading to a phenomenon known as a “run” on
financial institutions. This mass withdrawal of deposits can quickly deplete a bank’s
liquidity, making it challenging for the institution to meet its financial obligations.
As the news of the initial institution’s troubles spreads, it can cause a domino effect,
where other depositors start losing confidence in other financial institutions as well.
The fear of losing their savings prompts them to withdraw their funds from those
institutions too, creating a self-fulfilling prophecy of instability.

The consequences of information-based contagion can be severe and far-reaching.
The liquidity crisis faced by the affected institutions can hinder their ability to lend
money to businesses and individuals, leading to a credit crunch and a slowdown in
economic activity. Moreover, the loss of confidence in the broader financial system
can trigger a vicious cycle of sell-offs in the markets, causing asset prices to plummet
and exacerbating the overall crisis.

During theEUsovereign crisis, the propagation or contagion of shockswas closely
linked to the health of the banks within the financial system. This crisis highlighted
the significant issues faced by banks, particularly concerning Non-performing loans
(NPLs) or distressed assets. The contagion effect in this case was triggered by the
declining value of specific assets, causing a widespread decline in market prices
and setting off a chain reaction of negative consequences throughout the financial
system. As the crisis unfolded, the declining value of distressed assets created a crisis
of confidence among investors andfinancial institutions. The uncertainty surrounding
the banks’ exposures to NPLs and distressed assets led to heightened risk aversion,
with financial institutions becoming cautious about lending and investing (Accornero
et al. 2017; Thornton and Di Tommaso 2021). The reluctance to extend credit further
exacerbated the economic downturn, impacting businesses and consumers alike. The
declining value of their assets eroded their capital positions and financial health. To
mitigate their losses and reduce their risk exposure, these institutions were compelled
to sell investments at depressed prices, through for example securitizations. However,
in some cases, the massive selling of distressed assets in the market only worsened
the situation (Kiesel et al. 2020; Dell’Atti et al. 2023), as it further drove down
asset prices and intensified the crisis. This negative feedback loop of declining asset
prices and financial institutions’ behavior contributed to a vicious cycle of the market
downturn, exacerbating the crisis’s systemic impact. The weakened balance sheets
of financial institutions due to their exposure to distressed assets created concerns
about their solvency and overall stability, amplifying market uncertainties (Aiyar
et al. 2015). Unluckily, the high levels of NPL are a common factor in many banking
crises (Ari et al. 2021). As underlined by the Financial Stability Review in November
2022 (ECB 2022), the macroeconomic conditions are important in propagating the
crisis. In general, macroeconomic factors, such as recessions, interest rate fluctua-
tions, currency crises, or natural disasters are key factors in propagating the crises.
Adverse macroeconomic conditions can impact the financial health of institutions,
increase default rates, or lead to sharp market declines (ECB 2022). Economic inter-
dependencies and global linkages can magnify the transmission of macroeconomic
risk across countries and regions (Di Tommaso et al. 2023).
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It is important to note that these transmission channels are often interconnected,
and a single event or shock can trigger multiple channels simultaneously, ampli-
fying the systemic risk. Financial regulators and policymakers closely monitor these
channels and work to implement measures to mitigate systemic risk and enhance the
financial system’s resilience.

Determinant of Systemic Risk: Theoretical and Empirical
Backgrounds

The literature on the determinants of systemic risk is vast and multifaceted, focusing
on several key factors, from a micro and macro lens. This summary highlights key
findings related to these determinants.

Banks fundamental characteristics

• Total Assets: The size of an institution’s balance sheet is a significant determinant
of systemic risk. Larger institutions can strongly impact the financial system if
they fail (Benoit et al. 2017; Pacelli 2021).

– SizeMatters: Larger financial institutions often have a more extensive network
of customers, counterparties, and interconnectedness with other financial insti-
tutions. Therefore, when a large institution encounters financial difficulties or
fails, its size magnifies the potential for systemic repercussions. Empirical
studies have shown that the size of financial institutions is positively corre-
lated with systemic risk. Larger institutions are often considered “too big to
fail” because their failure could have catastrophic consequences (Foglia and
Angelini 2021). During the 2008 financial crisis, the failure of several large
institutions, such as Lehman Brothers and AIG, exemplified how their size
exacerbated systemic risk.

• Leverage: High leverage magnifies gains and losses, making it a critical determi-
nant of systemic risk. Highly leveraged institutions are more likely to experience
distress and contribute to systemic risk (e.g., Acharya and Thakor 2016; Poledna
et al. 2014)

• Asset quality. (NPLs): Elevated levels of Non-Performing Loans (NPLs) signal
poor asset quality and credit risk, increasing systemic risk. If NPLs accumulate
across financial institutions, it can signal broader economic problems and finan-
cial stress, increasing systemic risk. Empirical studies have shown that elevated
levels of NPLs in the banking sector are associated with increased systemic risk
(Accornero et al. 2017; Thornton and Di Tommaso 2021).

• Profitability: ROA and ROE are crucial for assessing bank profitability and risk-
taking behavior. Declining profitability indicators can be warning signs of finan-
cial stress. Empirical research has shown that bank profitability indicators, espe-
cially ROA, are closely monitored by regulators and analysts for signs of financial
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health and risk-taking behavior (Smith et al. 2003;Weiß et al. 2014). For example,
during the 2008financial crisis andEurozone debt crisis (2010–2013), some banks
reported significant declines in profitability indicators, particularly ROA, due to
exposure to toxic assets and deteriorating credit quality. These deteriorations in
profitability were a precursor to systemic problems in the banking sector.

Financial structure characteristics

• Interconnectedness: The degree of interconnectedness among financial institu-
tions is a central determinant of systemic risk. High interconnectivity increases
the risk that distress in one institution will spread throughout the system. The
financial network structures and interbank lending play a crucial role in under-
standing systemic risk. Several empirical studies have confirmed the importance
of interconnectedness as a determinant of systemic risk (e.g., Hasman 2013; Cai
et al. 2018; Lin and Zhang 2023). Researchers often measure interconnectedness
using network analysis, identifying central financial network nodes crucial for
transmitting shocks. For example, studies have used measures like “centrality” to
determine which financial institutions play key roles in transmitting systemic risk
(see Billio et al. 2012; Foglia and Angelini 2021).

– Direct Financial Linkages: Institutions often have direct financial relationships
with one another, such as loans, investments, or trading partnerships. When
these institutions are tightly interconnected, the failure of one can lead to losses
or liquidity problems for others. For example, the collapse of Lehman Brothers
(2007), SVB, andCredit Suisse (2023) highlighted the extent of direct financial
linkages in the global financial system and the subsequent contagion.

– Counterparty Exposure: Interconnectedness also exists through counterparty
risk in financial contracts, such as derivatives and swaps. If a significant
counterparty defaults, it can trigger a chain reaction of payment obligations,
potentially straining othermarket participants and the broader financial system.

• Financial Innovation and New Financial Entities: Advances in financial instru-
ments, innovations, and new financial intermediaries (FinTech) can introduce
complexity and opacity to financial markets (Pacelli et al. 2022). While innova-
tion can enhance market efficiency, it can also create systemic vulnerabilities if
market participants do not fully understand the risks associatedwith newproducts.

Macroeconomic environment

• Boom and Bust Cycles: Economic booms, characterized by robust GDP growth
and low unemployment, can foster excessive risk-taking behavior in financial
markets (Festić et al. 2011). Financial institutionsmay become complacent during
these periods and extend credit to borrowers with higher default risk. This leads
to an increase in vulnerabilities in the financial system. When the economic cycle
reverses, and a bust occurs, systemic risk intensifies as these vulnerabilities are
exposed. Focusing on the financial market, asset bubbles, driven by excessive
speculation and irrational exuberance, can pose substantial systemic risk. These
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bubbles can form in various asset classes, including real estate and equities, and
their eventual burst can lead to severe market disruptions and financial crises.

• Monetary Policy and Interest Rates: Central banks’ monetary policy decisions
(such as changes in interest rates) directly impact economic cycles. Expansionary
monetary policy, with low interest rates, can stimulate borrowing and investment
but may also incentivize riskier behavior. On the other hand, tightening monetary
policy can lead to a slowdown in economic activity, potentially triggering financial
distress (Colletaz et al. 2018; Pacelli et al. 2022).

• Government Debt and bank risk. This type of risk is related to significant bank
exposure to sovereign bonds. This exposure creates a dangerous link between
sovereign debt and the banking system, known as the “diabolical loop”, which acts
as a channel for transmitting and amplifying financial shocks (Brunnermeier et al.
2011; Shambaugh et al. 2012; Foglia et al. 2023). The diabolical loop is a process
in which concerns about the solvency of sovereign governments fuel concerns
about the solvency of banks and vice versa, creating a dangerous cycle that can
accelerate financial crises and lead to liquidity and solvency crises. The loop can
be summarized as follows steps. (1) Bank Exposure to Sovereign Debt: Banks
hold a significant amount of bonds issued by their national governments. These
government bonds are considered safe assets and constitute a substantial portion
of banks’ portfolios. However, this high exposure makes them extremely sensitive
to fluctuations in the prices of government bonds. (2) Concerns about Sovereign
Solvency: When doubts arise about the solvency of a sovereign government, such
as due to high public debt or economic troubles, the prices of its government
bonds may begin to decline. This price decline raises concerns about potential
losses for banks holding such bonds in their portfolios. (3) Impact on Banks:
Growing concerns about the solvency of sovereign governments can negatively
affect confidence in banks, leading to deposit outflows and increased funding costs
for the banks themselves. This financial pressure can prompt banks to limit lending
and exercise cautionwith counterparties, further weakening economic activity. (4)
Reinforcing Sovereign Concerns: The weakening of the banking system, in turn,
heightens concerns about sovereign governments as the likelihood of intervention
to save struggling banks increases. This interventionmay require significant public
resources, increasing public debt and further exacerbating the financial crisis. The
effect of the diabolical loop was evident during the European sovereign debt crisis
between 2010 and 2012. The rapid rise in yields of government bonds in countries
like Greece, Ireland, Portugal, Spain, and Italy was fueled by this cycle of mutual
distrust between sovereign governments and banks. The resulting financial insta-
bility significantly impacted the European economy, including credit contraction
and deteriorating economic conditions.

External shocks

• Globalization and Interconnectedness: The increasing globalization of financial
markets and economies has amplified the transmission of external shocks. A crisis
in one part of theworld can quickly spread to other regions through interconnected
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financial institutions and markets. This interdependence can magnify systemic
risk, making it essential for regulators to monitor cross-border exposures.

• Trade and Supply Chain Disruptions: Trade tensions and disruptions in global
supply chains can havemacroeconomic implications. These disruptions can nega-
tively impact economic growth, corporate profitability, and financial stability.
As seen during the COVID-19 pandemic, supply chain disruptions can trigger
systemic risk by affecting multiple sectors simultaneously (Rizwan et al. 2020).

• Geopolitical Risks: Geopolitical events introduce uncertainty and volatility into
financial markets. These events can erode investor confidence, leading to market
sell-offs and financial instability. Geopolitical risks have the potential to amplify
systemic risk in an interconnectedworld (Ding and Zhang 2021;Wang et al. 2022)

• Climate change risk. Climate risk includes physical risks related to the mate-
rial impacts of climate change (such as floods, water stress, fires, and cyclones)
and transition risks associated with adaptation to a low-carbon and more sustain-
able economy. These risks can affect the soundness of financial institutions (Di
Tommaso et al. 2023). From a financial-economic perspective, transition risk is
relevant because a disorderly transition to a low-carbon economy could rapidly
devalue carbon-intensive assets. This could generate severe financial risks, i.e.,
cause the emergence of non-performing loans (NPLs). For example, Semieniuk
et al. (2021) highlight four channels through which climate risks may impact the
financial system: the banking channel (e.g., an increase in NPLs could lead to
credit rationing and thus a reduction in investment), the investment channel, the
consumption channel, and the government debt channel.

Measuring Systemic Risk and Financial Stability

According to Angelini (2015), systemic risk can arise and spread within a given
class of financial institutions (the bank run), among markets (stock, currency, secu-
rities), and companies in different sectors and geographic areas. As we showed,
systemic risk is not easy to define, and its measurement is difficult given the many
definitions of financial stability (Bisias et al. 2012). Hence, there are many methods
to measure systemic risk. Following the financial crisis, indicators and tools for
measuring systemic risk have increased exponentially. However, there is still no
consensus on the best set of indicators to be used to prevent the systemic crisis.
Billio et al. (2012) argue that a single systemic risk measure is undesirable, as such
a strategy cannot reach all mechanisms that could generate a crisis. A framework for
monitoring and managing financial stability will need to include both a diversity of
perspectives and a continuous process to reassess the evolution of the structure of
the financial system, adapting its systemic risk measures to these changes. Appropri-
ately aggregated, combining different systemic risk measures has greater predictive
power in explaining macroeconomic shocks than a single systemic risk measure
(Giglio et al. 2016).
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Hence, how can systemic risk be measured? According to Abdymomunov (2013),
there is a diverse point of view on systemic shocks. Therefore, different methods and
definitions of systemic risk are necessary. According to Huang et al. (2009, 2012),
banks’ balance sheet information, such as earnings, liquidity, level of non-performing
loans, and capital quality, are the essential variables that the regulators have to control.
On the other hand, Brunetti et al. (2019) show how stockmarket variables can predict
systemic events.

The classification provided by Bongini and Nieri (2014), Silva et al. (2017)
and Ellis et al. (2022) helps investigate the different approaches to estimating and
measuring systemic risk. According to Bisias et al. (2012), themeasurementmethods
and the optimum choice of indices change and depend onwhat is essential tomonitor.
In particular, they indicate four different classifications of the taxonomy of systemic
risk measures: (i) by data requirements, (ii) by supervisory scope, (iii) by event/
decision time horizon, and (iv) by research method.

Overall, the systemic risk measurement can be subdivided into five broad cate-
gories: (i) theoretical models of bank runs (e.g., Flannery 1996; Rochet and Tirole
1996; Allen and Gale 2000; Battiston et al. 2012; Gertler and Kiyotaki 2015);
(ii) empirical network models (e.g., Billio et al. 2012; Diebold and Yılmaz 2014;
Härdle et al. 2016;Musmeci et al. 2017); (iii) indicator-based systemic risk approach
proposed by theBasel Committee onBanking Supervision; (iv)market-basedmodels
(e.g., Acharya et al. 2012; Adiran and Brunnermeier, 2016; Brownlees and Engle
2017) and (v) Composite Indexes, such as Financial Stress Index (Duca and Peltonen
2013; Oet et al. 2015), CISS (Hollo et al. 2012), and Financial stability index (Creel
et al. 2015).

Indicator-Based Measure: Regulatory Approach

The Basel Committee on Banking Supervision (BCBS 2011) proposes a method
to measure systemic risk. It is an indicator based on 5 dimensions: size, intercon-
nectedness, substitutability, cross-jurisdictional activity, and complexity. This indi-
cator aims to identify the global systemically important banks (G-SIBs). The indi-
vidual financial institutions’ systemic risk is measured based on the individual score,
divided by the sum of the scores for all banks in the sample. Each item has the same
importance (see Table 3.1).

According to this methodology, the systemic importance of a bank is positively
correlated to the degree of interconnectedness (lending between banks). Therefore,
the problem of one bank also affects the others, namely the domino effect. Further-
more, the systemic importance is positively correlated to its complexity, e.g., corpo-
rate structure, business models, and operations of the bank itself. Instead, systemic
importance is negatively correlated with the degree of substitutability. If the bank
specializes in one type of service, its failure would affect the entire financial system.
Size plays the dominant role in the level of systemic importance (Brownlees and
Engle 2017; Pacelli et al. 2022). High levels of assets imply a high impact on the
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Table 3.1 Indicator-based measure

Category and weighting Individual indicator

Cross-jurisdictional activity (20%) • Cross-jurisdictional claims
• Cross-jurisdictional liabilities

Size (20%) • Total exposures as defined for use in the Basel III
leverage ratio

Interconnectedness (20%) • Intra-financial system assets
• Intra-financial system liabilities
• Wholesale funding ratio

Substitutability (20%) • Assets under custody
• Payments cleared and settled through payment systems
• Values of underwritten transactions in debt and equity
markets

Complexity (20%) • OTC derivatives notional value
• Level 3 assets
• Held for trading and available for sale value

Source Basel Committee on Banking Supervision, Global Systemically Important Banks: Assess-
ment Methodology and the Additional Loss Absorbency Requirement (BCBS 2011)

entire financial system in the event of a malfunction. To measure size, reference is
made to the leverage ratio (Basel III). International operations also have a positive
effect. Many international transactions (cross-border assets and liabilities) imply that
the default of the bank could have a greater impact on the financial system.

However, the methodology proposed by the Basel Committee has raised a lot
of criticism (Masciantonio 2015; Benoit et al. 2017; Trapanese 2022). One of the
main challenges is the oversimplification of systemic risk through the use of a static
number of indicators. These approaches often employ fixed thresholds or cutoff
points to determine the systemic importance of institutions or the overall level of
systemic risk. However, systemic risk is dynamic and can evolve rapidly. Fixed
thresholds may fail to capture changes in risk over time or during periods of finan-
cial instability. A more adaptive and flexible approach is needed to account for the
evolving nature of systemic risk. Data availability and quality pose another signifi-
cant challenge. Indicator-basedmeasures rely on outdatedmethods to assess systemic
risk. However, obtaining reliable data across various institutions can be challenging,
particularly during financial stress. Incomplete data can lead to biased assessments
and distort systemic risk measurement. Moreover, risk-shifting behavior is another
concern associated with indicator-based measures. Banks may strategically adjust
their activities (risk exposures) to stay below regulatory thresholds. Indicator-based
measures may not fully capture these risk-shifting behaviors, which can undermine
the effectiveness of regulatory interventions in mitigating systemic risk.
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Systemic Risk and Financial Stability: Two Sides
of the Same Coin

In recent years, central banks, regulatory, and international institutions have relied
on a set of aggregate indicators to assess vulnerability in the financial system. Finan-
cial stability is hard to measure due to many latent interactions between the financial
system, derivatives markets, the real economy, and so on. Given that several episodes
of financial crises have been triggered by severe cyclical downturns, it is natural for
financial stability authorities to monitor macroeconomic vulnerability. The purpose
of the Composite Index is to measure financial instability by combining individual
stress indicators into a single number (Hollo et al. 2012) due to the multidimensional
dimension of the phenomenon. Furthermore, these indicators can be interpreted as a
measure of systemic risk, trying to quantify and summarize the stress in the finan-
cial system in a single statistic (Cambón and Estévez 2016). Typically, they are
built using a simple mean approach or weighted sum of indicators or by principal
component analysis. Pioneering work is the study of Illing and Liu (2003), which
built an index of financial stress for Canada to provide a quantitative score for the
macroeconomic financial stress, including measures for bank risks, exchange rates,
and capital market. However, the crisis raised awareness about interactions between
financial and business cycles, therefore careful monitoring of developments in indi-
vidual financial institutions should be an integral part of macroeconomic supervision
and policy design (Claessens et al. 2011). To this end, most indexes have been devel-
oped, such as the Financial Condition Index (Hatzius et al. 2010), the Financial
Stress Index (Oet et al. 2015), CISS (Hollo et al. 2012), and the Financial Stability
Index (Creel et al. 2015). These indices are used as indicators for crisis prediction,
attending to the study of the evolution of financial risk conditions (or financial stress
index) at the macro level, including variables such as GDP, inflation, bond, and stock
volatility. Generally, the indexes are constructed in general as a weighted sum of
several financial variables.

One of the most important indicators is the “systemic stress” indicator (CISS)
developed by the ECB (Hollo et al. 2012). The index aggregates five sub-indices: (i)
the banking and non-banking sector, (ii) the money market, (iii) the stock market,
(iv) the securities, and finally, (v) the currencies markets. The CISS (Fig. 3.1) is built
taking into account and assigns greater weight to scenarios where financial stress
simultaneously affects multiple market segments.

Another group of indicators refers to the banking sector, like the Z-score (e.g.,
Goodhart et al. 2006; Čihák and Schaeck 2010; Tonzer 2015). In this approach,
accounting data are proxies for fundamental bank attributes that measure a bank’s
financial vulnerability. Goodhart et al. (2006) affirm that financial crisis monitoring
can be done with an indicator of banking sector profitability and the probability of
default. Čihák and Schaeck (2010) found that the bank’s return on equity and corpo-
rate leverage are good indicators of systemic banking problems. The percentage
of Non-Performing Loans (NLPs) and the capital adequacy ratio help identify
banking turmoil. Also, a recent strand of literature attempts to estimate financial
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Fig. 3.1 Dynamic evolution of CISS index

stability indicators by CAMELS methodology (e.g., Arena, 2008; Shaddady and
More 2019). This study suggests how CAMELS indicators are successful in antici-
pating distress phenomena. For this purpose, different indicators that described the
financial system’s vulnerability were used. A simple aggregate indicator of banking
sector stability can be constructed as a weighted average of partial indicators of
the financial soundness of banks. Usually, an aggregate micro-prudential indicator
includes different groups of variables that reflect the health of banks. The indicators
are typical: (i) capital adequacy, (ii) assets quality, (iii) earnings and profitability, (iv)
liquidity, and (v) sensitivity to market risk.3

However, the prediction of financial crises has to consider the important aspects
of human behavior and beliefs. As underlined by Merton’s concept of self-fulfilling
prophecy (Merton 1948) and Thomas’s theorem (Thomas 1938) on perception and
interpretation, the role of human behavior, beliefs, and expectations can play an
important role in shaping financial crises. Both sociologists highlight the powerful
role that beliefs and expectations can play in shaping individual and group behaviors.
Are the financial crises the logical consequences of the worsening of economic
and financial conditions, or are they caused by the behavior of individuals? In this
line, the Thomas’s theorem (Thomas 1938) highlights the role of perception and
interpretation in shaping social reality: “If men define situations as real, they are real
in their consequences”. In his paper, Thomas argued that the way people perceive
and interpret situations, regardless of whether those perceptions are accurate or not,

3 These measures, so-called financial soundness indicators (FSI), are collected by the International
Monetary Fund (IMF) and measure the health of a country’s financial sector. FSIs are divided into
two sets: core set and encouraged set. The first set includes banking sector indicators (bank health
statistics), while the encouraged set includes additional banking statistics (data on other sectors and
markets).
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can have very real and tangible effects on their behavior and actions. It suggests that
people act based on their subjective understanding of a situation, and these actions
can lead to outcomes that align with their perceptions. Therefore, if individuals
perceive economic conditions as worsening and, as a result, change their investment
and consumption behavior, this can negatively impact economic performance and
potentially lead to the feared collapse of economic situations. In this case, their
perception influenced their behavior and had real consequences. These sociological
perspectives emphasize the importance of understanding not only economic and
financial fundamentals but also the psychological and sociological factors that can
contribute to market volatility and crises.

All these elements influence financial stability indicators. The self-fulfilling crisis
is a complex and often irrational behavior within financial markets. It can stem
from various sources, including media coverage, investor panic, and herd effect.
When individuals and institutions begin to panic, and withdraw their investments
based on fear, it can lead to a rapid downward spiral in asset prices and financial
instability, even if the economy’s underlying fundamentals are relatively sound (like
financial indicators). Essentially, the belief that a crisis is imminent can trigger the
crisis the indicator is attempting to predict. Hence, financial stability indicators may
struggle to incorporate or predict the self-fulfilling crisis because it is driven by
human psychology and behavior, factors that are difficult to quantify accurately.
Therefore, these financial composite indexes may provide a false sense of security
by not accounting for the potential for sentiment-driven crises.

Market-Based Measures

The use of aggregate indicators is a natural starting point for assessing systemic
risk, but there are two main issues. First, many indicators are built on monthly
data and are subject to reporting delays. As the current crisis has shown, tensions
in the financial sector can develop very quickly. Since these indicators are for old
construction, capturing the state of the financial system with “delay” is certainly of
limited use in assessing risks rapidly. Second, indicators focus on financial system
aggregates and provide little information on the status of individual financial insti-
tutions, particularly their interconnectedness. Third, do not capture potential mood
swings in financial markets. To this end, another recent strand of literature focuses
on the possible spillover effect across financial institutions. These methodologies
combine market and balance sheet data using public data. Acharya et al. (2012)
developed theMarginal Expected Shortfall (MES) that indicates the marginal contri-
bution of a financial firm to systemic risk, i.e., its tendency to be undercapitalized
when all financial systems are undercapitalized. This contribution is measured by
the extreme expected loss of the financial system; the “Expected Shortfall” (Acharya
et al. 2017). The CoVaR (Conditional Value at Risk) model, proposed by Adiran
and Brunnermeier (2016), measures the system loss conditional on each institution’s
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Fig. 3.2 Market-based systemic risk measures based on a G-SIB European sample fromDecember
2004 to September 2023. aMES index. b CoVaR and DCoVaR index. c SRISK measure. Table 3.1
shows the top 10 banks for each systemic risk measure

distress. Unlike VaR, CoVaR tries to capture the spillover effects between finan-
cial firms. Brownlees and Engle (2017) propose the Conditional Capital Shortfall
Index for Systemic Risk Measurement (SRISK) to measure each financial institu-
tion’s systemic risk contribution. More in-depth, the SRISK is the expected capital
shortage that a financial company would face in the event of a systemic event. Finan-
cial firms with the highest SRISK contribute more to the under-capitalization of the
financial sector during a crisis and are, therefore, at higher systemic risk. Figure 3.2
shows the market-based measures (MES; CoVaR, SRISK) for a G-SIB European.

As we can see, the measures capture tense moments (high peaks) well. However,
as the Table shows, each ranks the banks differently. The main limitation of market
measures of systemic risk is that they only capture one aspect of the risk (Giudici
and Parisi 2018; Brogi et al. 2021). In addition, the structural diversity of methodolo-
gies leads to different results in terms of bank classification. For example, Kleinow
et al. (2017) and Foglia and Angelini (2021) found that different market measures
produce different rankings of banks. This is because these measures are sensitive to
the extreme distribution of stock returns, which can make the bank ranking hetero-
geneous. The table shows the top 10 banks ranked by five systemic risk measures
at each period. The different rankings produced by the risk measures suggest that
these measures cannot accurately identify the most systemically important finan-
cial institutions over a certain period. This confirms the criticism of the literature
(Danielsson et al. 2012; Benoit et al. 2017; Brogi et al. 2021; Foglia and Angelini
2021), who argue that these individual measures of systemic risk are not suitable for
supervisory purposes. Therefore, increasingly in recent years, network models have
been proposed to overcome these limitations.
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Network Analysis

A purely quantitative analysis often does not reflect the real complexity of the
systemic risk, leading to a partial estimate of the probability of default. Under-
standing the interconnectedness of financial institutions domestically and interna-
tionally is crucial to assessing systemic risk (Bardoscia et al. 2021). A different
approach, explicitly oriented towards estimating the interrelationships between all
institutions, is based on network models (Billio et al. 2012; Diebold and Yılmaz
2014; Härdle et al. 2016). A network approach for financial systems is a powerful
tool for understanding the financial market. Studying these links is important to
measure the capital losses of a contagion event. More generally, it is known that
market prices are formed by complex mechanisms of interactions that often reflect
speculative behavior rather than by the fundamentals of the companies to which they
refer. Models based only on market data may reflect “partial” components that could
lead to a partial estimation of systemic risk. This weakness suggests that models
should also be enriched by considering the structure of the financial system as a
whole. In particular, Billio et al. (2012) use the quarterly returns of hedge funds,
banks, and insurance companies to develop several interconnection measures based
on the Granger causality test. The results show the predominant role of banks in
transmitting shocks compared to other financial institutions. Similarly, Diebold and
Yılmaz (2014) estimate returns by applying an auto-regressive vector model (VAR),
showing the connecting links between the major financial institutions in the United
States.

Figure 3.3 shows the two types of “famous” financial networks. As we can see,
such a representation of spillover gives us insight into which banks input and receive
the most risk, i.e., the one that plays the hub role. These measures are able to
capture the connections, thus the peculiarity of the too-interconnected-to-fail banking
systems. However, focusing only on one system (layer) may affect the estimation of
systemic risk, as empirically explained by Poledna et al. (2015, 2021). Therefore,
new networkmodels involvemultilayer networkmodels, where each layer represents
a peculiar node feature.

Multilayer Design

The network representation described in the introduction captures only one type of
interaction. However, economic actors (banks, firms, and countries) are involved
simultaneously and can interact in a variety of ways (Poledna et al. 2015; Musmeci
et al. 2017; Aldasoro and Alves 2018; Wang et al. 2021). For example, a shock that
affects the banking systemcan affect the real economy through the credit channel, and
a shock from the real economy (firms and households) can affect financial stability.
This suggests that the financial system can be modeled as a multilayer network,
where each layer represents a different type of interaction. For example, one layer
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Fig. 3.3 Bank network based on a G-SIB European sample from December 2004 to September
2023. a Granger causality network based on Billio et al. (2012); b return spillover network based
on Diebold and Yilmaz (2012, 2014) framework

could represent banks’ lending relationships, while another could represent firms’
trading relationships (Fig. 3.4).

In recent years, the adoption of multilayer networks has gained significant trac-
tion in financial research for modeling the intricate connections, associations, and
exchanges among financial participants and markets. This methodology proves
instrumental in analyzing diverse dimensions of financial systems, encompassing
interbank affiliations, the propagation of stock return volatility, and the interplay
between financial news and interactions within the stock market (Poledna et al.
2021; Bardoscia et al. 2021). The multilayer network approach has several advan-
tages over traditional single-layer network models. First, it allows us to capture the
different ways in which shocks can propagate through the financial system. For
example, a shock to the banking system could lead to a decline in lending, which
could lead to a decline in investment and economic growth. This could, in turn, lead
to a decline in the value of assets, which could further weaken the banking system.
Second, the multilayer network approach allows us to take into account the different
types of relationships between economic actors. For example, we can distinguish
between lending relationships, trading relationships, and ownership relationships.
This can help us to understand the dynamics of systemic risk better. By considering
the different types of interactions between economic actors, we can develop better
models of how shocks propagate through the financial system. This can help us to
develop better policies to mitigate systemic risk.

However, it is also important to note that the relationships between economic
agents (nodes) in a network can be different and tend to change over time (Pacelli
2021). This means that the ideal network model should be able to capture the
dynamics of risks. This straightforward theoreticalmodel proposed in the next section
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Fig. 3.4 Simulated multilayer network based on a G-SIB European sample from December 2004
to September 2023. The network is composed of three layers: stock market risk layer, credit risk
layer, and interbank layer, respectively

is a time-varying multilayer network model because it can capture the dynamics of
how shocks propagate through the financial system. The model allows us to consider
how the network can change after an exogenous shock, such as a bank failure or
a decline in asset prices. It is based on the idea that the financial system can be
decomposed into interconnected layers. Each layer represents a different type of
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interaction between economic actors. The model also assumes that the network can
change over time. This is because the relationships between economic actors can
change in response to shocks. For example, a bank failure could lead to a decline in
lending, which could then lead to a decline in the number of links between banks.
Our framework is a simplification of the real world, but it can be used to study
the dynamics of systemic risk. By considering how the network can change after
an exogenous shock, the model can help us understand how shocks can propagate
through the financial system and lead to systemic instability.

Theoretical Dynamic Network Modeling Approaches

Systemic risk, identified as the potential for financial institutions to trigger a harmful
contagion mechanism from the financial economy to the broader real economy,
is characterized by the risk of disruption to financial services on a large scale. A
commonly adopted definition involves the impairment of the entire or parts of the
financial system, with serious negative consequences for the real economy. This
risk extends beyond individual institutions and manifests through various leakage
mechanisms, as observed in the 2008 subprime crisis (e.g., liquidity shrinkage, asset
fire sales, and derivatives market value decline). Economic networks, viewed tradi-
tionally as robust to localized external perturbations driven by aggregate shocks
like monetary and productivity fluctuations, faced challenges to this perspective
after the 2007–09 financial downturn. (Gabaix 2011) demonstrated theoretically and
empirically that firm-level shocks could drive aggregate fluctuations, challenging
the notion that economic cycles are solely propelled by broad shocks. Additionally,
Acemoglu et al. (2012) proposed that shock propagation through sectoral linkages
contributes to aggregate volatility. These seminal works emphasize the role of gran-
ular economic entities in explaining systemic instability, providing an alternative
view to the traditional understanding of economic crises.

In the recent past, active researchers in thefield of “Econophysics,”which included
physicists, economists, mathematicians, and financial engineers, had showcased
(Abergel et al. 2013) the models and analyses of systemic risk, network dynamics,
and related topics. The central theme of the book was systemic risk, a scenario where
financial institutions could trigger a dangerous contagion mechanism affecting both
the financial and real economies. This risk, once confined to the monetary market,
had expanded significantly, notably during the 2008 subprime crisis, and hence the
book emphasized the importance of understanding and controlling systemic risk as
a crucial societal and economic challenge.

In one of the chapters, the author (Demange 2013) introduced a straightforward
and unified model for understanding the spread of defaults among financial institu-
tions. It also puts forth measures to assess the risk a bank poses to the overall system.
The paper contended that existing standard contagion processes may not encompass
crucial features of financial contagion, prompting the need for a more comprehen-
sive model. In another chapter, the authors (Lautier and Raynaud 2013) employed
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graph theory to analyze integration and systemic risk in derivative markets. The
research involved constructing graphs to investigate various classes of underlying
assets (such as energy products, metals, financial assets, and agricultural products)
over a twelve-year period. Minimum Spanning Trees (MSTs) from graph theory,
was utilized for understanding the dynamic behavior of the price system in a high-
dimensional analysis. MSTs were particularly valuable for studying systemic risk as
they represented the shortest and most probable paths for the propagation of a “price
shock”. The chapter explored the topology of MSTs, examined their time-dependent
correlation-based graphs, and analyzed the evolution and stability of these graphs
over time. In a more recent work, the authors (Kumar et al. 2021) studied distress
propagation in connected networks, particularly focusing on economic production
networks. They showed using computational models and empirical data analyses,
that the rate and extent of distress propagation depend on the network’s topology.
The research examined economic networks at different levels, such as individual
agents, firms/sectors, and countries, each revealing emergent dynamical properties.
While microscopic levels showed immunity, macroscopic levels were more prone to
failure. The proposed dynamical interactionmodel characterized distress propagation
across different network modules, initiated at various “shock epicenters”. “Vulnera-
ble” modules contributed to significant “destabilization”. Using empirical data from
an Indian administrative state, the study revealed a networkwithhub-and-spoke struc-
tures andmoderate disassortativity. The novelty of their researchwas in analyzing the
production network at different levels, demonstrating that ‘too-big-to-fail’ modules
surpass ‘too-central-to-fail’ modules in distress propagation.

Thus, using different theoretical models, this essay reviewed the analyses and
simulations to gain insights into the relative importance and effects of different deter-
minants. It explored the sensitivity of systemic risk to changes in specific variables
and their interactions. The transmission channels of systemic risk are interconnected,
and a single event or shock could activate multiple channels simultaneously, thereby
amplifying the overall systemic risk. The findings highlight the significance of certain
factors in driving systemic risk, providing policymakers with actionable information
to develop targeted interventions. Financial regulators and policymakers need to
actively monitor these channels and implement measures to mitigate systemic risk,
in order to enhance the resilience of the financial system.

A Theoretical Model on Financial Structure Characteristics:
A Liquidity Risk Case Study

In this chapter, we have approached systemic risk from a multidimensional perspec-
tive. We have highlighted how this risk is quite challenging to estimate and model, as
it depends on microeconomics, macroeconomics, social and market sentiment, and
sometimes hidden link (node) factors. Based on the different components of systemic
risk highlighted above, in this subsection, we model systemic risk based on liquidity
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risk using a mathematical modeling approach. Indeed, in recent times, the world
banks have been worried about the liquidity risk problem. This phenomenon repre-
sents an alarming financial risk to banks that can create disastrous consequences in
case of negligence. The susceptible infected-removed (SIR) is the simplest epidemi-
ologic model composed of compartments that describe reality very well. At this end,
we propose this epidemiological model as a first approach to better described the situ-
ation. The approachwe propose aims to describe the interconnectionswhen assessing
systemic risk. A set of applications—traditional and new ones—is described to show
the importance of this model. The approach we propose aspires to analyze the trans-
mission channels through which systemic risk propagates. Specifically, we study
a model that describes various channels, such as contagion risk, credit risk, based
on the susceptible-exposed-infected-removable (SEIR) epidemic model simulation
with a delay of credit risk. We consider an epidemiological approach (Kang et al.
2018) to construct the SEIR contagion model with a delay of credit risk. Initially, as
said before, these mathematical models were studied to describe the spread of infec-
tious diseases. We analyze a SEIR model with delay on scale-free networks for the
measurement of the systemic risk. As described in previous sections, there are very
few studies in the literature about the SEIRmodel with delay on scale-free networks.
These models divide the population into compartments with certain characteristics.
We consider an extension of the SIR model, that is, a modified (Kanno 2015) SEIR
model in which the exposed compartment is added. They are infected not yet infec-
tious. The model is inspired by research by Kanno (2015), but, as mentioned before,
the compartment exposed E is added. Once a node arrives at the infected state, it has
either recovered and is no longer susceptible or has died. On a network graph, the
nodes are banks that are in one of the states, meanwhile, the edges are the interbank
contracts between banks. We describe the interbank network as a graph and k = 1;
2; …; n denotes the degree of a bank in the interbank network. It’s important to keep
in mind that the major banks, including mega-bank groups, have a central role as
counterparties in the interbank market.

According to Zhang et al. (2021), we classify the status of banks at time t into four
categories: susceptible banks Sk(t), exposed banks Ek(t), infected banks Ik(t), and
immune banks Rk(t). We suppose that susceptible banks Sk(t), exposed banks Ek(t)
infected banks Ik(t), and immune banks Rk(t) are the density of banks in the four
states at the time t moreover Sk(t)+Ek(t)+ Ik(t)+Rk(t) = 1 without keeping count
of new banks entering. The model consists of four ordinary differential equations
illustrating the interaction between Susceptible (S), exposed (E), Infected (I), and
Recovered or Resistant (R) affected by systemic risk.

� Ik(t) is the probability that a bank at a node is in default and depends on
I(t) = I1(t), I2(t), . . . This template is used to account for the incubation period
during which the virus cannot be transmitted. The interconnected nature of these
channels is also emphasized to show the amplification of systemic risk. The model
can be written as the following SEIR model with delay on scale-free networks for t
> τ :
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⎧
⎪⎪⎨

⎪⎪⎩

dSk (t)
dt = b − βk�(Ik(t))Sk(t) − bSk(t)

dEk (t)
dt = βk�(Ik(t))Sk(t) − βke−bτ�(Ik(t − τ))Sk(t − τ) − bEk(t)

dIk (t)
dt = βke−bτ�(Ik(t − τ))Sk(t − τ) − (b + γ )Ik(t)

dRk (t)
dt = −bRk(t) + γ Ik(t)

(3.1)

It is well known that banks have a set of risk indicators that are most important
for their strategy.

At this end, we define, according to Mourad et al. (2022), the general liquidity
ratio which is the ratio of the number of assets in short-term (less than one year) and
the number of liabilities in the same period, this ratio must always be greater than 1;

• Sk(t): the set of banks at instant t, which have the general ratio > 1 that is they
have low credit risk and have not been infected by default risk at time t.

• Ek(t): the set of banks at instant t, which have the general ratio > 1 but has suffered
the impact and so that are infected but not yet able to pass the contagion.

• Ik(t): the set of banks at instant t, which have the general ratio < 1 that is they
have been infected by the risk and have credit risk at time t.

• Rk(t): all the banks at the instant t, which have gone bankrupt or banks resistant
(immune banks).

where β > 0 is the spread rate that is it indicates the speed at which contagion spreads.
In other words, β > 0 measures the contagiousness of an infected bank. γ > 0 is the
bankruptcy rate. This parameter represents the rate at which an infected bank will
go bankrupt.

On the other hand, we suppose that the new banks that enter the market are all
susceptible and that banks leaving the market are compensated by those entering, so
we call b, 0 < b < 1, the percentage of the banks that enter and leave the market.

So, in the first equation of the model in Eq. (3.1), the first and the third term are
the number of new entries banks and banks leaving the market of susceptible nodes
with degree k at time t, respectively, while the second term describes the probability
that a susceptible bank with degree k is infected by contact with infected banks at
time t.

θ(Ik(t)) is the probability that a randomly chosen bank at a target node has
defaulted at time t and depends on I(t) = I1(t), I2(t), . . . Furthermore, we indi-
cate k�(Ik(t)) the expected number of defaulted banks associated with the banks
linked to a defaulted bank with the degree k.

Wenote that τ>0 is the latent time that the exposed banks havefinancial immunity.
We suppose it is a fixed constant.

The second equality of Eq. 3.1 accounts for the densities of the exposed banks
with degree k who enter the exposed state and are still in the exposed state at time
t. We indicate ke−bτ the probability of exposed banks at time t who were infected
at time τ > 0 but they did not be out of the market and so return to the susceptible
banks according to the rate ke−bτ.
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Finally, we can find the basic reproduction number R0 because it is an important
characteristic threshold in the study ofwhatever epidemic transmission. Furthermore,
we note that the delay plays an important role in the basic reproduction number of
model 1, in fact we can prove that R0 monotonously decreases as t increases and this
means that the longer the latent period τ of the risk credit is, the smaller the risk of
default of bank is. It should be noted that the model considered could be extended
by considering exogenous interventions such as those of the policymakers to reduce
and/or contain the risk of default.
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Chapter 4
Macro-Prudential Policies to Mitigate
Systemic Risk: An International
Overview

Vincenzo Pacelli and Maria Melania Povia

Abstract In the wake of the global financial crisis, a clear awareness has emerged
that systemic risk can only be addressed and managed through macro-prudential
policies. Many countries have embarked on new reforms of the financial regula-
tory systemwith macro-prudential mechanisms, technical standards and instruments
aimed at mitigating systemic risk. The main purpose of this essay is to summarise
the main reforms in Europe, the United States, China, Islamic countries and Japan
and to explain how these reforms fit together. In addition, through a comparative
analysis of regulatory structures, we assess the effectiveness of macro-prudential
tools in preventing and mitigating potential systemic risks and safeguarding finan-
cial stability. The results show a growing andwidespread focus on prudential policies
and architectures tomitigate systemic risk, although the different economies analysed
start from very different positions.

Keywords Systemic risk ·Macroprudential policies · Financial stability

Introduction

As previously noted in other chapters in this volume, the rapid succession of different
global crises has highlighted the increasing vulnerability ofmodern financial systems
to systemic risk. This has led to a renewed focus on policies and supervisory architec-
tures aimed atmitigating systemic risk.Asmentioned in other chapters in this volume,
systemic risk manifests itself through contagion mechanisms that arise from a shock,
whether endogenous or exogenous to the financial system, and spread throughout
the financial system and the real economy. This chapter will not deal with the defi-
nition and nature of systemic risk, as this has been analysed in other essays in this
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volume. Instead, it will focus on international regulatory and supervisory policies
and infrastructures to mitigate systemic risk and prevent the spread of crises and
contagion.

In recent decades, the growing and diversifying interconnectedness of different
actors in the system and the resulting increased systemic complexity have led to new
and more complex challenges for policymakers and regulators. Since the 2007 finan-
cial crisis, it has become clear that a micro-prudential approach to the supervision of
the financial system, which focuses exclusively on individual actors without paying
sufficient attention to themultiple interconnections between them, is extremely super-
ficial and potentially detrimental to financial stability (Pacelli 2021). To understand
how a crisis can propagate and prevent contagion, it is essential to analyse the inter-
connections and links between the actors in the system. A purely macro-prudential
supervisory approach at the international level is necessary to support this view from
a regulatory perspective.

Since the onset of the financial crisis in 2007, there has been much research on
the different paths of regulatory reform. Initially, scholars focused on identifying
the causes of the crisis and the factors that determined the propagation of shocks at
the international level.1 Subsequently, the debate focused on a critical assessment
of the new regulatory framework provided by the Basel III Accord. The call for
greater macro-prudential openness represents a discontinuity with the two previous
Accords, which failed to prevent the onset and subsequent propagation of the crisis.
Many studies have blamed the Basel II Accord for the 2007 financial crisis. This
is due to the lack of perfect harmonisation at the international level, inadequate
measures to prevent and manage liquidity risk, and insufficient cooperation between
micro andmacro-prudential supervision (Crouhy et al. 2008; Drumond 2009;Moosa
2010; Onado 2009; Resti and Sironi 2011).

As regulatory reforms and supervisory policies are constantly evolving at the
international level, it is particularly relevant to conduct a comparative analysis of
the current supervisory architectures in major economies. The aim of this essay is
to analyse the evolution of supervisory policies and systems in Europe, the United
States, China, Islamic countries and Japan aimed at mitigating systemic risk and
contagion mechanisms. The chapter examines the effectiveness of different macro-
prudential tools in preventing and mitigating potential systemic risks and safe-
guarding financial stability. Section “The Necessary Shift from Purely Micro-Pru-
dential Regulatory and Supervisory Schemes to Macro-Prudential Approaches”
summarises the international evolution of regulatory schemes, providing a basis
for a timely comparison of different supervisory systems. Section “A Compara-
tive Analysis of International Financial Regulatory Structures to Mitigate Systemic
Risk” presents and describes the main supervisory frameworks designed to miti-
gate systemic risk in Europe, the United States, China, Islamic countries and Japan.
Section “Conclusions” presents the results of the comparative analysis and suggests
concluding remarks.

1 See the second chapter of this volume for a thorough review of the literature.
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The Necessary Shift from Purely Micro-Prudential
Regulatory and Supervisory Schemes to Macro-Prudential
Approaches

As mentioned above, the macro-prudential supervisory and regulatory approach
aims to prevent the spread of financial instability and thereby safeguard the stability
of the financial system. Macro-prudential supervisory policy complements micro-
prudential policy. It combines the supervision of individual players in the system
with the analysis of interconnections and links between them. The aim is to prevent
a crisis from spreading by identifying and managing common exposures, economic-
financial and ownership links, risk concentrations and interdependencies that deter-
mine contagion risks. Essentially,macro-prudential policies aim tomaintain financial
stability by employing a range of tools and policies to limit contagion mechanisms
and mitigate systemic risk (Tomuleasa 2015).

The term “macro-prudential” originated in 1979 during a meeting of the Cooke
Committee, which preceded the Basel Committee on Banking Supervision (BCBS).
It was created to describe how problems related to a specific institution could have
negative effects on the financial system as a whole (Baker 2013; Blundell-Wignall
and Roulet 2014; Clement 2010). It was not until 1986 that the Bank for Interna-
tional Settlements (BIS) defined macro-prudential policy as a set of policies aimed
at promoting the soundness of the financial system as a whole and the payments
system (BRI 1986). Although there is no commonly agreed definition of “macro-
prudential policy”, it is generally understood to be aimed at preserving financial
stability by managing risks that affect the financial system as a whole, a view shared
bymany scholars (Agénor and Pereira da Silva 2012; Cerutti et al. 2017; Engel 2016;
Galati and Moessner 2013). According to the Bank for International Settlements
(2010), macro-prudential policies are regulatory measures aimed at maintaining the
stability of the financial system, reducing the potential for systemic risk in the face of
internal and external shocks, and ensuring the effectiveness and proper functioning of
the financial system. From a macro-prudential perspective, safeguarding individual
financial institutions is necessary but not sufficient to ensure the stability of the finan-
cial system as a whole (Ghosh 2016; Zdzienicka et al. 2015). As mentioned above,
micro-prudential policies aim to reduce the risk of failure of individual financial
institutions. Macro-prudential policies, on the other hand, aim to reduce contagion
and mitigate the risks and costs of systemic crises. This is achieved by analysing
the interconnectedness between financial institutions and the procyclicality of the
financial system (Claessens et al. 2013). In other words, the two policies should
therefore be seen in a logic of complementarity and cooperation rather than oppo-
sition: an effective micro-prudential policy is essential to provide regulators with
information on the risk assessment of banks, allowing macro-prudential policy to
intervene and preemptively mitigate the potential contagion effects of a shock within
a system (Gualandri and Noera 2014; Vinals 2013). To this end, the institutional
framework of macro-prudential policy is based on the definition of the architecture
of the competent authorities and the mandate given to them, with governance that
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ensures independence, accountability and credibility. The definition of institutional
supervisory architecturesmay depend on several factors: the structure of the financial
system, historical reasons and political constraints. However, the common perspec-
tive on the role of macro-prudential policy is based on the ultimate goal of limiting
the costs of financial crises and aiming at the stability of the financial system as a
whole by preventing the emergence of systemic risks.

A Comparative Analysis of International Financial
Regulatory Structures to Mitigate Systemic Risk

Macro-prudential policy, which emerged as a response to the 2007 financial crisis,
has taken on an increasingly operational profile in recent years.

As has been widely emphasised, the increasing interconnectedness of the various
actors in the system and the consequent increase in systemic complexity have led
to a constantly evolving framework in which multiple sources of systemic risk can
combine dynamically, even in new forms. For this reason, the adoption of macropru-
dential policies requires the ability to assess and measure systemic risks in advance,
taking into account their multidimensional and complex nature. Most international
institutional solutions are still being defined. However, the main and current super-
visory structures in Europe, the United States, China, Islamic countries and Japan
aimed at mitigating systemic risk are described below.

Europe

Thefinancial crisis of 2007–2008,which began in theUnitedStateswith the subprime
mortgage crisis and then spread to Europe with the sovereign debt crisis, was an
important test of the validity and effectiveness of the rules and institutional architec-
ture of banking supervision and, in particular, of banking crisis management at the
European level. The numerous banking crises that occurred in the years following
the 2008 crisis revealed serious shortcomings in the regulation and supervision of
the financial sector and significant contradictions in the institutional arrangements
for dealing with unstable situations.

The need to overcome the shortcomings and inefficiencies revealed during the
financial crisis led the EU institutions to intervene in the search for more effective
institutional solutions and rules. In 2011, theEuropeanUnion provided itselfwith two
prudential pillars: one of a micro-prudential nature, based on the European System
of Financial Supervisors and centred on the three European Supervisory Authorities
(ESA)2; the other purely macro-prudential, entrusted to the European Systemic Risk

2 European Banking Authority (EBA), European Securities and Markets Authority (ESMA),
European Insurance and Occupational Pensions Authority (EIOPA), operational since 2011.
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Fig. 4.1 The three pillars of the European Banking Union

Board (Gualandri and Noera 2014). From a micro-prudential point of view, the far-
reaching project of the EuropeanBankingUnion is characterised by the centralisation
of decision-making in the hands of European authorities, in cooperationwith national
resolution authorities, and by the application of the Single Rulebook, a single set of
European rules. The European Banking Union is thus a far-reaching regulatory and
institutional project, which constitutes the European response to the international
financial crisis, and which aims at constituting the process of economic and financial
unification of the euro area, restoring confidence in the banking sector and supporting
economic growth, while safeguarding financial stability. The Banking Union project
rests on three pillars: the Single Supervisory Mechanism, entrusted to the European
Central Bank and National Supervisory Authorities; the Single Resolution Mecha-
nism, a centralised crisis management system; and the European Deposit Insurance
Scheme (Boccuzzi 2015; Onado 2017; Porretta 2021) (Fig. 4.1).

The Single Supervisory Mechanism (SSM) is the result of a long reform process,
introduced into European law by Regulation 1024/2013 of 15 October 2013. As
defined in the Guide to Banking Supervision, the objectives of the SSM are the
safety and stability of the European banking system, the integration and stability of
the financial system, and increased responsibility for banking supervision in the euro
area countries. The MUV represents the institutional implementation of the shift
from the traditional principles of cooperation and coordination between national
authorities to the entrustment of banking supervision to the ECB. In particular, the
MUV has no legal personality and supervisory powers and decisions are entrusted to
the ECB and the Competent National Supervisory Authorities (NCAs) of the partic-
ipating countries. The operational scheme outlined in Article 6 of Regulation 1024/
2013 provides for the exercise of direct and decentralised supervision of the banking
sector. In the first case, direct supervision is exercised by the ECB, in cooperation
with the competent national authorities, over significant banks and banking groups.
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The significance of banks and banking groups is assessed according to the following
criteria: size, importance for the economy of the Union or of a participating Member
State and the importance of cross-border activities. As far as decentralised super-
vision is concerned, it is exercised by the national supervisory authorities for less
significant banks in accordance with the general guidelines and instructions issued
by the ECB. As mentioned above, the Single Supervisory Mechanism is not a mere
transfer of powers from national to European authorities, but a system of joint exer-
cise of supervisory powers aimed at Community integration and maintaining the
stability of the Eurosystem.

In addition to the normal prudential supervision of banks, the ECB’s remit extends
to interventionwhen a bank or banking group is in difficulty. In particular, the exercise
of supervision and prudential oversight of the banking sector represents a strategic
moment of reconciliation between the MUV and the BRRD, the legal basis for early
intervention in problem situations and for the management of banking crises. This
includes the Single Resolution Mechanism (SRM), a harmonised European resolu-
tion mechanism based on the Single Resolution Fund (SRF) and a Single Resolu-
tion Authority (Single Resolution Board), and a set of rules for crisis management
of credit institutions and investment firms, the Recovery and Resolution Frame-
work (Carmassi et al. 2010; Hadjiemmanuil 2015). The European crisis manage-
ment framework is contained in the Banking Recovery and Resolution Directive
(BRRD 2014/59/EU), which entered into force in January 2015. The Directive is the
regulatory implementation of the Key Attributes for Effective Resolution Regime
for Financial Institutions, formulated by the Financial Stability Board in 2011 in
response to the impact of the failure of systemically important financial institutions
during the Great Financial Crisis of 2007. In particular, the Recovery and Resolution
Framework is a far-reaching discipline with a strategic scope and a strong preventive
orientation, providing resolution authorities with harmonised powers and technical
tools for crisis management to be applied at the first signs of fragility of the credit
institution. The operational scheme of the resolution framework is divided into three
operational phases, distinguished by the intensity of the intervention: prevention,
early intervention, resolution. The first phase, preparation and prevention, is repre-
sented by the set of instruments and measures for a bank or banking group aimed
at avoiding or reducing the likelihood of the occurrence of stress and crisis situa-
tions. The preparatorymeasures include the preparation of the recovery plan (BRRD,
Article 5–9) and the resolution plan (BRRD, Article 10–14), which allow interme-
diaries to plan, in the normal course of business, the activities to be carried out in
the event of an emergency situation and thus to define the recovery or resolution
modalities. The second phase of early intervention, on the other hand, provides for
appropriate measures to be taken by supervisors to promptly remedy deteriorating
situations in the capital, profitability, financial and asset quality of banks, in order
to facilitate the restoration of normal business and to avoid further deterioration that
may require resolution intervention. The last phase, in order of intensity of inter-
vention, is Resolution, which provides a set of specific tools to enable an orderly
winding-up of the institution in the event of insolvency. The resolution process is
the culmination of a highly innovative regulatory path that has significantly changed
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the regulatory and institutional framework of European countries. The innovative
character lies in the definition of “resolution”, which refers to the set of measures
and instruments adopted to resolve a pathological, insolvency or near-insolvency
situation. In this respect, the introduction of the Single Resolution Mechanism has
made it possible to reduce the need for public financial support, to avoid negative
effects on financial stability and to resolve intermediaries that are “too big to fail”
or “too interconnected to fail” and cannot be allowed to fail because of their size,
operational complexity and interconnectedness in the financial system.

The third pillar of the Banking Union concerns the harmonisation of deposit
guarantee schemes in different Member States (Directive 2014/49/EU). Under the
current approach, Deposit Guarantee Schemes (DGS) intervene during the resolu-
tion process to help cover losses that would be borne by depositors. According to
Article 109 of the BRRD, Deposit Guarantee Schemes play an important role in the
renewed banking crisis management system, with the possibility of multiple inter-
ventions based on the principle of least cost. In particular, there is support for a
bank in crisis to avoid its failure, so-called preventive interventions, and support for
sales in the course of a compulsory liquidation, so-called alternative interventions
in the strict sense. However, Article 11 of the DGSD provides that Member States
may authorise Deposit Guarantee Schemes to take alternative measures to those
mentioned above in order to prevent the failure of a bank. Although the regulation
of DGSs implements the principle of harmonisation, it is not yet uniform and leaves
unresolved uncertainties with regard to national specificities. These include: the level
of coverage; the timing and modalities of reimbursements; the financial resources;
the modalities of contributions; and the role of the funds in crisis procedures. Thus,
the main aspects of the Community discipline that have so far been left to national
legislation suggest a more or less identical, if not similar, intervention to that carried
out in the past. However, the European Commission’s recent proposal to revise the
BRRD, published on 18 April 2023, confirms the active role of deposit guarantee
schemes in the management of banking crises and calls for their strengthening in
order to safeguard depositors’ confidence and the stability of the financial system.
Moreover, the Commission’s proposal preserves the discretion of individualMember
States to implement preventive and alternative measures in national legislation, in
contrast to the reimbursement of depositors and the financing of resolution, which
remain mandatory interventions (Pallini et al. 2023).

Finally, the second macro-prudential pillar with which the European Union has
equipped itself in the wake of the crisis is entrusted to the European Systemic Risk
Board (ESRB). The establishment of the ESRB is the culmination of a long reform
process aimed at creating an institutional framework for macro-prudential policy at
the European level, which operates at two levels: under the ESRB and under the
competent national authorities (Ehrmann and Schure 2020). The ESRB has the legal
responsibility for the prevention and mitigation of systemic risk in the European
Union; its task is to issue systemic risk warnings and to trigger the application of
macro-prudential instruments in the various Member States through recommenda-
tions and guidelines. The operational implementation of macro-prudential policies
is the responsibility of national authorities, but it is up to the ESRB to define the
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governance framework and the operational aspects with which Member States must
comply. The primary responsibility for macro-prudential policy in the EU lies with
national authorities for two main reasons. The first lies in the nature of systemic risk,
which can arise from aspects that differ from one country’s economic and financial
configuration to another. A second motivation can be traced back to the time when
the ESRB was established, when supervisory policy and bank resolution arrange-
ments were still in the hands of national authorities. The completion and uniform
harmonisation of the European Banking Union should help to significantly reduce
the current regulatory gaps. The operational scheme of the ESRB under the macro-
prudential pillar can be divided into two main areas: the organisational aspects and
the governance of macro-prudential policy in the Member States, and the interme-
diate objectives and reference instruments. With regard to the first area, the fields
of intervention of the Authority concern the identification and monitoring of poten-
tial risks of financial instability and the planning of interventions. The second area
concerns the definition of the policy strategy, i.e. the complex operational framework
of macro-prudential policy, which includes: the shock transmission mechanisms, the
intermediate and final objectives and instruments, as well as the indicators for moni-
toring the emergence of systemic risks (Díez-Esteban et al. 2022). An examination
of the European institutional architecture reveals a gradual shift towards greater
convergence between the legal systems of European countries in the regulation and
implementation of banking crisis management. Indeed, the European response to the
subprime mortgage crisis was clearly inadequate and highlighted the need to rethink
European banking crisis discipline. Thus, after a long reform process, the new regu-
latory framework for banking supervision and crisis management has taken shape as
part of the broader European project aimed at strengthening the integration process,
establishing a new European governance in the financial sector and monitoring the
emergence of systemic risks.

United States

In recent years, the US financial regulatory structure has evolved in response to finan-
cial crises and the need to adapt to new market developments and financial product
innovations. The financial crisis that began in the summer of 2007 and developed
into the worst economic recession since the Great Depression exposed significant
weaknesses in the US financial regulatory system. Until the onset of the crisis in
2007, financial regulation and supervision focused on the supervision of individual
intermediaries, neglecting the linkages between them (Desai andDowns 2022;Orhan
et al. 2020; Pacelli 2021; Sykes 2018). The inherent characteristics of the regula-
tory system have thus exposed its weaknesses and inadequacies in crisis prevention,
management and resolution. Excessive fragmentation has led to regulatory differ-
entiation and inconsistencies, allowing arbitrage and ineffectiveness of prudential
standards. Against this background, there was a need to reform the architecture of
financial supervision in order to make it more appropriate and efficient to act in an
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integratedmanner in the various sectors of the financial system, through greater coor-
dination between institutions. However, the legislator’s intervention did not affect the
specific characteristics of the multi-agency supervisory model but rather made some
corrections to the system, such as strengthening some of its centralising elements
(Pierini 2017). In particular, on 21 July 2010, theDodd-FrankWall Street Reform and
Consumer Protection Act (Act No. 111–203) was passed, which included important
macro-prudential approaches forUSfinancial stability. In particular, theAct provides
for the creation of a Council composed of supervisors from various US regulatory
agencies, including the Federal Reserve Board and the Bureau of Consumer Finan-
cial Protection, with significant powers and responsibilities (Webel 2013). The main
functions of these bodies are: to designate banks, financial activities and non-bank
financial firms as systemically important; to recommend higher prudential standards
for any activity or firm that the Council determines contributes to systemic risk;
to collect information on institutions and market practices that could contribute to
systemic risk; to monitor on an ongoing basis the economic effects of regulatory
constraints to reduce systemic risk, including the costs and benefits of imposing
limits on the size, organisational complexity and interconnectedness of large finan-
cial institutions; to monitor domestic and international regulatory developments and
analyse their impact on systemic risk in the US financial market.

The operational scheme of the new US financial regulatory framework is thus
based on four pillars that are required to operate in an integrated manner, but with
distinct and interdependent responsibilities: (i) macro-prudential supervision; (ii)
micro-prudential supervision; (iii) the crisis management and resolution framework;
and (iv) consumer protection (Masera 2011). As part of the first pillar of macro-
prudential supervision, the Dodd-Frank Act gave the Financial Stability Oversight
Council (FSOC) a broad range of powers and responsibilities to enhance coopera-
tion among financial regulators and address potential risks of instability in the US
financial system (Murphy and Bernier 2012). The FSOC is charged with identifying
risks to US financial stability, promoting market discipline and transparent disclo-
sure, and monitoring situations of systemic instability. The FSOC is chaired by the
Secretary of the Treasury and consists of nine members representing major finan-
cial institutions and one member with expertise in the insurance industry. The scope
of the Financial Stability Oversight Council extends to micro-prudential supervi-
sion and the crisis management and resolution framework. Thus, the exercise of
macro-prudential supervision of the financial system represents a strategic point of
reconnection between the first and third pillars of the supervisory framework. In
addition, the Council has the authority to identify systemically important financial
institutions and bring them under the Fed’s micro-prudential supervision. The expan-
sion of the FSOC’s supervisory mandates represents a clear and obvious departure
from the European approach.

From a micro-prudential perspective, the Federal Reserve System (Fed) is the
central bank of the United States. It performs important functions to promote the
efficient functioning of the US economy and, more generally, the public interest.
The Fed exercises monetary authority to promote maximum employment and stable
prices, promotes the soundness and stability of individual financial institutions, and
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monitors their impact on the financial system. The Fed also oversees the safety and
efficiency of payment systems and consumer protection. In general, it is responsible
for supervising and regulating all systemically important banks, bank holding compa-
nies and non-bank financial institutions. The Federal Deposit Insurance Corporation
(FDIC) is an independent agency established by Congress to ensure stability and
confidence in the US financial system (Labonte 2012). To accomplish its mission,
the FDIC supervises financial institutions and oversees complex resolution processes
to ensure consumer protection. The Office of the Comptroller of the Currency (OCC)
regulates and supervises all national banks and federal savings associations, as well
as branches and agencies of foreign banks. The OCC is an independent agency of the
US Department of the Treasury. It is the primary prudential regulator and conducts
proactive, risk-based supervision based on the principles of integrity, competence,
cooperation, and independence.

The National Credit Union Administration (NCUA), established by the US
Congress, is an independent federal agency that protects the deposits of federally
insured credit unions and oversees the cooperative financial system through regula-
tion and supervision. The Securities Investor Protection Corporation (SIPC), estab-
lished by the Securities Investor Protection Act, is one of the primary investor protec-
tion agencies in the United States. Unlike other federal and state agencies that deal
with investment fraud, SIPC’s goal is to recover securities and customer assets held
by brokerage firms that are insolvent or in financial distress.

Finally, the Federal Insurance Office (FIO) was established to oversee the insur-
ance industry and to work with the FSOC and state insurance regulators in the
supervision of systemically important institutions (Mclain 2014; Williams 2019).

As noted above, the Dodd-Frank Act also corrected key aspects of the regula-
tory framework that led to the 2007 crisis, including the introduction of the Collins
Amendment. The latter provided for the application of capital requirements to all
systemically important3 non-bank financial institutions and companies, and stipu-
lated that capital requirements for depository institutions, which are different from
banks and use advanced risk measurement approaches, should be proportional to
their size and activities. In 2018, the Dodd-Frank Act was reviewed and amended
to calibrate it towards a more specific rejection of the proportionality principle. In
particular, for community banks, a full exemption from certain prudential standards
and stress tests was provided for banks with less than USD 10 billion in assets. The
fourth pillar of the new US institutional framework, in the area of crisis manage-
ment and resolution, introduces new obligations to prepare recovery and resolution
plans, technically called living wills. Specifically, Section 165 of the Dodd-Frank
Act requires all systemically important institutions, both banking and non-banking,
to prepare and regularly update living wills. The preparation of the plans represents
the prevention phase, during which institutions engage in self-regulatory activities
to identify measures and tools to deal with disruptions. The plans are reviewed by
the Federal Reserve in conjunction with the Federal Deposit Insurance Corporation
and, if they do not contain effective provisions for dealing with potential instability,

3 With more than USD 50 billion in assets.
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the institutions are asked to amend them. To the extent that the individual financial
institution has been unable to make the required changes to the plan, the authorities
intervene by imposing stricter capital, leverage, liquidity levels, and restrictions on
the institution’s activities. In addition, under the provisions of the Resolution Mech-
anism for Significant Institutions, the Board may place a financial institution into
receivership if there is substantial evidence that the firm is in a situation of default or
is likely to default. Although the Bankruptcy Code is the default legal framework for
resolving a failing bank holding company, the Dodd-Frank Act creates an alternative
resolution framework through the Orderly Liquidation Authority (OLA). The OLA
is a specialised resolution regime for large and complex financial firms, designed
to ensure that these institutions are subject to the resolution process in an orderly
manner and without threatening financial stability (Merler 2018).

Finally, the last pillar of the Dodd-Frank Act, introduced in response to the finan-
cial crisis, is the Bureau of Consumer Financial Protection (BCFP), which is respon-
sible for the regulation and supervision of financial products and services. In general,
the BCFP aims to protect consumers from unlawful practices in the trade of finan-
cial services by improving the transparency and integrity of the financial system
(Carpenter 2012).

China

The Great Financial Crisis of 2007 also called into question the regulatory adequacy
of China’s financial system. Although the response to the global crisis was timely
compared toWestern economies, China was not spared from the economic and finan-
cial consequences of the crisis (Wang and Sun 2013). In fact, with the rapid devel-
opment of financial markets after the international financial crisis, China gradually
moved towards a sector-based regulatory model, with separate regulators for banks,
insurance companies and financial markets (Barth et al. 2006; Pizzirusso 2013; Song
and Xiong 2018). A new and lengthy process of financial system reform began only
since the 14th annual session in 2023 of the National People’s Congress (NPC). The
main pillars of the new framework were the setting of new macroeconomic targets,
the definition of a plan to encourage foreign investment and stimulate economic
growth, and the approval of a plan to reorganise certain government institutions. In
other words, the new framework provides not only for greater economic coopera-
tion, but also for the consolidation of certain functions among the various financial
regulators. Under the second pillar, the NPC plenary approved a new reform frame-
work with the establishment of the National Administration of Financial Regulation
(NAFR). The NAFR replaces the previous supervisory body, the China Banking
and Insurance Regulatory Commission (CBIRC) and will also assume responsibility
for consumer and financial investor protection (Fig. 4.2). In particular, the NAFR’s
functions are not limited to direct supervision of banks and non-bank financial insti-
tutions but extend to both market conduct and prudential regulation. In this area,
the main supervisory powers over the financial system have been transferred from
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the People’s Bank of China to the NAFR. Moreover, the new regulatory framework
has not changed the role of the China Securities Regulatory Commission (CSRC),
which has continued to exercise its supervisory powers over the securities market
since 1992. Although the main functions of the CSRC were not revised by the new
reform, the role of regulating and supervising the corporate bond market, previously
exercised by the National Development and Reform Commission, was included.

The revision of the legal framework for the supervision ofChina’s financial system
also affected the operational framework for macro-prudential policy. In particular,
prior to the reform, the Financial Stability and Development Committee (FSDC) was
a financial regulatory body that, under the leadership of the State Council, ensured
the strengthening of the PBC’s macro-prudential policies and systemic risk mitiga-
tion role, and promoted the development of China’s financial system (Bin et al. 2022;
Huang 2010). Recent changes to the macro-prudential policy framework include the
abolition of the FSDC and the establishment of the Central Financial Commission
(CFC) and the Central Financial Working Committee (CFWC). The former is the
supervisory body responsible for the design, development and supervision of the
financial sector. The latter is responsible for overseeing the Chinese government’s
powers over the financial system. In sum, the CFC and CFWC represent the culmi-
nation of a broad reorganisation of China’s supervisory bodies aimed at giving the
government direct control and supervision over the financial system (Foo et al. 2023;
He and Wei 2023).

Against this backdrop, the 14th Annual Session of the National People’s Congress
highlighted the Chinese government’s determination to intensify economic cooper-
ation and open up the Chinese market to foreign investors. In addition, financial
regulators drew up a new plan to restructure various financial institutions operating
in China. Given the breadth of the reform plan, it may take some time and further
changes to complete the consolidation process. Therefore, it will be necessary to

Fig. 4.2 Financial regulatory system reform
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examine the new measures critically and analytically in the coming years to under-
stand how these changes in the institutional set-up may have directly affected the
business operations of international investors inChina and the stability of thefinancial
system.

Islamic Countries

The term Islamic finance refers to the complex of organisational structures, transac-
tions and financial contracts that conform to the dictates of Islamic law (Adamo 2008;
Hamaui and Mauri 2009). It is based on a set of principles that distinguish it from
conventional finance and represents an alternative financial system characterised by
its strong dependence on sacred texts and the considerable influence of religion on
law. Indeed, Islamic banking is based on Shariah law, which prohibits interest on
loans, investment in sectors that do not meet Islamic requirements, speculation and
gambling, and promotes profit and loss sharing (PLS), the payment of a religious
tax, the supervision of Islamic banking by a religious council and, finally, the ethical
nature of assets and investments (Arsyianti 2019; Hassan andMollah 2018;Miglietta
2009).

The rapid expansion of Islamic banking and capital markets, measured in terms
of the number of institutions and the complexity and sophistication of products and
services, has sparked growing interest among scholars and regulators in the need to
provide a legal framework for the financial system through the creation of interna-
tional regulatory and supervisory organisations. The operation of financial systems
in Islamic countries is based on the adoption of one of the following forms: fully
Islamic, dual systems and neutral or partial inclusion. In the first case, countries allow
the operation of financial and banking institutions only if they comply with Shariah
principles, thus prohibiting the operation of conventional financial institutions. In
the case of the dual system, countries allow Islamic finance and conventional finance
to coexist, while encouraging an increase in the market share of Islamic finance.
Finally, the neutral systemmaintains a fair and impartial nature (Addi and Bouoiyour
2023; Kepli and Yazid 2013; Zulkhibri 2019). As highlighted earlier, Islamic finan-
cial institutions operate according to Shariah principles and the relevant regulatory
framework regulates their operations and contributes to achieving the objectives of
efficiency, stability, risk mitigation and economic development. However, the inte-
gration of Islamic finance into the international financial environment has required
the introduction of a legal framework with international standards that can ensure the
sound and prudent management of financial institutions compared to international
regulatory frameworks.

The long process of harmonising Shariah principles has encouraged the estab-
lishment of regulatory organisations to develop international standards and guide-
lines. These include the Accounting and Auditing Organisation for Islamic Financial
Institutions (AAOIFI), the Islamic Financial Services Board (IFSB), the Interna-
tional Islamic Liquidity Management Corp (IILM), the Islamic International Rating
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Agency (IIRA) and the International Islamic Financial Market (IIFM) (Elasrag
2014). At the forefront of the regulatory institutional set-up is the Shariah Board, a
committee of Islamic researchers and scholars whose role is to verify the compliance
of Islamic financial institutions’ products with Shariah principles. The Accounting
andAuditingOrganisation for Islamic Financial Institutions (AAOIFI) is an indepen-
dent, non-profit international organisation dedicated to the promotion and develop-
ment of Islamic legal standards. Its main objective is to develop accounting, auditing,
governance and ethical models for the activities of Islamic financial institutions,
taking into account not only international standards and practices but also the need
to comply with Shariah principles. It also reviews and adapts conventional standards
to the Islamic financial system and provides guidance to central banks in Muslim
countries to promote compliance with its regulatory guidelines. For the development
of the Islamic financial sector, the Islamic Finance Service Board (IFSB), together
with the AAOIF, aims to promote the development of a transparent Islamic finan-
cial services industry and to provide guidance on the supervision and regulation of
institutions offering Islamic financial products. In recent years, the main focus at
the international level has been the ratification of standards on capital adequacy, risk
management and corporate governance. Standard-setting has enabled supervisors to
pursue the principles of soundness, stability and integrity in the Islamic financial
sector and to develop a wide range of technical standards and guidance in close
cooperation with the Basel Committee and the International Monetary Fund. Specif-
ically, the IFSB’s operational scheme includes: (i) the development of standards in
accordance with Islamic law to ensure a sound banking and financial system; (ii) the
development of internal riskmanagement structures; (iii) the identification andmoni-
toring of risk exposures of Islamic financial instruments; (iv) and the definition of
standards for the supervision, control and regulation of the Islamic financial system.
The IIFM is an international standard-setting body for the Islamic financial services
industry and promotes the harmonisation of Shariah-compliant financial contracts.
In the area of cross-border liquidity management, the International Islamic Liquidity
Management Corporation (IILM) was established by central banks, financial author-
ities and multilateral organisations to develop and issue Shariah-compliant finan-
cial instruments and facilitate cross-border Islamic liquidity management. Finally,
the IIRA promotes the development of the capital market and financial system by
providing tools and services to support Islamic finance.

The operational scheme of Islamic supervision is organised according to an
approach that is different from conventional supervision, while pursuing the same
objectives of operational independence of supervisory bodies, development of a
sound legal framework and an accountable governance structure. On the other hand,
supervisors in many jurisdictions do not seem to have harmonised procedures for
the supervision of Islamic banks, which would require a cross-sectoral approach that
analyses the interrelations and linkages between different Islamic financial sectors
with a view to preventing the propagation of systemic risk. On the specific front
of systemic risk mitigation, therefore, the regulatory and policy infrastructures of
Islamic countries still appear to lag behind those in the US and Europe and would
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therefore require further modernisation towards a greater focus on the determinants
of risk of contagion between countries, sectors and actors in the financial system.

Japan

In contrast to the international experience, the resilience of the Japanese regulatory
infrastructure was tested a few years before the outbreak of the financial crisis in
2007 (Tamaki 2008).

In particular, the non-performing loans (NPL) crisis of the late 1990s was a clear
test signal for Japanese regulators to overhaul the regulatory framework and reorient
it towards the goal of systemic stability (Hoshi and Patrick 2000). The reform, which
was completed before the outbreak of the Great Crisis, allowed for greater resilience
and robustness of the banking sector, allowing for greater neutralisation and miti-
gation of systemic risk. In other words, the stability and greater risk aversion of
the Japanese banking system are two of the main factors that have contributed to
greater systemic resilience and moderate macro-prudential stringency (Lopez and
Bruni 2019).

Japan’s operational banking supervision system is based on the Financial Services
Agency (FSA). The FSA is the authority responsible for ensuring the stability of the
financial system, the protection of depositors and investors, and the development of
the financial services sector. It achieves this through policy-making and the inspection
and supervision of financial institutions. The operational structure of the FSAconsists
of three main bodies: the Strategy Development andManagement Bureau, the Policy
andMarketsBureau and theSupervisionBureau. In general, the FSA is entrustedwith
the tasks of general supervision of the financial system, including the establishment
of an efficient regulatory system and the early detection of unstable situations. The
FSA operates under the guidance of the Government, which has general supervisory,
inspection and sanctioning powers. In this regard, it is envisaged that the authority, in
order to ensure sound and prudent management, may require banks to prepare a plan
for the improvement of their operations through a list of specificmeasures to be taken
within a specified period. In addition, theGovernmentmay decide directly to suspend
all or part of the intermediation. Other institutions, including theBank of Japan (BOJ)
and the General Directors of the Ministry of Finance’s local financial offices, are
also involved in the implementation of the overall supervisory objectives. In light of
the recent 2020 reform, a task force has been established to improve coordination
between FSA’s inspections and BOJ’s supervision of banking operations. The reform
is based on the joint supervision of financial institutions by the FSA and the BOJ,
thereby reducing their respective burdens by implementingmeasures to promote data
integration and the sharing of supervisory results (Venter 2022).

In addition to representing the Japanese banking system, the Bank of Japan
contributes to maintaining the stability of the financial system through money
issuance andexchange control.Asnoted above, the exercise of supervisionoverfinan-
cial institutions is considered a government function. In fact, theBOJ is not a regulator
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and has no authority to exercise prudential supervision over banks. However, as a
lender of last resort, the BOJ can provide liquidity to institutions in the event of
insolvency, and thus has the power to enter into agreements under which it may be
empowered to supervise financial institutions.

Finally, theDeposit InsuranceCorporation of Japan (DIC) is an organisation estab-
lished under the Deposit Insurance Act (DIA) to administer the deposit insurance
system. In the event of a bank failure, the main role of the DIC is to protect depos-
itors and the financial system as a whole. The DIA regulatory framework divides
resolution procedures into three categories:

– ordinary procedures: relating to ordinary resolution schemes;
– financial crisis management procedures: related to bank deposit insurance rescue

schemes;
– ordinary resolution procedures: based on the Key Attributes of Effective Resolu-

tion Regimes for Financial Institutions adopted by the Financial Stability Board
(FSB) and involving a regime that is broadly similar in effect to the bail-in regime.

The distinguishing feature of the operational scheme of the Japanese supervisory
system is the evidence that the financial supervisory agencies are under the political
power, and therefore there is no independent control entrusted to the central bank,
except within the limits of the supervisory powers over the stability of the financial
system.

Conclusions

The onset and rapid spread of the 2007 financial crisis highlighted the limita-
tions of the regulatory and supervisory architecture in the financial system of the
world’s major economies. The need to overcome regulatory inefficiencies has led to
a broadening of the analysis from a purely micro-prudential perspective to a macro-
prudential one that adequately takes into account the complex relationships that
characterise financial systems. The comparative analysis in this chapter has revealed
significant differences in the regulatory architecture of different economies and the
different responses of regulators to the consequences of the 2007 financial crisis. As
already highlighted, the NPL crisis in Japan in the late 1990s was a critical event that
led to radical changes in the financial architecture and a complete overhaul of super-
vision in Japan. The experience of the crisis and the new regulatory framework that
emerged from it fostered a stronger focus on macro-prudential policy on financial
stability and risk aversion. The ante litteram application of the new regulatory guide-
lines to the Japanese financial system contributed to more effective mitigation and
neutralisation of contagion risks during the 2007 financial crisis. In contrast to the
Japanese experience, the US and European regulatory systems were more surprised
by the evolution of the 2007 crisis and, to varying degrees, proved inadequate to
deal with it effectively. The rapid spread of the crisis across sectors, countries and
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individual players highlighted the need to rethink the macro-structure of regula-
tion and supervision in the years immediately following the crisis. In response to
the subprime mortgage crisis and the subsequent sovereign debt crisis, the regu-
latory architecture in the US and Europe underwent a structural overhaul. As has
been widely discussed, the US regulatory architecture is characterised by a multi-
agency structure in which banks are supervised by multiple regulators. The three-
pillar structure of the European Banking Union is a regulatory framework designed
to manage a single supervisory system. Although the US and European regulatory
architectures are structurally different, there is a deep convergence in the regula-
tory and supervisory objectives of the two economies. In particular, both regulatory
frameworks are designed to complement the micro-prudential and macro-prudential
approaches to supervision, both of which are designed to promote financial stability.
EU-US coordination on financial regulation and supervision has been a benchmark
for building a sound global financial system and for reviewing financial regulation
in other economic systems. Among them, in the early years of overhauling the regu-
latory framework of its financial system, China adopted a regulatory system heavily
influenced by the US experience and based on the multi-agency regulatory model.
However, China’s regulatory reform is not complete, and the recent crises show that
important steps remain to be taken. Significant delays in modernising the regulatory
and supervisory structures to mitigate systemic risk are also evident in Islamic coun-
tries, where the rapid expansion of the financial industry has not been matched by
the establishment of an adequately efficient, transparent and internationally recog-
nised regulatory framework. An important first step towards international financial
integration has been the establishment of various institutions that have played a key
role in pursuing the harmonisation of rules based on Shariah principles, but even
in these countries several important steps remain to be taken. Indeed, significant
systemic risks lurk in the regulatory and supervisory inconsistencies at the interna-
tional level. The comparative analysis of the main international financial regulatory
infrastructures reveals a growing and widespread focus on supervisory policies and
architectures aimed at mitigating systemic risk, although the different economies
analysed start from very different positions. While the supervisory frameworks in
different countries reflect the structure of the financial system, the historical nature
and the political constraints, there is a solid and convincing convergence towards the
objectives of stability and systemic risk mitigation. Indeed, the rapid succession of
crises at the global level has raised awareness everywhere of the growing vulnera-
bility of modern economic and financial systems to systemic risks and of the relative
need to address and manage these risks through modern and appropriate regulatory
and supervisory frameworks.
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Chapter 5
Systemic Risks and Multilayer Financial
Networks: From Contagion to Mitigation

Maria Cristina Quirici and Roberto Moro-Visconti

Abstract The global financial system’s interconnectedness has increased due to
globalization, technological advancements and the integration of financial markets.
Financial institutions and markets across different countries are more closely linked
than ever before; while this interconnectedness facilitates global trade and invest-
ment, it also means that financial turmoil can quickly spread from one country to
another. Systemic risk is the possibility that an event at the company level could
trigger severe instability or collapse an entire industry or economy. The fall of
Lehman Brothers in 2008 showed that the failure of a single entity could have far-
reaching effects on the global financial system. This chapter innovatively interprets
the financial system as a complex network formed by the relationships among various
“nodes”: banks, financial institutions, markets, and consumers. These networks are
intricate and opaque, making it challenging to understand and predict how risks
and failures in one part of the system can affect the rest with a domino impact. In
managing systemic risk, regulators and policymakers play a vital role, implementing
stricter regulatory frameworks, overseeing financial institutions more closely, and
developing mechanisms to identify and mitigate risks early. This chapter shows that
effective strategies to mitigate systemic risk involve better risk assessment models,
more robust regulatory frameworks, and international cooperation among regulatory
bodies. Stress testing, capital adequacy requirements, and monitoring of “too big
to fail” institutions, as well as of “too interconnected to fail” ones, are part of these
strategies, that may usefully consider network theory to link economic agents to their
edging patterns.
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Introduction

The global financial system, involving both stock and credit markets (Foglia et al.
2024) has become highly interconnected over the past few decades. This elevated
interconnectedness has resulted in an increased frequency of financial crises, char-
acterized by a faster transmission of turmoil between countries. As demonstrated by
the Global Financial Crisis (2008) and the European Sovereign Debt Crisis (2010), it
is possible to draw an analogy between the economy and epidemics, referring to the
rapid transmission of financial shocks as “contagion” (Atasoy et al. 2024; Brunetti
et al. 2019).

In addition to contagion, another concept that came to the fore after the Global
Financial Crisis is systemic risk. The bankruptcy of LehmanBrothers fueled fears of a
systemic collapse, shifting attention from the individual risks of financial institutions
to a systemic risk (Markose et al. 2012; Bougheas and Kirman 2016; Riccetti 2020;
Paltalidis et al. 2015).

As with contagion, there is not a clear consensus regarding the definition
of systemic risk, though different definitions share some common elements (Di
Clemente 2016; Ellis et al. 2022). In the present approach, systemic risk refers to the
risk of widespread financial disruptions or failures within a financial system, often
caused by the interconnections and dependencies among various entities.

Complex networks play a significant role in the modern financial system, and
understanding their dynamics is crucial for assessing and managing systemic risk.
Complex networks emerge from the relationships among financial institutions,
markets, and other economic agents. These networks are characterized by nodes
(representing individual entities) and edges (representing relationships or connec-
tions between entities). The connections can be direct, such as contractual obliga-
tions or direct financial exposures, or indirect, such as shared exposures to common
assets or market dynamics (Covi et al. 2021).

Understanding systemic risk in complex financial networks involves analysing
the network structure, identifying key nodes (entities) and edges (connections), and
assessing vulnerabilities and potential contagion paths. Network analysis techniques,
such as centrality measures, clustering algorithms, and stress testing methodologies,
are used to quantify systemic risk and inform risk management strategies, in the
consciousness that the measurement of systemic risk is an ongoing and evolving
problem actually discussed in literature (Riccetti 2022a, b; Brogi et al. 2021; Avdjiev
et al. 2019).

At the same time, it is important to point out that regulators and policymakers can
play a crucial role in mitigating systemic risk (Capponi and Chen 2015). They imple-
ment measures like stress testing, capital adequacy requirements, and regulations on
interconnectedness to enhance the resilience of the financial system and reduce the
likelihood and impact of systemic crises (Brunetti et al. 2019).

It is worth considering the European system adopted by the European regulators
to tackle systemic risk, considering the strengths and weaknesses elements of the
European Systemic Risk Board (ESRB) that, with the European System of Financial
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Supervisors (ESFS), constitute our “safety net” for the supervision ofEuropeanfinan-
cial markets, a supervisory system adopted in 2010 on the basis of the de Larosiére
Report in response to the deep international financial crisis that spread from 2007 to
2008 (Quirici 2010; ESRB 2023a; Ellis et al. 2022).

Analysing both how complex financial networks can give rise to systemic risk
(Paltalidis et al. 2015) and if this kind of risk can be considered effectively controlled/
mitigated by the existing dedicated regulator systems, the authors have the aim to
enhance the understanding of the dynamics of interconnected financial systems in
order to improve adequate risk management practices and policy-makers/regulators
actions to tackle systemic risk in a better way, in the consciousness that the study
of the relation between this kind of risk and Multilayer Financial Networks in the
modern financial system is an ongoing and evolving field.

Moreover, after an analysis of the possible interconnections between these
concepts, the authors want also to give an insight into the possible impact on systemic
risk and complex networks of the recent sustainable financial context, where the UN
Sustainable Development Goals and ESG criteria are more and more new financial
paradigms.

The chapter is organized as follows: first an analysis of the structure and role of
complex networks in the financial system; then how these networks can give rise
to systemic risk, considering possible mechanisms of transmissions; successively,
policy-makers and regulators’ actions that can tackle the systemic risk, considering
in particular the relative EU asset, underlining points of strength and weakness;
finally, briefly, the possible impact on systemic risk of the new financial sustain-
able framework. Some conclusions will close the chapter. An analysis of the extant
literature is disseminated in each paragraph.

The Role of Complex Financial Networks

Complex networks actually play a vital role in shaping the dynamics of finan-
cial interconnections and vulnerabilities. These networks can encompass a wide
range of relationships and interactions, including direct financial exposures, common
counterparties, shared assets, and more (D’Arcangelis and Rotundo 2016).

Understanding the structure and behaviour of these complex networks is crucial
for identifying potential sources of systemic risk and developing effective risk
management strategies. Network analysis techniques can help uncover hidden inter-
dependencies, assess the potential impact of disruptions in one part of the network on
other parts, and identify critical nodes or entities that could amplify the propagation
of risks (Bougheas and Kirman 2016; Brunetti et al. 2019).

Moreover, as financial systems become increasingly interconnected and glob-
alized, the potential for systemic risk becomes more pronounced. A disturbance
in one part of the world can quickly spread across the network, potentially
leading to widespread financial crises. This emphasizes the importance of not only
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understanding the structure of these networks but also implementing robust risk
management practices and policy measures to mitigate the impact of systemic risks.

Complex financial networks are a breeding ground for systemic risk due to the
intricate interconnections and interdependencies among various entities. Here’s a bit
more detail on how complex financial networks can give rise to systemic risk:

(a) Contagion and Interconnectedness: The interconnectedness among financial
institutions andmarkets creates pathways for the rapid spread of distress and fail-
ures. When one entity experiences financial trouble, it can transmit its problems
to others through direct exposures, shared assets, and common counterparties.
This contagion effect can lead to a domino effect, where the failure of one entity
triggers a cascade of failures in others.1

(b) Feedback Loops: Complex networks can amplify shocks through feedback
loops. For example, when asset prices start declining due to the distress of
a few entities, it can lead to further asset sales and additional price declines.
This feedback loop can intensify market stress and contribute to a downward
spiral.

(c) Herd Behaviour: In interconnected networks, participants might imitate the
actions of others due to uncertainty or a lack of information. Herd behaviour
can lead to exaggerated market movements and even the propagation of false
information, which can contribute to systemic instability.

(d) Non-linearity andNetwork Effects: The behaviour of complex networks is often
nonlinear, meaning that small disruptions can lead to disproportionately large
impacts. As the number of interconnected entities increases, the potential for
network effects grows, making the system more vulnerable to systemic risk.

(e) Lack of Transparency: Complex networks can obscure the true extent of inter-
dependencies and risks. This lack of transparency can hinder the accurate
assessment of potential vulnerabilities and the formulation of effective risk
management strategies.

(f) Emergent Risks: The interactions within complex networks can lead to the
emergence of risks that are not readily apparent when considering individual
entities in isolation. These emergent risks can catch regulators, policymakers,
and market participants off guard.

Given these factors, understanding the structure, dynamics, and vulnerabilities of
complex financial networks is crucial for identifying and managing systemic risk.
Regulatory measures, stress testing, risk assessment tools, and coordinated policies
all contribute to enhancing the resilience of the financial system and reducing the
potential for systemic crises arising from the inherent complexities of these networks.

Representing financial systems as networks of interconnected nodes and edges
offers a valuable framework for understanding the relationships and dependencies

1 “The propagation of financial contagion in networks with dense clustering which reflects high
concentration or localization of exposures between few participants will be identified as one that is
TITF” (Markose et al. 2012). TITF is an acronymmeaning “Too interconnected to fail”, to consider
those financial networks that dominate in terms of network centrality and connectivity, called also
“super-spreaders”. Regarding TITF see also Hüser (2015).



5 Systemic Risks and Multilayer Financial Networks: From Contagion … 97

that exist among various entities.2 Considering nodes and edgesworkwithin financial
networks, it is possible to underline that nodes represent individual entities within the
financial system—these entities can include banks, financial institutions, investment
firms, corporations, governments, and even specificmarkets ormarket segments; each
node in the network can be thought of as a distinct player with its own characteristics,
assets, liabilities, and interactions—while edges, also known as links or connections,
represent the relationships between nodes.

These relationships can be direct or indirect (Riccetti 2020) and can take various
forms:

(a) Direct Connections: These represent direct interactions or obligations between
entities. For instance, if Bank A has provided a loan to Bank B, a direct edge
between these two banks is present;

(b) Indirect Connections: These indicate shared dependencies, common exposures,
or interactions that might not be direct but still link entities. For example, if
both Bank A and Bank B have invested in a particular asset or market, there’s
an indirect connection between them through that shared exposure.

Analysing these nodes and edges can reveal important insights into systemic risks,
vulnerabilities, and potential contagion pathways. A disturbance or failure in one
node could propagate through its connections to affect other nodes, potentially
leading to systemic repercussions.

Network analysis techniques, such as centrality measures, clustering algorithms,
and stress testing simulations, help to identify critical nodes (entities with a dispro-
portionate impact), to detect hidden interdependencies, and to assess the overall
resilience of the financial network.

By understanding the structure and dynamics of these complex networks, regula-
tors, policymakers, and financial institutions can better anticipate and manage risks.
Additionally, insights gained from network analysis can inform the design of more
effective regulatory measures, risk management strategies, and contingency plans to
enhance the stability of the financial system.

Complex Financial Networks and Systemic Risk: Possible
Mechanism of Transmission

The presence of complex networks in the financial system can give rise to systemic
risk through two primary mechanisms (Gai et al. 2011):

2 According to Brunetti et al. (2019), there are two types of financial networks: “correlation
networks”, where edges are based on asset return correlations, and “physical networks”, where
links result from agent choices. This study is able to demonstrate that the two types of networks
capture related but differing information sets, with correlation networks capturing both direct and
indirect linkages, while physical networks capturing more specific direct linkages among banks.
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1. Contagion Risk: Contagion is a critical aspect of systemic risk in interconnected
financial networks. It occurs due to the interdependencies among entities, causing
distress or failure in one entity to quickly spread to others. There are a few key
types of contagion (Gai and Kapadia 2010):

– Direct Exposures:When one entity defaults on its obligations to another entity,
the latter’s financial stability can be compromised. For instance, if Bank A
defaults on a loan to Bank B, Bank B’s ability to meet its obligations might
be affected.

– Indirect Exposures: Entities might not have direct relationships but might be
linked through common counterparties or shared exposures. If these common
elements are affected, the distress can be transmitted through the network.

– Feedback Loops: Contagion can create self-reinforcing feedback loops. As
one entity’s distress leads to asset sales, it can trigger a decline in asset prices,
affecting the health of other entities that hold those assets, leading to further
distress and more asset sales.

2. Amplification Mechanisms: Complex networks can amplify shocks and distur-
bances, exacerbating the initial impact. This amplification can occur through
various mechanisms:

– Fire Sales:Distressed entitiesmight be forced to sell assets at discounted prices
to raise funds. These fire sales can lead to a rapid decline in asset prices,
affecting the value of similar assets held by other entities and potentially
causing a cascade of selling.

– Liquidity Spirals: Funding liquidity spirals occur when institutions face diffi-
culties in obtaining funding. This can lead to deleveraging, as entities sell
assets to raise cash, driving down asset prices and further reducing their
collateral value. This, in turn, tightens funding conditions for others.

Liquidity spirals are a phenomenon in financial markets where a shortage of liquidity,
or the ability to quickly convert assets into cash, leads to a self-reinforcing cycle of
declining asset prices and worseningmarket conditions. This can result in a feedback
loop that intensifiesmarket stress and can have a broader impact on financial stability.
Here’s how a liquidity spiral typically unfolds:

(a) Initial Trigger: The spiral often begins with a shock or a perceived negative
event in the financial system. This could be a sudden increase in uncertainty,
the default of a major counterparty, or economic news that creates uncertainty.

(b) Market Stress: As uncertainty increases, market participants become more
cautious and risk-averse. They might start to demand higher returns for holding
risky assets, which can lead to a decline in asset prices.

(c) Asset Price Decline: Falling asset prices reduce the value of collateral held by
financial institutions. This can make it difficult for these institutions to borrow
or raise funds using these assets as collateral.
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(d) Tightening Liquidity: As institutions face difficulties in obtaining funds, they
might be forced to sell assets to raise cash. This selling pressure further depresses
asset prices.

(e) Collateral Devaluation: The decline in asset prices reduces the perceived
value of collateral in the financial system. Lenders become more cautious
about accepting these devalued assets as collateral, making it even harder for
institutions to secure funding.

(f) Deleveraging: Institutions, facing liquidity pressures and concerns about collat-
eral quality, might engage in deleveraging—reducing their overall exposure by
selling assets or reducing their trading activities. This can further drive down
asset prices.

(g) Continued Feedback Loop: The cycle continues as asset sales lead to further
price declines, worsening collateral quality, and increasingly constrained access
to funding. This can create a self-reinforcing loop that intensifies market stress.

Liquidity spirals can impact both individual institutions and the broader financial
system. As asset prices decline and funding conditions tighten, the risk of insolvency
for some institutions increases. Furthermore, if multiple institutions are simultane-
ously trying to sell assets to raise cash, it can exacerbate the decline in asset prices
and spread distress across the financial network.

Mitigating liquidity spirals often involves a combination of monetary policy
actions, lender-of-last-resort interventions, and measures to restore market confi-
dence. Central banks might inject liquidity into the system, provide emergency
funding to distressed institutions, and offer assurances to market participants to help
break the cycle of panic-driven selling and restore stability.

Understanding liquidity spirals is crucial for policymakers, regulators, and
financial institutions to design effective strategies to prevent and manage their
occurrence.

• Herd Behaviour: In interconnected networks, entities might react to the distress
of others by taking similar actions. For example, if one bank experiences run-on
deposits, other banks might face similar withdrawals as customers fear contagion.

Herd behaviour refers to the tendency of market participants, including financial
institutions, investors, and consumers, to imitate the actions of others in response to
uncertainty or perceived information. This behaviour can lead to amplified market
movements, increased volatility, and potential systemic risks.

Here’s how herd behaviour works and its implications. Herd behaviour can arise
due to several factors, such as:

(a) Information Asymmetry: When individuals have limited information about the
market or a specific asset, they might look to the actions of others for guidance.
If many participants start selling a particular asset, others might follow suit,
assuming those participants have superior information.

(b) Social Proof: People tend to believe that if a large number of others are doing
something, it must be the correct course of action. This can lead to a self-
reinforcing cycle as more participants follow the initial trendsetter.
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(c) Risk Aversion: In times of uncertainty or crisis, individuals may choose to adopt
the actions of others to avoid standing out or making decisions that might lead
to losses.

Considering the implications of Herd Behaviour, it is possible to underline that Herd
behaviour can have significant effects on financial markets and systemic stability:

(a) Market Volatility: Herd behaviour can amplify market movements, leading to
abrupt price swings and increased volatility.

(b) Contagion: In interconnected financial systems, one institution’s troubles can
trigger a herd response amongother similar institutions. For example, if onebank
faces run-on deposits, customers of other banks might fear similar problems and
withdraw their funds as well.

(c) Systemic Risk: Herd behaviour can contribute to systemic risks, as simulta-
neous actions by numerous participants can lead to self-fulfilling prophecies.
For instance, if many banks sell assets at the same time due to perceived risks, it
can cause asset prices to plummet and negatively impact their capital positions.

(d) Liquidity Crunch: If many participants rush to liquidate assets simultaneously,
it can strain market liquidity and make it difficult to sell assets at reasonable
prices.

Understanding and managing herd behaviour is crucial for maintaining the stability
of financial systems, especially in times of uncertainty or stress. By addressing the
psychological factors that contribute to herd behaviour and implementing measures
to counteract its negative effects, regulators can help mitigate potential systemic
risks.

Understanding these mechanisms is crucial both for risk management and for
designing effective measures to mitigate systemic risk by financial regulators and
policy-makers.

Regulators and Policy-Makers Measures to Mitigate
Systemic Risk in the Presence of Financial Networks

Financial institutions are connected to each other through sophisticated networks of
multilateral exposures. As a consequence of these linkages, distress or failure of a
financial institution, triggering large unexpected losses on its trades, can seriously
affect the financial status of its counterparties. The intricate structure of linkages can
be “captured” via a network representation of the financial system, in the conscious-
ness that such network models can assist in detecting important shock transmission
mechanisms. (Capponi and Chen 2015; Riccetti 2020).

Consequently, regulators and financial institutions need to consider not only the
individual health of entities, but also the potential ripple effects that can propagate
through the complex network, leading to broader financial instability (Ellis et al.
2022; Markose et al. 2012; Cont et al. 2013; Galizia 2015).
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Systemic risk so represents another dimension that financial regulators have to
include in their analysis: when bank failures are contagious regulators, in assigning
priority rights, need also to take into account how the bankruptcy resolution of one
institutionmight affect the survival of other institutions that have acted as its creditors.
In other terms, if the choice of policy can affect the structure of the financial network,
policy design becomes surely more complex (Bougheas and Kirman 2016).

If managing herd behaviour is challenging, there are some steps that regulators
and policy-makers can take to mitigate its impact:

(a) Communication and Transparency: Providing clear and timely information to
market participants can reduce uncertainty and the potential for panic-driven
reactions.

(b) Strengthening Confidence: Implementing measures to enhance the confidence
of market participants can reduce the likelihood of mass withdrawals or panic
selling.

(c) Macroprudential Measures: Regulatory authorities can introduce measures
that encourage more prudent behaviour among market participants, such as
implementing circuit breakers or capital requirements.

(d) Monitoring and Intervention: Regulatory bodies can closely monitor market
trends and intervene if they detect signs of irrational herd behaviour that could
threaten financial stability.

Regulators and policy-makers play a vital role in safeguarding financial stability and
mitigating systemic risks (ECB 2011; Hollo et al. 2012). There are various measures
indeed that represent key tools in their arsenal for achieving these goals:

a. Stress Testing: Stress testing involves subjecting financial institutions to simu-
lated adverse scenarios to assess their resilience. By evaluating how institutions’
capital positions, liquidity, and overall financial health would hold up under
severe economic and market conditions, regulators can identify vulnerabilities
and take corrective actions if necessary. Stress testing enhances transparency,
helps institutions prepare for potential shocks, and contributes to better risk
management.

b. Capital Adequacy Requirements: Requiring financial institutions to maintain
sufficient capital buffers is a fundamental aspect of preventing systemic risks.
Adequate capital cushions protect institutions from unexpected losses and
provide a buffer that can absorb shocks. Capital requirements are set by regula-
tors to ensure that banks and other financial entities have the resources to cover
potential losses and maintain their operations during times of stress.

c. Regulations on Interconnectedness: Regulators often impose regulations to
manage the degree of interconnectedness within the financial system. These
regulations might include limits on exposures to specific counterparties, concen-
tration limits for asset holdings, and requirements to hold additional capital for
exposures to systemically important institutions. These measures reduce the risk
of contagion and limit the potential for a single entity’s failure to spread across
the network.
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d. Macroprudential Policies: Macroprudential policies focus on the stability of the
financial system as a whole rather than individual institutions. These policies
might involve setting limits on loan-to-value ratios formortgages, countercyclical
capital buffers, and other measures that aim to prevent excessive risk-taking
during periods of economic boom and to provide support during downturns.

e. RegulatoryCoordination andCooperation:Global financial systems are intercon-
nected, and systemic risks can transcend national borders. Therefore, effective
regulation often requires coordination and cooperation among different regula-
tory bodies and across jurisdictions. International standards and agreements can
help harmonize regulatory approaches and enhance the effectiveness ofmeasures
to mitigate systemic risks.

f. Early Intervention andResolutionFrameworks:Regulators often establish frame-
works for early identification and intervention in troubled financial institutions.
This helps prevent the deterioration of institutions’ financial conditions and
reduces the likelihood of contagious failures. Resolution frameworks provide a
structured process for handling the failure of systemically important institutions
while minimizing disruption to the financial system.

By combining these measures and regularly assessing the evolving financial land-
scape, regulators and policy-makers aim to create a resilient financial system that
can withstand shocks, protect consumers and investors, and reduce the potential
for systemic crises. The goal is to strike a balance between promoting financial
innovation and growth while ensuring stability and risk mitigation.

The European Systemic Risk Board (ESRB)

Reasons of the ESRB Establishment and Its Main Characters

After the collapse of Lehman Brothers in mid-September 2008, global financial
market participants were directly impacted by its default, resulting from numerous
cross-border and cross-entity interdependencies (Acharya et al. 2012). The shock
was rapidly spread in Europe, the effects of both interconnectedness and contagion
manifested themselves and systemic risk emerged not only as one of the most chal-
lenging aspects but also as a risk that had been enormously underestimated.While the
euro area banking systemwas fundamentally solvent, according to several stress tests
(Acharya and Steffen 2015),3 the intensity and speed with which shocks propagated

3 As the 2008financial crisis evolved andwith the sovereigndebt crisis in the euro area in 2010–2011,
it became necessary to further integrate the system of surveillance on euro area’s banking system:
this led to the EU’s Banking Union initiative, with a Single Supervisory Mechanism, placing the
ECB as the central supervisors for euro-area banks, and a Single ResolutionMechanism, having the
aim to ensure the orderly resolution of failing banks covered by the Single SupervisoryMechanism.
It is necessary to point out that the rules on reducing risks in the European banking sector are
constantly evolving over time.
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in the entire financial system, put at risk the same stability of the whole European
system, highlighted in a clear way the need to identify, measure and understand the
nature and the source of systemic risk (Covi et al. 2021).

The European Systemic Risk Board (ESRB) is the European regulatory answer
to this need. It represents a key component of the new European Union’s framework
for addressing systemic risk in the financial system with the European System of
Financial Supervision (ESFS). The ESRB4 was established on 1st January 2011 just
in response to the Global Financial Crisis (2007–2008) representing an innovative
element of the new European “safety net”. The ESFB introduction was based on
recommendations from the de Larosiére Report, which aimed to enhance financial
supervision and stability within the EU (de Larosiére Group 2009).

The ESRB consists of the National Central Bank Governors and representatives
from the European Central Bank, the European Commission, the European Super-
visory Authorities (ESAs), and the chairman and two vice chairmen from the Advi-
sory Scientific Committee (which comprises external experts) with voting rights.
Representatives from the National Supervisory Authorities and the chairman of the
Economic and Financial Committee attend without voting rights. The President of
the European Central Bank is the chairman of the ESRB.

The ESRB is to prevent and reduce systemic risks in the EU. The ESRB is tasked
with identifying risks and—if necessary—make recommendations andwarnings that
may reduce these risks. Recommendations and warnings can be directed towards the
entire EU, individual or groups of countries’ governments or supervisory authorities,
the Commission or the European supervisory authorities. When the ESRB makes a
recommendation, the recipient can choose to follow it or not. As such, it is not a
binding recommendation for the member countries. However, if a recipient chooses
not to follow a recommendation from the ESRB, said recipient must explain why.
The recipient of the recommendation shall inform the ESRB and ECOFIN about the
status. There is not a similar obligation to comply-or-explain to warning from the
ESRB.

In other terms, the European Systemic Risk Board (ESRB) has to provide
the macro-prudential oversight of the European Union’s financial system and to
contribute to preventing or mitigating systemic risks in the EU, while the European
System of Financial Supervision has to guarantee surveillance at a microeconomic
level, thanks of an active collaboration between the national supervisory authorities
and the three new European Supervisory Authorities, represented by the European

4 Considering the elements regarding organization and governance, the ESRB, based in Frank-
furt am Main (Germany), has a General Board, chaired by the President of the ECB, that ensures
the performance of tasks by taking the necessary decisions, a Steering Committee, that assists
in the decision- making processes, an Advisory Scientific Committee and an Advisory Technical
Committee, beyond a Secretariat. The voting members of the General Board include the President
and Vice-President of the European Central Bank, heads of the central banks of the member states,
a representative of the European Commission, the Chairs respectively of the three European Super-
visory Authority (or ESAs) represented by EBA, ESMA and EIOPA, the Chair of the Advisory
Scientific Committee and the Chair of the Advisory Technical Committee. Non-voting member is
the Chair of the Economic and Financial Committee (EFC) (Sciascia 2021; Cafaro 2021).
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Banking Authority (EBA), the European Insurance Authority (EIA) and the Euro-
pean Securities Authority (ESA). The new European surveillance system establishes
also mutual interconnections between the ESRB and ESFS: the ESFS must provide
the ESRBwith information onmicro-prudential developments, while the ESRBmust
provide warnings on imminent systemic risks and, when necessary, it will recom-
mend measures in response to the identified risks, but having no binding powers
(Quirici 2010).

ESRB also coordinates itself with international financial organizations (such as
the International Monetary Fund and the Financial Stability Board).

As underlined in ESRB Annual Report 2022 (ESRB 2023a), in September 2022
the European Systemic Risk Board issued, for the first time, a general warning
on vulnerabilities in the EU financial system, calling for heightened awareness of
the risks to financial stability and the need of greater resilience in the EU finan-
cial sector (ESRB 2022). The economic impact of Russia’s war against Ukraine
had increased the likelihood of a tail-risk scenario. In the months after the general
warming, near-term tail risk to the economic outlook receded to some extent, but
banking sector vulnerabilities intensified in March 2023, following the collapse of
two mid-sized banks in the USA and the takeover of Credit Suisse by USB. The
ESRB continued its regular monitoring activities and contributed to the stress-testing
exercise of the ESAs.

At itsmeeting on 30November 2023, theGeneral Board of the European Systemic
Risk Board concluded that financial stability risks in the EU remained elevated. The
ESRB released also the 46th issue of its risk dashboard, which represents a set
of quantitative and qualitative indicators measuring systemic risk in the EU finan-
cial system (ESRB 2023b).5 Finally, the ESRB concluded its exploratory work on
measuring and modelling the systemic dimension of climate risks and on possible
macro-prudential policy options.

Main Elements of Strength and Weakness of the ESRB

The main strengths of the ESRC and ESFS can be considered the following:

(a) Enhanced Coordination: The ESRC brings together representatives from
different regulatory and supervisory authorities across the EU, facilitating coor-
dinated actions and information sharing. This collaborative approach improves
the understanding and assessment of systemic risks that might affect the entire
financial system.

5 The ESRB risk dashboard is published quarterly, oneweek after its adoption by theGeneral Board,
and it is accompanied by two annexes that explain the methodology and describe the indicators
(both quantitative and qualitative) measuring systemic risk in the EU financial system. Additional
indicators that support the systemic risk assessment by ESRB are available in the macro-prudential
database that is present in the ECB (ESRB 2023b).
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(b) Holistic Risk Assessment: The ESRC is focused on macro-prudential supervi-
sion, which means it assesses risks and vulnerabilities across the entire financial
system rather than just individual institutions. This broader perspective helps in
identifying and addressing risks that might arise from interconnectedness and
network effects.

(c) Early Warning System: The ESRC’s primary goal is to provide early warnings
about potential systemic risks. Monitoring various indicators and market devel-
opments, it can signal potential threats to financial stability, allowing regulators
and policymakers to take pre-emptive measures.

(d) Recommendations and Policy Tools: The ESRC can make recommendations
to national authorities and the broader EU regarding policies and measures
to mitigate systemic risks. These recommendations might include adjusting
capital requirements, imposing lending restrictions, or implementing other
macro-prudential tools.

But there are also some elements of weakness in the ESRB that it is necessary to
point out, including:

(a) Limited Enforcement Power: the ESRB can make recommendations, but it
doesn’t have direct enforcement power. It relies on national authorities to imple-
ment its suggestions, which might lead to variations in how different countries
respond to the same systemic risks. TheESRBhas tomonitor themeasures taken
in response to its warnings and recommendations, considering that addressees
of the ESRB recommendations have to provide an explanation for any inaction.

(b) Interplay with National Interests: Balancing the interests of individual member
states with the broader EU objectives can be challenging. National regulators
might prioritize local concerns over pan-European systemic risks.

(c) Data Availability and Quality: Effective risk assessment requires accurate and
timely data. Ensuring consistent and high-quality data across all member states
can be difficult, impacting the accuracy of risk assessments.

(d) Changing Landscape: Financial markets and instruments are constantly
evolving. Adapting the regulatory framework to address new and innovative
financial products and practices is an ongoing challenge.

(e) Communication and Decision-Making: Coordinating among different regula-
tory bodies and national authorities can sometimes lead to delays in decision-
making and responses to emerging risks.

The European Systemic Risk Board, along with the European System of Financial
Supervision, represents a significant effort by theEuropeanUnion to address systemic
risks in the financial system. Its strengths lie in its coordinated approach to risk
assessment, early warning capabilities, and recommendations for policy measures.
However, challenges related to enforcement, national interests, data quality, and the
dynamic nature of financial markets need to bemanaged for the framework to be truly
effective in maintaining financial stability across the EU. So further improvements
might be realized by the European Commission to tackle in a better way systemic
risks in the EU financial context, considering that the European Systemic Risk Board
represents only a “voice” that has no direct enforcement powers regarding this risk.
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Some Implications of Systemic Risk and Complex Network
in the New Sustainable Financial Context

Environmental, Social, and Governance (ESG) criteria and their relative consider-
ations are becoming increasingly important in the financial sector as they address
broader sustainability and ethical concerns. These considerations are closely linked
to the Sustainable Development Goals (SDGs) established by the United Nations.

The main implications of systemic risk and complex networks in the context of
ESG and the SDGs are tentatively the following:

a. Environmental Implications: Complex financial networks can have environ-
mental implications, particularly related to sectorswith significant environmental
impacts such as energy, natural resources, and waste management. Systemic risk
in these sectors can lead to widespread disruptions that impact not only financial
institutions but also companies involved in environmentally sensitive activities.
From an ESG perspective, financial institutions that invest in or lend to envi-
ronmentally unsustainable businesses could face reputation risks and financial
losses if these businesses fail due to systemic risks.

b. Social Implications: Systemic risk can have significant social implications, espe-
cially when it affects sectors that have a direct impact on people’s livelihoods,
jobs, and access to basic needs. For instance, disruptions in the housing market
or labour-intensive industries due to systemic risks can lead to job losses and
economic instability. From an ESG perspective, financial institutions have a
responsibility to consider the social impact of their investments and lending
activities. Investments in companies that prioritize fair labour practices, diver-
sity and inclusion, and community development align with social goals and the
SDGs.

c. Governance Implications: Complex networks and systemic risks can also high-
light governance-related issues within financial institutions. Weak governance
structures, inadequate risk management practices, and lack of transparency can
exacerbate the potential for systemic risk. Financial institutions with strong
governance frameworks are better equipped to identify, assess, and mitigate
systemic risks effectively. Ensuring ethical conduct, transparency, and account-
ability within financial institutions contributes to long-term sustainability and
supports SDGs related to good governance.

Considering the alignment with Sustainable Development Goals (SDGs), it is
possible to notice that several SDGs canbedirectly or indirectly impacted by systemic
risk and complex financial networks can play a significant role in their pursuit. It is
possible also to do some examples of this:

• SDG 8 (Decent Work and Economic Growth): Systemic risks affecting employ-
ment, job stability, and economic growth can impact progress toward this
goal.

• SDG9 (Industry, Innovation, and Infrastructure): Financial disruptions can hinder
investments in critical infrastructure and innovation initiatives.
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• SDG 10 (Reduced Inequality): Systemic risks that disproportionately affect
vulnerable populations can hinder efforts to reduce inequalities.

• SDG 12 (Responsible Consumption and Production): Addressing systemic risk
can encourage responsible consumption, production, and sustainable supply chain
practices.

• SDG 17 (Partnerships for the Goals): Coordinated efforts among financial insti-
tutions, regulators, and governments are vital for managing systemic risk and
achieving the SDGs.

Understanding systemic risk and complex networks through an ESG and SDG lens
emphasizes the need for responsible and sustainable financial practices. Financial
institutions that consider environmental, social, and governance factors in their
decision-making can contribute to the broader goals of sustainability, inclusivity,
and ethical conduct while also mitigating the potential negative impacts of systemic
risk on society and the environment.

An example of this is given by the General Board of the European Systemic
Risk Board (ESRB) that, at its 52nd regular meeting held on 30 November 2023,
discussed the systemic dimension of climate risk, jointly with the ECB, considering
three aspects:

(1) The General Board took stock of ways in which climate risk could trigger
systemic risk, noting that EUbanks should properly assess climate-related finan-
cial risks of lending portfolios that are clearly titled towards higher emitting parts
of the economy;

(2) The board discussed the macro-prudential policy toolbox and the possibility
of applying instruments provided for by current legislation to address risks to
banks, borrowers, and no-bank financial intermediaries;

(3) The board had an initial exchange of views about the risk of natural degradation
which could exacerbate the effects of climate change, with repercussions for
financial stability too (ESRB 2023c).

Conclusions

This chapter has mainly shown the role of complex networks in the financial context
and how these networks can give rise to rapid diffusion of systemic risk through
different possible mechanisms of transmission, in the consciousness that under-
standing these mechanisms is crucial both for risk management and for designing
effective measures necessary to mitigate the diffusion of systemic risk.

After the Great Financial Crisis (2007–2008) financial supervisors all over the
world understood that the systemic risk had been underestimated and that there was
a need to better monitor and tackle it, considering relative ways and channels of
contagion.

This is in presence of a modern financial system characterized by multiple layers
or levels of interconnectedness. Several key aspects contribute to the complexity
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of financial networks, such as Interconnectedness (that can create channels for the
transmission of shocks and vulnerabilities across the system), Interdependencies
(when financial institutions and markets rely on each other for various services, such
as payment processing, liquidity provision, and risk hedging. So, if one institution
fails or experiences severe stress, it can impact other entities that depend on its
services, leading to a cascading effect of failures or disruptions) or Feedback loops
(that can amplify shocks and disturbances within the financial system, creating a
cycle of contagion and instability).

This multilayer structure (Multilayer Financial Networks) can amplify the spread
of risks and, in particular, can amplify the diffusion, or contagion, of the systemic risk.
In fact, if this risk can lead to the collapse or severe disruption of an entire financial
system or economy, it often arises due to the interconnectedness and interdepen-
dencies within the financial system. One small shock in one part of the system can
potentially propagate and impact other parts, leading to a chain reaction of failures.

In the presence of complex financial networks, the Contagion, or the widespread
transmission of financial distress or negative events from one institution or sector to
others, is more rapid.We saw that it can occur through direct exposures (such as loans
between banks) or indirect exposures (via common counterparties or interconnected
markets). Several studies in literature underline the need for a new concept of “too
interconnected to fail” (or TITF), besides the concept of “too big to fail”, concerning
those financial institutions particularly relevant in the financial network context.

Consequently, a better understanding of these forms of transmission is necessary
for policy-makers andfinancial supervisors to identifymitigation strategies, to reduce
the impact of systemic risks and prevent or limit contagion. This involves imple-
menting measures and policies that enhance the resilience of financial institutions
and the overall system.

In the last decade significant progress has been made in studying the growing
interconnectedness of the global financial system and how shocks are amplified or
mitigated depending on the network structure and the heterogeneity of the various
financial agents. However, the present analysis shows that many issues need also to
be solved.

In literature are presented more and more studies regarding these concepts, but
despite this and notwithstanding their growing importance, we have not yet reached a
univocal definition of systemic risk nor a sharedmethodology formeasuring this risk.
Also, in relation to the concept of contagion, there is no univocal definition and studies
analysing the determinants of systemic risk contagion are relatively few (Atasoy et al.
2024). For these reasons it is difficult to find a shared methodology to determine
what are the “Systemically Important Financial Institutions” (SIFIs), which should
be controlled in a more significant way because able to trigger a systemic crisis
(Riccetti 2020, 2022a, b; Brogi et al. 2021; Avdjiev et al. 2019).

Also considering the financial regulators’ methods to capture factors that can
propagate systemic risk, it is possible to point out that a more holistic regulatory
approach, incorporating a range of risk factors simultaneously and utilizing high-
frequency data, would be more suitable than the actual ones.
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The same analysis of the European Systemic Risk Board, representing the Euro-
pean answer to the need to better understand and tackle the systemic risk in our
financial system, shows the presence of elements of improvement, to the extent
that it could be transformed from the actual role of “voice”—that can issue general
warming—into a European Authority capable of giving effective indications on how
to quickly address certain situations of potential systemic risk.

In this context, the presence of ESG risks, such as the risks deriving from climate
change, can only represent a further element capable of worsening the existing situ-
ation, making it even more necessary for academic authors, financial supervisors,
and policy-makers to deepen their studies on the causes, remedies and methods of
measuring of the systemic risk in the presence of Multilayer Financial Networks.

References

Acharya, V., Steffen, S.: The “greatest” carry trade ever? Understanding Eurozone bank risk. J.
Financ. Econ. 115(2), 215–236 (2015)

Acharya, V., Engle, R., Richardson, M.: Capital shortfall: a new approach to ranking and regulating
systemic risks. Am. Econ. Rev. 102(3), 59–64 (2012)

Atasoy, B.S., Özkan, I., Erden, L.: The determinants of systemic risk contagion. Econ. Model. 130,
106596 (2024)

Avdjiev, S., Giudici, P., Spelta, A.: Measuring contagion risk in international banking. BISWorking
Papers N° 796, Monetary and Economic Department of the Bank for International Settlements,
at https://www.bis.org/ (2019)

Bougheas, S., Kirman, A.: Bank insolvencies, priority claims and systemic risk. In: Commendatore,
P., Matilla-Garcìa, M., Varela, L.M., Cànovas, J.L. (eds.) Complex Networks and Dynamics,
Lecture Notes in Economics and Mathematical Systems, pp. 195–208. Springer International
Publishing, Switzerland (2016). https://doi.org/10.1007/978-3-319-40803-3_8

Brogi, M., Lagasio, V., Riccetti, L.: Systemic risk measurement: bucketing global systemically
important banks. Ann. Finance 17, 319–351 (2021)

Brunetti, C., Harris, J.H., Mankad, S., Michailidis, G.: Interconnectedness in the interbank market.
J. Financ. Econ. 133(2), 520–538 (2019)

Cafaro, S.: Article 134 [Economic and Financial Committee]. In: Springer Commentaries on
International and European Law. Springer, Cham (2021)

Capponi, A., Chen, P.C.: Systemic risk mitigation in financial networks. J. Econ. Dyn. Control 58,
152–166 (2015)

Cont, R., Moussa, A., Santos, E.B.: Network structure and systemic risk in banking system. In:
Fouque, J.P., Langsam, J. (eds.)Handbookof SystemicRisk, pp. 327–368.CambridgeUniversity
Press (2013)

Covi, G., Gorpe, M.Z., Kok, C.: CoMap: mapping contagion in the euro area banking sector. J.
Financ. Stab. 53, 100814 (2021)

D’Arcangelis, A.M., Rotundo, G.: Complex networks in finance. In: Commendatore, P., Matilla-
Garcìa, M., Varela, L.M., Cànovas, J.L. (eds.) Complex Networks and Dynamics. Lecture
Notes in Economics andMathematical Systems, pp. 209–235. Springer International Publishing,
Switzerland (2016)

De Larosiére Group: Report (2009)
Di Clemente, A.: Rischio sistemico e intermediari bancari. In: Di Clemente, A. (a cura di), Stabilità

finanziaria e rischio sistemico. Problemi di stima e di regolazione, ARACNE, Roma, 45–62
(Novembre) (2016)

https://www.bis.org/
https://doi.org/10.1007/978-3-319-40803-3_8


110 M. C. Quirici and R. Moro-Visconti

ECB (European Central Bank): Systemic risk methodologies. Financ. Stabi. Rev. (2011)
Ellis, S., Sharma, S., Brzeszczynski, J.: Systemic riskmeasures and regulatory challenges. J. Financ.

Stab. 61, 100960 (2022)
ESRB (European Systemic Risk Board): Warning on vulnerabilities in the financial system of the

European Union (EU), 22 September 2022. https://www.ecb.europa.eu/ (2022)
ESRB (European Systemic Risk Board): Annual Report 2022, 30 March 2023. https://www.esrb.

europa.eu/ (2023a)
ESRB (European Systemic Risk Board): ESRB Risk Dashboard (with Annex I and Annex II),

November 2023 (Issue 46). https://www.esrb.europa.eu/ (2023b)
ESRB (European Systemic Risk Board): The General Board of the European Systemic Risk Board

held its 52nd regular meeting on 30 November 2023, PRESS RELEASE, 7 December 2023.
https://www.esrb.europa.eu/ (2023c)

Foglia, M., Di Tommaso, C., Wang, G., Pacelli, V.: Interconnectedness between stock and credit
markets: the role of European G-SIBs in a multilayer perspective. J. Int. Financ. Markets Inst.
Money 91 (2024)

Gai, P., Haldane, A., Kapadia, S.: Complexity, concentration and contagion. J. Monet. Econ. 58,
453–470 (2011)

Gai, P., Kapadia, S.: Contagion in financial networks, Bank of England Working Papers n. 393,
Bank of England. https://bankofengland.co.uk/ (2010)

Galizia, F.: Should SIFIs protect themselves from systemic risk? J. Risk Manage. Financ. Inst. 8(1),
27–33 (2015)

Hollo, D., Kremer, M., Lo Duca, M.: CISS: a composite indicator of systemic stress in the financial
system. Working Paper Series, N. 1426, ECB (2012)

Hüser, A.C.: Too interconnected to fail: a survey of the interbank networks literature. J. Netw.
Theory Finance 1(3), 1–50 (2015)

Markose, S., Giansante, S., Shaghaghi, A.R.: Too interconnected to fail” financial network of US
CDS market: topological fragility and systemic risk. J. Econ. Behav. Organ. 83(3), 627–646
(2012)

Paltalidis, N., Gounopoulos, D., Kizys, R., Koutelidakis Y.: Transmission channels of systemic risk
and contagion in the European financial network. J. Banking Finance 61(1), S36–S52 (2015)

Quirici, M.C.: Dalla crisi finanziaria internazionale a nuove forme di vigilanza integrata sulla base
del Rapporto de Larosiére. In: Quirici, M.C. (ed.) Il mercato mobiliare. L’evoluzione strutturale
e normativa, pp. 376–395. FrancoAngeli, Milano (2010)

Riccetti, L.: Agent-basedmulti-layer network simulations for financial systemic riskmeasurements:
a proposal for future developments. Int. J. Microsimul. 15(2), 44–61 (2022a)

Riccetti, L.: Gestire il rischio sistemico con la teoria delle reti. In: Busilacchi, G., Cedrola, E. (a
cura di). La forza delle reti, pp. 85–103. Gioacchino Onorati Ed., Roma (2020)

Riccetti, L.: Systemic risk analysis and SIFI detection: mechanisms and measurement. J. Risk
Manage. Financ. Inst. 15(3), 245–259 (2022b)

Sciascia, G.: La regolazione giuridica del rischio sistemico. Stabilità finanziaria e politiche
macroprudenziali, Giuffré, Torino (2021)

https://www.ecb.europa.eu/
https://www.esrb.europa.eu/
https://www.esrb.europa.eu/
https://www.esrb.europa.eu/
https://bankofengland.co.uk/


5 Systemic Risks and Multilayer Financial Networks: From Contagion … 111

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Chapter 6
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Abstract Inflation and financial stability are pivotal elements in the fields of eco-
nomics and finance, exerting a profound influence on economic performance and
the overall stability of financial systems. The intricate interplay between these fac-
tors has garnered significant attention from researchers, policymakers, and market
participants due to its far-reaching implications, especially since recent inflationary
shocks have put many economies around the world under pressure. This chapter
builds an econometric design to estimate a network of volatility connectedness, and
an Exponential Random Graph Model (ERGM) is proposed to analyse the struc-
ture, capturing both endogenous and exogenous effects on the network. The results
show no significant relationship between inflation and financial stress for this set of
European countries, shedding light on potential macro-financial vulnerabilities and
systemic risks within the European financial system.
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Building on the seminal work of Diebold and Yilmaz (2012, 2014, 2015) on net-
work connectedness, this study builds an econometric design to estimate a network of
volatility connectedness. Afterward, an Exponential RandomGraphModel (ERGM)
(Cranmer and Desmarais 2011; Hunter et al. 2008; Butts et al. 2014; Ghafouri and
Khasteh 2020) is proposed to analyse the structure, capturing both endogenous and
exogenous effects on the network. Thismethodological framework enriches the anal-
ysis, enabling a comprehensive exploration of the multifaceted interactions between
inflation and financial stress.

The chapter is based on a comprehensive analysis of the interconnections between
inflation and financial stress, using data from 11 European countries. These coun-
tries, characterized by significant commercial and financial ties facilitated by the
free movement of goods, capital, and labour, are especially suitable for analysing
network phenomena. The Composite Indicator of Systemic Stress (CISS) provided
by the European Central Bank (ECB) is employed to gauge financial stress, while the
Headline Consumer Price Index (CPI) from the World Bank serves as a key metric
for measuring inflation. The 10year yield of the public bond of each country is used
to capture interest rates, which are considered to have a crucial moderator effect in
the bidirectional relationship. Therefore, this dataset enables a thorough examination
of the intricate relationship between inflation and financial stress, shedding light on
potential vulnerabilities and systemic risks within the financial system.

The results show no significant relationship between inflation and financial stress
(and vice versa) for this set of European countries. A hierarchical approach sheds
light on the robustness of the coefficients, which confirms the moderator potential of
interest rates.

This approach allows for a nuanced understanding of the intricate web of rela-
tionships between inflation and financial stress, providing valuable insights for pol-
icymakers and market participants. In particular, the methodology applied in this
research chapter is poised to offer valuable implications for policymakers, financial
regulators, and market participants. By unravelling the intricate relationship between
inflation and financial stress interconnectedness, the chapter provides a nuanced
understanding of the potential risks and vulnerabilities within the European financial
system.

However, significant limitations are to be considered for the interpretation of this
chapter. First, only cross-sectional data is used in the econometric analysis, as the
temporal evolution of the random variables enters the model through their intertem-
poral mean. This is an important limitation, since real-world financial networks are
dynamic. Second, only 11 elements are used in the network model. This is a small
sample from which to derive inferences. Therefore, we consider our contribution to
be mainly methodological, since we expose an empirical approach to derive infer-
ences about the effect of a factor on the probability of formation of new links in
financial networks.

The remainder of the chapter is structured as follows. Section“Econometric
Design” presents the econometric design. Section“Results” shows the results. Even-
tually, Sect. “Conclusions” concludes.
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Econometric Design

Section“Econometric Design” exposes the econometric framework employed in
this study. In particular, section“Estimation of the Network” shows the method-
ology employed for the estimation of the network of volatility connectedness.
Section“EmpiricalMultipliers” presents themethodologyused to estimate the empir-
ical multipliers of connectedness. Finally, section“Data” shows the data employed.

Estimation of the Network

In order to calculate the volatility networks, we begin by analysing the variance
decompositions of VAR models as outlined by Diebold and Yilmaz (2012, 2014,
2015). Take into account the subsequent VAR model:

yt = A1yt−1 + A2yt−2 + · · · + Apyt−p + εt , (6.1)

In this context, we have a vector yt consisting of k endogenous variables, represented
as (y1t , y2t , . . . , ykt ). The matrices Ai , where i ranges from 1 to p, are k × k coeffi-
cient matrices. The vector εt represents the residuals, which are assumed to be white
noise. Specifically, we have εt ∼ (0, �ε), where �ε is the covariance matrix of εt
given by E(εtε

′
t ).

The Forecasted Error Variance Decompositions (FEVD) are derived from the
moving average representation of the model.

yt =
∞∑

i=0

Biεt−i ,

The k × k parameter matrices Bi are obtained through recursion. Consequently, the
forecast for the h step is given by:

yT+h − yT+h|T = �0εT+h + �1εT+h−1 + · · · + �h−1εT+1 (6.2)

and when we set � = IK , the Forecast Error Variance Decomposition (FEVD) of
the kth element of yT+h is defined as

σ 2
k =

K∑

j=0

(φ2
k j,0 + · · · + φ2

k j,h−1), (6.3)

where φnm represents the nm element of �i (Lütkepohl 2013).
Using a Cholesky decomposition, it is possible to obtain a matrix β = βi j (i, j =

1, . . . , k) of size k × k, where each element represents the influence of variable j on
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variable i . The elements of β can be normalized by dividing them by the sum of the
remaining elements in their respective row.

β̄i j = βi j∑k
j=1 βi j

, (6.4)

The elements β̄i j are normalized. Nevertheless, the Cholesky decomposition consid-
ers the ordering of the variables important. To address this issue, the generalizedVAR
proposed by Koop et al. (1996), Pesaran and Shin (1998) can be utilized (Diebold
and Yilmaz 2012).

Once the estimation of the FEVD is completed, the Directional Spillover Index
can be computed using the following metric:

DSIi← j =
∑k

j=1
i �=n

β̄i j

n
× 100, (6.5)

The calculation can be performed for pairs when j = 1, or for all the variables
j = 1, . . . , k with i �= j . In this case, n represents the decomposition horizon.

Additionally, let us consider a weighted adjacency matrix A, which can be repre-
sented as:

A =

⎡

⎢⎢⎢⎣

α1,1 α1,2 . . . α1,m

α2,1 α2,2 . . . α2,m
...

...
. . .

...

αm,1 αm,2 . . . αn,m

⎤

⎥⎥⎥⎦ , (6.6)

Each element αn,m in the matrix A represents a weighted edge from element n to
element m in a network. The matrix A forms a directed volatility network by incor-
porating the volatility interconnections (DSI ). Each DSIi← j estimate corresponds
to the volatility edge (n,m) in matrix A. For instance, DSI1←2 = α2,1, indicating
the directed volatility edge from component 2 to component 1 in the network. Since
the volatility network is directed, DSIi← j �= DSI j←i .

Empirical Multipliers

Exponential Random Graph Models (ERGMs) belong to the exponential family,
which includes probabilistic models used to analyse networked data (Ghafouri and
Khasteh 2020). ERGMs offer the advantage of being able to capture both endogenous
(structural) and exogenous (covariate) effects on the network, without making any
assumptions about the independence of the data (Cranmer and Desmarais 2011;
Hunter et al. 2008; Butts et al. 2014; Ghafouri and Khasteh 2020). By estimating
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networks as described in section“Estimation of the Network”, it becomes possible
to infer the factors responsible for volatility transmissions.

ERGM models aim to calculate the likelihood of the network generated by a
model (Y ) being equal to an observed network (y), taking into account a set of
random variables and parameters. This can be expressed mathematically as:

log P(Y = y) ∝ θ · v(G) (6.7)

or, equivalently,
P(Y = y) ∝ exp{θ · v(G)}, (6.8)

where θ represents a vector containing the relevant parameters,G denotes a network,
and v(G) represents a vector containing the variables associated with that network.

In order to obtain a probability distribution, it is important to normalize all poten-
tial networks that have the same number of nodes. Consequently,

P(Y = y) = exp{θ · v(G)}∑
G∈G exp{θ · v(G)} , (6.9)

G belongs to the set G, which represents all possible networks with the same number
of nodes.

The overall structure of an Exponential Random Graph Model (ERGM) is

X = 1

ψ
exp{θ · v(G)}, (6.10)

The equationψ = ∑
G∈G exp{θ · v(G)} represents the normalization constant,where

G is the set of all possible graphs, θ is a parameter vector, and v(G) is a function that
maps a graphG to a real number. The variable X represents the probability P(Y = y).
Equation (6.10) is the canonical representation of the Exponential Random Graph
Model (ERGM).

In order to obtain the model parameters, consider a network Gi j with nodes i and
j . If there is a link between i and j , then Gi j is equal to 1. Otherwise, Gi j is equal
to 0. Using this notation, we can represent the likelihood of a link between nodes i
and j as:

odds(Gi j = 1) = P(Gi j = 1)

P(Gi j = 0)
(6.11)

and the Logit, which guarantees a probability space ranging from 0 to 1, is:

Logit[Gi j = 1] = log[odds(Gi j = 1)] = log
P(Gi j = 1)

P(Gi j = 0)
. (6.12)

Assume that the logarithmof the probability of the connection betweennodes i and
j is influenced by a collection of n explanatory variables and associated parameters,



118 J. Sánchez-García and S. Cruz-Rambaud

as follows:

log P(Gi j = 1) =
n∑

k=1

θn (6.13)

Given that θ := (θ1, θ2, . . . , θn) represents the relevant parameters and X := (X1,

X2, . . . , Xn) represents the explanatory variables, the following relationship holds:

P(Gi j = 1) = exp

{
n∑

k=1

θk Xk

}
(6.14)

The Eq. (6.12) represents a Logit model that assumes the data to be independently
and identically distributed (i.i.d.). However, in the case of network data, there is a
dependency among the observations. Therefore, the Logit equations need to consider
this dependency. To account for this, we introduce Go

i j , which represents a network
without the connection between nodes i and j . Consequently, we have the following
expression:

odds(Gi j = 1|Go
i j )) = P(Gi j = 1|Go

i j )

P(Gi j = 0|Go
i j )

, (6.15)

In other words, a new expression is proposed for the probabilities of an edge in the
network. These probabilities are now conditioned on the structure of the network
without the link i j , denoted as Go

i j .
Since some characteristics of the model can be subgraphs and are included in the

model through counts, the counts of these features differ when the link i j is present
or absent (Van der Pol 2019). Let v(G+

i j ) represent the vector of features when the
link i j is present, and v(G−

i j ) represent the vector of features when the link is not
present. Using Eqs. (6.14) and (6.15), where θ ′ denotes the transpose of θ and θ ′

k
denotes the transpose of θk for k = 1, 2, . . . , n, we can express this relationship.

odds(Gi j = 1|Go
i j ) = P(Gi j = 1|Go

i j )

P(Gi j = 0|Go
i j )

= exp{θ ′ · v(G+
i j )}

exp{θ ′ · v(G−
i j )}

= exp{θ ′(v(G+
i j ) − v(G−

i j ))}
= exp{θ ′

1(v1(G
+
i j ) − v1(G

−
i j ))} + · · ·

+ exp{θ ′
n(vn(G

+
i j ) − vn(G

−
i j ))}, (6.16)

The essential components of the ERGM are the relevant parameters that quantify the
extent of linear dependence between the differences in counts within the subgraphs of
the model. It is important to note that vk(G

+
i j ) − vk(G

−
i j ) (k = 1, 2, . . . , n) represents

the discrepancy in the measurement of statistic k for the network when an additional
edge is added. In this manner, vk represents the k-th change statistic.
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The change statistic of a i j tie of the feature k is denoted as vk(�kGi j ), which
can be calculated as the difference between vk(G

+
i j ) and vk(G

−
i j ). To eliminate the

exponential term in Eq. (6.16), natural logarithms are used.

Logit[Gi j = 1|Go
i j ] = log[odds(Gi j = 1|Go

i j )]

= log
exp{θ ′ · v(G+

i j )}
exp{θ ′ · v(G−

i j )}
= θ ′

1(v1(G
+
i j ) − v1(G

−
i j )) + · · · + θ ′

n(vn(G
+
i j ) − vn(G

−
i j ))

= θ ′
1v1(�1Gi j ) + · · · + θ ′

nvn(�nGi j ).

Therefore, the model predicts the Logit of a link by considering the impact of a
variation in the count of the network statistics, which is weighted by the parameters
θ ′ (Sánchez-García and Cruz-Rambaud 2023a, b, c, d).

Data

The datasets utilised in this chapter are openly accessible on the websites of the ECB,
World Bank, OCDE, FRED, and BIS. To measure financial stress, the Composite
Indicator of Systemic Stress (CISS) provided by the ECB has been utilised (for more
information, refer to Hollo et al. 2012). Instead of focusing on individual countries,
this research concentrates on the systemic risk of the entire financial network, specif-
ically the interconnectedness of financial stress. This approach effectively approx-
imates systemic risk, as an escalation in the interconnectedness of financial stress
among individual countries corresponds to an increase in stress within the entire
network.

The network consists of eleven European countries that are anticipated to have
significant commercial and financial connections because of the free movement of
goods, capital, and workers as outlined in the Treaty on the Functioning of the Euro-
pean Union. This shared behaviour is indeed confirmed by the uniform behaviour of
the CISS for the different countries, as Fig. 6.1 shows.

This chapter uses the Headline Consumer Price Index (CPI) of the World Bank
to measure inflation. The yields of 10-year government debt are used to measure
interest rates. The intertemporal mean is calculated for all variables. The dataset
includes twelve countries as shown in Table6.1. To make the ERGM estimation
feasible and focus on significant systemic linkages, only the edges beyond themedian
are considered.
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Fig. 6.1 Financial Stress Index by country. The recession probabilities are represented in the y axis
and range from 0 (less probability) to 1 (most probability)

Table 6.1 Summary statistics of the inflation data

Statistic N Mean St. Dev. Min Max

Austria 41 2.497 1.467 0.506 6.803

Belgium 41 2.694 2.062 −0.053 8.727

Germany 41 2.057 1.507 −0.129 6.344

Spain 41 4.544 4.117 −0.500 15.562

Finland 41 3.027 3.039 −0.208 11.595

France 41 2.971 3.380 0.038 13.563

United
Kingdom

41 3.635 3.291 0.402 17.966

Ireland 41 3.738 4.926 −4.478 20.374

Italy 41 4.586 4.984 −0.138 21.064

Netherlands 41 2.238 1.524 −0.691 6.739

Portugal 41 6.652 7.396 −0.836 28.385
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Fig. 6.2 Dynamic connectedness of the financial stress of the countries. The calculations were
made for a VAR(1) model, for windows of 526 observations and a generalized VAR

Results

Figure6.2 shows the dynamic connectedness of the financial stress index for the
countries of the sample. The results are for a VAR(1) model and a calculation of
FEVD h = 16, which is used for all estimates of the interconnectedness of volatility.
Volatility connectedness exhibits procyclical behaviour, since it increases in peri-
ods of recession (Great Recession (2007–2009), European Debt Crisis (2010–2012),
Energy Prices Recession (2014–2016), COVID-19 (2020–2022)). This variation is of
more of 20%. Interestingly enough, this connectedness, a crucial component of sys-
temic risk, increases not only when the crises are of financial nature, such as the first
two, but when they are generated due to economic or health-related circumstances,
such as the latter two.

In second place, Fig. 6.3 shows the directional volatility spillovers that each coun-
try transmits and receives. The countries that exhibit high or low values do not coin-
cide when talking about inflation and financial stress volatility spillovers. Take the
case of Finland and the Netherlands. Regarding inflation, their volatility spillovers
are of the lowest amount, while for the case of financial stress, these are of the highest
magnitude. Similar situations happen with the UK and Ireland, the UK and Austria,
Italy and Ireland, etc.

Eventually, Tables6.2 and 6.3 show the point estimates for the empirical multipli-
ers of volatility connectedness from financial stress to inflation and from inflation to
financial stress, respectively. The estimates are for the regular variables, the variables
in absolute differences, and for the effect of the variables on incoming and outgoing
links. The hierarchical approach shreds light about the robustness of the coefficients,
and interest rates are included due to their moderator potential.



122 J. Sánchez-García and S. Cruz-Rambaud

Ta
bl
e
6.
2

E
m
pi
ri
ca
lv

ol
at
ili
ty

co
nn

ec
te
dn

es
s
m
ul
tip

lie
rs
fr
om

fin
an
ci
al
st
re
ss

to
in
fla

tio
n

M
od
el
1

M
od
el
2

M
od
el
3

M
od
el
4

M
od
el
5

M
od
el
6

M
od
el
7

M
od
el
8

M
od
el
9

M
od
el
10

E
dg
es

5.
71

∗
−0

.0
6

6.
91

∗∗
5.
57

∗
6.
04

∗∗
8.
13

∗∗
0.
57

10
.0
4∗

∗
9.
96

∗
11

.6
6∗

∗
(2

.4
0)

(0
.4
8)

(2
.1
5)

(2
.2
9)

(2
.3
1)

(2
.9
3)

(0
.6
1)

(3
.6
0)

(4
.0
6)

(4
.3
9)

M
ut
ua
l

1.
23

∗
1.
48

∗
0.
97

2.
57

∗∗
∗

2.
27

∗
1.
19

1.
31

∗
0.
97

3.
42

∗∗
∗

3.
07

∗∗
(0

.6
0)

(0
.6
0)

(0
.6
3)

(0
.7
5)

(0
.9
2)

(0
.6
2)

(0
.6
2)

(0
.6
6)

(1
.0
1)

(1
.0
9)

no
de
co
v.
St
re
ss

−2
5.
25

∗∗
−2

7.
44

∗∗
∗

−2
6.
49

∗∗
−2

6.
29

∗∗
(9

.4
2)

(8
.1
7)

(9
.5
3)

(9
.7
6)

ab
sd
if
f.
St
re
ss

−2
0.
37

−2
5.
22

∗
−2

4.
54

−2
0.
43

−3
2.
68

∗
−3

5.
22

(1
1.
52

)
(1
2.
56

)
(1
5.
54

)
(1
2.
62

)
(1
4.
96

)
(1
7.
99

)

no
de
ic
ov
.S
tr
es
s

24
.1
3

20
.2
3

29
.9
8

26
.4
0

(1
5.
93

)
(1
7.
43

)
(1
7.
48

)
(2
0.
04

)

no
de
oc
ov
.S
tr
es
s

−7
9.
02

∗∗
∗

−7
3.
89

∗∗
∗

−9
5.
12

∗∗
∗

−8
8.
45

∗∗
∗

(1
7.
45

)
(1
7.
58

)
(2
2.
94

)
(2
1.
54

)

no
de
co
v.
In
te
re
st
ra
te
s

−0
.3
5

−0
.5
3

(0
.2
5)

(0
.3
5)

ab
sd
if
f.
In
te
re
st
ra
te
s

−0
.8
0∗

−0
.0
6

−0
.0
5

(0
.3
8)

(0
.5
3)

(0
.5
9)

no
de
ic
ov
.I
nt
er
es
tr
at
es

0.
97

0.
67

(0
.5
1)

(0
.5
8)

no
de
oc
ov
.I
nt
er
es
tr
at
es

−2
.1
6∗

∗∗
−2

.2
6∗

∗∗
(0

.6
4)

(0
.6
4)

A
IC

13
8.
06

14
5.
33

13
6.
05

12
2.
10

12
1.
14

13
8.
02

14
2.
75

13
5.
55

11
0.
28

10
9.
83

B
IC

14
6.
16

15
3.
43

14
6.
85

13
2.
90

13
4.
64

14
8.
82

15
3.
55

15
1.
75

12
6.
48

13
1.
43

L
og

L
ik
el
ih
oo
d

−6
6.
03

−6
9.
67

−6
4.
02

−5
7.
05

−5
5.
57

−6
5.
01

−6
7.
38

−6
1.
77

−4
9.
14

−4
6.
92

∗∗
∗ p

<
0.
00
1;

∗∗
p

<
0.
01
;∗

p
<

0.
05



6 The Impact of Inflation and Financial Stability … 123

Ta
bl
e
6.
3

E
m
pi
ri
ca
lv

ol
at
ili
ty

co
nn

ec
te
dn

es
s
m
ul
tip

lie
rs
fr
om

in
fla

tio
n
to

fin
an
ci
al
st
re
ss

M
od
el
1

M
od
el
2

M
od
el
3

M
od
el
4

M
od
el
5

M
od
el
6

M
od
el
7

M
od
el
8

M
od
el
9

M
od
el
10

E
dg
es

2.
12

−0
.4
7

2.
35

2.
07

2.
23

1.
51

−0
.5
5

1.
79

1.
32

1.
69

(1
.1
2)

(0
.4
3)

(1
.2
2)

(1
.1
6)

(1
.2
5)

(2
.7
5)

(0
.4
6)

(2
.6
6)

(2
.6
7)

(2
.6
2)

M
ut
ua
l

1.
56

∗
1.
81

∗∗
1.
57

∗
1.
81

∗
1.
74

∗
1.
51

∗
1.
88

∗∗
1.
61

∗
1.
75

∗
1.
81

∗∗
(0

.6
4)

(0
.5
9)

(0
.6
4)

(0
.7
3)

(0
.7
0)

(0
.6
2)

(0
.6
4)

(0
.7
1)

(0
.7
2)

(0
.7
0)

no
de
co
v.
In
fla
tio

n
−0

.4
2∗

∗
−0

.4
8∗

−0
.5
2

−0
.5
8

(0
.1
4)

(0
.1
9)

(0
.3
5)

(0
.3
7)

ab
sd
if
f.
In
fla
tio

n
−0

.2
8

0.
13

0.
11

−0
.4
1

−0
.0
3

−0
.0
1

(0
.1
6)

(0
.2
3)

(0
.2
3)

(0
.3
1)

(0
.3
7)

(0
.3
7)

no
de
ic
ov
.I
nfl

at
io
n

−0
.1
7

−0
.2
3

−0
.0
6

−0
.0
1

(0
.2
1)

(0
.2
4)

(0
.6
1)

(0
.6
3)

no
de
oc
ov
.I
nfl

at
io
n

−0
.7
0∗

∗∗
−0

.7
2∗

∗
−1

.0
9

−1
.1
0

(0
.2
0)

(0
.2
4)

(0
.5
7)

(0
.5
7)

no
de
co
v.
In
te
re
st
ra
te
s

0.
22

0.
20

(0
.8
0)

(0
.7
6)

ab
sd
if
f.
In
te
re
st
ra
te
s

0.
33

0.
44

0.
34

(0
.7
4)

(0
.8
4)

(0
.8
3)

no
de
ic
ov
.I
nt
er
es
tr
at
es

−0
.3
4

−0
.5
4

(1
.3
2)

(1
.3
3)

no
de
oc
ov
.I
nt
er
es
tr
at
es

0.
92

0.
89

(1
.2
5)

(1
.1
9)

A
IC

13
2.
58

14
2.
99

13
3.
73

13
1.
33

13
3.
21

13
3.
92

14
4.
81

13
7.
48

13
4.
71

13
8.
32

B
IC

14
0.
68

15
1.
09

14
4.
53

14
2.
14

14
6.
71

14
4.
72

15
5.
61

15
3.
68

15
0.
91

15
9.
93

L
og

L
ik
el
ih
oo
d

−6
3.
29

−6
8.
49

−6
2.
87

−6
1.
67

−6
1.
61

−6
2.
96

−6
8.
40

−6
2.
74

−6
1.
35

−6
1.
16

∗∗
∗ p

<
0.
00
1;

∗∗
p

<
0.
01
;∗

p
<

0.
05



124 J. Sánchez-García and S. Cruz-Rambaud

AustriaBelgium

Germany

Spain

Finland

France

United.Kingdom

Ireland
Italy

Netherlands Portugal

AustriaBelgium

Germany

Spain

Finland

France

United.Kingdom

Ireland
Italy

Netherlands Portugal

Fig. 6.3 Volatility spillovers between the countries of the sample. Left figure corresponds to infla-
tion, right edges correspond to financial stress. Cutoff values are of = 0.5, 0.7, 0.9 and 1 for inflation
and 0.5, 0.7, 0.8, 0.9 for financial stress

As Table6.2 shows, there is an inverse relationship between the countries with
the highest financial stress and the probability of increasing the interconnected-
ness of inflation volatility. The sign of the coefficient is robust to multiple model
choices .However, the marginal effect of this relationship is practically inexistent,
since exp−88.45 = 0.0000. Therefore, no economically significant relationshipwas
found. For the case of inflation, no evidence is found of that it increases financial
stress interconnectedness. In effect, no coefficient is statistically significant after
including interest rates.

Conclusions

In conclusion, this chapter provides a comprehensive analysis of the intricate rela-
tionship between inflation and financial stress, leveraging data from eleven European
countries. The proposed econometric design estimates a network of volatility con-
nectedness, and the Exponential Random Graph Model captures both endogenous
and exogenous effects on the network.

The results show no significant relationship between inflation and financial stress
for this set of European countries, shedding light on potential macro-financial vul-
nerabilities and systemic risks within the European financial system. However, the
empirical application of the study has limitations, such as the use of only cross-
sectional data or the small size of the sample of the econometric analysis.

Overall, this chapter contributes to the ongoing discussion on the interplay
between inflation and financial stability, highlighting the need for further research in
this area. Furthermore, the methodology applied in this study offers valuable impli-
cations for policymakers, financial regulators, and market participants, providing a
nuanced understanding of the intricate web of relationships between real-economy
and financial factors.
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Chapter 7
Credit Risk Transfer and Systemic Risk

Francesco Moliterni

Abstract This chapter investigates the relationship between the banking and insur-
ance industry by focusing on systemic risk. The concept of credit risk transfer stems
from banks’ inclination to offload credit risks. Insurance companies, particularly
those specializing in risk transfer services, emerge as natural recipients for these
risks. Notably, credit insurance firms are equipped with specialized expertise in risk
assessment and selection. Banks seek to mitigate their exposure to credit risks by
transferring them to insurance companies. This transfer occurs because insurance
companies, particularly those offering risk transfer services, possess the necessary
expertise to assess and manage these risks effectively.

Keywords Insurance sector · Banking sector · Credit default swap · Credit risk
transfer

The Reasons Behind Research on the Systemic Relevance
of Credit Risk Transfer from Banks to Insurance Companies

The principle of “same activities, same risks, same rules” is the explicit guideline
of the European Union’s legislative policy in financial matters (see whereas 9 of
the Mi.Ca Regulation). The “European legislator is concentrating its efforts in this
direction” (Siani 2022, p. 3, www.bancaditalia.it).

Moreover, this “regulatory approach” is fundamental for the certainty and effi-
ciency of rules protecting the financial system from systemic risks. “It is therefore
important to ensure that (…) the intermediaries currently under supervision follow
the same rules, in accordance with the usual approach ‘same activity, same risk, same
rules’” (Siani 2022, p. 3) and in accordance with the principle of reasonableness.

In particular, this argument serves as a strategic premise for legal reasoning (U.
Breccia) concerning the transfer of credit risks, specifically credit risk transfer from
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banks to insurers. This phenomenon shifts the circulation of credit risks from the
banking to the insurance system.

The systemic relevance of risks belongs to the reality of complex systems, of
which legal rules are a part, and especially to their inherent nature and the factual rules
governing them.General network theory and general systems theory have highlighted
this (Higgins 2012, p. 53; Barabàsi 2004, p. 45 ff., especially p. 56).

Therefore, it is a phenomenon that must be observed primarily in its reality, as
Richard Feynman might say: “Science as a method of inquiry (…) is based on the
principle that observation is the ultimate judge of how things are” (Feynman 1999,
p. 25).

Circulation of Credit Risk, Systemic Risks, and Insurance
Supervision

To extract a lesson from the 2007/2008 financial crisis, we must focus on the expo-
nential growth of widespread and multidirectional credit risks assumed by banks.
This phenomenon serves as a “model” and vehicle for the systemic expansion of
risks well beyond the boundaries of the banking system (see Merusi 2009, I, p. 254
ff.; Merusi 2013, p. 4 ff.).

For this purpose, let us revisit some considerations previously discussed in part
in an earlier contribution (Moliterni 2016, Treccani–Diritto on line).

The phenomenon of credit risk transfer naturally arises from banks’ interest in
transferring credit risks. Among the natural recipients of these credit risks are insur-
ance companies, particularly those offering “risk transfer” services. Notably, credit
insurance companies (as per Article 2 of the insurance code) possess specific exper-
tise in risk selection (see Donati 1955, p. 37 ff.; Donati p. 289 ff.; also refer to
Moliterni 2016, p. 15 ff., especially p. 30 ff.).

The phenomenon of the “marked expansion of the market” for Credit Risk Trans-
fers attracts non-specialized investors who sometimes lack the necessary skills to
manage the complexity of such products (see Banca d’Italia–Isvap 2004, p. 9 ff.,
www.bancaditalia.it).

Regarding the extension of systemic risk toward insurance companies, it assumes
a category specific to the sector.

In the context of banking and, in particular, payment systems, the “systemic
importance” lies in the transfer of credit risks from banks to insurance companies.
This phenomenon, observed over time, has gradually expanded with the proliferation
of global credit risk insurance (Pauscht and Welzel 2012, n. 5, available at www.bun
desbank.de/Redaktion/eu; Duffie 2008, in BIS, Working Paper, n. 255).

However, Italy presents a different story concerning the exponential growth of
the credit risk transfer market from the banking sector to the insurance sector (and
other sectors). This divergence is due to legal constraints set by Italy’s national
regulations, particularly in secondary regulation. The “use of credit derivatives by

http://www.bancaditalia.it
http://www.bundesbank.de/Redaktion/eu
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insurance companies is entirely negligible, especially considering that, based on
current sector provisions, they can only be employed for the purpose of investment
risk reduction or effective portfolio management” (see Banca d’italia – ISVAP 2004,
p. 5; also refer to the Letter to the Market from IVASS, Rome, March 15, 2013, p. 2
ff., specifically point 3, 2nd paragraph, available at www.ivass.it).

On a broader European Union level, with reference to the Solvency II framework
and the resulting “restricted use of derivatives and transferable financial instruments,”
the European Commission states the following: “Derivatives can only be used for
hedging currency and interest rate risk. This also excludes synthetic securitizations
(…). The pool of underlying exposures must not include transferable financial instru-
ments (effectively excluding CDOs), except for financial instruments issued by the
securitization special purpose entity itself, in order to accommodate master trust
structures” (Solvency II Overview, January 12, 2015, paragraph 15.1.3, available at.

Conversely, in the absence of legal constraints, one must consider whether—
especially in certain areas of the Anglo-Saxon “world” (USA)—we can still speak of
the banking system and the insurance system as distinct sectoral systems or whether
it is more accurate to view them as a single banking-insurance system (see IAI).

The “strictly personal” nature of credit obligations (as per Article 1260, para-
graph 1 of the Civil Code) is derived from their connection to “money.” Among
other characteristics, credit obligations borrow their fungibility and suitability for
circulation from “money” (highlighting the “problem of whether money determines
the peculiarity of the obligation that it is the object of or, conversely, whether the
obligation assigns a particular ‘legal form’ to money,” Di Majo 1979, p. 223).

Regarding the fungibility of “monetary units,”Ascarelli (1959, p. 17 ff.) and others
have discussed this concept. The broader concept of money or currency, including
legal tender, has been explored extensively (see pages 9 ff., especially page 11).
Notably, the fungibility of “monetary pieces” is relevant.

Furthermore, the original predisposition of credit and its associated risks (credit
risks) to circulate is enhanced by the “ease of transit” among participants in the
payment system. This ease is facilitated by the network of connections within the
system itself. The case of Herstatt Bank illustrates this phenomenon (for the payment
system and the so-called “Herstatt risk,” see Padoa Schioppa 1992, p. 45 and p. 28).

Indeed, it’s essential to recognize that Herstatt Bankwas not considered part of the
category of “major banks,” and as far as records show, it was not. This is a “history.”
Another “history” is the systemic risk triggered by the Herstatt crisis at the time.
When combined, these “histories” lead to an inevitable conclusion: systemic risk
does not reside solely within “major banks.”

Returning to the wisdom of the masters (Vivante) and their illustrious students
(Ascarelli), the “nature of facts” or the “legal reality in effect” asserts itself. Therefore,
reversing the order of factors, just as a bank (by its nature) is relevant due to the
credit risks it holds, each of these credit risks contributes to the systemic relevance
of the bank. The size and “concentration” of risks (see Article 53 of the Banking
Consolidation Act; BANCA D’ITALIA, Supervisory Instructions for Banks, Title
IV, Chap. 1, Sect. 7.1, available at www.bancaditalia.it) can provide a measure of the
resulting “systemic importance.” However, it is the nature of these risks, specifically

http://www.ivass.it
http://www.bancaditalia.it
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their nature as credit risks, combined with their ownership by a bank (part of the
banking system), that gives them “systemic” relevance (for the definition of “credit
risk,” see BANCA D’ITALIA, Governor’s Report 2012, Appendix, Rome, 2013,
Glossary, ad vocem; also T. Padoa Schioppa, cited, p. 285, Glossary, ad vocem; for
credit risk calculation methods, see BANCA D’ITALIA, Supervisory Instructions
for Banks, Title II, Chap. 1, and Title I, Chap. 1, p. 4 ff., which also refers to the “use
of ratings expressed by export credit agencies (ECA)”; on this last point, I refer back
to my previous observations in Moliterni 2016, p. 43 ff.).

Indeed, the transfer of credit risks from banks to insurance companies does
not automatically strip them of their systemic significance. Instead, it inevitably
extends this significance to the credit insurance sector. Moreover, the mechanisms of
credit reinsurance further create systemic links between insurers and reinsurers (see
Boglione 2012, p. 85 ff.). Specific concerns expressed by the International Associa-
tion of Insurance Supervisors (IAIS) on a global scale have been echoed in BANCA
D’ITALIA—ISVAP (2004, p. 9, text and note no. 10).

An empirical confirmation of this can be found in the case of AIG, which played
a crucial role in the tragedy of the 2007/2008 financial crisis and its subsequent
evolution. Conversely, its rescue also played an equally crucial role in containing
its systemic expansion (albeit in a different dimension, referring to the systemic
relevance of “credit risk transfer through insurance products,” Merusi, Per un divieto
di cartolarizzazione del rischio di credito, p. 261; also see Boglione, p. 85 ff.).

While the “shocking cost of Solvency II” is burdensome for insurers (Bailey 2013,
p. 5), the “shock” of extending another potential banking crisis to the insurance sector
could create systemically difficult-to-calculate and containable damages.

The recent financial crisis has highlighted the commonality and/or transfer of
“systemic risk factors” between the banking and insurance systems, prompting the
adoption of not only appropriate supervisory tools but also a different “institutional”
supervisory model focused on factors such “common risks - in an activity of control
effectively integrated in the banking-insurance sectors with ‘groups of truly expert
insurance and banking supervisors’ (Bailey 2013, p. 2). In other words, the prin-
ciple of adequacy with respect to the assigned institutional objectives (Article 3 of
the Insurance Code; Article 5 of the Banking Consolidation Act) must be applied
to administrative authorities and their organizational model. This principle is essen-
tially analogous to the concept of ‘proportionality,’ understood as the ‘coherence
between means and ends’ (see Guarraccino 2010, p. 246). The adequacy principle
applies not only to the structure and rules of the ‘organizational model’ in a static
dimension but also to its governance in a dynamic dimension. To borrow the words
of the Financial Services Act 2012 (Section 2E(1)), the strategy of the Ivass (or
any other supervisory administrative authority) must be determined in relation to
its objectives: ‘the Prudential Regulation Authority (PRA) must—(a) determine its
strategy in relation to its objective, and (b) from time to time review, and if necessary
revise, the strategy,’ as stated in Section 2E(1) of the Financial Services Market Act
2023 (also cited in the Bank of England PRA, 29 August 2023, p. 2 ff., www.bankof
england.co.uk). This ensures the efficiency or smooth functioning of the resulting

http://www.bankofengland.co.uk
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activity (Article 97, paragraph 2 of the Constitution, see M. S. Giannini, Istituzioni,
p. 262 ff.; M. D’Alberti, Lezioni, p. 23 and p. 40).
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Chapter 8
Systemic Cyber Risk in the Financial
Sector: Can Network Analysis Assist
in Identifying Vulnerabilities
and Improving Resilience?

Ida Claudia Panetta and Sabrina Leo

Abstract The increasing interconnectedness and digitalisation of the financial
sector have exposed it to a new and pervasive threat: systemic cyber risk. Systemic
cyber risk in finance refers to the potential for a cyber-attack or breach to cause
widespread disruption and instability across financial systems and markets. This
type of risk can arise from various sources, including hackers, insider threats, and
technological failures. Financial institutions and policymakers can help safeguard the
global economyandprotect against potential disruptions and instability by addressing
systemic cyber risk. To effectively mitigate systemic cyber risk, it is important to
have a deep understanding of the potential threats and vulnerabilities within their
systems. This requires ongoing analysis and study of the evolving nature of cyber
threats and the latest technological advancements in cybersecurity. Ongoing analysis
and study of cyber threats and advancements in cybersecurity are crucial to staying
ahead of evolving risks and ensuring the financial system’s stability. In this context,
Network analysis can be a valuable tool in studying systemic cyber risk in the finan-
cial domain since it is a powerful tool for understanding the interconnectedness of
financial institutions and markets and the potential pathways for cyber risk to spread
throughout the system. By mapping out these networks and identifying key nodes
and vulnerabilities, institutions can better prepare for and respond to cyber-attacks.
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Introduction

The increasing interconnectedness and digitalisation of the financial sector have
exposed it to a new and pervasive threat, such as systemic cyber risk, which in
finance refers to the potential for a cyber-attack or breach to cause widespread
disruption and instability across financial systems and markets. This type of risk
can arise from various sources, including hackers, insider threats, and technolog-
ical failures. According to the European Systemic Risk Board (ESRB), cyber risk
is one of the sources of systemic risk to the financial system, which could have
serious negative consequences for the real economy. The Financial Stability Board
(FSB) also warned that “a major cyber incident, if not properly contained, could seri-
ously disrupt financial systems, including critical financial infrastructure, leading to
broader financial stability implications”. As such, it is essential for financial institu-
tions and policymakers to take proactive measures to mitigate this risk and ensure
the stability and security of financial systems. This can involve implementing robust
cybersecurity measures, conducting regular risk assessments, and collaborating with
other stakeholders to share information and best practices. Financial institutions and
policymakers can help safeguard the global economy and protect against potential
disruptions and instability by addressing systemic cyber risk. To effectively miti-
gate systemic cyber risk, it is important to have a deep understanding of the potential
threats and vulnerabilitieswithin their systems. This requires continuous analysis and
study of the evolving nature of cyber threats and the latest technological advances in
cybersecurity. These are critical to keeping pace with evolving risks and stabilising
the financial system.

In this context, Network analysis can be a valuable tool in studying systemic cyber
risk in the financial domain.Network analysis is a powerful tool for understanding the
interconnectedness of financial institutions and the potential pathways for cyber risk
to spread throughout the system. By mapping out these networks and identifying
key nodes and vulnerabilities, institutions can better prepare for and respond to
cyber-attacks. However, it is important to recognise that network analysis is just one
component of a comprehensive finance approach to managing cyber risk.

Considering the potential for cyber incidents to disrupt the stability and func-
tioning of the entire financial system, leading to cascading effects and significant
economic consequences, this chapter proposes a network analysis approach to under-
standing and mitigating systemic cyber risk in the financial sector. Network analysis
has already proven to be a powerful tool for understanding the interconnectedness of
financial institutions and the potential pathways for other risks to spread throughout
the system. Considering the nature of cyber risk and its attitude towards widespread
disruption and instability across financial systems,Network analysis allows us to gain
some new insights into the potential propagation and systemic consequences of cyber
incidents, aiding in developing effective risk management and resilience-enhancing
measures. By leveraging network methods, the study wants to identify the possible
steps to construct a network model that captures and uncovers the complex relation-
ships, vulnerabilities, information flows, and cascading effects of cyber incidents
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within the financial system. This chapter aims to theoretically deepen the different
methodologies to forecast and measure systemic risk and financial crises, apply
various network analysis techniques to identify key nodes, evaluate their centrality
and criticality, and simulate cascading effects under different cyber-attack scenarios.
The resulting theoretical framework will contribute to understanding systemic cyber
risk and provide insights into potential policy interventions and resilience-enhancing
strategies for the financial sector.

To support this framework, in the next paragraph we present an overview of the
systemic cyber risk in the financial system,while in the third paragraphwe deepen the
logical-conceptual paradigms that make network science a useful tool for analysing
systemic risk. Finally, the chapter ends with some summary reflections.

Systemic Cyber Risk: Overview in the Financial System

The Systemic Nature of Cyber Risk in the Financial System

Systemic cyber risk is defined as the combination of the probability of cyber incidents
occurring and their impact on financial stability. (ESRB 2020)

It is commonly accepted that there are two key dimensions to systemic risk (Borio
2003) easily verifiable in the case of cyber risk:

1. The cross-sectional dimension refers to the way risks are spread across the
financial system and how specific shocks might spread to become systemic. It
relates to the dimensions and interlinkages of financial institutions and markets
and the potential for spreading financial distress through factors such as direct or
perceived connections to unstable institutions. In this context, assume relevance
to the concept of substitutability, related to the possibility that the risk affects a
critical infrastructure (e.g., the payment system) that is not readily substitutable.

2. The time-related dimension pertains to the internal evolution of threats to finan-
cial stability across time. This encompasses the gradual and cyclical buildup
of financial vulnerability during periods of economic expansion, as well as the
heightened caution and even panic that can occur during economic downturns.
Cybersecurity threats exhibit a temporal aspect, intensifying during periods of
increased political and economic instability. The evidence suggests that advanced
economies experience cyberattacks more frequently than their developing coun-
terparts, a trend that likely mirrors the varying degrees of digitalisation across
these economies.

In addition, the previous dimension has to be underlying the risk correlation and
level of interconnectedness pertain to the likelihood that a breach or cyber incident
will result in extensive and destabilising consequences throughout interconnected
systems (Fig. 8.1).
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Fig. 8.1 Interconnections
between entities operating in
the financial system. Source
DALL.E 3. (2024).
Generated by OpenAI

Considering cyber risk, it is undeniable that, under the dimension considered, it
can be relevant at a systemic level.

The growing prevalence of innovation and digitalisation in the financial sector
and other industries heightens the vulnerability of both financial and non-financial
sectors to cyberattacks. Furthermore, the increasing interconnectedness between the
real and financial sectors amplifies the potential for cyberattacks originating in the
real economy to spread and disrupt the operations of financial institutions. Cyber
threats emerging from the real economy can quickly extend their impact on the
financial sector, harming financial intermediation and causing a broader ripple effect
on the real economy and vice versa.

According to main reports on cyberattacks related to the financial system, we
notice that, as for other industries, the main part of attacks is due to financial moti-
vations (75% in 2021, quoting ECB 2021) and caused by criminals; a few parts
of attacks are nation-state-nature, then oriented to cause a disruption for the finan-
cial system directly. Despite the objective not intending to provoke instability, the
resulting distress for the financial system can be systemic in nature because affects
a large number of less significant institutions or because the target is a systemically
important institution or market infrastructure.

The cross-sectional nature of this risk is also evident in the possibility of the
financial system suffering the consequences of a sector interrelated with or many
financed entities in other sectors.

Of course, if cyber attacked, systemic entities di-per-sè could become a source
of risk for the financial system’s stability. Systemic vulnerabilities may emerge if
an attack successfully compromises a financially vulnerable entity yet crucial to the
system’s overall stability. Consequently, risks are most pronounced among entities
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characterised by a high reliance on technology, limited financial robustness, and a
lack of awareness regarding such threats. Conversely, for those firms that do not have
systemic relevance, the cyber-attack could mine financial stability proportionally
with the level of connection between the entities in the financial system and the
ability to have a domino effect (ECB2016) through different channels of propagation.
Channels can amplify operators’ financial, operational, and confidence relationships
(ESBR 2020; Koditis and Schreft 2022).

A cyberattack on a critical infrastructure that cannot be replaced (substitutability
dimension) or on one service that reveals vulnerabilities in another (risk correlation)
might quickly cause system-wide repercussions. In addition, the increased reliance
on some information technologies, such as cloud ones, increases the potential for
cyber-attacks that might disrupt, even temporarily, financial and economic activities
on a broad scale.

Because cyber risk could affect the whole system and cause big losses in the
financial world (Bouveret 2019), policymakers need to improve infrastructure for
surveillance and analysis, make macroprudential tools more useful, and encourage
cooperation and sharing of information at both the operational and strategic levels.
This concerted effort is crucial to bolstering the financial system’s resilience and
reducing the systemic repercussions of cyberattacks.

The need for a deep understanding of systemic cyber risk for cybersecurity
in the financial industry is gaining greater relevance in policy-making interest in
preserving the stability of the system, as the growing initiative at the international
level demonstrates:

– The G7 Cyber Expert Group focuses on addressing third-party entities’
risks, conducting threat-led penetration tests, and implementing cyber exercise
programmes.

– The Financial Stability Board (FSB) has created a cyber lexicon to standardise
terminology and has recommended a toolkit for responding to and recovering
from cyber incidents.

– The Committee on Payments and Market Infrastructures at the Bank for Interna-
tional Settlements (BIS) has released guidelines for bolstering the cyber resilience
of financial market infrastructures (BIS 2022).

– The European Systemic Risk Board (ESRB), at the macroprudential level, has
advocated for creating a continent-wide framework to coordinate responses to
systemic cyber incidents, aiming to reduce failure in coordinating responses
(ESRB 2022a). The magnitude, rapidity, and spread of a cyber incident neces-
sitate an immediate reaction from both corporations and financial regulators to
maintain financial stability.

– European supervisors, at the micro-prudential level, have prioritised cyber risks
within their oversight agendas and have established a reporting framework for
cyber incidents to monitor the challenges key financial institutions face closely.

– The EU’s Digital Operational Resilience Act (DORA) is set to introduce a thor-
ough regulatory framework for digital operational resilience among financial enti-
ties in the EU. This act is intended to significantly enhance cybersecurity practices
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across the financial services sector, comprehensively addressing an expansive
range of operational risks.

The ESRB (2020, 2022a, b) has developed an analytical framework to assess
how cyber risk can become a source of systemic risk to the financial system. The
four stages of this conceptual model (context, shock, amplification, systemic event)
facilitate a systematic analysis of how a cyber incident can grow from operational
disruption into a systemic crisis. More in particular:

– Context: This initial stage sets the background, detailing the operational and cyber-
security posture of thefinancial system, including existingvulnerabilities, the level
of interconnectedness among institutions, and the regulatory environment.

– Shock: This stage represents the occurrence of a cyberattack or cybersecurity
incident that directly impacts one or more entities within the financial system.
The nature, scale, and target(s) of the cyberattack are defined here.

– Amplification: Following the initial shock, this stage outlines how the impact
of the cyber incident can escalate due to the interconnectedness of the financial
system, lack of timely information sharing, and other systemic vulnerabilities.
Factors that contribute to the amplification of the initial shock, such as panic,
misinformation, or the failure of critical operational functions, are explored.

– Systemic Event: The culmination of themodel, where the amplified shock reaches
a threshold that causes significant disruption or destabilization of the financial
system as a whole. This stage assesses the broader economic and financial conse-
quences of the cyber incident, including loss of confidence, liquidity crises, or
significant operational disruptions across the financial sector.

To simplify and graphically represent the ESRB framework assessing how cyber risk
can become a source of systemic risk to the financial system refer to Fig. 8.2.

Analysis of Financial Cyber Risk in Light of Other Systemic
Risks

A cyberattack can have devastating consequences for a financial institution, causing
operational disruptions, reputational damage, and financial losses. Additionally, the
attack’s impact can create a ripple effect through operational or financial conta-
gion, eroding confidence in the entire financial system. This escalation process can
potentially spread the disturbance throughout the financial system, even affecting
institutions not directly targeted by the initial attack. Although the later phases of a
systemic cyber crisis may mirror those of a conventional financial crisis, the disrup-
tion to the financial system’s functionality introduces an additional layer to crisis
management, encompassing the activation of systemic safeguards.

The propagation of cyber risk at a systemic level, especially in parallel to
other financial systemic risks, may involve distinctive channels and mechanisms.
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Fig. 8.2 Infographic
synthesising ESRB
framework. Source Own
elaboration on DALL.E 3.
(2024). Generated by
OpenAI

Grasping these routes is essential for crafting efficient risk management and mitiga-
tion approaches. It also aids in comprehendinghownetwork analysismight be applied
to examine this issue, either in a manner similar to or distinct from the analysis of
other financial risks. In this synthetic section, we briefly recall these similarities and
discontinuities, focusing on the channels and mechanisms of propagation for cyber
risk versus other financial systemic risks. Similarly to financial contagion, cyber risk
can propagate through the networked financial system, but the vector is technolog-
ical rather than purely financial. As a distinct feature, unlike traditional financial
risks, cyber risks can directly impair the operational capabilities of financial institu-
tions, affecting their ability to conduct transactions, process payments, or maintain
liquidity. It follows that an attack on critical infrastructure (e.g., payment systems)
can immediately and widely affect multiple entities.
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A cyber-attack on a bank can lead to a sudden withdrawal of funds and raise
concerns about the ability tomeet financial obligations, like any other operational risk
event. In this instance, either panic—asDiamond andDybvig described it in (1983)—
or fundamentals—as Goldstein and Pauzner explained in 2005—can be responsible
for the occurrence of a run. Inefficient asset disposal at a bank incurs expenses for the
bank itself and negative effects on the financial sector (counterparties) and the real
economy (borrowers). The occurrence of cyber assaults has the potential to hinder the
bank’s ability to serve its existing debtors if payments or access to accounts become
unavailable.

Banks and financial institutions operate in different marketplaces and carry out
a variety of services for clients. Therefore, if there is uncertainty about the extent
of a cyber-attack and the possible impact on other parts of the firm, it may cause
clients to withdraw their investments from unaffected operations. In a broader sense,
cyber-attacks could render capital and liquidity inactive, resulting in costs that are
independent of a bank run or the actions of other banks and creditors/counterparties.
Cyber-attacks can immobilise capital and liquidity, leading to expenses that are not
influenced by a bank run or the behaviour of other banks and creditors/counterparties.

As Allen and Gale pointed out in 2000, a network’s topology can also transmit
shocks in addition to the so-called accounting-based effects (Eisenberg and Noe
2001). These traditional models, originally elaborated to illustrate the propagation
pattern of solvency and liquidity shocks, also apply to cyber shocks. A cyber shock
that disrupts the distribution or access to liquidity could lead to contagion, as demon-
strated in the study by Allen and Gale (2000). A virus or technical flaw can spread
through data and communication networks, shared service providers, or similarities
in technology, which can affect payments or lending between banks.

As highlighted, cyber-attacks can potentially produce interconnected disruptions
and pose a significant threat to systems. Similar consequences to bank defaults can
be manifested through technological connections.

The role that asymmetric information plays in amplifying risk is what causes the
other type of systemic risk and cyber shocks. Quoting Caballero and Simsek (2013),
it is possible to demonstrate howvague data regarding the exact location of a solvency
shock in a financial network significantly increases the motivation for institutions to
adopt cautious yet highly detrimental actions to the overall system. It works in the
same way for the cyber-attack. Cyber shocks prompt banks to implement their most
effective financial network solutions. The impact of cyber shocks can be significantly
greater when their origin is undisclosed. News or rumours of impairment may lead
to pre-emptive withdrawals from banks or financial institutions that are not affected.
The disclosure tactics employed by institutions to engage with clients are being
criticised for generating worries about asymmetric knowledge.

If we compare the channel andmechanism of systemic cyber risk to other financial
risks, we note that cyber risk:

– can spread faster than traditional financial risks due to the instantaneous nature
of digital networks and operations;
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– is often less predictable and more difficult to detect in advance compared to
traditional risks, which can often be modelled and anticipated based on economic
indicators and past trends;

– is not limited to financial losses but extends to operational disruption, data
integrity, and loss of consumer confidence, adding layers of complexity to crisis
management and recovery.

– requires a different set of tools focused on technological resilience, cybersecurity
measures, and information sharing protocols, while traditional financial systemic
risks are mitigated through financial policies, capital adequacy requirements, and
liquidity provisions.

Consequently, while cyber risk shares some propagation channels and mechanisms
with traditional financial systemic risks, its distinct nature necessitates a unique
approach to risk management. The digital and interconnected landscape of modern
finance introduces new vulnerabilities and requires a blend of cybersecurity, opera-
tional resilience, and traditional financial risk management to protect the stability of
the financial system.

The Utility of Network Science for Systemic Cyber Risk
Analysis in the Financial System: The Proposed Theoretical
Framework

If we assume that cyber risk could be relevant at the systemic level for the financial
system and for other systemic risks in this domain, it is beneficial to use a promising
method to study systemic cyber risk, which could be constituted by network analysis.

Drawing upon this premise of systemic cyber risk, numerous scholars have
ventured into network analysis to devise robust models and methods for cyber risk
assessment.

A range of studies have explored network analysis and cyber risk, offering various
methods and models for risk assessment. Huiying and Yuanda (2008) and Lv (2009)
both propose quantitative evaluation algorithms based on threat analysis and attack
probability, respectively. Mixia et al. (2007) emphasise the importance of visualisa-
tion in network security situation analysis, while Lamichhane et al. (2018) introduce
a quantitative risk analysis model for enterprise networks. Adams and Heard (2014)
and Wang and Wang (2010) both focus on data analysis, with Adams and Heard
discussing the use of graph analysis and Wang introducing nonlinear system anal-
ysis and forecasting techniques. Kalinin et al. (2021) and Aktayeva et al. (2023)
discuss more specific settings. Kalinin et al. look at assessing cybersecurity risks in
smart city infrastructures, and Aktayeva et al. talk about how cognitive modelling
can be used in social networks for critical infrastructure.
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Numerous studies have applied network analysis methods to financial systems
analysis, focusing on understanding interdependencies and systemic risk. In partic-
ular, network analysis has been widely applied to studying systemic risk in the finan-
cial system.Chen et al. (2016) andTsankov (2021) provide comprehensive overviews
of the development and application of network theory in this context, while Saltoǧlu
and Yenilmez (2010) and Gai and Kapadia (2019) emphasise the importance of
this approach in understanding systemic risk and identifying systemically important
institutions.

Ahelegbey (2016) and Chapman et al. (2011) specifically explore the use of
network models in analysing contagion, spillover effects, and risk propagation chan-
nels. Jo (2012) and Furfaro et al. (2016) suggest frameworks that connect liquidity
loss, solvency ability, and macroeconomic shocks. They also use a goal-oriented
approach to think about how to stop and respond to cyber systemic risk in banking
systems.

Allen and Babus (2008) further discuss the role of network theories in explaining
economic interactions and modelling systemic risk in banking systems. Chen and
wang (2013) and Cont et al. (2013) present network models for the Credit Default
Swap market and interlinked financial institutions, respectively, highlighting the role
of network parameters and counterparty exposures in systemic risk.

Iori and Mantegna (2018) review empirical work on the fragility and resilience of
financial and credit markets, focusing on systemic risk and evaluating systemically
important institutions. Gong et al. (2019) and Bougheas and Kirman (2014) both
review the application of network analysis to systemic risk, with Gong et al. (2019)
specifically focusing on the Chinese financial market and the identification of risky
financial firms. To the best of our knowledge, no theoretical or empirical contribution
to the application of network science to cyber risk in the financial system is currently
available in the literature.

Bridging the gap between these two areas of study, we aim to apply the insights
gained from network analysis in financial systems to the relatively unexplored field
of cyber risk in the financial sector. Trying to make the most of both strands of
literature, in Table 8.1, we propose the possible main steps for analysing the impact
of a cyberattack on the financial system using network science. This table outlines
a structured approach to utilising network science for cybersecurity analysis in the
financial sector, emphasising the importance of each step in building a comprehensive
understanding and response strategy to cyber threats.

Cyber Mapping Challenges

Once the valuable steps for analysing the impacts of a cyberattack on the financial
system have been identified, we now focus on step 3 (NetworkModelling, Table 8.1).
This step aims to retrace the links (the edges) between banks, financial institutions,
and other interested parties (the nodes) by looking at data flows, financial relation-
ships, and communications. This helps findweaknesses and possible risks by looking
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Table 8.1 The main steps for analysing the impact of a cyberattack on the financial system

Step Description Key activities

1. Define the scope and
objectives

Determine the analysis
boundaries and aims

− Identify financial institutions
and systems to be analysed
− Define analysis goals
(vulnerability assessment,
impact analysis, etc.)

2. Data collection and
preparation

Gather and prepare the
necessary data for network
analysis

− Collect data on entities and
their connections
− Clean and preprocess data
for analysis

3. Network modelling Model the financial system as
a network of nodes and edges

− Construct a network with
entities as nodes and
relationships as edges
− Consider multilayer models
for different interaction types

4. Network analysis Apply network science
methodologies to analyse the
structure and dynamics

− Calculate centrality
measures to identify key nodes
− Detect communities within
the network
− Assess node and edge
vulnerabilities

5. Simulate cyberattack
scenarios

Develop and simulate various
cyberattack scenarios

− Create scenarios based on
different attack vectors and
methods
− Simulate attacks to study
propagation and impact

6. Impact assessment Evaluate the potential impact
of cyberattacks on the
network

− Quantify the financial,
operational, and confidence
impacts
− Highlight critical nodes for
systemic risk

7. Mitigation and resilience
building

Develop strategies to mitigate
risks and enhance resilience

− Propose cybersecurity
enhancements and system
redundancies
− Plan for rapid response and
recovery

8. Policy recommendations
and regulatory compliance

Make policy and regulatory
recommendations based on
the findings

− Suggest policy changes or
regulatory measures
− Ensure strategies comply
with existing cybersecurity
regulations

9. Continuous monitoring and
updating

Establish ongoing monitoring
and update analyses regularly

−Monitor the network for
new vulnerabilities and threats
− Update the analysis to
reflect changes in the network
and threat landscape
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at the links between nodes and following up on any strange activities or threats to
the financial system from inside and outside the system.

Even the European Systemic Risk Board (ESRB) in 2022 emphasised the impor-
tance and usefulness of a network analysis approach, particularly for cyber mapping
and identifying systemic nodes. Thismethodology could be crucial for understanding
the complexities and interdependencies within financial networks, enabling the
pinpointing of critical points that, if compromised, can proliferate and pose systemic
risks. Systemically important nodes1 are essential to the financial system or provide
irreplaceable services.Acyber-attack at these nodes could cause amuchgreater finan-
cial system disruption than at less essential nodes. Thus, monitoring and analysing
systemic cyber risk requires identifying these nodes in financial and operational
networks. As underscored in the preceding sections, the system is not just through a
solitary, irreplaceable entity (systemic node) but also across a cluster of institutions
within the financial network.

Within the realm of cybersecurity, financial networks designed to manage market
risks and ensure liquidity flow exhibit susceptibility to cyber-attacks andmay become
targets for cyber threats. Such attacks have the potential to impact numerous intercon-
nected organisations across various networks. Particularly vulnerable are networks
with a central-peripheral configuration that lacks alternative routes for data flow
when their core is breached. This can lead to a rapid attack spread, complicating
the network’s ability to identify and understand its interconnections. Such a scenario
could temporarily disrupt access to their services, underscoring the intricate nature
of systemic risks.

The financial system is inherently complex, with intricate interconnections in
financial transactions. This complexity is further amplified in the cyber domain as new
actors and potential channels for contagion are introduced. Therefore, it is essential
to perform an examination of the interrelated network of third-party entities. Due to
their ability to cause business disruptions or systemic failures, these entities require
a comprehensive analysis to identify and reduce risks that could have widespread
systemic consequences.

In light of what has been said, the most formidable yet critical task lies in the
initial stages of mapping the network: accurately identifying each node and precisely
delineating the edges representing the relationships and dependencies between
these nodes. This foundational step is essential for understanding the network’s
vulnerability to systemic cyber threats.

In network analysis, identifying key financial and operational nodes means shed-
ding light on the structural intricacies of the financial network by pinpointing the
nodes that play a crucial financial or operational role within the sector. Recognising
these nodes helps comprehend the network’s topology, which the cyber risk concep-
tual model suggests may magnify risk. This process of identification gives us a first

1 See ESRB (2020), p. 17 for the definition: “Systemic nodes are any agents fulfilling a critical
financial or operational role in the financial sector. Such systemic nodes are often characterised by
the importance or lack of substitutability of the financial or operational services they provide to the
financial system.”
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look at possible ways for the infection to spread, which helps us find institutions and
third-party service providers for stress tests on systemic cyber resilience scenarios.

While it is quite easy to identify financial systemic relevant institutions and infras-
tructure, only recently could a pattern to identify systemic relevant entities at the
operational level be found at the EU level. Thanks to the new prescription of DORA,
EU-critical ICT third-party service providers are commonly defined for operational
services.Additionally,DORAasks financial institutions (starting from January 2025)
to document all individual, sub-consolidated, and consolidated ICT service agree-
ments, contributing to the design of a centralised EU overview of essential financial
system nodes. A cyber map helps detect systemic nodes and monitors and anal-
yses the main technologies, services, and linkages of financial institutions, service
providers, and in-house and third-party systems.

So, a good mapping should show the technological and financial connections
between banks and other tech and service providers. It should use operational and
financial data to find systemic nodes based on their importance, connectivity, and
dependencies. By using these mappings and identifying important systemic nodes,
we can better comprehend the interconnectedness within the EUfinancial ecosystem,
as summarised by Figs. 8.3, 8.4, 8.5, 8.6. In particular, the figures are an example, for
the payment system and capital market, of how the interconnections between types
of actors develop and how the interconnections are transformed with the entry into
the scene of IT service providers.

Specifically, the figures illustrate how the relationships between different types
of actors evolve and change when IT service providers enter the market, as seen in
the case of the payment system and capital market.

As for the payments system, a conceptual network analysis method can represent
the connectionbetween actors involved in theEU’s payment systems.This framework
(Table 8.2) can aid in comprehending the interlinkages, potential weaknesses, and
consequences of cyber threats on the payment infrastructure.

Figures 8.3 and 8.4 provide a simplified depiction of the actors involved in the EU
payment system. These figures highlight the important infrastructure, the movement
of financial transactions, and the regulatory framework crucial for efficient financial
activities throughout the European Union. The diagram uses circles to represent
the nodes, while lines of various colours and styles indicate their interactions or
relationships.

The diagram in Fig. 8.4 encapsulates the comprehensive network of entities
involved in the EU payment system, from the foundational infrastructure and regula-
tory oversight to the service provision to end-users and the essential support provided
by IT Service Providers. This visualisation underscores the complexity and interde-
pendence of the payment ecosystem, highlighting how technology underpins the
seamless operation and security of financial transactions. The graphical analysis
would visually demonstrate the foundational roles of traditional actors and how the
integration of IT Service Providers introduces new dynamics, enhances capabilities,
and potentially introduces new vulnerabilities.

The absenceof ITServiceProviders highlights traditional vulnerabilities andoper-
ational inefficiencies, while their presence underscores the critical role of technology
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Fig. 8.3 EU payment system network analysis (without IT service provider). Note (i) solid black
lines connect Banks and Clearing and Settlement Mechanisms (CSMs) representing the primary
transactional flows essential for daily financial operations; (ii) blue dotted lines show how Payment
Service Providers (PSPs) are linked to banks; (iii) green dash-dot lines represent compliance interac-
tions between regulatory bodies and both banks and PSPs, emphasising the importance of adhering
to established regulations and standards to maintain system integrity. Source Generated by OpenAI
(2024).

inmodernising and securing these systems. Then, this comprehensive approach illus-
trates the interconnectedness of financial systems and the pivotal role of technology
in ensuring their resilience, efficiency, and adaptability to new challenges.

Even with regard to the capital market, it is possible to use a conceptual network
analysis method to represent the actors involved. This framework (Table 8.3) can
help understand the interconnections, potential weaknesses, and consequences of
cyber threats on the capital market.

The diagram displayed in Fig. 8.5 now features differentiated edges to represent
various types of relationships within the European Union’s capital markets network.
Each colour and style of the edges convey a distinct aspect of the market interac-
tions. This differentiation helps to highlight the complexity of the capital markets,
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Fig. 8.4 EU payment system network analysis (with IT service provider). Source Generated by
OpenAI (2024). Note Different from Fig. 8.3, in this one, purple dotted lines mark the support
provided by IT service providers to banks, PSPs, CSMs, and regulatory bodies, underlining the
critical role of technology and cybersecurity in the payment ecosystem

illustrating not just who the participants are but how they interact and the nature of
their interdependencies, which is crucial for understanding potential vulnerabilities
and areas needing robust cybersecurity measures. For example, the central roles of
clearing houses and custodians highlight how critical these entities are to market
stability and security. Similarly, the interconnectedness of exchanges and intermedi-
aries with issuers and investors underscores the potential for cyberattacks to impact
a wide range of market participants.

The simplified network diagram in Fig. 8.6 is updated to include IT Service
Providers, highlighting their integral support rolewithin theEuropeanUnion’s capital
markets. The magenta dashed lines represent these new connections, underscoring
the importance of IT services in the functioning, security, and resilience of capital
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Fig. 8.5 EUcapitalmarket networkwith differentiated edges. SourceGenerated byOpenAI (2024).
Note The diagram differentiates edges to represent various relationships within the European
Union’s capital markets network. Each colour and style of the edges convey a distinct aspect of
the market interactions: (i) Solid black lines signify the issuance and intermediary relationships,
highlighting the direct path of securities from issuers to the market through intermediaries; (ii) Blue
dashed lines represent the flow of investments between intermediaries and investors, indicating the
advisory and transactional services; (iii) Green dotted lines show trading activities between investors
and exchanges, as well as the role of intermediaries in facilitating these trades; (iv) Red solid lines
emphasise the critical clearing and settlement process between exchanges and clearing houses; (v)
Purple dashed lines denote the safeguarding of assets by custodians post-clearance; (vi) Orange
dotted lines illustrate the custodial services provided to investors, ensuring the safekeeping of their
investments; (vii) Grey dashed lines indicate regulatory oversight exerted by regulators to maintain
market integrity; (viii) Cyan dotted lines represent the flow of information from data providers to
investors and regulators, supporting decision-making and regulatory compliance

markets. This addition emphasises how critical IT service providers are in main-
taining the integrity and efficiency of market operations, especially in cybersecurity.
This visualisation helps identify potential points of vulnerability within the capital
markets, especially concerning cyber threats.
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Fig. 8.6 EU capital market with IT service providers. Source Generated by OpenAI (2024). Note
compared to Fig. 8.4, in addition to the previous lines, the magenta dashed lines represent new
connections, underscoring the importance of IT services in the functioning, security, and resilience
of capital markets

Concluding Remarks

Our world is complex and interdependent, with various systems and phenomena
influencing each other, even when they may seem unrelated. This interconnected
reality exposes societies to systemic vulnerabilities that demand a holistic approach
to analyse complex phenomena. In this interconnected digital ecosystem, nothing
operates in isolation. Modern financial markets are no exception; they are part of this
intricate network, susceptible to cyber threats that can cascade through the system.
In today’s globalized and highly interconnected financial world, we face not only
traditional systemic risks but also an emerging threat in the form of systemic cyber
risk.

Systemic cyber risk arises from the growing reliance on technology and the
internet even in the financial industry. Each entity, whether it’s a corporation, govern-
ment, financial institution, infrastructure or individual, is a node in this vast digital
web. The connections, or edges, represent the various digital interactions that bind
them together additional to the financial transaction ones.
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Table 8.2 Conceptual network analysis approach (payment system)

Actors

Banks and financial institutions Primary actors that facilitate and process
payments

Central banks Including the European Central Bank (ECB) and
national central banks, which oversee monetary
policy and payment systems

Payment service providers (PSPs) Offer payment services and solutions, including
digital wallets and payment gateways

Clearing and settlement mechanisms (CSMs) Infrastructure that processes and settles payment
transactions

Regulatory bodies Such as the European Banking Authority (EBA),
which sets standards and regulations for payment
services

Consumers and businesses End-users of the payment systems, indirectly
connected through their banking and PSP
relationships

Network analysis approach

Nodes Each actor in the payment system is represented
as a node in the network

Edges Connections between nodes signify relationships
and dependencies, such as transaction flows,
regulatory oversight, and information exchange

Constructing an accurate model of these networks is a complex task that requires
collaboration between experts from different fields. However, once established effec-
tively, these digital networks can provide invaluable insights into how cyber shocks
propagate through the system, potentially triggering a systemic crisis.

Expanding our analysis, we can create networks of interconnected economic
agents and establish links between these different networks. This approach allows us
to predict the potential spread of a cyber crisis across various sectors and domains. In
this context, a well-constructed network can serve as a powerful tool for identifying
early warning signals of system-wide vulnerabilities.

The correct and efficient construction of these networks relies on both method-
ological expertise, including data analysis models, and a deep understanding of
economic and financial systems.

To enhance the capacity of the current macroprudential policy toolkit to tackle
cyber risks, the increasing significance of these threats necessitates thatmacropruden-
tial overseers pre-emptively engage with them (ECB 2022). This involves assessing
the financial system’s resilience against such threats and issuing risk warnings as
necessary.

Crucially, econometric evidence indicates that cyberattacks follow discernible
patterns, influenced by factors like, among others economic robustness, the extent
of financial globalization, and the prevailing policy and political uncertainty. This
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Table 8.3 Conceptual network analysis approach (capital market)

Actors

Issuers Corporations, governments, and other entities that issue
securities (stocks, bonds)

Investors Institutional (pension funds, insurance companies) and
retail investors

Intermediaries Investment banks, brokers, dealers, and market makers

Exchanges and trading venues Stock exchanges, electronic trading platforms

Clearing houses Entities that facilitate the clearing and settlement of trades

Custodians Institutions that hold securities for safekeeping

Regulators European Securities and Markets Authority (ESMA),
national regulators

Data providers Agencies that provide market data, analysis, and ratings

IT providers Company or organization that provides services or products
related to Information Technology

Relationships and vulnerabilities

Issuers and investors Connected through intermediaries; vulnerable to
misinformation and market manipulation

Intermediaries and trading venues Facilitate trading; susceptible to cyber-attacks on trading
platforms

Clearing houses Central to the settlement process; a single point of failure
could disrupt market operations

Custodians Hold assets; targeted for cyber theft and data breaches

Regulators Oversee market operations; depend on accurate data for
effective regulation

evidence highlights the pivotal role of policymakers, who uniquely possess or have
access to the necessary data, in mapping the cyber landscape for the financial system.
Their exclusive position underscores the imperative for authorities to bridge the data
gaps concerning cyberattacks, enabling a more robust defence mechanism against
potential cyber threats.

In conclusion, systemic cyber risk is an emerging threat in growing intercon-
nected financial world. Scholars, policy makers and economic agents must adapt,
collaborate, and invest wisely to mitigate this risk, just as we strive to address envi-
ronmental challenges. The balance between economic recovery and risk mitigation
is delicate, but it is essential for our economic system’s continued survival. So, in the
light of what has been argued above, to understand the complex holistic nature of the
phenomenon of systemic risk, today it is needed an integrated and prospective anal-
ysis, through the logical-conceptual schemes borrowed from the network science, of
themultiple and often obscure relationships that bind the various economic, political,
social, health and environmental phenomena.
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Chapter 9
Time Sensitive and Oversampling
Learning for Systemic Crisis Forecasting

Francesco De Nicolò, Marianna La Rocca, Antonio Marrone,
Alfonso Monaco, Sabina Tangaro, Nicola Amoroso, and Roberto Bellotti

Abstract Thedevelopment of earlywarning systems for systemic crises has recently
received growing interests. Recent studies have proposed possible solutions to
address this challenging topic, in particular by means of cutting-edge artificial intel-
ligence (AI) approaches. Financial data are fundamentally characterized by intrinsic
temporal dynamics and the presence of both short-/long-term interactions. Hence, it
is of paramount importance, when validating the proposed solutions to adopt valida-
tion strategies which consider this aspect. To this aim, we show here how Temporal
Cross Validation (TCV) deeply affects the models’ learning. Moreover, to take into
account the data imbalance often characterizing these models, we combine the TCV
with a popular solution, which is the SMOTE (Synthetic Minority Oversampling
TEchnique) algorithm.
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Keywords Early warning systems · Systemic crises · Temporal cross validation ·
SMOTE

Introduction

In the last decades, the national financial systems worldwide have witnessed the
onset of a series of systemic crises that have shown systems’ vulnerability and inter-
dependence (Wilson et al. 2010; Anginer and Demirguc-Kunt 2014; Bongini et al.
2015; Ellis et al. 2014; Silva et al. 2017; Rizwan et al. 2020).

Early warning models (EWMs) are mathematical models, based on suitable
economic hypothesis, that aim to forecast these crises. EWMs are of crucial impor-
tance since they help in timing policies by providing information about the likelihood
of a crisis. In fact, pioneeringworks on this subject date back to late 1990s (Kaminsky
and Reinhart 1999; Casabianca et al. 2019). These works used the time series data of
various economic indicators of countries as input and “precrisis dummy variables”
as outputs of different Machine Learning models trained to forecast the onset of
systemic crises. Precrisis dummy variables are defined as follows: for every country,
every time step is labelled as “1” or “0” if the corresponding date represents the onset
of a systemic crisis or not, respectively. Then, these values are shifted backward in
time according to the considered forecast horizon. The corresponding value in each
time-point is called “precrisis dummy variable”.

Nonetheless, these studies rarely consider the features characterizing time series
and adopt two approaches (Tölö 2020): (1) a fixed train-test splitting that biases the
evaluation of the generalization power of the EWMs; (2) a classical cross-validation
framework that discards the temporal ordering of time series data.

Moreover, even though systemic crises have deep impacts on countries’ economic
systems making them radically change to respond to such shocks, they represent rare
events in the economic history of countries. Accordingly, there are few time points
that represent the onset of a systemic crisis with respect to those that represent
“non-crisis” periods. This imbalance between crisis and non-crisis events makes the
learning phase of the EWMs hard and affects Machine Learning systems ability of
recognizing future crises (Kim et al. 2020). In order to counterbalance this effect,
some works (see for example Tölö 2020) consider a one-century or two-centuries
time span in order to deal with more crises, but on one hand this does not augment
data to delete the unbalancing effect and, on the other hand, there is the risk to train
model on old data that do not influence at all the onset of future crises.

In thiswork, for the first time, at the best of our knowledge,we propose to face both
these problems by the combined use of the following techniques: (1) Temporal Cross
Validation, aiming at extending the classical cross-validation framework taking into
account the chronological ordering of time series data; (2) the SMOTE (Synthetic
Minority Oversampling TEchnique) algorithm (Gosain and Sardana 2017), used to
augment the minority class in datasets, to balance crisis and non-crisis time points. In



9 Time Sensitive and Oversampling Learning for Systemic Crisis Forecasting 157

particular, the SMOTE algorithm creates “artificial” crisis events based on the input
variables characterizing the “natural” crises that are present in the training dataset.

This work is organized as follows. First, the data used for describing the overall
crisis forecasting pipeline will be thoroughly described. Then, the two previously
introduced techniques (Temporal Cross Validation and SMOTE) will be explained.
Afterwards, the results of applying these techniques to data will be shown and
discussed. Finally, the limitations and future perspectives of this work will be
exposed.

Economic-Financial Indicators for EU Countries and Crisis
Events

This chapter is concerned with forecasting the onset of a systemic crisis in an EU
country. Accordingly, first, the data used to flag a time period as a crisis period in
a European country will be shown. Then, the economic indicators used to forecast
these crises will be described.

Dependent Variable

To identify the systemic events, we use the database on financial crises provided by
the European Systemic Risk Board for EU countries, which gives precise chrono-
logical definitions of crisis periods (ESRB 2022). The crises dataset covers all EU
Member States and Norway for the period 1970–2020 and consists of a core set
of 50 systemic crises, which fulfil a number of conditions including (i) the finan-
cial system acting as a shock originator or amplifier and/or (ii) systemic financial
intermediaries experiencing distress or going bankrupt and/or (iii) substantial crisis
management policy interventions (lo Duca et al. 2017). However, to ensure that the
analysis is based on reliable and consistent information, we exclude those countries
not reporting important data on a country-level. This process brought to focus on
analysing 16 EU countries over the period 2001–2020 in which we identified 12
financial systemic crises. These countries are: Belgium, Czech Republic, Denmark,
Finland, France, Germany, Greece, Ireland, Italy, Netherlands, Poland, Portugal,
Spain, Sweden, Switzerland, UK.

For our purpose, we define the dependent variable as a binary variable, also
denoted as a dummy variable, taking a value of “1” in case of a systemic crisis
and “0” otherwise. Table 9.1 contains the dates of the registered systemic crises.
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Table 9.1 Systemic events in
EU countries over the period
2001–2020

Country Start date

Belgium November 2007

Denmark January 2008

France April 2008

Germany August 2007

Greece May 2010

Ireland September 2008

Italy August 2011

Netherlands January 2008

Portugal October 2008

Spain March 2009

Sweden September 2008

UK August 2007

Source European systemic risk board

Independent Variables

Tomeasure the key variables able to predict systemic events, we study several mone-
tary, economic and financial indicators. We divide 17 indicators into 5 groups, which
hereafter we call classes. The classes are as follows; monetary: monetary aggre-
gate (m1), three-month interbank rates of loans (ir3), five-year treasury rate (tr5);
bond: government bond (gov_bond10); real economy: unemployment rate (Unem-
ployment), consumer price index (cpi), trade balance (trade_balance), industrial
production index (ind_prod), economic policy uncertainty index (econ_pol), infla-
tion rate (inflation_rate), productivity rate (prod_rate); stock:MorganStanleyCapital
International index (msci_action), Morgan Stanley Capital International banks index
(msci_bank); financial: total assets (total_asset), stock market capitalization (stock_
capitalization), domestic credit to the private sector as a percentage of the Gross
Domestic Product (GDP) (priv_sec_credit) and sovereign loans as a percentage
of the GDP (sovereign_loans). All the indicators not providing monthly data are
transformed into monthly observations using linear interpolation.

To run our analysis, since our economic-financial indicators do not have the same
unit of measure and models are sensitive to the range of the input data, the former
should be put in a normalized form before being fed to the latter (Zheng and Casari
2018). Accordingly, we consider the following normalization pipeline:

1. Every variable is normalized in the training period for all the countries: the
maximum value of the variable in the training period is 1, while its minimum is
0.
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2. For each country, we calculate the first differences of each normalized variable:
if ZC

i (t) is the ith normalized variable at time t of country C, then we consider:

XC
i (t) = ZC

i (t) − ZC
i (t − 1)

The normalized variables XC
i are all pure numbers and comparable: they can be

safely used in the forecasting models to avoid the range bias.
The monetary aggregate has been on an upward trend while interest rates and

treasury rates have been declining over the sample period. This trend is also reflected
in the yield spread of government bonds, which has decreased by around 0.06%.
This can be attributed to the sovereign debt crisis that occurred in 2009–2010, which
resulted in a surge in the yield spread of government bonds. In terms of real economic
indicators, only the inflation rate declined during the period under consideration.
However, other indicators have remained stable with a growth of nomore than 0.39%
in the case of the consumer price index. The Morgan Stanley Capital International
(MSCI) Index has shown a slight increase, while the MSCI bank index has seen a
slight decrease, which is likely due to the non-performing loan (NPL) issues that
banks in the Eurozone have faced. All financial indicators have shown slight growth
from 2001 to 2017, with the average total assets of banks growing by around 0.06%,
the stock market capitalization by around 0.02%, loans granted to the private sector
as a percentage of GDP by around 0.04%, and sovereign loans by around 0.1%.
Overall, the analysis provides insights into the behaviour of various economic and
financial indicators, highlighting the impact of the 2009–2010 sovereign debt crisis
on government bonds and the banking sector, aswell as the overall growth of financial
indicators during the sample period.

Forecasting Time Series: Windowing, Temporal Cross
Validation and SMOTE

In this section, we focus on the methods used to forecast the onset of a systemic
crisis in a country one year in advance. First, we will show how this problem can be
properly framed in a binary classification setting, then we will describe the machine
learning algorithms used to forecast systemic crises.

Time Series Input Variables and Forecast Horizons

Following the approach of Holopainen and Sarlin (2017) and Ristolainen (2018), we
introduce a pre-crisis dummy variable (Detken et al. 2014), which involves shifting
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the crisis dummy variable backward in time based on the forecast horizon (one year,
in our case) and removing all observations from that point forward. The pre-crisis
dummy variable is a crucial output variable in the crisis forecasting task. In fact, it
allows us to focus the analysis on the period leading up to a potential systemic crisis
and identify early warning signals of an impending crisis. This approach is especially
relevant for policymakers and regulators who can take proactive measures to prevent
or mitigate the impact of a crisis.

Since the inputs are represented by the time series of economic and financial
variables, they need to be divided into shifted time-windows before being used in a
forecastingmodel (Granger 2014). This approach is necessary to capture the temporal
dynamics and correlations between the variables, as well as the lead time of each
variablewith the crisis event. In particular, we consider time-windowswith a 1-month
shift. Nonetheless, as underlined by Jeon and McCurdy (2017), it is not possible to
establish a priori the choice of an optimal size for the length of the time-windows.
Accordingly, in this work, we use two window-sizes: 12 and 24 months. Since the
original time intervals of the variables are not homogeneous and the maximal time
interval is 1-year, we found it wise to use a 12-months-step (i.e., 1-year-step) in going
from a time-window size to another. Moreover, we chose to consider up to two years
of data in order to use the more recent available data (from the crisis date) and, at
the same time, avoid the presence of not-available values in the data.

Since the input features are the time-windows of the economic-financial variables
and the output variables are the pre-crisis dummy variables, we need to pair these
two elements to obtain a dataset to train and test our forecasting models.

Suppose we consider a country C and N economic-financial variables depending
on time (XC

1 (t), . . . ,XC
N (t)), a pre-crisis dummy variable at time t0 (say it y0) and

consider a time window with size T . Then, for each i = 1, . . . ,N , we consider
the set of elements XC

i (t0 − T − 1), . . . ,XC
i (t0), representing the variable XC

i in a
time window of size T , beginning at time t0 − T − 1 and ending at time t0 (the
time corresponding to the pre-crisis dummy variable). Finally, we associate the sets
(XC

i (t0 − T − 1), . . . ,XC
i (t0)), i = 1, . . . ,N , to the pre-crisis dummy variable y0.

Varying t0 in all the time interval we aim to explore (from 1/2001 to 7/2017 in our
case), we end up with a dataset pairing the time-windows of the N variables of each
country C and the corresponding pre-crisis dummy variable.

Temporal Cross Validation

The usual cross-validation framework is well represented in the left part of Fig. 9.1:
the dataset is divided into some folds (usually five or ten folds), a Machine Learning
model is trained on all folds but one (the validation fold) and then it is tested on this
validation fold. This approach is repeated until all folds are used for validation. Since
this approach does not take into account the temporal ordering of folds in case of time
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Fig. 9.1 Left: classical cross-validation framework; Right: Temporal cross-validation. The length
of training and test folds are chosen by the experimenter

series data, a modification of this approach is needed. Accordingly, this modification
is shown in the right part of Fig. 9.1: the temporal length of the training and test
folds is a-priori determined by the experimenter, then the partition chosen for the
training and test folds is continuously shifted along the time interval considered in
the dataset, in accordance with the length of the training and test folds. This approach
is known as Temporal Cross Validation (Roberts et al. 2017). In particular, in our
case we consider a 1-year long validation-fold, while training-folds’ length, i.e. the
window-length, is set equal to 12 and 24months, as explained in the previous section.
The threshold date between training and validation folds varies from 8/2007 (the date
of the first registered systemic crises in UK and Germany, as reported in Table 9.1)
to 8/2010 (1 year before the Italian systemic crisis) with a 1-month shift.

For each training fold and window-length, the windowing approach described in
the previous section is applied. As regards data in the validation fold, the pipeline is
slightly modified as follows: if a country’s crisis happens after the threshold date and
within 1 year from it (since our forecast horizon is 1 year), then all dates following
this crisis are not discarded and are also labelled as “1” for the considered country.
This modification is due to two main reasons: (1) ideally, the experimenter does not
know what happens after the threshold date so that it should be impossible for her/
him to choose a priori the single time window associated to the onset of the future
crisis; (2) if the post-crisis dates for a country are not considered, it is impossible
to correctly label the corresponding test time-windows. In fact, the time windows
related to post-crisis dates could not be labelled at all, so determining a data leakage
phenomenon (if a test time-window cannot be labelled, this means that it belongs to
a crisis period, so implicitly labelling that time-window through the knowledge of
what happens in the test time period). Moreover, following this framework, it can be
determined the onset of a crisis within one year in the future.

Figure 9.2 depicts what happens in back-shifting the dummy variable and why
the test fold must be treated differently from the training one.
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Fig. 9.2 The back-shift operation on the test fold containing one systemic crisis. Top panel: the
split date divides the train fold from the test one (denoted as Future horizon in the figure and having
a temporal extent of 1 year). The crisis dummy variablemarks every single time step as “non-crisis”
(“0”) or “crisis” (“1”). Bottom panel: the values of the crisis dummy variable is shifted backward by
one year (the Future horizon), creating the pre-crisis dummy variable.Accordingly, every time step,
and every window length, can now be labelled by the crisis label pertaining to the one-year-away
time step from it. Without labelling the post-crisis dates, some labels could not be assigned to the
dates in the test fold

SMOTE Algorithm

Unbalanced classification is characterized by the fact that there are too few examples
of theminority class for amodel to effectively learn the decision boundary. One naive
way to solve this problem is oversampling the examples in the minority class. This
can balance the class distribution but does not provide any additional information
to the model. An improvement on simply duplicating examples from the minority
class is to synthesize new samples for this class, implementing a data augmentation
algorithm.

The most widely used approach to accomplish this task is the Synthetic Minority
Oversampling TEchnique, or SMOTE for short. This technique was introduced and
described by Nitesh Chawla and collaborators (Chawla et al. 2002).

SMOTE works according to the following steps:
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Fig. 9.3 Graphical
representation of the
SMOTE algorithm in a 2-D
feature space

1. select a random sample of the minority class (i.e. the class of the events
representing a crisis in our case), denote as Sample-1.

2. Find its k-nearest neighbours in the feature space. In our case, the features char-
acterizing each sample are the time windows of the economic-financial variables
used as input of the Machine Learning models. Moreover, even though typically
k= 5, in this work we use k equal to the number of all the remaining crisis events,
because of their small number.

3. Randomly select one of these neighbours, denoted as Sample-2.
4. Randomly select a point in the feature space lying on the line joining Sample-1

and Sample-2. This point represents a synthetic sample.

Figure 9.3 represents the functioning of the SMOTE algorithm for a 2-D feature
space, for the sake of representability. The SMOTE algorithm is used in the training
folds in order to have the same number of crisis (“1”) and non-crisis (“0”) events.

Time Series Forecasting: Machine Learning Algorithms
and the Crisis Likelihood

Our dataset is heavily unbalanced because we have a set of events corresponding to
non-crisis periods (labelled as “0”, as described previously) overwhelming the set
of crisis periods (labelled as “1”). As underlined by Kim et al. (2020), we face the
problem thatmodels trained on unbalanced datasets have poor results when they have
to generalize. Many techniques have been developed to solve this problem (Spelmen
andPorkodi 2018), such as “undersampling” and “oversampling” techniques.Among
the “oversampling” techniques we use, as explained in the previous section, the
SMOTE algorithm is based on the input variables characterizing the “natural” crises
that are present in the training dataset. Thanks to this technique, we created a number
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of artificial crises in the training folds, equal to that of non-crisis events. Afterwards,
we applied different Machine Learning algorithms to forecast systemic crises in the
test folds.

According to the previous discussion, we have input variables composed of
windowed economic-financial variables (with different window-sizes) and a binary
pre-crisis dummy variable as the output. Then we are faced with a binary classifica-
tion problem. These kinds of problems are common in applications (credit card fraud
detections (Moumeni et al. 2022), medical testing (Buch et al. 2018), and informa-
tion retrieval (Li et al. 2019)). Many classification algorithms have been developed
for these tasks and, in this work, following the economic literature in this field, we
apply the following models:

• Logistic regression (Logit) (Kiley 2021): it directly models the probability a
systemic crisis begins in a given date p(y = 1) (where y is the pre-crisis dummy
label of an instance), given inputs X1, . . . ,XN .

• Random Forest (RF) (Breiman 2001): it is a generalization of decision trees [88].
In fact, RandomForest is an ensemble learningmethod that works by constructing
amultitude of decision trees at training time. In particular, every tree is trained on a
bootstrapped sample of training data (i.e. samplingwith replacement from training
data) and each tree uses a random subset of predictors to take decisions, in order
to overcome the presence of strong predictors. The output of the random forest is
the class selected by most trees (majority vote rule). Taking decisions based on
an ensemble of trees greatly improves the performance of a single decision tree
(Ho 1995).

• Support Vector Machine (SVM) (Noble 2006): it can be used for both regression
and binary classification problems and it is based on finding, in the feature-space,
the best hyperplane subdividing training points (i.e. data) of one class from those
belonging to the other one. In particular, consider a training dataset of N items and
with M input features. These items may be represented as

(−→x1 , y1
)
, . . . ,

(−→xN , yN
)
,

where −→xi is the M-dimensional vector of input variables of i-th data item and yi
is the corresponding binary label (0 or 1, for example). They may be considered
as geometrical points in the M-dimensional feature space. The target of SVM
algorithm is to find the maximum margin hyperplane: the hyperplane which is
defined so that the distance between the hyperplane and the nearest point from
either group is maximized. Figure 9.4 clearly explains the result of the SVM
algorithm in a dataset with two input-features.

• eXtreme Gradient Boosting (XGB) (Bentéjac et al. 2021): it is a model in the
form of an ensemble of decision trees (also called weak learners), but, differently
from RF, it is built in an iterative fashion and learns slowly. In fact, trees in RF
are trained on different bootstrapped samples taken from the training dataset,
independently of each other; XGB, instead, does not involve bootstrap sampling
but every tree is grown using information from previously grown trees, being fit
on a modified version of the training dataset. The main idea underpinning XGB
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Fig. 9.4 The result of the
SVM algorithm applied to a
dataset with two input
features (x1 and x2). The two
classes are reported in blue
and green as colors of the
data points. The maximum
margin hyperplane is
reported in red

is that, given the current model, we fit a decision tree to the residuals from the
current model. Then, we add this new decision tree into the current model in order
to update the residuals. By iteratively fitting trees to the residuals, we improve the
current model in areas where it does not perform well.

Since the problem we are facing is a classification task, it could seem reasonable
to consider the usual classification metrics (e.g. AUC-ROC, sensitivity, specificity)
to determine the best model in identifying the onset of a systemic crisis in the test
folds. Nonetheless, it should be considered that the events labelled as “1” in the test
folds are not only those representing the onset of a crisis, but even those representing
immediately following periods, as explained previously. Accordingly, the classical
metrics would give a biased picture of themodels’ performances. As a result, it seems
wise to consider the crisis likelihood as a parameter for comparing the different
models. As a matter of fact, in order to determine if an event represents the onset
of a crisis or not, a model outputs a number (the crisis likelihood) between 0 and 1
and if this number is over a given threshold (usually 0.5), then it is labelled as “1”,
otherwise as “0”. This likelihood is sometimes denoted also as the crisis probability,
but it cannot be interpreted directly as a probability in the mathematical sense (for
more information on this aspect, please refer toVaicenavicius, et al. 2019).Moreover,
considering how the crisis likelihood of a country varies with time is helpful in
determining precisely the date in which it becomes more prone to develop a systemic
crisis and what model is more effective in pointing it out. Moreover, following this
approach, every crisis will be discussed individually, so identifying the presence of
problematic scenarios.

In particular, in the next section, we will show, for every country and every
Machine Learning model, the crisis likelihood corresponding to the furthest
threshold-date away from the country’s crisis date, but no more than one year
away from the latter. This will be done for each window-length of the training fold
(12 months, 24 months). Accordingly, we will be also able to point out the best
training folds’ length for forecasting the onset of a systemic crisis.
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Dynamics of Crisis Likelihoods

In this section we will show the models’ crisis likelihood for every window length
of the training fold in the Temporal Cross Validation framework. In particular, for
every country and every training folds’ length, the furthest threshold date from the
country’s crisis will be considered (no more than one year away from the crisis date)
and the corresponding evolution of the crisis likelihood will be shown. It should be
noted that, as UK’s and Germany’s crisis are the first, they cannot be forecast by any
model but they are used to train models and forecast future crises. Accordingly, these
two countries do not appear in any test fold and are not reported in the following
results. It should be noted that, since models’ training phase is implemented through
stochastic algorithms (in Python 3.9), the whole pipeline is repeated 100 times and
the corresponding standard deviation of the results is reported as vertical error bars
in the following graphs.

Figure 9.5 shows the crisis likelihood forBelgiumdeterminedby all the considered
Machine Learning models. The furthest threshold date from Belgium’s crisis (11/
2007) is 8/2007, just three months before it. Dates missing in the right-side plot are
due to the presence of not-available values of one ormore indicators (i.e. independent
variables) in the corresponding time windows. This consideration applies also to all
the following graphs. It can be readily seen that XGB radically changes its behaviour
in going from the 12-months window-length case to the 24-months one. In particular,
in the first case, it clearly signals the onset of a crisis one year in the future beginning
from 2/2007 (left plot in Fig. 9.5), while it completely rejects this hypothesis in
the second case (right plot in Fig. 9.5). This indicates a swinging behaviour an
experimenter cannot rely on, especially if compared with all the other models.

In fact, RF has a smoother behaviour in going from the 12-months window-length
to the 24-months one. Nonetheless, it is not able to forecast the onset of the crisis in
both cases.

In contrast, LR and SVM have both a smooth behaviour and clearly signal the
onset of a crisis in Belgium in one year beginning from 6/2007. In particular, in the
12-months case LR has a monotonically growing crisis likelihood that goes over
0.5 at 5/2007; SVM’s crisis likelihood is also monotonically growing in time but it
overcomes 0.5 at 6/2007. This indicate that both models point out the outbreak of a
systemic crisis in Belgium in one year beginning from 6/2007.

Moreover, as the window-length grows from 12-months to 24-months (i.e. older
data are fed in the models), both models show that a crisis’ outbreak will take place
within a year from 5/2007. This means that even older data are useful for the models
in order to determine the onset of crisis in Belgium.

This is a remarkable result: the experimenter’s knowledge stops at 8/2007, where
just two crises have just taken place (in UK and Germany, as reported in Table 9.1),
but this limited knowledge is sufficient to forecast the onset of a crisis in Belgium
and to determine the date in which the indicators have such values to determine its
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Fig. 9.5 Crisis likelihoods determined by all models for Belgium. The furthest threshold date
from Belgium’s crisis corresponds to 8/2007. Left: Crisis likelihoods for window-length equal to
12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to
the stochastic nature of the models’ training phase

onset. This could also indicate that the Belgian crisis has the same features as those
happened in UK and Germany.

Figure 9.6 depicts models’ crisis likelihoods for Denmark. Even in this case, the
furthest threshold date from the Danish crisis (1/2008) is 8/2007, just five months
before. It is possible to underline the same behaviour of the models reported in the
Belgian case: XGB has a too swinging behaviour; RF is not able to forecast the onset
of the crisis; LR and SVM have a smoother behaviour and are able to signal the
outbreak of a crisis. In particular, for the 12-months case, LR has a growing crisis
likelihood that overcomes 0.5 at 7/2007, while SVM outputs a strong crisis’ signal
at 6/2007. This indicates the onset of a crisis in one year beginning from 7/2007.
Nonetheless, in the 24-months case, LR and SVM have both much lower likelihood
than in the 12-months case: LR is no more able to output a strong signal crisis (it is
always under 0.5), while SVM has a maximum likelihood of 0.72 at 6/2007 and then
decreases. This means that adding older data does not help models, in the Danish
case, in forecasting the future onset of the crisis. This behaviour is different from
what has been seen previously for the Belgian crisis. It seems wise to underline that,
even in this case, just the crises in UK and Germany are known to the experimenter,
since they are the only systemic crises known at 8/2007.

Figure 9.7 shows models’ crisis likelihoods for the Netherlands. Since the date
of the Dutch crisis is the same as the Danish one, the furthest threshold date from
the crisis (1/2008) is again 8/2007. It is possible to observe the same behaviour for
almost all models: LR, SVM and XGB give a strong crisis signal at 8/2007 in the
case of a window-length having a 12-months size (left plot in Fig. 9.7). This means
that, according to these models, a crisis will outbreak in the Netherland in one year
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Fig. 9.6 Crisis likelihoods determined by all models for Denmark. The furthest threshold date
from Denmark’s crisis corresponds to 8/2007. Left: Crisis likelihoods for window-length equal to
12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to
the stochastic nature of the models’ training phase

beginning from 8/2007. Moreover, these signals are completely missed in the 24-
months case (right plot in Fig. 9.7). This indicates that older data are confounding
and are useless in determining the onset of the systemic crisis in the Netherlands:
just more recent indicators are useful in pointing out the outbreak of the Dutch crisis.

Figure 9.8 depicts models’ crisis likelihoods for France for a window size of 12-
months (left plot) and 24-months (right plot). The furthest threshold date from the
French crisis (4/2008) is 8/2007. It can be noted again the swinging behaviour of
the XGB crisis likelihood in passing from the 12-months case to the 24-months one

Fig. 9.7 Crisis likelihoods determined by all models for the Netherlands. The furthest threshold
date from the Dutch crisis corresponds to 8/2007. Left: Crisis likelihoods for window-length equal
to 12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due
to the stochastic nature of the models’ training phase
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Fig. 9.8 Crisis likelihoods determinedby allmodels for France. The furthest threshold date from the
French crisis corresponds to 8/2007. Left: Crisis likelihoods for window-length equal to 12 months.
Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to the stochastic
nature of the models’ training phase

and the lower crisis signals of the RF model. Moreover, it can be seen that, in the
12-months case, LR’s crisis likelihood is always over 0.5, signalling the outbreak
of a crisis in one year beginning from 9/2006, while SVM outputs a strong signal
at 3/2007. Moreover, in the 24-months cases, the likelihood of both LR and SVM
are all lower than in the 12-months one, even though both point out a crisis in one
year beginning from 5/2007. This indicates that older data are confounding for the
French case.

Figure 9.9 shows models’ crisis likelihoods for Ireland for a window size of 12-
months (left plot) and 24-months (right plot). The furthest threshold date, at most
one year away from the Irish crisis (9/2008), is now 9/2007. It should be underlined
that, in the 12-months case, LR and SVM have a monotonically growing likelihood:
LR’s likelihood overcomes 0.5 at 6/2007, while SVM at 5/2007. Then, it can be
stated that, according to these models, a crisis will take place in Ireland in one year
beginning from 6/2007. This means that the signals of a systemic crisis in Ireland
are present more than one year before its onset. RF’s and XGB’s likelihoods are both
well under 0.5.

In the 24-months case, all models give a likelihood over 0.5 at 9/2007, while they
are all lower in all the previous dates. Then, despite the fact that using older data
confounds LR and SVM, a strong crisis-signal in Ireland can be observed just one
year before its onset (9/2007). It should be noted that, even in this case, the only
crises seen before the threshold date are those happened in UK and Germany in 8/
2007.
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Fig. 9.9 Crisis likelihoods determined by all models for Ireland. The furthest threshold date from
the Irish crisis corresponds to 9/2007. Left: Crisis likelihoods forwindow-length equal to 12months.
Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to the stochastic
nature of the models’ training phase

Figure 9.10 illustrates models’ crisis likelihoods for Sweden for a window size of
12-months (left plot) and 24-months (right plot). The furthest threshold date is the
same as the Irish one: 9/2007. The behaviour of the models’ likelihood is similar to
that observed in the Irish crisis. In particular, in the 12-months case LR and SVM
have likelihood both over 0.5 at 4/2007, signalling the onset of a systemic crisis in
Sweden in one year beginning from 4/2007. This means that the Swedish crisis could
have been forecast with more than one year in advance and with the knowledge of
only the crises happened in UK and Germany in 8/2007.

Fig. 9.10 Crisis likelihoods determined by all models for Sweden. The furthest threshold date
from the Swedish crisis corresponds to 9/2007. Left: Crisis likelihoods for window-length equal to
12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to
the stochastic nature of the models’ training phase
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Fig. 9.11 Crisis likelihoods determined by allmodels for Portugal. The furthest threshold date from
the Portuguese crisis corresponds to 10/2007. Left: Crisis likelihoods for window-length equal to
12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to
the stochastic nature of the models’ training phase

In the 24-months case, LR and SVM have both lower signals than before but both
point out a crisis in Sweden in one year beginning from 8/2007. RF and XGB both
have a crisis likelihood greater than 0.5 at 9/2007.

Figure 9.11 depicts models’ crisis likelihoods for Portugal for a window size of
12-months (left plot) and 24-months (right plot). The furthest threshold date now
is 10/2007. In this case, LR gives strong crisis signals from 5/2007 onwards in the
12-months case, while SVM does not have a clear behaviour before 9/2007. RF is
unable to detect the onset of the crisis, while XGB signals the crisis’ outbreak from
8/2007 onwards. Then LR, SVM and XGB all point out the onset of a crisis more
than one year before its onset. The situation is completely different in the 24-months
case: XGB and RF are unable to forecast the crisis; LR’s likelihood shows a growing
trend but it never overcomes 0.5. SVM slightly overcomes 0.5 at 9/2007.

Then, even in this case, adding older data do not help in forecasting the systemic
crisis in Portugal.

Figure 9.12 shows models’ crisis likelihoods for Spain for a window size of
12-months (left plot) and 24-months (right plot). The furthest threshold date now
is 3/2008. It can be readily stated that, in the 12-months case, LR and SVM both
give strong crisis-signals for Spain at 7/2007. This means that both models forecast
the onset of the Spanish crisis in one year from 7/2007, that is 9 months before
its effective outbreak. RF and XGB both give a likelihood near to 0 to this crisis.
Moreover, the situation slightly changes in the 24-months case: LR and SVM have
likelihood overcoming 0.5 from 10/2007 onwards, while RF and XGB are again not
able to forecast the onset of the Spanish crisis. Then, in this second case, LR and
SVM are able to forecast the outbreak 5 months before its real onset. It should be
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Fig. 9.12 Crisis likelihoods determinedby allmodels for Spain.The furthest threshold date from the
Spanish crisis corresponds to 3/2008. Left: Crisis likelihoods for window-length equal to 12months.
Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to the stochastic
nature of the models’ training phase

noted that, as the threshold date is 3/2008, the models are trained using all the crises
happened up to that date (UK, Germany, Belgium, Denmark, the Netherlands).

Figure 9.13 illustrates models’ crisis likelihoods for Greece for a window size of
12-months (left plot) and 24-months (right plot). The furthest threshold date now is
set equal to 5/2009, one year before the Greek crisis. It can be readily observed that,
in the 12-months case, no model is able to forecast the onset of a systemic crisis in
Greece. On the contrary, in the 24-months case, LR and SVMboth give strong signals
of crisis at 4/2009, pointing out the onset of the systemic crisis in Greece one year
before its outbreak in 5/2010. The situation is different from what has been observed
previously:12-months data of the economic-financial indicators are not sufficient to
point out the onset of a systemic crisis in Greece; adding older data (window size of
24-months) helps the model in forecasting the crisis. This may indicate that the roots
of the Greek crisis are not described by recent (a time-window size of 12-months)
values of the indicators, but in their older values (a time-window of size 24-months).

Figure 9.14 shows models’ crisis likelihoods for Italy for a window size of 12-
months (left plot) and 24-months (right plot). The furthest threshold date now is set
equal to 8/2010, one year before the Italian crisis (8/2011). It can be readily seen that
the Italian crisis quite different from all those seen before. In fact, no model is able to
forecast the onset of this crisis, for both 12-months and 24-months window-length.
This may be due to two main reasons: (1) even older data are needed to obtain a
crisis likelihood overcoming 0.5; (2) the Italian crisis is different from all the other
ones seen before. In fact, since the threshold date is 8/2010, the models are trained
on all the other previous crises. Accordingly, the Italian case deserves more attention
from an economical point of view: it should be outlined in what aspects the Italian
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Fig. 9.13 Crisis likelihoods determined by all models for Greece. The furthest threshold date
from the Greek crisis corresponds to 5/2009. Left: Crisis likelihoods for window-length equal to
12 months. Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to
the stochastic nature of the models’ training phase

crisis is different from all the others and, consequently, which indicators should be
considered in order to let the models point out this crisis effectively.

Fig. 9.14 Crisis likelihoods determined by all models for Italy. The furthest threshold date from the
Greek crisis corresponds to 8/2010. Left: Crisis likelihoods for window-length equal to 12 months.
Right: Crisis likelihoods for window-length equal to 24 months. Error bars are due to the stochastic
nature of the models’ training phase
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Conclusions and Future Perspectives

From the results shown in the previous sections, some conclusions and future
perspectives of this work can be drawn.

First, a globally optimal window-length does not exist. In fact, most of the
crises (e.g. Ireland, Sweden, Portugal, Spain) can be clearly pointed out using a
12-months window-length, while adding older data, using a 24-months window-
length, confounds models and lowers their crisis likelihood. This indicates that the
roots of these crises, as described by the considered indicators, should be found in
the 12 months before the threshold date. Nonetheless, other crises need an extension
of the window-length to 24-months in order to be clearly forecast, like the Greek
crisis. In this case, the roots of the crisis should be sought in the values the indica-
tors assume in the 24-months before the threshold date. Greater attention should be
paid to the Italian crisis, since all models are not able to forecast its onset. This can
be seen as an indication that it is quite different from all the other crises happened
before and, accordingly, more effort should be devoted in understanding its origin
and which indicators should be used to describe it.

Second, Logistic Regression (LR) and Support Vector Machine with linear kernel
(SVM) are the more effective in forecasting the onset of systemic crises. On the
other hand, while Random Forest (RF) is unable to point out their outbreak one
year in advance, the eXtreme Gradient Boosted model (XGB) is both ineffective in
predicting some crises (e.g., Spain and Greece) and has a too swinging behaviour
in passing from the 12-months window-size to the 24-months one (e.g. Belgium,
Denmark, France). It should be noted that the more effective models in forecasting
crises, LR and SVM, are also the more biased ones among those considered. This
means that those that are more prone to overfitting (like RF and XGB) are also less
able to leverage their training to forecast future crises. This result is well known in
the literature (Tölö 2020) and is confirmed by this work.

Only classical Machine Learning models have been considered in this work, but
a novel improvement on Early Warning Models has been the introduction of Neural
Network architectures (MLP) (Yang andWang 2019). In particular, Recurrent Neural
Networks are the most effective in dealing with time series data because they are
endowed with memory mechanisms (Tölö 2020). In fact, the ordering of data is not
taken into account by the models used in this analysis. Accordingly, a future step
forward of this work will be the use of Neural Network models, both in their MLP
and Recurrent form.

In this work just two window-lengths have been considered (12-months and 24-
months). Even though considering longer datamaybequestionable fromaneconomic
point of view (Hendry and Richard 1983), it could be useful from a modelling
perspective, since it could let us point out the older periods in which the roots of
a crisis can be found. Moreover, it is also possible to consider different sizes of the
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time windows (e.g. 6-months, 8-months, 10-months) in order to be more accurate in
identifying the period in which the indicators signal the future onset of a crisis.

References

Anginer, D., Demirguc-Kunt, A.: Has the global banking system become more fragile over time?
J. Financ. Stab. 13, 202–213 (2014)

Bentéjac, C., et al.: A comparative analysis of gradient boosting algorithms. Artif. Intell. Rev. 54,
1937–1967 (2021)

Bongini, P., Nieri, L., Pelagatti, M.: The importance of being systemically important financial
institutions. J. Bank. Finance 50, 562–574 (2015)

Breiman, L.: Random forests. Mach. Learn. 45, 5–32 (2001)
Buch, V.H., Ahmed, I., Maruthappu, M.: Artificial intelligence in medicine: current trends and

future possibilities. Br. J. Gen. Pract. 68(668), 143–144 (2018)
Chawla, N.V., Bowyer, K.V., Hall, L.O., Kegelmayer, W.P.: SMOTE: synthetic minority over-

sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)
Detken, C.,Weeken, O., Alessi, L., Bonfim, D., Boucinha,M., Castro, C.,Welz, P.: Operationalising

the countercyclical capital buffer: indicator selection, threshold identification and calibration
options. ESRB: Occasional Paper Series (2014/5) (2014)

Ellis, L., Haldane, A., Moshirian, F.: Systemic risk, governance and global financial stability. J.
Bank. Finance 45, 175–181 (2014)

Gosain,A., Sardana, S.:Handling class imbalance problemusing oversampling techniques: a review.
In: 2017 International Conference onAdvances inComputing, Communications and Informatics
(ICACCI), pp. 79–85. IEEE (2017)

Granger, C.W.J.: Forecasting in Business and Economics. Academic Press (2014)
Hendry, D.F., Richard, J.F.: The econometric analysis of economic time series. Int. Stat. Rev.

111–148 (1983)
Ho, T.K.: Random Decision Forests (PDF). In: Proceedings of the 3rd International Conference on

Document Analysis and Recognition, Montreal, QC, pp. 278–282 (1995)
Holopainen,M., Sarlin, P.: Toward robust early-warningmodels: a horse race, ensembles andmodel

uncertainty. Quant. Finance 17(12), 1933–1963 (2017)
Jeon, Y., McCurdy, T.H.: Time-varying window length for correlation forecasts. Econometrics 5(4),

54 (2017)
Kaminsky, G.L., Reinhart, C.M.: The twin crises: the causes of banking and balance-of-payments

problems. Am. Econ. Rev. 89(3), 473–500 (1999)
Kiley, M.T.: What macroeconomic conditions lead financial crises? J. Int. Money Finance 111,

102316 (2021)
Kim, H., Cho, H., Ryu, D.: Corporate default predictions using machine learning: literature review.

Sustainability 12(16), 6325 (2020)
Li, X., Li, K., Qiao, D., Ding, Y., Wei, D.: Application research of machine learning method

based on distributed cluster in information retrieval. In: 2019 International Conference on
Communications, Information System and Computer Engineering (CISCE), pp. 411–414. IEEE
(2019)



176 F. De Nicolò et al.

LoDuca,M., Koban, A., Basten,M., Bengtsson, E., Klaus, B., Kusmierczyk, P., Peltonen, T.: A new
database for financial crises in European countries. ECB occasional paper (2017194) (2017)

Moumeni, L., Saber, M., Slimani, I., Elfarissi, I., Bougroun, Z.: Machine learning for credit card
fraud detection. In: Proceedings of the WITS 2020 Conference, pp. 211–221 (2022)

Noble, W.S.: What is a support vector machine? Nat. Biotechnol. 24(12), 1565–1567 (2006)
Ristolainen, K.: Predicting banking crises with artificial neural networks: the role of nonlinearity

and heterogeneity. Scand. J. Econ. 120(1), 31–62 (2018)
Rizwan, M.S., Ahmad, G., Ashraf, D.: Systemic risk: the impact of COVID-19. Financ. Res. Lett.

36, 101682 (2020)
Roberts, D.R., et al.: Cross-validation strategies for data with temporal, spatial, hierarchical, or

phylogenetic structure. Ecography 40(8), 913–929 (2017)
Silva, W., Kimura, H., Sobreiro, V.A.: An analysis of the literature on systemic financial risk: a

survey. J. Financ. Stab. 28, 91–114 (2017)
Spelmen, V.S., Porkodi, R.: A review on handling imbalanced data. In: 2018 International

Conference on Current Trends towards Converging Technologies (ICCTCT), pp. 1–11. IEEE
(2018)

Tölö, E.: Predicting systemic financial crises with recurrent neural networks. J. Financ. Stab. 49,
100746 (2020)

Vaicenavicius, J., et al.: Evaluating model calibration in classification. In: The 22nd International
Conference on Artificial Intelligence and Statistics, pp. 3459–3467 (2019)

Wilson, J.O., Casu, B., Girardone, C., Molyneux, P.: Emerging themes in banking: recent literature
and directions for future research. Br. Acc. Rev. 42(3), 153–169 (2010)

Yang,Q.,Wang, C.: A study on forecast of global stock indices based on deepLSTMneural network.
Stat. Res. 36(6), 65–77 (2019)

Zheng, A., Casari, A.: Feature Engineering for Machine Learning: Principles and Techniques for
Data Scientists. O’Reilly Media, Inc. (2018)



9 Time Sensitive and Oversampling Learning for Systemic Crisis Forecasting 177

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Chapter 10
A Fiber Bundle Model of Systemic Risk
in Financial Networks

Soumyajyoti Biswas and Bikas K. Chakrabarti

Abstract Failure statistics of banks in theUS show that their sizes are highly unequal
(ranging from a few tens of thousands to over a billion dollars) and also, they come
in “waves” of intermittent activities. This motivates a self-organized critical picture
for the interconnected banking network. For such dynamics, recent developments in
studying the inequality of the events, measured through the well-known Gini index
and the more recently introduced Kolkata index, have been proved to be fruitful in
anticipating large catastrophic events. In this chapter we review such developments
for catastrophic failures using a simple model called the fiber bundle model. We then
analyse the failure data of banks in terms of the inequality indices and study a simple
variant of the fiber bundle model to analyse the same. It appears, both from the data
and the model, that coincidence of these two indices signal a systemic risk in the
network.

Keywords Self-Organized Criticality (SOC) · Fiber Bundle Model (FBM) · Bank
failure · Gini & Kolkata indices

Introduction

Systemic Risk in the context of financial markets refers to the risks imposed by the
network interlinks (e.g., in an interdependent bank network) in the market, where the
failure of a single component or a number of them (a bank or a cluster of banks) can
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cause a cascading failure, which could potentially bankrupt or bring down the entire
system ormarket. Although such failures are extensively addressed and studied in the
financial literature (see e.g.. Abergel et al. 2013 for a collection of reviews), straight
forward modelling of these cascading failures in such networks are still absent.

In physics, however, there are precise and very well studied models, called the
fiber bundle models (FBM). Indeed, the model follows an old well known and exten-
sively studied model of materials failures, like fracture, earthquake etc., (see e.g.,
Pierce 1926; Pradhan et al. 2010; Kawamura et al. 2012; Biswas et al. 2015; Hansen
et al. 2015; Chakrabarti 2017), where a bundle of fibers or strings of different strength
collectively supports the load on (or hanging from) the bundle. Failure of any indi-
vidual fiber increases the load share on each of the remaining fibers and that may
induce failure of the next weakest fiber and so on until the remaining fibers are
strong enough to support the load on the bundle. Or else, all the fibers break and a
catastrophe (like fracture of the material) occurs.

Another similar model for traffic jams may also be compared. Here a local jam
in a part of the traffic network increases the (diverted) traffic load on the available
free roads, some of which in turn gets jammed due to this increased load, leading to
further increase in traffic load on the surviving links or roads. These (local failures)
may not still lead to a total failure of the traffic network if the surviving roads can
sustain the traffic load of the system (city traffic) and the system survives. Otherwise,
it will lead eventually to a total jamming in the city lasting for the day and comes
back to normalcy in the night when traffic load decreases (see e.g., Chakrabarti
2006 for a simple analytically tractable model of such traffic jams). We intend to
propose here a similar FBM for systemic risk of financial networks where the net
financial “stress” W is assumed to get equally shared among N(t) banking units,
where N(t = 0) = N (initially). Each such unit is assumed to have some threshold
of its own and that threshold has uniform distribution. When the distributed load on
any one goes beyond its capacity, it fails and the load per surviving units increase
from W/N (t) to W/[N (t) − 1] and further failure may occur due to this increased
load. Representing the fraction of surviving financial units at any time t by U (t),
one can write (see e.g., Pradhan et al. 2010; Biswas et al. 2015) the dynamical
equation − dU

dt = [U 2 − U + σ ]/U ; with σ = I/N , giving the surviving fraction
U (t) = U ∗ + (σc − σ)1/2, with σc = 1/4 near but before the collapse of the system
(σ ≤ σc), when all the fixed point fraction U ∗ of the units fail, simultaneously.
Beyond the critical load (σ > σc), U (σ) = 0. One can study (Diksha et al. 2023),
both analytically and numerically, the inequality indices for the avalanche sizes as
the FBM approaches the critical point (tuning the stress σ towards σc). It may be
mentioned at this point that such an FBM is tuned externally (by changing the stress
level σ ). One can also consider self-tuned FBM systems, like the sand-piles where
the external drive need not be tuned and dynamically stays put in the Self-Organized
Critical (SOC) state (see e.g.,Bak1996). In suchSOCversions of FBM, the inequality
indices for the avalanche distributions show some universal behaviour (Manna et al.
2022).
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We will attempt to extract and correlate the above-mentioned universal critical
(SOC in particular) behaviourwith those from real data. Particularly, the data from the
Federal Deposit Insurance Corporations (FDIC) (Federal Deposit Insurance Corpo-
rations (FDIC)) for bank failures in the US between 1934 and 2023 reveal that such
failures often happened in clusters of events and a large event is preceded by smaller
events. This is similar to what is seen in the failure models discussed above. There-
fore, we will attempt to find statistical similarities and potential precursory signals,
specifically from the point of view of the inequalities of the failure events that has
recently been proved to be useful in indicating imminent catastrophic events.

In what follows, we first review avalanche dynamics in the fiber bundle model,
discuss the dynamics of themodelmodified for the purpose of banking network. Then
we define the inequality indices for the avalanche dynamics and review the analytical
expressions for the same. We then measure the inequality indices as obtained from
the real data (FDIC data) and compare it with those obtained from the model.

Avalanches in the Fiber Bundle Model

As mentioned before, the fiber bundle consists of N elements or fibers which collec-
tively support (through “rigid platforms” at both top andhanging end) a loadW = Nσ

and failure threshold (σth) of the fibers are assumed to be different for different fibers
in the bundle. Initially, when a stress or load per fiber (σ ) is applied, the fibers
having failure threshold (σth) lower than the applied stress breaks immediately and
the entire load then gets redistributed among the surviving fibers. In case of the Equal
Load Sharing or ELS FBM considered here, the load is uniformly redistributed. The
dynamics stops either when there is no fiber having threshold within this increased
load per fiber or when all the N fibers have failed. For simplicity, we assume here the
threshold distribution of the fibers to be uniformwithin the range 0 to 1 (normalized).
IfUt(σ ) denotes the fraction of surviving fibers at time (load redistribution iteration)
t, then the further broken fiber fraction Ut+1 is given by load per fiber at that time
σt = W/NUt . Hence,

Ut+1 = 1 − σt = 1 − σ

Ut
(10.1)

For σ ≤ σc, the fixed point (Ut+1 = Ut ≡ U ∗) becomes,

U ∗(σ ) − 1

2
= (σc − σ)

1
2 ; σc = 1/4 (10.2)

For σ > σc, the dynamics stop at U (σ) = 0. If the order parameter is defined as
O ≡ U ∗(σ ) − U ∗(σc) then,

O = (σc − σ)β;β = 1/2. (10.3)
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One can also consider the failure susceptibility χ , defined as the change ofU ∗(σ )

due to an infinitesimal increment of the applied stress σ

χ =
∣
∣
∣
∣

dU ∗(σ )

dσ

∣
∣
∣
∣
= 1

2
(σc − σ)−γ ; γ = 1

2
(10.4)

Employing Josephson’s identity in the Rushbrooke equality, we get 2β + γ =
dν = 3/2, with ν being the correlation length exponent for the ELS FBM and d
denoting its effective dimension.

Inequality of Avalanches: Lorenz Function

Up to a given time i.e., step of load increment in the simulation of the FBM, the series
of the avalanches can be arranged in the ascending order of their sizes. Then the
Lorenz function (Lorenz 1905) L(p, t) can be calculated by the cumulative fraction
of the avalanche mass (sum of all avalanche sizes) coming from the p fraction of the
smallest avalanches up to time t. . Note that if all avalanches were of equal sizes, then
the Lorenz function would be a diagonal line from the origin (0,0) to (1,1). This line
is called the equality line (see Fig. 10.1). Since the avalanches are, in general, not of
equal sizes, the Lorenz function in non-linear, always staying below the equality line
and monotonically increasing, with the constraints that L(0, t) = 0 and L(1, t) = 1
for any t. . The area in between the equality line and the Lorenz function, therefore,
is a measure of the inequality in the avalanche sizes (the shaded area in Fig. 10.1).
The ratio of this area and that under the equality line ( 12 by construction) is called
the Gini index g (Gini 1912).

On the other hand, the ordinate value of the crossing point of the opposite diagonal
(straight line between (0,1) to (1,0)), gives the value of the Kolkata index k (Ghosh
et al. 2014), which gives the fraction 1 − k of the total number of avalanches that
collectively account for the k fraction of the total avalanche mass up to that time. It is
a generalization of the Pareto’s law (Pareto 1897) that says about 80% of “attempts”
account for 20%of “successes”. It was previously noted that in the case of breakdown
in the FBM, at the terminal point t = tf , k approaches a value close to 0.62 ± 0.03,
irrespective of disorder strengths and system sizes.

It was also noted elsewhere that for a broad class of systems, predominately of
socio-economic nature, the early time variations of g(t) and k(t) follow a linear
relation k(t) = 1/2 + 0.37g(t). This relation is empirical and seen in data. It turns
out that such linearity is also observed in the simulations for the FBM.
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Fig. 10.1 The schematic
diagram shows the Lorenz
function (in red) and the
equality line (black
diagonal). The shaded area,
as mentioned in the text, is
therefore a measure of
inequality of the events
concerned. That area
(normalized by maximum
inequality) is called the Gini
index (g). On the other hand,
the intersection of the
opposite diagonal and the
Lorenz function gives the
Kolkata index (k), denoting
1-k fraction of the largest
events accounting for k
fraction of the total damage

Calculating the Gini and Kolkata Indices for Fiber Bundle
Model

Given its mean-field nature, it is possible to calculate the avalanche size distribution
and the critical threshold (load at which the system collapses) for the fiber bundle
model. Therefore, by extension, it is also possible to calculate the Gini and the
Kolkata indices as follows:

We start from the definition of susceptibility, as mentioned above: χ =
∣
∣dU ∗(σ )/dσ

∣
∣ ∝ (σc − σ)−1/2. Physically, this implies that a small change in the

load, results in a “large” response in terms of breaking of fibers, particularly when
σ → σc. Naturally, the “responses” i.e., the avalanches are highly unequal and can
thus be quantified using the indices mentioned above.

In doing so, one can write the Lorenz function, for all avalanches until the
catastrophic breakdown at σ = σc, as

Lf (p) = ∫pσc

0 (σc − σ)−1/2dσ

∫σc
0 (σc − σ)−1/2dσ

= 1 − √

1 − p (10.5)

From the above Lorenz function, the Gini index at the point of catastrophic failure
can be calculated as

gf = 1 − 2

1∫

0

Lf (p)dp = 1/3 (10.6)
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The Kolkata index then is

1 − kf = 1 −
√

1 − kf (10.7)

which gives

kf =
√
5 − 1

2
≈ 0.618 (10.8)

This is what is numerically seen as well. Note that the values of these indices are
not dependent on the critical point. This means that these are universal quantities,
which will be seen as long as the particular power-law divergence is seen. Therefore,
monitoring the inequality of responses can act as a good indicator of imminent
failure. Indeed, in sand-piles or self-organized fiber bundle models (see e.g., Manna
et al. 2022) the inequalities (as measured by the indices g and k) of the toppling
or avalanche sizes universally show g = k 
 0.86 just preceding the arrival or
following the departure of the SOC dynamical states.

It is this universal character of the inequality indices that we wish to utilise in
failure statistics of interconnected network such as banking and the systemic risks,
as observed from historic data and fiber bundle like model.

Avalanches in Bank Collapse

The banking system can be viewed as an interconnected network, where an overall
financial stress can cause failures of individual banks and, if continued, can lead up
to a systemic risk of catastrophic failure (such as the housing bubble of 2008–09).

From the data available with the Federal Deposit Insurance Corporation (FDIC)
in the US, the bank failure sizes can be seen to be highly unequal. Indeed, in several
cases, there have been events of growing sizes, leading up to major or “catastrophic”
failures. In what follows, we will analyse the data for bank failures in terms of
the inequality of their sizes and model the dynamics using simple fiber bundle like
structure.

Inequality Indices for Bank Collapse Data

TheFDICwebsite (FederalDeposit InsuranceCorporations (FDIC)) lists bank failure
(in assets size of deposits S) data from 1934 toMarch, 2023. The sizes of the failures,
measured in terms of the deposits, varywidely (from several tens of thousands to over
a billion dollars). It is, therefore, natural to measure the inequality in those failure
data.
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Fig. 10.2 The inequality of the bank failure sizes (shown in log of sizes S) are measured over a
moving window of 50 events. The colours indicate the year of a particular failure. It is seen that the
inequality indices g and k come very close to each other during the early 80s, then around 2009
and then very recently! The crossing of g and k is highlighted at the time of the housing bubble.
The grey shaded region indicates the values for which the crossing might happen and therefore can
be indicative of imminent large failure

In Fig. 10.2, the inequality of the bank failures was measured over a moving
window of 50 events. This ensures that only the events of the recent past influence
the values of g and k. It is seen that g and k cross a couple of times and most
prominently near the housing bubble of 2008–09. Also, it is noted that the current
failures are again leading g and k values close to each other.

In Fig. 10.3, the yearly average of the inequality indices was shown with the
(normalised) cumulative sizes of failure each year and the (normalised) cumulative
number of failures each year. It is seen that there have been three periods (until very
recently), where major banking failures happened in the US—in 1930s, 1980s and
the housing bubble of 2008–09. In all those cases, 〈g〉 and 〈k〉 came very close to
each other.

A Model for Bank Failure

Informed by the intermittent nature of the bank failure data, we mention a minimal
model inspired by the fiber bundle model mentioned before.

The model consists of N nodes (fibers), each having a failure threshold, which
denotes the load carrying capacity. If the load exceeds the threshold, the node is
broken, and the load is shared equally by the surviving nodes.

It is realistic to assume that the failure thresholds have a lower cut-off. For our
purposes, we take the lower cut-off to be 0.5 and the thresholds are uniformly
distributed between (0.5, 1.5). The system is then loaded until theminimum threshold
i.e., 0.5. The dynamics of the model then continues as follows: At a stable config-
uration, one node is randomly selected, and its threshold is set to zero. This means
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Fig. 10.3 The yearly average of g and k values noted in Fig. 10.2, denoted by 〈g〉 and 〈k〉, , are
shown along with the yearly cumulative failure sizes (normalised by the maximum size) and the
number of failures (also normalized by the maximum number). This shows, until very recently,
there were three major “waves” of bank failures in the US, in 30 s, 80 s and the housing bubble of
2008–09. In all such cases, 〈g〉 and 〈k〉 came very close to each other

Fig. 10.4 The inequality
indices g and k are studied
for the SOC fiber bundle
model discussed in
Sect. 3.1.1. The failure
avalanches (S) in assets are
also indicated in the log
scale. The crossing of g and
k within a range of value
0.82 ± 0.05 occurs near the
major cascading failures in
the bank network

that the node collapses and the load is redistributed equally among all the surviving
nodes. This may lead to further failure and an avalanche can start. The avalanche
will continue until all nodes have loads lower than their respective thresholds. When
such a stable configuration is reached, one more node is randomly selected, and its
threshold is set to zero. Note that the system now is already “stresses” following
the previous avalanche. So, in general an avalanche of higher size is expected. This
process continues, until a macroscopic fraction of the nodes is eliminated (we set
the threshold at 0.2 or 20% of nodes here). Following this, the broken nodes are
restored with randomly chosen thresholds in the same range as before. In this way,
the dynamics can continue as long as needed, with avalanches with different sizes.
A similar form of the model was studied for the self-organized state of power grids.



10 A Fiber Bundle Model of Systemic Risk in Financial Networks 187

Summary and Conclusions

Systemic failures in banking networks have been modelled here employing the Fiber
Bundle Models or FBMs (Pierce 1926) for which the failure dynamics have been
studied extensively in the recent physics literature in the context of fracture (in inho-
mogeneousmaterials) and earthquakes (see e.g., Pradhan et al. 2010;Kawamura et al.
2012; Biswas et al. 2015; Hansen et al. 2015) and traffic jams (see e.g., Chakrabarti
2006; Zheng et al. 2008; Batool et al. 2022). This mapping here helps us, compared
to some earlier studies (see e.g., Lorenza et al. 2009), to provide some precise anal-
ysis of systemic or collective failure dynamics of the networks in the so called mean
field (or long-range load reallocation) limit, as discussed in section “Avalanches in
the Fiber Bundle Model”. We also extend here mapping to the self-organizing crit-
ical (SOC) limit, and study the universal SOC behaviour of bank failures in section
“Avalanches in Bank Collapse”.

As discussed earlier, in a road network if the traffic load in one road goes beyond
its capacity that road gets jammed, and the diverted traffic load gets redistributed to
its link roads. This extra load sharemay induce jams in one ormore of these link roads
which, in turn, may induce further jams and may result in cascading failure of the
entire network. An exactly solvable FBMmodel, in the mean field limit (Chakrabarti
2006), has been given in section “Avalanches in the Fiber Bundle Model”. As the
load σ gets increased, the steady state fractionU ∗(σ) of the intact (on service) banks
(fibers/roads) decreases following a critical or power law behaviour (see Eq. (10.3))
for the uniform load level or stress on the links σ in the range 0 ≤ σ < σc, where
σc = 1/4 (normalised), and a discontinuous or catastrophic failure collapse (from
the steady state bank or link fraction U ∗(σc) = 1/2 to U ∗(σc) = 0) occurs at
the critical load level σc = 1/4. Next, we discuss in section “Avalanches in Bank
Collapse”, how the cascading bank collapse in the US (data for the period 1930–
2020 from Federal Deposit Insurance Corporations (FDIC)) can be comprehended
using such fiber bundle models. In particular, in the SOC limit (Bak 1996; Manna
et al. 2022) of such FBM models, where the broken fibers are replaced by intact
fibers having breaking thresholds from the same distribution (see Sect. 3.1.1), one
can search further precursors (see Figs. 10.2 and 10.3). Here the systemic bank
collapses are detected by searching the event points (or times) where the Gini (g)
and Kolkata (k) indices (defined in Fig. 10.1) in the failure avalanche statistics come
very close (g = k in the range 0.82± 0.05). It may be noted here again that k = 0.8
corresponds to Pareto’s 80–20 law (Ghosh et al. 2014; Pareto 1897) of inequality.
It is also interesting to note that inequality (measured in terms of Gini index) in
accumulated gain or wealth through a Minority Game, reaches the highest unequal
point, with g slightly above 0.8, at the point of maximum cooperation (minimum
dispersion) (Ho et al. 2004).
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Chapter 11
Measuring Systemic Risk: A Review
of the Main Approaches

Francesca Pampurini and Anna Grazia Quaranta

Abstract Scholars, Regulatory and Supervisory Authorities have always been
engaged in the search for efficient approaches to measuring systemic risk. Such
procedures are extremely useful, first and foremost, in understanding and managing
the stability and resilience of a financial-economic system as a whole, in forecasting
possible crisis situations, and in implementing effective macro-prudential policies
in response to the turbulence that can be generated by systemic risk in the financial
system. Actually, over time, different approaches to measuring systemic risk have
been defined. Undoubtedly, these methods are difficult to compare and often result
in assessment parameters that are difficult to cointegrate. This chapter describes and
analyses the main approaches for measuring systemic risk currently used in the liter-
ature. In more detail, it analyses the Probability Distribution Measures, the Network
Analysis Measures, the Illiquidity Measures, the Contingent Claims and Default
Measures and, last but not least, the Macro-economic Measures.

Keywords Systemic Risk Measures · Probability Distribution Measures ·
Network Analysis Measures · Illiquidity Measures · Contingent Claims and
Default Measures · Macro-economic Measures

Introduction

As is well known, the new millennium has been characterised by multiple financial
crises; this has led to an exponential growth in interest in its measurement and
monitoring in order to prevent situations of financial instability.

In fact, systemic risk is not characterised by a remote possibility of occurrence,
since its detection is rather frequent. If there was a need for confirmation of what
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has just been asserted, it is symptomatic of the fact that, in the wake of the notorious
and close failures that affected a number of American banks in March 2023, it has
once again become the focus of everyone’s interest. Indeed, regulatory and supervi-
sory authorities and leading economists have always been engaged in the search for
efficient approaches to measuring the level of systemic risk.

In this chapter, an analysis of the main approaches currently used to measure
systemic risk will be conducted. Undoubtedly, these are extremely useful in
quantifying financial instability as well as in ensuring crisis prevention and the
implementation of macro-prudential policies to tackle this type of risk.

In more detail, in this part of the volume, after a preliminary classification
of the main approaches for quantifying systemic risk, within each of them, the
measures currently most widely used in the literature and in empirical analyses will
be described. Thus, the following approaches will be analysed: (i) the Probability
DistributionMeasures—namely the Delta Conditional Value at Risk (Delta CoVaR),
the Marginal Expected Shortfall (MES), the Systemic Expected Shortfall (SES) and
the Systemic Risk Measure (SRisk); (ii) the Network Analysis Measures; (iii) the
Illiquidity Measures; (iv) the Contingent Claims and Default Measures (CCA) and,
finally, (v) the Macro-Economic Measures.

A Preliminary Overview of the Main Approaches
to Quantify Systemic Risk

The problem of assessing and measuring systemic risk is one of the fundamental
topics of research in the economic and financial field. In order to measure this kind
of risk, many authors proposed different approaches based on mathematical and
econometric models that differ widely and are therefore difficult to compare. For
this reason, both the results produced by the different procedures and the evaluation
parameters cannot be directly compared.

The numerous measurement metrics have different characteristics and, depending
on these, can be grouped into the five types represented in Fig. 11.1.

In the following, the five approaches will be described in detail and, for each, the
main measures proposed in the literature will be illustrated.

Probability Distribution Measures

Probability Distribution Measures (also known as Tail Measures) quantify an
individual intermediary’s contribution to the risk of the whole system starting
from measures of expected marginal losses. In fact, they are obtained on the
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• Borio, 2009

Fig. 11.1 The main approaches to measure systemic risk

basis of the joint distribution of losses of a homogeneous set of financial institu-
tions, with particular weighting given to those pertaining to systemically important
intermediaries.

In more detail, an important role in the construction of all measures falling into
this category is played by the co-dependence in the tails of the distributions of
risk variables (such as equity returns) of two or more financial institutions. It is
for this reason that another term used for this type of measure is Cross Sectional
Measures to indicate the cross-sectional link between the health of the different
intermediaries. Included in this type of approach are themeasures proposed byAdrian
and Brunnermeier (Adrian and Brunnermeier 2008, 2011, 2016) and Brownless and
Engle (2011).

The construction of these measures is rather challenging due to the difficulties
related both to measuring inter-tail dependence in a context of scarcity of data linked
to the particular lack of extreme values of yields resulting from the occurrence of
systemic crises and to the circumstance that large aggregate shocks in economies
are generally treated as a single conglomerate, consequently not making it easy to
understand the structure of co-dependencies. In this last regard, it is emphasised that,
on the other hand, understanding the transmission mechanisms of a shock is crucial
for the definition of successful economic policy responses.

Inwhat follows, the fourmainmeasures that belong to the ProbabilityDistribution
Measures family will be analysed in detail, according to the chronological order in
which they appeared in the literature: theDeltaConditionalValue-at-Risk (�CoVaR),
the Marginal Expected Shortfall (MES), the Systemic Expected Shortfall (SES) and
the Systemic Risk Measure (SRISK).
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Delta Conditional Value at Risk (ΔCoVaR)

This approach was introduced by Adrian and Brunnermeier (2008) and measures the
systemic risk of a financial institution through the Value at Risk (VaR) of the entire
system, constrained by the circumstance that all other financial institutions experi-
ence stress. Hence, the acronym CoVaR, whose prefix (Co) is intended to indicate
the systemic nature of the measure resulting from the possible mutual contagion
between institutions.

Therefore, CoVaR has a twofold aim: on the one hand, to suggest a measure
of systemic risk and, on the other, to ensure that it is countercyclical and able to
anticipate the occurrence of possible crises by monitoring some indicators such as
the degree of interconnection, size and maturity mismatch.

Due to the definition just given for CoVaR, of fundamental importance is the
difference between the CoVaR of a financial institution in a particularly stressed
situation and the CoVaR of the same intermediary under normal conditions. This
difference is called �CoVaR and indicates the marginal contribution of the single
institution to the overall systemic risk (Adrian and Brunnermeier 2011, 2016). It
follows that the approach proposed by the aforementioned authors does not focus
on the risk borne by individual institutions, but rather on the contribution that each
financial intermediary makes to the overall systemic risk.

Several advantages can be attributed to the use of CoVaR as ameasure of systemic
risk. First of all, two financial institutions with the same level of Value at Risk could
show different values of �CoVaR that would make it possible to detect which of
the two is more dangerous to the system and, consequently, which one should be
monitored more closely in order to contain systemic risk.

A further benefit lies in the possibility of measuring the extent of contagion
affecting two financial institutions, and thus the strength with which a negative shock
that initially manifests itself in only one of them affects the activity of the other
(�CoVaRi|j). The latter meaning of the risk measure is not necessarily symmetrical
since, if for one intermediary the increase in risk derives from a worsening of the
other’s conditions, the reverse does not necessarily also occur.

Adrian andBrunnermeier rightly pointed out that systemic risk arisesmainly from
so-called SIFIs, i.e. Systemically Important Financial Intermediaries characterised
by a high degree of interconnection with other players in the system and their large
size.

Denoting by (Ri) the market return on the financial assets of intermediary i and
starting from thewell-knowndefinition of itsValue at Riskwith a level of significance
q

Pr
(
Ri ≤ VaRi

q

)
= q, (11.1)

CoVaRj|i
q is defined by the value of the quantile q of the following conditional

probability distribution
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Pr
{
Rj ≤ CoVaRj|i

q

∣∣∣Ri = VaRi
q

}
= q. (11.2)

Starting from (11.2), it is possible to obtain the risk that financial institution i
brings to j as

�CoVaRj|i
q = CoVaRj|i

q − CoVaRj|i
50% (11.3)

Adrian and Brunnermeier also demonstrated how the risk measure they proposed
can assume lowvalues in times characterisedbyparticularly positive economic condi-
tions and higher values from when the difficulties of an intermediary begin to spread
to the rest of the systemand thus themarginal contribution of each individual financial
institution to the overall risk also gradually increases.

This dynamic is in fact characterised by what are defined as spill-over effects; in
particular, the latter can be direct, insofar as they derive, for example, from a contrac-
tual link, or indirect, generated by the exchange of assets that gradually deteriorate
as they are ascribed to intermediaries under stress.

CoVaR can be estimated in various ways even if, in reality, quantile regression1

is generally used for this purpose as it is considered the substantially more efficient
procedure.

Marginal Expected Shortfall (MES)

Acharya, Pedersen, Philippon and Richardson (Acharya et al. 2010) proposed a
measure of systemic risk called Marginal Expected Shortfall (MES) because they
considered it able to provide a result that could also be used as an input in an economic
model.

This measure is still widely used to the extent that it regularly feeds an
online database (https://vlab.stern.nyu.edu/welcome/srisk) aimed at monitoring the
systemic risk of major SIFIs.

In a nutshell, MES measures, over a given time horizon and with assigned proba-
bility, the expected loss of a financial institution calculated on all yield values below
a threshold equal to VaR.

In other words, the authors started from the well-known definition of Expected
Shortfall

ESiq = −E
[
R|R ≤ −VaRi

q

]
(11.4)

1 Quantile regression is a kind of regression analysis aimed at estimating the conditional median or
a specific quantile of the dependent variable. This method provides a better representation of how
the distribution is constrained by an explanatory variable.

https://vlab.stern.nyu.edu/welcome/srisk
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Subsequently, the total return R was decomposed so that the different k (k =
1... m) trading desk activities performed by the same financial institution could be
attributed their specific contribution to it and thus the different values Rk. Hence,

R =
m∑
k=1

rkwk (11.5)

where wk represents the contribution of the individual trading desk to overall
performance.

As a direct consequence it is possible to obtain a modified expression of the
previous (11.4), i.e.

ESiq = −
∑
k

wkE
[
rk|R ≤ −VaRi

q

]
(11.6)

MES, as a marginal measure, is therefore derived by computing the first derivative
of (11.6) with respect to wk and thus

MESkq = δESiq
δwk

= −E
[
rk|R ≤ −VaRi

q

]
(11.7)

through which it is possible to quantify the sensitivity of each financial institution’s
total risk to the contribution made by each of its individual trading desks.

Systemic Expected Shortfall (SES)

Systemic Expected Shortfall (SES) is one of the most widely accepted approaches
for measuring systemic risk in the literature, first proposed by Acharya, Pedersen,
Philippon and Richardson (Acharya et al. 2010).

As one can easily imagine from the name of this systemic risk measure, it is
inevitably linked to the concept of Expected Shortfall previously mentioned and
described in (4).

Using this indicator, the contribution to the systemic risk of each intermediary can
be measured through the quantification of its (possible) state of undercapitalisation
in a context of generalised difficulties for the financial system and, therefore, when
the system, as a whole, is undercapitalised.

In more detail, to obtain the SES, it is needed to start from the consideration
that when the aggregate capital of an intermediary falls below a given threshold—
quantified via a fraction z of its total assets (Ai)—a financial crisis is triggered. In
order to tackle the negative effects arising from the latter (in essence, fire sales and
credit crunch), it is therefore essential that the entire system has an adequate amount
of aggregate capital.
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In the aforementioned contribution, it is shownhow, in fact, SES increaseswith the
degree of leverage of a financial institution and with the expected loss calculated in
the tail of the reference system’s loss distribution. The authors also observed that, if a
tax were imposed on financial institutions based on their SES, they would inevitably
have an incentive to internalise the negative externalities arising from their possible
crisis, thus avoiding heavy spillovers to the economy.

For the definition of SES, it is necessary to consider two time horizons (t = 0et =
1) and a finite number i (i = 1 . . .N) of intermediaries. To take into account the
different size of each of them, the measurement of SES implies that it is calculated
by weighing the current equity level of each of them, and thus

SESi

Ki
0

= zAi − Ki
0

Ki
0

− E

[
Ki

1 − Ki
0

Ki
0

|K1 < zA

]
(11.8)

where Ai is the amount of the assets of the i-th intermediary and Ki
0 is its net worth

(current equity) at time zero.
The first part of the formula represents the ex ante leverage ratio, i.e. the level of

undercapitalisation before the crisis. If zAi−Ki
0

Ki
0

≥ 0, the intermediary immediately
starts from a state of undercapitalisation. The second term in the Eq. (11.8) consists

of two parts. The first (K
i
1−Ki

0

Ki
0

) measures the expected return on the intermediary’s
shares at time 1. However, it is constrained by the possibility of the manifestation of
a systemic crisis, given that inequality K1 < zA identifies precisely the fact that the
system is globally undercapitalised at the time t= 1. It follows that, the contribution to
systemic risk of each intermediary is measured by the gap between the two previous
terms, thus indicating whether, and by how much, the latter will be undercapitalised
during the crisis.

Although it is based on a series of formal assumptions that are difficult to observe,
the strength of this methodology lies in the simplicity with which the information
necessary to measure a system’s losses can be found. In addition, its authors demon-
strated how the SES can be operationally easily quantified due to its relationship
with the MES; one has indeed

SESi

Ki
0

= zAi − Ki
0

Ki
0

+ λ MESi + �i. (11.9)

This equation also makes it possible to highlight the three fundamental compo-

nents of an intermediary’s SES: (i) the degree of pre-crisis undercapitalization zAi−Ki
0

Ki
0

,
(ii) the MES measured using pre-crisis data and then multiplied by a factor λ to take
into account the (worst) performance during the systemic crisis and (iii) the correc-
tion term �i introduced to measure the costs of financial distress related to credit
risk.

With regard to the value of the MESi, the authors proposed to use
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MESi5% = E

[
Ki

1 − Ki
0

Ki
0

|I5%
]

(11.10)

considering it able to adequately measure tail occurrences that can predict a systemic
event. Hence, the proposal to obtain SES from the following expression

SESi

Ki
0

= zAi − Ki
0

Ki
0

+ λ MESi5% + �i. (11.11)

Systemic Risk Measure (SRISK)

An indicator proposed Christian Brownlees and Robert Engle (2017) known as the
Systemic Risk Measure (SRISK) can also be used to measure a financial institution’s
contribution to systemic risk.

In a nutshell, this measure quantifies the capital shortfall a financial institution
incurs if it is hit by a shock that negatively impacts the entire market. Thus, in other
words, the value assumed by SRISK is able to inform about the capital deficit that the
single intermediary expects in case of a systemic event. This capital shortfall (which
in the following will be referred to as Long Run Marginal Expected Shortfall—
LRMES) is expressed as a function of the size of the financial institution and its level
of leverage and risk.

The proximity between the SRISK measure and the stress tests regularly
performed on financial institutions is evident.

Although the use of publicly available information may lead one to think that
SRISK is easily measurable, there are in fact considerable difficulties associated
with the quantification of its LRMES component, which in turn is used to quantify
the excessive credit growth of the financial sector, understood as the latter not having
sufficient capital to cover losses in a recession.

As a direct consequence, aggregating the capital deficits of all financial institu-
tions provides a measure of overall excess credit growth at the system level. Hence,
the importance of analysing the individual levels of undercapitalisation of financial
institutions for two reasons: firstly, for the purpose of identifying the intermediaries
most vulnerable to adverse external shocks and, secondly, in order to react promptly
at the first signs of the beginning of a generalised financial crisis.

For all of the above, for the purposes of calculating the SRISK measure, it is
essential to start precisely with the measurement of the capital shortfall (CCS, from
Conditional Capital Shortfall).

Given therefore N financial institutions, the capital shortfall of the ith unit at time
t is defined by also taking into account the reserves that, for regulatory/prudential
and management reasons, it must hold in excess of its equity capital, and thus
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CCSit = γAi
t − Vi

t = γ
(
Di

t + Vi
t

) − Vi
t (11.12)

where γ is the fraction of prudential capital, Ai
t is the value of the pseudo-assets (also

called quasi-assets) of intermediary i at time t, Vi
t is the market value of capital and

Di
t is the book value of debt.
In the aforementioned paper, Brownless and Engle defined the capital deficit of a

financial institution in the case of a systemic event as the contraction of the market
below a thresholdC over a time horizon s. This position derives from sharing the view
of Acharya et al. (2010) that the capital deficit characterising a financial institution
generates negative externalities if it occurs when the entire system is in a period of
stress corresponding to a particularly extreme scenario.

Given this, the SRISK measure of intermediary i at time t is obtained as the
expected value of the capital shortfall conditioned on the occurrence of a systemic
event, and thus as

SRISKi
t = Et

[
CCSit+s|RM

t+1:t+s

]
= γEt

[
Di
t+s|RM

t+1:t+s < C
]

− (1 − γ)Et
[
Vi
t+s|RM

t+1:t+s < C
]

(11.13)

where RM
t+1:t+s and R

M
t+1:t+s < C indicate, respectively, themulti-periodmarket return

between period (t + 1) and (t + s) and the condition underlying the occurrence of
the systemic event.

Since, when a systemic event occurs, a debt can no longer be renegotiated, the
expected value identifying the SRISK measure changes as follows

Et
[
Di

t+s|RM
t+1:t+s < C

] = Di
t (11.14)

from which, replacing this expression in (11.13) above, it is possible to obtain

SRISKi
t = γDi

t − (1 − γ)Vi
t

(
1 − LRMESit

) = Vi
t[γLVGi

t + (1 − γ)LRMESit − 1]
(11.15)

where LVGi
t = (Di

t+Vi
t)

Vi
t

is the pseudo-leverage ratio (also known as the leverage ratio)

and LRMESit = −Et[Ri
t+1:t+s|RM

t+1:t+s < C] Long Run Marginal Expected Shortfall
of the ith financial institution.

It is easy to see that the LRMESit is simply theMES of financial institution i calcu-
lated over a long-term time horizon and thus the expected value of the multi-period
return on equity of that institution constrained by the occurrence of the systemic
event.2

2 It should be noted that the computation of the SRISK measure cannot be separated from the
specification of a distributional model of the returns of financial institutions as this is necessary to
obtain the LRMES estimates. There are actually several approaches for this purpose; Brownlees and
Engle, for example, used a DCC-GARCH model (from Dynamic Conditional Correlation GARCH
Model—Engle 2002).
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From (11.15) it is possible to see how the SRISK measure increases as the size of
the intermediary, its level of debt, and its sensitivity to market downturns increase.
Evidently, from the above formula it is also possible to infer the prediction of the
level of capital deficit that a financial entity would experience in case of a systemic
event.3

From the SRISKmeasure values of each financial intermediary, it is then possible
to obtain the overall systemic risk measure by adding them up (net of measures that
take a negative value), thus obtaining

SRISKt =
N∑
i=1

(
SRISKi

t

)
+ (11.16)

where (x)+ = Max (x, 0).
The reason why capital deficits that take on a negative value—and thus represent

actual capital surpluses ascribable to reputable and/or, at the very least, prudent
financial institutions—are excluded from the calculation is that, in the course of
a crisis, it is very unlikely that such capital surpluses can be channeled to other,
weaker intermediaries. Therefore, such fundswill certainly not be available to support
distressed intermediaries and therefore it goes without saying that they should be
excluded from the calculation of the overall SRISK measure.

Generally, the value of the SRISKt calculated by means of the previous (11.16)
is also attributed the ability of adequately quantifying the value of the total amount
of capital that a government would have to employ in order to protect its country’s
financial system should a systemic event actually happen.

It is often preferred to use a financial institution’s SRISK measure in percentage
terms so as to be able to highlight more immediately the incidence of systemic risk
attributable to each intermediary with respect to the system’s overall exposure.

This measure is trivially obtained by dividing the SRISK measure of an interme-
diary with the value referring to the entire financial system and thus by the following
expression

SRISK%i
t = SRISKi

t∑N
i=1

(
SRISKi

t

)
+

= SRISKi
t

SRISKt
. (11.17)

3 Three calculation models of the SRISK measure are available at https://vlab.stern.nyu.edu/wel
come/srisk. They basically differ in the way the LRMES is defined and calculated. In more detail,
the first model is the Global Marginal Expected Shortfall (GMES) and employs the global ETF
ACWI (All-Country World Index) to measure LRMES, then assuming a stress for it that is currently
40%. The MESSIM approach, on the other hand, refers to the S&P 500 Index for the quantification
of the LRMES; a shock is then applied to it, which is currently 40% ormore. This measure, however,
is actually only available for the US. Finally, the DMES model (simply known as MES in the US)
measures LRMES through a domestic stock index to which a stress value of currently 40% is then
applied. It should be noted that all these values are updated on the aforementioned site on a weekly
basis.

https://vlab.stern.nyu.edu/welcome/srisk
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Network Models

The basic assumption of theNetworkModels used tomeasure systemic risk is that the
financial system can be adequately represented through the set of connections estab-
lished between the financial institutions operating within it; it is these connections
that are directly responsible for the propagation of market shocks.

In other words, the systemic risk measures derived from Network Models—also
known as connectivity measures—aim to quantify the degree of connection between
the different intermediaries operating in the financial system, and this is because
it is believed that the probability with which a systemic crisis can be manifested
is directly proportional to the degree of correlation existing between the different
players in the system.

Network Models were introduced by Billio et al. (2010) and later improved upon
in further contributions (Billio et al. 2011, 2012a, b; Billio and Pellizzon 2014).

In order to describe the aforementioned network of relationships betweenfinancial
institutions, Billio et al. proposed in their study to employ principal component anal-
ysis (Jolliffe 2002) and Granger causality tests (Granger 1969), as these approaches
can also provide useful information about the degree of information asymmetry that
characterises the system at a given point in time and which the authors, through
empirical analysis, found to be higher immediately prior to the onset of a systemic
crisis.

In greater detail, the insightful contribution to the identification and subsequent
quantification of systemic risk provided by principal component analysis lies in the
circumstance that it is a procedure able to adequately detect the correlation existing
between the returns on assets of a set of financial institutions. The interpretation of
the results offered by this approach can be traced back to the fact that, if the system
is highly interconnected, then even a single intermediary in difficulty can represent
a real danger to the stability of the entire system.

In otherwords, principal component analysis is used to calculate an intermediary’s
exposure to systemic risk under the assumption that it is highly integrated with other
financial institutions.

As far as Granger causality tests are concerned, the authors made use of them
because themeasures theyobtainmake it possible to quantify the degree of correlation
between the entities that make up a system unconditionally, i.e. independently of
the occurrence of some events. Granger causality also manages both to combine
historical data with estimates of future values and to provide specific information
about the relationship that connects two entities, thus clearly highlighting the sources
of propagation of a systemic event, the direction of propagation as well as any factors
directly responsible.
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Illiquidity Measures

The scientific literature suggested, among others, a way of measuring systemic risk
that is based on the analysis of the illiquidity of a given financial institution or, more
generally, of the system.

This method proposes, first, to study how a financial crisis can alter and impact
the structure of assets and liabilities of financial institutions, triggering a liquidity
crisis, and, second, to observe the dynamics with which these episodes propagate
throughout the system. In other words, the Illiquidity Measures aim to estimate how
exposed financial institutions are to liquidity risk since, as we know from the Global
Financial Crisis, the distress of each single institution represents an important source
of systemic risk.

Lo (2002) and Getmansky et al. (2004) suggested measuring the degree of illiq-
uidity risk exposure of each subject by computing the autocorrelation coefficients ρk
of the monthly returns, i.e.

ρk ≡ Cov
[
Rt − Rt−k

]

Var[Rt]
(11.18)

where ρk is the kth auto-correlator of Rt that measures the autocorrelation level
between the monthly returns R of the months t and t − k, of course using variance
and covariance.

The use of autocorrelation coefficients as liquidity risk exposure indicators derives
from the martingale model (Revuz and Yor 1999), which was one of the first pricing
models for financial instruments introduced in the literature. In a nutshell, this model
is based on the assumption that financial assets returns are serially uncorrelated
because, in efficient markets, price changes are random and unpredictable.

However, theory revealed that markets are not perfectly efficient because there are
different kinds of frictions such as, for example, those attributable to the existence of
transaction costs, borrowing constraints, information gathering and processing costs,
as well as short-term institutional constraints and other business practices. Therefore,
it is these imperfections that explain the existence of asset returns serial correlation.

Consequently, the degree of serial correlation in a given asset returns can be seen
as a proxy for the magnitude of frictions and illiquidity as one of the most common
forms of such frictions.

The use of serial correlation as an illiquidity risk proxy is also justified for an
additional reason. A common practice among hedge fund managers, who, as is well
known, generally hold portfolios composed of highly illiquid and thinly traded secu-
rities, is to value such portfolios monthly by assigning discretionary prices to the
securities that comprise them, different from the actual market value at that time. In
particular, in periods characterised by very positive returns, this smoothing practice
will lead to instruments being valued at prices below market values, and vice versa
in the case of periods characterised by negative returns. This is possible because
illiquid securities are not priced on a daily basis and therefore the manager has a
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wide discretion. The main consequence of smoothing practices is thus to achieve a
reduction in the fund’s return volatility and, as a result, a higher Sharpe ratio. This,
on the other hand, leads to serial correlation as a side effect. Of course, in the case
of actively traded portfolios, the manager will be forced to value them at mark-to-
market, so the discretion level will be considerably lower. On the contrary, the more
illiquid a portfolio is, the greater the manager’s discretionary power at the time of
valuation, thus generating an increasingly evident serial correlation.

The impact of uniform returns and serial correlation is considered in more detail
in other works, such as those by Lo (2002), Getmansky et al. (2004), and Khandani
et al. (2009).

With particular reference to credit intermediaries, Lorenz et al. (2009) show that
when they operate with excessive leverage and are characterised by many intercon-
nections with other similar intermediaries, the fragility of an entity can easily trigger
a systemic shock. In this scenario, a bank run could be generated, forcing intermedi-
aries to massively liquidate their assets; the more illiquid these assets are, the greater
the risk of generating a spiral of losses that will trigger a systemic crisis.

Serial correlation can thus be considered a proxy for illiquidity and can thus serve
as an indirect measure of exposure to this risk category.

Hence the motivations of the legislator, who introduced a series of rules aimed at
limiting each financial intermediary’s exposure to liquidity risk in order to prevent
systemic problems.

However, it must be remembered that an effective systemic risk measurement
system cannot limit itself to monitoring these individual cases, since liquidity risk
can also be caused by adverse situations triggered by other types of risk.

Systemic Contingent Claims and Default Measures

Systemic Contingent Claims Analysis (SCCA) is one of the most popular approaches
used to measure systemic risk. The authorship of this approach can be attributed to
Gray and Jobst (2010) who proposed it as an extension of the Contingent Claims
Analysis (CCA) theory. The latter, in contrast, is based on the well-known model
introduced byMerton (1973),which likened the position of a company’s shareholders
to that of someone who holds a call option on that company’s shares and, likewise,
compared the position of the same company’s creditors to that of someone who sold
a put option on the same underlying asset (Gray and Jobst 2010).

The Contingent Claims Analysis starts from the consideration that, at time t, the
market value of the assets A(t) is equal to the sum of the market value of the equity
E(t) and the market value of the debts D(t) assumed by the same company and
therefore

A(t) = E(t) + D(t) (11.19)
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A default occurs when the assets’ value is less than that of the financing sources;
this limit constitutes the default threshold for the CCA.When this happens, the value
of the capital is reduced to zero and the shareholders will have the convenience of
declaring insolvency and leaving the company in the hands of the creditors.

As stated earlier, in this model the debt can be likened to a put option sold by
the creditors to the shareholders that allows the latter to dispose of the shares before
default. The value of equity, on the other hand, refers to that of a call option written
on assets whose strike price is equal to the default threshold. The value C(t) of this
call option can be obtained as

C(t) = A(t)φ(d1) − Be−r(T−t)φ(d2) (11.20)
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where:

• φ(•) is the cumulative distribution function of a standard normal one;
• B is the debt face value at maturity T;
• r is the risk-free return;
• σA is the assets’ value volatility.

Formulae (11.22)–(11.24) are necessary to define the value of the debt and thus
the default threshold, which is obtained by subtracting from the debt market value
the expected loss E[L(t)] resulting from a default, i.e.

D(t) = Be−r(T−t) − E[L(t)] (11.22)

where:

E[L(t)] = Be−r(T−t)φ(−d2) − A(t)φ(d1). (11.23)

According to the CCA, the put option price—which can be derived directly from
themarket price of a company’s shares and its balance sheet values—canbe combined
with data from the Credit Default Swaps (CDS) market in order to capture the poten-
tial losses that a financial institution would have to bear. In other words, if the CDS
price reflects the value of the expected loss associated with the part of the debt not
guaranteed by the government (should that guarantee be activated), the price of the
put option PCDS(t) can be written as follows

PCDS(t) =
[
1 − exp

(
−

(
SCDS(t)

10000

)(
B

D(t)
− 1

)
(T − t)

)]
Be−r(T−t) (11.24)

where SCDS(t) is the CDS spread below the level that would signal the default risk
implied by the put option.
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Combining (11.24) with the expected loss (11.23) it is possible to obtain the total
(potential) loss resulting from the default of a financial institution benefiting from
the eventual presence of a government guarantee α(t) expressed as follows:

α(t) = 1 − PCDS(t)/E[L(t)]. (11.25)

Starting from (11.25) above, with simple algebraic steps, it is possible to derive
both the fraction of default risk covered by the government guarantee scheme
α(t)E[L(t)], and the component (1 − α(t))E[L(t)] that represents the risk assumed
directly by the financial institution and thus the uncovered portion of debt reflected in
the CDS spreads. The estimation of the α-value depends on a wide range of variables
that influence the probability of receiving or not receiving government support in
times of extreme market stress.

As anticipated, the SCCA is nothing more than an extension of the CCA since,
unlike the latter—which only quantifies the contribution of each individual financial
institution to the systemic risk of the sector conditioned by possible state guarantees
in crisis situations—through the summation of these contributions it quantifies the
risk exposure at the systemic level.

In more detail, Gray and Jobst (2010), starting from the results previously illus-
trated for the CCA, proposed the following measure (SRM) to assess the extent of
systemic risk:

SRM =
N∑
i=1

αi(t)E
[
Li(t)

]
(11.26)

which thus summarises the total value of the risk exposure of all (i= 1…N) financial
institutions.

Macroeconomic Measures

The last category of systemic risk metrics to be described concerns the well-known
Macroeconomic Measures, so called because they are derived from the results of
macroeconomic models.

The latter have historically played a major role in the systemic risk literature
for a long time. Hence, the birth of several dedicated working and research groups,
including, for example, theMacro Financial Modelling Group.

In fact, financial market instability has always been of particular interest to insti-
tutions, even when the systemic events that occurred could in fact only be read as a
physiological response to ongoing economic changes.

In a nutshell, the metrics belonging to the Macroeconomic Measures family aim
to analyse the dynamics with which a crisis can actually impact the macroeconomic
aggregates described by the main economic and monetary policy models. Given
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that a financial crisis can easily involve many aspects of the economy of one or more
countries, and that there is an obvious connection between the players in the financial
system and the variables described in the best-known macroeconomic models, the
main monetary aggregates can then be considered as parameters able to quantify the
intensity of systemic risk.

As already emphasised, the rationale behind Macroeconomics Measures is in fact
based on the intrinsic link between financial institutions and the performance of the
business cycle and the real economy: since systemic events are always accompanied
by structural changes in the main monetary aggregates, a measure of systemic risk-
iness can therefore be obtained by observing the latter, their historical performance
and any existing imbalances (Reinhart and Rogoff 2008, 2009, 2013a, b).

One of the most famous models proposed in this context is that of Reinhart and
Rogoff (2008), which pays particular attention to several price indices (stocks, real
estate, etc.), the GDP growth rate and the level of public debt. The results obtained
from the application of this model revealed a common pattern of contagion dynamics
in recessionary periods, under which a number of economic and/or monetary policy
interventions aimed at buffering and resolving recessionary events were proposed.

The policy approach of macro-prudential regulation is different; it proposes
itself as a key player in macroeconomic risk monitoring. In particular, Borio
and Drehnamm (2009a, b) and Borio (2009), focused on a policy perspective by
proposing risk monitoring as a key aspect in macro-prudential regulation. Therefore,
a macro-prudential framework characterised by top-down supervision was defined.

Borio’s work (2009) shows that there are different risk measurement method-
ologies that are more or less appropriate depending on whether the issue taken as
a reference is of a temporal nature, and thus relates to pro-cyclical phenomena,
or manifests a transversal nature, and thus is able to capture the interconnections
between intermediaries and their common exposures. In particular, in the case of
a time dimension, the most appropriate measure to adopt would be early warning
systems and predictive indicators of the cycle, while in the presence of a cross-
sectional dimension, the most appropriate measures should be those that assess the
contribution of each individual financial subject to the systemic risk, and thus those
able to quantify the individual marginal contribution to the latter.

The real challenge for scholars, however, would seem to be that of being able to
strike a balance between the general application of a model and its peculiarity, or, in
other words, that of having the ability to mediate between the generality of a model
and its specificity, actually managing the trade-off inherent in these measures and
thus helping to create more variety in the approaches used.
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Chapter 12
Systemic Risk and the Insurance Sector:
A Network Perspective

Stefania Sylos Labini, Elisabetta D’Apolito, and Iryna Nyenno

Abstract Unlike the banking sector, whose impact on systemic risk has been amply
proven, it remains unclear whether the insurance business constitutes a source of
systemic risk. The aim of this chapter is to contribute to the debate and attempt to
answer this question by examining the role of insurance companies in the financial
system, the existing interconnections between insurance operators, and the vulnera-
bility factors, i.e. the elements that increase the exposure of institutions to systemic
risks. In recent years, attention to systemic risk has been focused on the insurance
sector and the financial activity of insurance companies, which depends heavily on
the performance of the financial markets as well as the phenomenon of bancas-
surance in the search for new investment methods, which inevitably increases the
transmission channels of systemic risk. From this perspective, the insurance sector
is significant in the network of financial relations and in the global economic system
where a crisis can certainly cause systemic effects and repercussions due to the highly
interconnected financial activities in place. The International Association of Insur-
ance Supervisors (IAIS) in the Global Insurance Market Report (GIMAR) of 2022
highlights how systemic risk in the global insurance sector is still moderate overall,
albeit with an upward trend in insurers’ scores due to increased illiquid exposures
and assets, over-the-counter derivatives, short-term loans and intra-financial assets.
The role of regulators and supervisory authorities is crucial in this context. Therefore,
the chapter analyses both the main and most recent European regulatory and super-
visory interventions in the field of systemic risk management in insurance and the
possible macro- and micro-systemic supervisory tools envisaged for the insurance
sector. Based on the data available on the Acharya Volatility Lab (V-Lab) website
and the Bureau van Dijk Orbis database, the insurance sector is explored in terms
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of systemic risk management and in relation to the global economic and financial
system.

Keywords Systemic Risk · Insurance sector · Bancassurance

Systemic Risk: Concepts for Insurance Sector
and Transmission Channels

In recent years, attention to systemic risk has been focused on the insurance sector
in consideration of the following: (i) international insurance groups focused on non-
traditional businesses, which are often mutually connected by complex reinsurance
and retrocession relationships, vectors of systemic risk; (ii) investments of assets
which increase the degree of interconnection with banks (for example by investing
directly in their capital or in securitised credit products) (iii) the close interconnection
with the banking system originating from the bancassurance and accentuated through
the development of IT innovations and the spread of financial conglomerates (iv) the
increasingly widespread offer of certain product categories (in the life sector), where
the purely financial component takes on decisive importance.

Such phenomena inevitably increase the transmission channels of systemic risk.
The literature on systemic risk has mainly analysed the different measurement
methodologies, neglecting the transmission channels and causes.1

Following the public bailout of AIG in September 2008 due to exposed credit
default swaps at theEnglish branch,which affected the entire insurance group, aware-
ness has been raised about the systemic importance of crisis risks. It was clear that
an insurance company can introduce risk into the entire financial market in what has
been defined as a new architecture of prudential regulation.2 The rationale for such
regulation is the awareness that the increasing number of life products are signifi-
cant financial components which, in turn, means the financial activity of insurance
companies is highly dependent on how markets function, as illustrated by the AIG

1 Engle et al. (2015).
2 Wan (2016). About non-bank sector, the author states that “The global financial crisis of 2008
exposed the weaknesses of a heavily interconnected financial system and revealed systemic risk in
unexpected areas. While large banks and securities firms were known to pose risks to the financial
system, it was largely unforeseen that nonbank financial institutions such as AIG could be equally
dangerous. As a result of the crisis, a new wave of prudential regulation spearheaded by the Dodd-
Frank Wall Street Reform and Consumer Protection Act (Dodd-Frank) attempted to bring about
sweeping reforms to the financial sector, with a strong focus on financial stability. Through Dodd-
Frank, the [US] Congress vastly expanded regulatory oversight, and has in many ways drastically
changed the regulatory landscape for the financial industry.One issue surrounding post–Dodd-Frank
prudential regulation that has garnered a great deal of attention has been systemic risk regulation
in nonbank financial sectors, particularly the asset management industry”.
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crisis.3 At the same time, insurers are part of the banking system’s chain of rela-
tionships, and the phenomenon of bancassurance, seeking new investment methods,
inevitably leads to increased transmission channels of systemic risk.

The International Monetary Fund’s (2016) statement indicates that life insurance
companies are increasing contributors to systemic risk as a result of the sector’s
constantly rising exposure to overall risks, higher sensitivity to interest rates and
strong links with banks and asset managers. The insurance industry also clearly
plays a significant role in the financial relations network where a crisis could
have an overarching effect with global repercussions, due to the high levels of
interdependencies.

Given the degree of impact the insurance business has on the financial system, the
role of insurance companies should not be restricted tomere providers of life and non-
life insurance services. The 2022 Global Insurance Market Report (GIMAR) iden-
tified the interconnected subjects, parties and even business owners of the insurers,
based on their transactions within the financial system. Data was collected from the
aggregate insurance market from the IAIS members of 27 jurisdictions, comprising
more than 90% of global gross written premiums. Looking at the regulatory aspects
of the global insurance market, the network was analyzed to identify and observe
the relations of all the links in the financial value chain that participate in the insur-
ance business, in order to prevent the factors of systemic risk which also include
speculations and unfair use of capital.

It is advisable that regulators be more attentive to mandating ownership trans-
parency in partnerships with private equity. This would prevent gaps in the value
chain creation of financial markets when the insurance business, rather than being
used for its intended purposes, becomes a type of pseudo-insurance as is the case
with captive insurance companies. For instance, in lesser reliable companies, it is
advisable to introduce a networking partnership reporting map to clearly identify the
parent company and its links to affiliated structures.

Looking at a company’s solvency and asset allocation measures revealed that
they are more frequently caused by a specific situation rather than being the result
of market position and global trends. According to the IAIS, the main factor driving
growth was the rising interest rates, which led most insurers towards increased
profitability and solvency.

The overall cash positions remained stable under the condition of tightenedmone-
tary policy. Total assets as reported in the SWM4 rose by 4.9% to $44 trillion at
year-end 2021, whereas total liabilities increased by 4.3% to $38 trillion. In the
Asia and Oceania region, liabilities (+6.5%) increased more than assets (+4.3%) in
2021, which explains the decrease in the excess of assets over liabilities. Liabilities
at year-end 2021 were mostly composed of gross technical provisions for life insur-
ance (55%), gross technical provisions for unit-linked insurance (14%) and gross
technical provisions for non-life insurance (11%). The overall amount of borrowing

3 Paulson and Rosen (2016).
4 The acronym SWM indicates aggregate data from sector-widemonitoring from supervisors across
the globe.
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Table 12.1 Changes in the
key global insurance market
developments, covering
assets, liabilities, solvency,
profitability, and liquidity

# Changes in %, world Y19/20 Y20/21

1 Total assets 5.7 4.9

2 Total liabilities 7.4 4.3

3 Credit quality of assets 0.5 0.6

4 Solvency −2.8 4.0

5 Excess of assets over liabilities −1.4 0.4

6 Return on assets −0.24 0.08

7 Revenue on assets −5.9 5.5

8 Cash on assets 0.32 1.37

Source Own elaboration on Global Insurance Market Report
(GIMAR) 2022. International Association of Insurance Supervi-
sors (IAIS) (2022), pp. 6–14

remained limited at 2%, showing no change compared to the previous year. In terms
of the geographic distribution of gross written premiums, according to the SWM
data, at year-end 2021 most were underwritten in the United States (US) (38.1%),
followed by China (11.7%), Germany (5.4%) and Japan (5.3%).

Solvency ratios improved in all regions again in 2021, after a slight decrease
in 2020. In many jurisdictions, a slightly higher aggregate solvency level was seen
compared to 2019. No jurisdiction in the SWM reported any major concerns with
their local aggregate solvency requirements in 2021. On the global level, the ratio of
revenues over assets increased at year-end 2021. Supervisors indicated that the main
impact on life insurers can be attributed to the rise in interest rates. Changes in the
global insurance market developments are presented in Table 12.1.

As briefly mentioned, the risk assessment by the prudential supervisors revealed
that the core impact was due to the rise in interest rates, which resulted in higher
profitability for both life insurance products and capital resources. Non-life insurers
were under the pressure of higher costs, higher reimbursements, and the necessity
to revaluate insurance reserves. Interest rate changes have a more modest impact
on non-life insurers since their liabilities are less affected by interest rates. The
Russian invasion of Ukraine has had a relatively limited impact on claims for selected
insurance products, such as aviation, trade, and credit insurance. However, it is clear
that this situation could change rapidly and is thus unpredictable.

Themost influential aspect ofmacroprudential supervisionwas related to systemic
risks in the financial market. The COVID-19 pandemic and the supply-related food
and energy shocks from the war in the Ukraine led to increased monitoring require-
ments, for solvency and liquidity, in different jurisdictions. The monitoring tools
such as risk management, ALM, stress testing, and liquidity contingency planning
became important aspects of the supervision data. Supervisors collected additional
information through member questionnaires, dialogues, and/or surveys. The moni-
toring was carried out to determine how increased interest rates and inflation could
be incorporated into the pricing, actuarial, and business models of the insurers. All
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of these elements required the engagement of senior prudential supervisors. Obser-
vation revealed that the business models of most insurers had recently changed in
the direction of being based more on capital-light business-linked products and away
from the range of products with long-term interest rate guarantees.

A continuing trend for the insurance industry is the involvement of private equity
(PE) companies, including asset management firms. There are different ways to
attract these companies, beginning with investment partnerships that progress to
reinsurance, project and asset management, and finally to mergers and acquisitions.
WementionPEcompanies as they exemplify a strategy shift that insurance companies
have made through the above-mentioned forms of cooperation. These cooperative
measures require close supervision as theymay have a broader impact on the financial
market and greater structural shifts. Consequently, financial systemic risk should be
considered in the scope of this PE-related approach in the insurance market. This
concentration of the insurers together with private businesses often brings insurers
higher profits, generates new internal stable cash flows as well as management and
consulting for asset allocation activity, and creates new income that may lead to
merger and acquisition transactions.

Systemic Risk Management of the Insurance Market

The possible concentration of systemic risk was also taken into account by theGlobal
Monitoring Exercise (GME) as well as at the level of the individual insurer. For the
Insurer Pool, the aggregate systemic risk score has been increasing over the past five
years. This increase is primarily being driven by the interconnectedness and asset
liquidation categories, which account for most of the total systemic risk score and
have risen by 21% and 44%, respectively (Fig. 12.1).

A cross-sectoral analysis was performed to compare the systemic footprint of
insurers with banks using a systemic risk scoring methodology based on indica-
tors that are common to the Global Systemically Important Bank methodology. The

Fig. 12.1 Systemic risk scores by category (in bps). Source IAIS (2022)
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results showed that by keeping the pool of banks and insurers stable over time,
the total cross-sectoral scores for banks are significantly higher than for insurers.
Although the supervisors recognized the data are still limited in the US, for 2021 the
PE-owned life insurers reported an 800 billion USD increase, a significant increase
from the previous year. The interest in PE firms in the UK and Asian markets is
promising. The motivation for these changes is to reduce the burden of guaranteed
rates and render the strategy for the capital-intensive and retirement segments of the
market more sustainable and flexible. These innovative structures are also a source of
additional income given the investment expertise and the variety of approaches used
to optimise the profit returns on the insurance business in addition to the capacity
to generate yields from the complex illiquid assets. The insurers involved in PE are
mainly focused on corporate bonds supported by the opportunities of asset-backed
securities and collateralised loan obligations linked to the internal asset origination
platforms.

Reinsurance with the involvement of a third party may serve as a risk mitigation
tool that would provide an increased solvency ratio and accelerate future income
generation. For the reinsurer, the transferred insurance could be considered a means
of acquiring certain blocks of the insurance business, which are sometimes similar
to M&A transactions. The consideration of affiliated and non-affiliated reinsurance
should be done separately. Affiliated reinsurance may lead to risk concentration and
should thus be supervised more closely by authorities.

Outsourcing as a form of economy of scale to decrease expenses is another incen-
tive for engaging in PE. Better and more attractive single or complementary products
may also offer a competitive advantage in the market. PE firms consider insurance
asset management desirable because these assets are stable and more resilient to
market fluctuations. At the same time, these interactions involve greater complex-
ities and require monitoring by the macroprudential bodies of the different juris-
dictions. Higher returns on investments may lead to reduced liquidity and risk a
lack of transparency. The adverse conditions of an economic downturn, geopolit-
ical instability and energy uncertainty are factors that push insurance companies
to seek new regionally diversified business models, and PE partnerships readily
support this kind of opportunity. Such partnerships can be achieved by involving
cross-border insurers and reinsurers, which increases the complexity because of the
higher ceding risks involved in concentrating cession and retrocession. New busi-
ness models allow companies to scale their platforms and to optimise their working
capital through affiliated and non-affiliated companies. Insurers engaged in PE have
an increased asset allocation towards infrastructure. The structure of their assets is
less transparent and more complex compared with structures securities. The greater
exposure to illiquid and volatile assets in the insurers’ portfolios could contribute to
higher market and credit risks. If a balanced andmeasured approach with appropriate
risk management is taken, these investment activities could help to diversify insurer
portfolios and increase internal rates of return. However, a greater concentration of
such assets on insurers’ balance sheets also increases potential liquidity spirals (e.g.
margin calls that lead to forced sales in an illiquid market), especially in a situation of
economic uncertaintywhere fungibility and transferability of assets decrease. The PE
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pressuremay have an impact on the insurancemarket in the formof higher risk-taking
as a way to become more competitive and attract more investment resources. The
more complicated structure of an investment and insurance (reinsurance) portfolio
makesmonitoring and supervisionmore difficult. Aswell as the complex outsourcing
arrangements and the opaque power structures that can also distort the decision-
making processes of the insurer’s board or management. All these issues should
be reviewed to avoid the systemic risk caused by the conflict of interest between
maintaining insurance market stability and PE aims of increased earnings. This is
only possible under a cross-border supervisory relationship with written regulator-
to-regulator enquiries, bilateral exchange of information from different jurisdictions,
filling any information gaps and, last but not least, understanding themainmotivation
for this PE-influenced transformation of the insurance market.

The supervisor measures to be taken as suggested in the GIMAR include the
following:

1. Introducing higher solvency ratio requirements to defend against unexpected
losses.

2. Implementing better liquidity positions based on the stress-testing scenarios.
3. Restrictions on dividend extractions in the context of long- and short-term

strategies to protect the policyholder.
4. Corporate governance monitoring to avoid conflicts of interest within these

complicated structures.

Our point of view is that to prevent systemic risk, it is important to inspect the creation
and functions of captive insurance companies, which are often not created solely
for the purpose of lowering insurance costs; the other motivation is to obtain risk
distribution among the pool of the affiliated insurers. These kinds of companies may
also be created under the umbrella of certain risk coverage, such as the terrorism risks
of the Pan American case, which were refused by traditional insurers. At the same
time, there have been criticisms concerning the circular flow of investment funds.
Usually insurance companies do not engage in this activity. These circular flows
can occur if the premiums charged are excessive compared to existing actuarial
practice. If captive insurance companies act in ways such that the policies have
contractionary rules and charge unreasonable premiums, even the reimbursement
itself cannot show that the insurance scheme is valid. Thus, some features indicate the
PE-owned captive companymaynot be bonafide.Captive insurers that do not comply
with the practices of insurance activity negotiation cannot go to taxation regulation for
the insurance markets in different jurisdictions. This can be seen when the regulator
defines an implausible risk, which is atypical for insurance practice, the insurance
contract rules are unclear, there is no risk distribution, and ambiguous and illusory
or risk duplication occurs related to the other insurance policies. The schedule of
the insurance premium payment should be followed and the foundations of actuarial
calculations should be the basis for premiums. A captive insurance company may
still be a useful planning and tax reduction tool and is attractive to the PE partnership,
provided it does not abuse regulations and norms.



218 S. S. Labini et al.

Monitoring should be carried out if a parent company does not make direct reim-
bursement to the captive insurer in the holding; it is advisable to check the model if
the parent company is making payments to a third-party insurer who reinsures the
majority of the parent’s risk with the captive; and there is a model when the captive
reinsures a big share of risk with a third party.

The other rationale for PEmaybe that the captive is not functioning as an insurance
company but instead plays a role of an accounting reserve, which is a ‘segregation of
retained earnings to provide for such payouts as dividends, contingencies, improve-
ments, or retirement of preferred stock’. A wholly owned PE insurance company
with all the outer trappings of insurance was merged (created) in substance as an
accounting reserve, to reduce tax burden. This practice can be shared among other
affiliated beneficiaries to avoid taxes. The PE-owned insurers may be bona fide in
cases where the transactions initiated by the business entities are related to legal tax
optimization. A parent company may explore the ability to shift self-insured risks
to the captive company with policies tailored to fit the parent company’s unique
demand. The underwriting evaluation policy should be present to support the captive
insurer’s activities. Thus, risk sharing with the help of a captive company will be
differentiated from simply the transferring of wealth in a tax-efficient manner.

Doubts concerning the quality of policy language, unavailability of claims
processing, unclear explanation of the policy pricing, and absence of claims are
indicators that the insurer is not only captive but is also illegitimate.

We have provided a regulatory and supervisory intervention map in the field of
systemic risk management of the insurance market, as shown in Fig. 12.2.

As the map illustrates, the regulator is a key player in preventing systemic risk
in the insurance market. The motivations of PE companies entering the insurance
market and their activities should bemonitored by regulators. Supportive information
for regulators is the Global Insurance Market Report (GIMAR) indicators, signs,
and symptoms of bad faith companies. The supervision connected with cross-border
activities may not be efficient in cases where cooperation in different jurisdictions is
not mutually understood. Accordingly, in-time efficient supervisory measures will
result in a healthy environment with competitive insurance products, and strategies
and a bonafidedevelopment of the insurancemarket as an important riskmanagement
link of the financial system.

In-time interventions will decrease the spread of a destructive environment across
the insurancemarket.We consider a destructive environment to be a shadoweconomy
and relations that involve corrupt intentions, where the insurancemarket fails to fulfill
the risk management function and instead becomes a source of systemic risk to the
financial system and the economy as a whole.

According to the Methodology of the International Association of Insurance
Supervisors (IAIS) the scoring of systemic risk indicators aims to assess poten-
tial systemic risks for individual insurers that may arise from industry concentration.
Looking at this issue, we can see the in-depth serious approach to assess the systemic
risks in insurance is based on quantitative accounting indicators. The trend analysis of
the insurers market follows the comparative principle of the results of the individual
insurer versus the development of all the Insurers Pool.
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Fig. 12.2 Regulatory and supervisory intervention map in the field of systemic risk management
of the insurance market. Source own elaboration

Basel Committee on Banking Supervision (BSBC) provided the methodology:
“Global systemically important banks (G-SIB): revised assessment methodology
and the higher loss absorbency requirements”. It is based both on quantitative and
qualitative approaches. The systemic impact is evaluated in relation to the data of
the consolidated group, not individual companies (banks) differently from the IAIS
risk scoring methodology.

The comparative data for 2016–2021 are presented in Table 12.2 for the insurance
and banking industry.
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Table 12.2 Total cross-sectoral score according to IAIS and BSBC, 2015–2021

Weighted cross-sectoral score Y2015 Y2016 Y2017 Y2018 Y2019 Y2020 Y2021

Banks 0,77 0,78 0,76 0,77 0,76 0,75 0,75

Insurers 0,16 0,16 0,18 0,17 0,19 0,18 0,18

Source Global systemically important banks: revised assessment methodology and the higher loss
absorbency requirement (bis.org), p. 42

Fig. 12.3 Total cross-sectoral score. Source IAIS, BCBS (2022)

As we can see from Table 12.2—the risk load is substantially higher for the
banking industry. Nonetheless, insurer scores increased by 12.5% between year-end
2016 and year-end 2021, while bank scores decreased marginally during that same
period (−3.8%) (Fig. 12.3).

The fundamental structure of the framework to regulate G-SIB is the requirement
to hold a capital buffer that is high enough to absorb losses. The methodology aims
particularly towards harmonizing the definitions of cross-jurisdictional indicators
with the definition of BIS consolidated statistics, revising disclosure requirements
and expanding the scope of consolidation to insurance subsidiaries. Further guidance
should be given in the case of bucket migration.

Systemic Risk and the Insurance Sector: An Analysis
of the European Market

Awide range of issues relating to the systemic relevance of insurance is discussed in
academia and among regulatory authorities and practitioners. Threemain approaches
can be used to classify the available literature: the market-based, the fundamental-
based and the mixed approach. Market-based models use market data to measure
externalities arising from a single institution that impact the rest of the system or
vice versa and aim at measuring volatility in equity prices or CDS spreads. Provided
that all relevant company information is taken into account, these measures allow
for a comparison of the cross-sectional systemic importance of different industry
markets with the limitation of neglecting the specific characteristics and determinants
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of the industry. The most commonly used systemic risk measures form part of these
arrangements such as: the Conditional Value at Risk (Adrian and Brunnermeier
2016), the Marginal Expected Shortfall (MES) and Systemic Expected Shortfall
(SES) (Acharya et al. 2010), the Distressed Insurance Premium (Huang et al. 2012),
the Contingent Claims Analysis (Gray and Jobst 2011) and the linear and nonlinear
Granger causality test (Billio et al. 2012). The fundamental-based approach consists
in analysing accounting data, with an emphasis on the specifics of the investigated
business and a combination of Theoretical and Empirical analyses. This model can
identify the determinants of systemically important institutions through an analysis
of their specific traits by looking at asset distribution and investment strategies aswell
as operational activities on the liability side. Some important contributions include
the works of Cummins and Weiss (2014), Harrington (2009), Bell and Keller (2009)
and The Geneva Association (2010a, b). In order to determine which specific factors
are driving the systemic relevance of each trade, the mixed approaches methods
consider the systemic importance obtained by applying market-based measures and
accounting data (Weiss and Muehlnickel 2014; Bierth et al. 2015 and, focused on
the European insurance market, Berdin and Sottocornola 2015a, b).

The contribution made in this chapter falls under the methodologies centred on
market-based models. The most well-known measures in the literature at an inter-
national regulatory level to effectively measure systemic risk quantitatively is the
Marginal Expected Shortfall (MES) or marginal expected loss proposed by Acharya
et al. (2010), which was subsequently extended into the long-term analysis method-
ology (LRMES) that estimates the increase in systemic risk,measured by the extreme
expected loss (Expected Shortfall, ES), determined by a marginal increase in the
weight (capitalization of stock exchange) of the institution within the market.5 This
is followed by other important metrics such as the Delta Conditional Value at Risk
(�CoVaR) by Adrian and Brunnermeier (2016), which expresses the value at risk
(VAR) of the financial system conditioned by the default state of an institution and
the Systemic RiskMeasure (SRISK) by Brownlees and Engle (2017), which extends
the MES metrics as it also includes other discriminating variables to the systemic
risk of an institution being analysed such as the value of the assets managed, i.e. the
company size and the amount of financial liability. The empirical analysis focuses
on the value of the Long-Run Marginal Expected Shortfall (LRMES) proposed by
Acharya et al. (2012) to estimate the marginal contribution of European insurance to
global systemic risk, given the higher expected losses of capital that the latter could
experience in the event of an extreme loss (expected shortfall) of the market, and
specifically of the S&P 500 index, within the six months following the reference
date. This is essentially the long-term MES indicator of the institutions analysed.

The analysis was conducted based on the data available on the Acharya Volatility
Lab (V-Lab) website, the composition of the sample of Bureau van Dijk’s Orbis
database, and the ranking value in the period 2017–2022. Specifically, the empirical
analysis covers 37 European insurance companies as highlighted below. Figure 12.4

5 Banca d’Italia (2018). Acharya et al. (2010).
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Fig. 12.4 Average LRMES by sector (YE 2017–2022). Source Authors’ data elaboration

presents the average LRMES by sector. This measure allows us to enhance the inter-
connections between financial institutions and the financial system by estimating the
expected marginal loss of capital in the long term. In analytical terms, Acharya et al.
(2012) propose to estimate the value of LRMES using as a proxy the beta coefficient
of the financial institution defined for a simulated default threshold (d) of 40% as
follows: 1-exp(log(1–d)*beta).

The basic idea is that companies with a higher MES value contribute more to
stock market falls and are therefore the main drivers of systemic risk. The analysis
conducted made it possible to observe a high growth in the average score in 2020
especially for the reinsurance sector and on average a considerable contribution from
life insurance in the period considered.

Systemic Risk and Insurance Sector: Policies Approach
and Financial Connections

Systemic risk is highly complex and thus difficult to quantify. It has long been the
subject of extensive interventions by regulators and supervisors to identify possible
hedging methods and prudential structures.6

A new set of policies aimed at avoiding cascade effects and contributing to Finan-
cial Stability was required during the 2007–2008 economic crisis. A majority of
the initiatives undertaken in the aftermath of this crisis have been directed at banks,
which played a central role in the financial crisis. Although there is a common under-
standing in the banking sector that is plays an important role in the system, this issue
remains under discussion in the insurance industry.

The European Systemic Risk Board (ESRB), established by the regulation of the
European Parliament and Council No 1092 of 2010, is responsible for supervising
the EU financial system as well as preventing and mitigating systemic risks, that is,
the risk of disruption in the financial system with negative consequences for the real
economy and its functioning as a whole.7 The ESRB’s macroprudential mandate

6 Giesecke and Baeho (2011).
7 IMF, BIS, FSB (2009).



12 Systemic Risk and the Insurance Sector: A Network Perspective 223

covers banks, insurers, asset managers, financial market infrastructures and other
financial institutions and markets. In its annual report for 2022, published between 1
April 2022 and 31 March 2023, the ESRB reviewed and updated its assessment, to
take new systemic risks into consideration from the increased political and economic
uncertainty, especially due toRussia’swar in theUkraine. Specifically, the risk assess-
ment carried out by the ESRB includes: (i) a general alert regarding vulnerabilities
in the EU financial system, (ii) a recommendation based on the difficult macroeco-
nomic context for banks, insurance companies and pension systems, (iii) a report
which defines the tools and elements necessary to promote cyber resilience, and (iv)
the lackof liquidity in thefinancialmarkets. Theoverall risk assessment carried out by
the Committee also includes possible threats arising from systemic cyber incidents,
climate change and transition risks and disruptions to critical financial infrastruc-
tures. To improve the referenced macroprudential framework, the ESRB contributed
to the review of the prudential framework of the insurance sector carried out by the
European Insurance andOccupational Pensions Authority (EIOPA)8 and highlighted
how the regulatory framework for insurers, Solvency II, should be strengthened, with
a particular regard to liquidity management tools.

As a contribution to this debate, EIOPA published a Discussion Paper entitled
“Systemic Risk and Macroprudential Policy in Insurance” on 29 March 2019, which
provided a comprehensive approach to the following questions, which is subsequent
to its policy development:

1. Does insurance create or increase systemic risk?
2. If yes, what instruments are currently in place within the framework of Solvency

II and how do they contribute to mitigating these sources of systemic risk?
3. Is there a need for additional tools and, where appropriate, which ones could be

encouraged?

To address these questions, the EIOPA published documents, namely the “Systemic
risk and macroprudential policy in insurance” of 2017, “Solvency II tools with
macroprudential impact” of (2018a), and “Other potential macroprudential tools
and measures to enhance the current framework” of (2018b).

To address the first question, the EIOPA developed a conceptual approach to illus-
trate the dynamics that allow insurance to create or amplify systemic risk (EIOPA
2017). The EIOPA’s approach is based on the observation that a “triggering event”
will initially have an impact at entity level with regard to one ormore insurers through
their risk profile (Fig. 12.5). Potential individual or collective inconveniences can then
generate systemic implications, which will be more or less significant depending
on the existence of different “systemic risk factors” incorporated into insurance
companies. According to the EIOPA, systemic events can be generated through two
main sources. The first, a ‘direct effect’, originates from the failure of a system-
ically important insurer or from the collective failure of multiple insurers, which

8 European Systemic Risk Board (2022), Annual Report; EIOPA (2022), Financial Stability Report.
Article 22 of EIOPARegulation defines ‘systemic risk’ by reference to Article 2(c) Regulation (EU)
No 1092/2010.
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Fig. 12.5 The approach to systemic risk in insurance companies. Source EIOPA (2017)

generates a cascade effect. This systemic source is deemed to occur on an ‘entity
basis’. The second source, an ‘indirect effect’, is a risk in which possible external-
ities are strengthened by the presence of potentially systemic activities (activity-
based sources) or by widespread common reactions of insurers to exogenous shocks
(behaviour-based source). Based on these sources of systemic events, attention is
placed on the planning and management of intrinsically systemic activities by insur-
ance companies. Potential externalities generated through direct and indirect sources
are then transferred to the rest of the financial system, and the real economy as a
whole, through specific transmission channels that could induce changes in the risk
profile of insurers, possibly generating potential second impact effects.

Themain elements ofEIOPA’s approach are highlighted below.ATriggering event
is an exogenous event that can have an impact on one or more insurance companies
and trigger the process of creating systemic risk. Examples include macroeconomic
factors (e.g. rising unemployment), financial factors (e.g. changing yields) or non-
financial factors (e.g. demographic changes or cyber-attacks). ACompany risk profile
includes the risks a company is exposed to and the potential vulnerabilities this poses
to financial markets. Systemic risk drivers are elements that can generate negative
repercussions due to the presence of company-specific stress factors that have a
systemic effect, i.e. they can transform a company-specific stress into a system-
level stress. Transmission channels represent the process through which sources of
systemic risk can influence financial stability and/or the real economy. The EIOPA
distinguishes five main transmission channels: (a) exposure channel; (b) asset liqui-
dation channel; (c) failure to provide insurance products; (d) a channel similar to that
of banks; and (e) expectations and information asymmetries. Sources of systemic risk
affect systemic risk factors and transmission channels. These are direct or indirect
externalities for which insurance constitutes a systemic threat to the financial system
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as a whole. These direct and indirect externalities lead to three categories of poten-
tial sources of systemic risks which are not mutually exclusive: entity-based related
sources, activity-based sources and behaviour-based sources.

The EIOPA (2018a) analysed and classified the potential macroprudential tools
and measures to manage systemic risk and submitted a preliminary evaluation of
those tools and measures that are currently in place under Solvency II. The EIOPA
preliminary analysis shows that the instruments which have a direct macroprudential
impact under Solvency II provide a significant contribution to limiting procyclicality.
However, several sources of systemic risk do not seem to be sufficiently addressed
by the existing tools. Therefore, there is room for further tools and measures to be
considered, to improve the existing framework.

In its third paper, the EIOPA (2018b) identifies other potential macropruden-
tial tools and measures to enhance the current framework. The analysis focuses on
capital instruments and specific liquidity requirements. Regarding additional capital
for systemic risk, EIOPA believes that an additional capital buffer would enable
resistance to shocks and thus prevent the deterioration and insolvency that could
lead to the bankruptcy of insurance companies. EIOPA also advocates for adopting
a sequential approach to liquidity risk in the following three phases: (1) improving
reporting; (2) monitoring the liquidity risk; and (3) introducing liquidity require-
ments. The objective is to develop a complete and significant set of indicators to
monitor and evaluate liquidity risk at both the micro and macro level. This measure
was designed to improve reporting and monitoring by competent authorities. One
of the important proposed indicators is the liquid assets ratio, which compares the
amount of liquid assets on the balance sheet with total assets (excluding assets held
for unit-linked contracts). The number of liquid assets is determined by assigning
each asset item a weight that reflects the liquidity characteristics of that balance sheet
item. This weight varies from 0 (highly illiquid item) to 1 (highly liquid item).

Ultimately, the EIOPA considers how the microprudential approach could be
integrated by assigning certain roles and responsibilities to the competent authority
responsible for macroprudential policy, which could entail the following activities:
(1) aggregation of information; (2) information analysis; and (3) provision of certain
information or parameters to supervisory authorities for themanagement of particular
macroprudential risks.

Issues relating to systemic risk management are also addressed within the Finan-
cial Stability Board (FSB). In 2011, the FSB published an integrated set of policies to
tackle systemic and societal hazard risks relating to Systemically Important Financial
Institutions (SIFIs). In 2013, the FSB, in consultation with the International Asso-
ciation of Insurance Supervisors (IAIS) and the national authorities, established an
initial list of Global Systemically Important Insurers (G-SIIs) using an assessment
methodology developed by the IAIS, as well as policy measures to be applied. In
2022, the FSB stopped its annual identification of G-SII, approving the Holistic
Framework (HF) curated by the IAIS in November 2019 to assess and mitigate
systemic risk in the insurance sector. The HF recognises that systemic risks, in addi-
tion to arising from the distress or abrupt failure of an individual insurer, may also
emerge from collective exposures and activities by insurers at a sector-wide level.
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This framework includes enhanced supervision measures, annual trend monitoring
of the global insurancemarket and potential accumulations of systemic risk aswell as
the assessment the complete and consistent implementation of supervisory measures
in all jurisdictions. In 2025, the FSB reserves the right to review the evaluation
process and Holistic Framework-based systemic risk mitigation, evaluating whether
to reinstate and updates the identification process of G-SIIs.

Brief Concluding Remarks

This chapter offers some food for thought on the important systemic dynamics found
in the insurance sector. Reflections on the systemic risks and regulatory developments
in the insurance sector are provided to build a risk-oriented discipline. This chapter
attempts to understand the systemic relevance of insurance and its evolution in regula-
tory activities that are effectively geared toward preventing a systemic crisis, starting
with the historical background as well as background on the crises experienced by
some large insurers.

The analysis reveals that significant changes have beenmade to the rules governing
insurance companies, which were designed to prevent sector-wide viruses from
spreading throughout the financial system. It is important that controllers and regu-
lators avoid understating all the activities in the insurance sector that can lead to
systemic risk for finance markets.

It will only be possible to accurately identify the channels of ‘contagion’, under-
stand the weaknesses and establish organisational and management structures that
enable insurance companies to maintain resiliency within the system as a whole
by promoting prevention measures to monitor all activities and risk, to link factors
that brought them together. To that end, it is essential to coordinate the supervisory
instruments of prudential and micro-prudential supervision by applying harmonised
rules at the international level.

Insurance companies are no longer amarginal player in the new regulatory context
described and analysed at the international level. They should certainly be considered
one of the systematically relevant groups whose proper assessment of assumed risks
is critical to maintaining stability and overall economic development.

In addition, what emerges is how the system is set up and experimenting with new
instruments and techniques to monitoring sector stability and ensure that insurance
companies are able to monitor risks and address them in such a way as to protect
all stakeholders’ interests, starting with with the systemic role insurance companies
play in financial markets.

These observations are expected to serve as a starting point for an in-depth study,
both theoretically and empirically, of systemic risk management in the insurance
sector under a legal context characterised by greater clarity and uniformity. An in-
depth analysis is also considered interesting in the light of natural disasters, which
can be a source of systemic risk for financial institutions and financial markets.
EIOPA Chairperson Petra Hielkema highlights how “insurance plays a major role in
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protecting businesses and people against climate-related catastrophe losses by swiftly
providing the necessary funds for reconstruction. In order to efficiently protect our
society, we need to address the concern of the increasing insurance protection gap by
proposing and finding appropriate solutions.” ECB Vice-President Luis de Guindos
says, “We need to increase the uptake of climate catastrophe insurance to limit
the growing impact of natural disasters on the economy and the financial system.
However, to reduce losses in the first place, we must ensure that a smooth and speedy
green transition is complemented by effective measures to adapt to climate change.”
Mutualising and transferring collateral and property losses to reinsurance compa-
nies, which are better equipped to manage their climate exposures, may increase the
resilience of banks to such shocks.
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Chapter 13
Damping Systemic Risk. The Role
of Cooperative Banks

Vincenzo Pacelli, Francesca Pampurini, and Anna Grazia Quaranta

Abstract This chapter focuses on the countercyclical potentialities linked to the
bank’s relational businessmodel.Weprove that cooperative banks are less involved in
themechanisms underlying systemic risk, thus verifying that their presence somehow
contributes to mitigating this risk’s spread in a financial system. Referring to a group
of Italian banks, an innovative methodological approach is proposed, with rela-
tive empirical implementation, based on some variables—available for all banks—
considered in the literature as proxies of the systemic risk propagation speed and
capacity and the banks’ health managerial status.

Keywords Systemic risk · Systemic risk propagation · Propagation speed and
capacity · Cooperative Banks

Introduction

This chapter focuses on the countercyclical potentialities linked to the relational
business model, which enhances the competitive advantage typical of smaller local
cooperative banks related to geographical proximity and, therefore, to the availability
of qualitative and privileged information on customers. An important stream of the
literature is inclined to believe that cooperative banks can play a fundamental role in
mitigating the mechanisms of systemic risk propagation, as opposed to larger banks
characterisedbynational or international exposure (amongothers, EACB2010, 2016;
Demma 2015; Barone et al. 2016; Berton et al. 2017; Pacelli et al. 2020).
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Alongside studies that acknowledge the ability of cooperative banks to contribute
positively to the achievement of greater stability of the entire banking system in
which they operate, there is no lack of contributions in the literature that highlight
precisely the contrary effects; from these, it emerges how the presence of cooperative
banks tends, instead, to aggravate the conditions of fragility of the financial system
(among others, Brunner et al. 2004; Goodhart 2004; Fonteyne 2007).

This study, therefore, is part of an extremely topical debate that is sometimes
controversial due to the presence of contrasting results regarding the effective contri-
bution ofmutual banks to the stability of the banking system.To the best of our knowl-
edge, there are no contributions in the literature that use a methodology similar to the
one used in this chapter to analyse the role played by these banks in the systemic risk
transmission process. Therefore, in this chapter, an innovative approach is adopted
in an attempt to provide empirical evidence to the debate on the countercyclical role
of local cooperative banks.

The main purpose is to understand whether these banks are actually less involved
than others in the mechanisms underlying the propagation and accentuation of
systemic risk, thus verifying whether their presence somehow manages to mitigate
the overall magnitude of this risk in a financial system.

Given the difficulties in identifying a single definition of systemic risk, it should
be noted that in this study, the term refers to the risk that the crisis, the failure or the
mere perception by the market of the risk of insolvency of one or more major players
in an economic system—essentially, large companies, financial intermediaries or
governments—may lead to generalised phenomena of crisis, insolvency or chain
failures of other operators in the same economic system. Therefore, systemic risk
will be considered as the risk associated with the manifestation of an event capable of
causing, through mechanisms of contagion and propagation of the crisis, structural
effects on an entire economic system.

On the basis of this definition, in order to pursue the aim of the research, an
innovative methodological approach is proposed, with relative empirical application,
aimed at operating the clustering of a group of banks that adopt different business
models, starting from the values assumed by some variables considered as proxies
both of the speed and capacity of propagation of the systemic risk and of the state of
managerial health of the banks analysed.

As is shown later in the discussion, the variables used for the clustering of the
banks analysed will be ten and deduced from the most authoritative literature that
has dealt with systemic risk over the years.

The methodology proposed in this chapter is, therefore, substantially different
from what is currently found in the literature in relation to the methods of measuring
systemic risk.

In fact, the study focuses on variables, however, chosen on the basis of the criteria
most widely used in the literature, which have the advantage of being available for all
categories of banking intermediaries (and therefore not only for the systemic ones);
these variables are also able to provide information on risk propagation dynamics
rather than exclusively on the valuation of the risk itself.
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Finally, in order to guarantee homogeneity in the empirical analysis, only the
Italian banking system is analysed, since it is characterised by a massive presence of
cooperative credit banks and, more generally, of small local banks that, as is known,
are particularly focused on their territory needs.

The chapter is structured as follows: in section “Literature Review” a Literature
Review. Section “Data andMethodology” presents the description of the dataset used
and the methodology employed. Section “Empirical Results” presents the results
obtained and their discussion, while section “Conclusions” concludes.

Literature Review

For several years, a wide strand of literature highlighted the fundamental role played
by local banks with a mutualistic nature in promoting local development as well
as the growth of the national economy (Boscia et al. 2010; EACB 2010; Bülbül
et al. 2013; Fiordelisi and Mare 2013; Chiaramonte et al. 2015; Demma 2015; Clark
et al. 2018; Pacelli et al. 2019). These studies highlight how the historical success
of cooperative banks is not derived exclusively from their specific business model,
but also from their peculiar and distinctive governance model. These characteristics
have arguably allowed local banks to bear the financial crisis’s negative effects and to
play the countercyclical role that the predominant literature acknowledges to them
and enabled the financing of local economies in the crisis characterised by credit
restriction (EACB 2010). So, these banks were able to strengthen their roots and their
local commitment based on trust, reputation and mutualistic values and, therefore,
to enhance their competitive information advantage. This fact allows them to benefit
fromquantitative and qualitative information on customers and local operators thanks
to sedimented relationships that have grown up over time.

Considering, therefore, the countercyclical potential linked to the relational busi-
ness model, a large part of the literature agrees that local banks can play a funda-
mental role inmitigating themechanisms of systemic risk propagation thanks to their
countercyclical potential deriving from their specific relational business model.

The strong attention paid by researchers and international supervisory authorities
to banks is justified because they represent the main vehicle for the propagation of
a systemic crisis due to their role as financial intermediaries in an economic system
(Iyer et al. 2013). In fact, it is well known that two channels for the propagation of
a systemic crisis operate through banks. The first takes the form of a domino effect
that comes from the direct relationships that characterise the interbank market or the
banks’ sovereign exposures. The second is an information channel, as banks are a
key information provider for the financial markets.

For several years, the literature has focused on the study of the systemic impact
of large international banks, analysing the interconnections between the banking
system and the other microcosms that populate the economic system, both from a
microprudential andmacroeconomic perspective (Acharya 2011; Hanson et al. 2011;
Claessens et al. 2014). These studies highlight the strong systemic impact that large
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banks exert on markets due to their interconnections, both in terms of value and
frequency, with other economic players (Beirne and Fratzscher 2013; De Bruyckere
et al. 2013; Buch and Goldberg 2016; Constâncio 2017).

A large part of these studies focuses on the construction of a quantitative model
able to provide a measurement of the level of systemic risk both with reference
to the whole economic system and to the contribution of each systemic bank and
this is based on a series of economic-financial variables. All these works, based
on advanced mathematical-statistical models, require many inputs based on market
variables, therefore they can only be used in the case of listed banks.

The present work focuses, instead, on variables available for all categories of
banking intermediaries (not only listed ones) that are able to provide information on
the dynamics of risk propagation rather than on the evaluation of the risk level itself.
These variables have been chosen on the basis of the criteria most widely used in the
literature; in particular, a study by the International Monetary Fund (Blancher et al.
2013) proposes to use the financial statements of intermediaries, especially balance
sheets, from which it is possible to deduce a series of information (the so-called
Financial Soundness Indicators) useful for analysing the health of banks and their
interaction dynamics with the system. The variables suggested by this study and by
several other empirical contributions concern capital adequacy and risk coverage as
measured by the Tier 1 ratio (Hoque et al. 2015), the weight of non-performing loans
on total credit exposures, profitability, liquidity, the degree of interconnectednesswith
the system, measured through the value of loans and debts to other intermediaries
(Acharya 2011;Blundell-Wignall 2012;Glasserman andYoung 2015) and theweight
of sovereign risk measured through the value of public securities held in the portfolio
(Blundell-Wignall 2012). Another variable that is particularly popular in the systemic
risk literature, is the z-score, which is an indicator of distance-to-default, (Acharya
2011; Blundell-Wignall 2012; Blancher et al. 2013; Hoque et al. 2015), i.e. how close
(or far) the intermediary under scrutiny is from a financial situation that may portend
imminent failure, has also been used.

As well illustrated by the International Monetary Fund (Blancher et al. 2013),
systemic risk tends to arise through sequential events that start from one or more
economic/financial shocks and then propagate with a chain effect.

The initial shocks that can generate a propagation mechanism and, therefore, lead
to the onset of a systemic crisis are different and are classified by the literature as
follows:

• a crisis of one or more financial intermediaries (Nelson and Katzenstein 2014)
or of a government (Beirne and Fratzscher 2013), or the mere perception of the
insolvency risk of these players;

• fall in the price of specific real or financial assets, including—in particular—
residential real estate properties (Cerutti et al. 2017);

• liquidity crisis in financial markets followed by deleveraging, which fuels the
fall of financial and real assets prices. This phenomenon triggers the deflationary
spiral that, through the depreciation of collaterals, feeds the vicious circle of credit
rationing (Reinhart and Rogoff 2013).
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The causes that, according to the literature, can foster the propagation of an initial
shock to an entire economic system are:

• high interconnection between the main players of the economic and financial
system, in particular, high exposure of banks to sovereign debt and to interbank
markets (Blundell-Wignall 2012; Hoque et al. 2015);

• savers confidence crisis and, in the most severe cases panic, leading to a domino
effect characterised bygeneralised sales, fall in prices, credit rationing, bankruptcy
and bank runs (Calvo 2012);

• strong information asymmetries in financial markets due to the increasing
complexity of financial engineering, the information scarcity and the limited
financial culture (Flannery et al. 2013);

• high level of indebtedness and, therefore, high dependence of borrowers on
creditors, which enhances system vulnerability in times of crisis.

Above all, it is important to underline that starting from 2008, after the burst of the
financial crisis, studies on systemic risk have overall increased significantly, together
with the growing attention of international supervisory authorities and governments,
mainly focused on strengthening the capital solidity of financial intermediaries to
ensure the stability of an economic system (Acharya andRichardson 2009;Bengtsson
2013; Lane 2012; Brunnermeier 2009; Brunnermeier and Oehmke 2013).

Data and Methodology

Description of the Dataset

Thedataset used for the analysis is composed of banks characterised by different busi-
ness models, specifically, the set of cooperative banks, commercial banks, savings
banks and investment banks active in Italy in the period 2018–2022. The data
regarding the balance sheets of each intermediary come from Orbis Bank Focus
(Bureau Van Dijk).

The dataset only includes those intermediaries for whom it was possible to find the
values of all ten variables that are describedbelow, as they are considered fundamental
for the purposes of the study; this is because the results of the multivariate analysis,
in particular those related to the grouping techniques employed, are significant only
in the absence of missing data.

The number of the considered banks varies from year to year, not only due to
the elimination of missing data, but also due to the Merger and Acquisition (M&A)
operations that have affected the financial sector, as well as the exit of several banks
from the market.

Table 13.1 shows the composition of the dataset1 during the period analysed.

1 In the discussion, reference is always made to the dataset under analysis, avoiding the definition
of “sample” since, as it is known, from a statistical point of view, a “sample” is such when it is
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Table 13.1 Dataset composition in terms of specialisation

Year Commercial banks Cooperative banks Investment banks Saving banks Total

2018 61 245 13 9 328

2019 66 241 12 9 328

2020 63 234 11 9 317

2021 59 231 11 9 310

2022 58 226 9 9 302

It is clear from Table 13.1 that cooperative banks represent the largest group in the
dataset analysed. Table 13.2 shows the subdivision of banks analysed in the various
years that make up the period under investigation, with reference to Total Assets.
The data presented in this table offers a clear vision of the structural tendencies
underway in the Italian banking system, which see an increase in the volume of
activity of cooperative banks together with a substantial resizing of the weight of
investment banks.

Before proceeding with the construction of the indices necessary for grouping
the banks belonging to the dataset, it is opportune to observe its composition with
even greater attention in order to offer some micro-economic considerations on the
peculiar characteristics of the units that are analysed. This focus alsomakes it possible
to better illustrate the variables which are considered fundamental for the study of
the contagion propagation dynamics and systemic risk within the banking sector
considered as a whole. Table 13.3 therefore shows the main descriptive statistics,

Table 13.2 Banks distribution in terms of total assets (thousands of euros). Years 2018–2022

Year Commercial
banks

Cooperative
banks

Investment banks Saving banks Total

2018 2,459,006,981 304,422,682 84,912,407 101,076,340 2,949,418,410

83% 10% 3% 3% 100%

2019 2,593,934,623 417,284,070 39,007,599 104,570,389 3,154,796,681

82% 13% 1% 3% 100%

2020 2,964,063,629 481,106,453 38,294,545 118,583,505 3,602,048,132

82% 13% 1% 3% 100%

2021 3,114,188,200 516,328,830 32,144,141 150,397,369 3,813,058,540

82% 14% 1% 4% 100%

2022 2,940,142,759 509,889,339 32,139,000 147,879,396 3,630,050,494

81% 14% 1% 4% 100%

constructed following particular probabilistic procedures, while in our case, the data simply refers
to the universe of all banking intermediaries for which it was possible to obtain the values of the
variables that act as a proxy for the speed and capacity of propagation of systemic risk and the state
of health of a bank.
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Table 13.3 Descriptive statistics of some characteristic variables. Year 2022

Mean Standard deviation Skewness Variation coefficient

In thousands of euros

Total assets
(thousands)

10,843,354 69,845,278 10.85 6.44

Equity (thousands) 783,966 4,943,981 10.81 6.31

In percentage

Equity/total assets 9.42 4.10 2.53 0.44

Securities/total assets 13.26 9.76 2.48 0.74

Loans/total assets 72.53 13.33 −2.01 0.18

Liquidity/total assets 23.43 12.43 1.97 0.53

Total liabilities/total
assets

91.58 4.10 −2.53 0.04

referred to 2022, of some variables which are useful for the qualitative framing of
the units under investigation.

The heterogeneity of the considered group of banks in terms of size is particularly
evident: in fact, the value assumed by the variability indices referring to Total Assets
andCapital is very high. This is quite normal, given that the dataset includes both local
banks of smaller dimensions and large intermediaries operating at an international
level. The presence of banks of various sizes and characterised by business models
that are very different from one another is particularly useful for the purposes of
our investigation in that it allows us to offer various considerations on the aptitude
of each banking model to amplify or, on the contrary, mitigate the propagation of
systemic phenomena within the financial sector.

Methodology

In order to analyse the contribution of each intermediary to the systemic risk prop-
agation dynamics, it was necessary to group banks into homogeneous clusters
starting from the values given by ten variables which, according to the literature on
systemic risk, are capable of (i) providing information on the attitude of each bank
to contribute, more or less quickly, to the phenomena propagation mechanisms that
generate systemic risk (the first three variables) and (ii) providing amultidimensional
representation of each bank’s health status (the remaining seven variables).

The ten variables used for clustering the banks analysed were deduced from the
most authoritative literature that has dealt with systemic risk over the years. These
variables are—as already mentioned—divided according to their informative power
into two groups. The first group is made up of three indicators, which quantify
amounts of deposits and interbank loans and amounts of government securities held
by each bank. These variables are widely used in the literature (Blancher et al. 2013;
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Acharya 2011; Blundell-Wignall 2012; Glasserman and Young 2015) to assess the
degree of interconnectedness of each bankwith the rest of the banking sector andwith
the public sector. In fact, these variables, respectively, manage to determine the risk
of potential contagion arising from each individual bank’s greater or lesser exposure
in the interbank market and each bank’s greater or lesser interconnectedness with the
public sector, and thus its exposure to country risk.

The second group of variables consists of seven indicators that provide a multi-
dimensional representation of each bank’s health status (Acharya 2011; Blundell-
Wignall 2012; Blancher et al. 2013; Hoque et al. 2015). The information provided
by these variables is, like the information provided by the variables in the first group,
very important for this study, as it is assumed that a bank in good health can exert
a braking effect against the propagation of a systemic crisis, and thus represents a
stabilising factor for a financial system.

From the methodological point of view, after having divided the banks under
observation into an adequate number of groups, we proceeded to analyse the compo-
sition and characteristics of each of them in terms of specialisation and business
model.

The aim of this second analysis is, in fact, to verify whether the presence of
cooperative banks is actually greater in those groups for which the indicators of
systemic risk propagation speed and capacity and those that explain a bank’s status
of health assume better values.

The methodology of analysis proposed in this chapter is, therefore, substantially
different from what is currently found in the literature in relation to the methods of
measuring systemic risk.

In fact, this work focuses on variables, however chosen on the basis of the criteria
most widely used in the literature, which have the advantage of being available for
all categories of banking intermediaries (and therefore not only for those considered
systemic) while providing information on the dynamics of risk propagation rather
than exclusively on the evaluation of the risk itself.

The choice of analysing Italian banks derived—as stated—from reasons of anal-
ysis homogeneity as well as from the fact that the Italian banking system has a
particular morphology and structure characterised by a massive presence of cooper-
ative credit banks and, more generally, of small local banks particularly focused on
their territory needs.

Among the indicators that are considered most useful for studying the ability
of financial intermediaries to contribute to systemic risk propagation, there is the
percentage incidence of total loans granted to public and governmental bodies on
the total activity carried out by each bank. Unfortunately, none of the providers
currently available is able to give this information, especially in the case of banks
not listed on regulated markets which, as already pointed out, represent almost all
of the dataset being studied. This is the reason why this information was excluded
from the analysis.

Table 13.4 shows the main descriptive statistics, referred to 2022, of the ten
variables on which the initial part of the analysis is based.
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Table 13.4 Descriptive statistics of the clustering variables. Year 2022

Mean Standard deviation Skewness Variation coefficient

In percentage

I1 = Net loans &
advances to banks/total
assets

8.74 6.31 1.73 0.72

I2 = Deposit from
banks/total assets

15.01 9.86 2.29 0.66

I3 = Government
securities/total assets

23.84 12.61 0.10 0.53

I4 = Common equity/
core tier 1 ratio

20.73 8.32 2.57 0.40

I5 = NPLs ratio 7.67 6.58 7.06 0.86

I6 = Liquidity ratio 37.26 124.52 16.29 3.34

I7 = ROAE 3.72 6.62 −2.34 1.78

I8 = ROAA 0.35 0.52 −1.37 1.50

I9= Cost to income ratio 71.38 13.99 1.37 0.20

I10 = Z-score 127.38 162.43 4.46 1.28

As mentioned earlier, the first three indicators (I1, I2 and I3) provide useful infor-
mation on the degree of interconnection of each intermediary analysed, in that they
measure the absolute and relative transactions of each bank in the interbank market
and the banks’ exposure to the public sector (government securities and sovereign
debt). The quantities used as proxies (divided by Total Assets in order to be able
to compare intermediaries of different sizes) are the value of loans to the interbank
system (I1), the value of deposits on the interbank market (I2) and the value of
government securities held in the portfolio (I3). The Orbis Bank Focus Provider
defines these indicators respectively as: Net Loans and Advances to Banks (I1),
Deposits from Banks (I2) and Government Securities (I3). As already argued above
and in line with what has been supported by the prevailing literature on the subject,
it is believed that these variables are able to provide particularly significant informa-
tion on the attitude of banks towards contributing to the propagation mechanisms of
the problems that lead to systemic risk. In particular, lower values of these variables
lead to the belief that the bank in question is less exposed and interconnected and,
therefore, can contribute only marginally to increasing the level of systemic risk. In
fact, it is well known that the more limited the active and passive relationships with
the interbank market, the less likely it is that a bank can be infected by particularly
critical situations involving other banks in the system and, likewise, the less likely it
is that the bank itself can, in turn, be a vehicle for contagion, and therefore for the
worsening of the overall level of systemic risk, due to its own specific problems. It
is also well known that the smaller the value of government securities present in the
portfolio of an intermediary, the less likely it is to suffer the negative effects deriving
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from the default, or simple downgrading, of a sovereign State and, therefore, the less
likely it is to contribute to amplifying the effects of systemic risk.

The other seven indicators shown in Table 13.4 and used for the construction of
the homogeneous groups of banks are the Tier1 Ratio (I4), the Non-Performing
Loans Ratio (I5), the Liquidity Ratio (I6), the ROAE (I7), the ROAA (I8), the
Cost to Income Ratio (I9) and finally the Z-score (I10). These variables correspond,
respectively, to the following data provided by the Provider: Common Equity/Core
Tier 1 Ratio, Impaired Loans/Gross Customer Loans & Advances, Liquid Assets/
Deposits & Short-Term Funding, Return on Average Equity, Return on Average
Assets and Cost to Income Ratio. Finally, as is well known, the Z-score is a risk vari-
able commonly used in the literature to indicate by how many standard deviations a
bank’s return must fall from its average value for the value of capital to be zero. As
per usual practice, it was calculated by dividing the sum of ROAA and equity by the
standard deviation of ROAA itself (referring to the last three years).

As already mentioned, these seven indicators are considered useful in providing
information on the health status of each bank since they represent a good proxy,
respectively, for the level of capitalisation, the quality of the credit portfolio, liquidity,
profitability, the level of operating efficiency and the risk of insolvency (and therefore
of instability).

From a purely theoretical point of view, a healthy intermediary does not contribute
to aggravating the overall level of systemic risk in the banking sector (or, at most, it
could contribute to a very limited extent and certainly dependent on other causes);
therefore, banks that present somewhat contained levels of indicators I5 and I9, as
well as relatively high levels of indicators I4, I6, I7, I8 and I10, should be characterised
by a lower probability of acting as amplifiers of the systemic risk propagation effects
in the financial sector.

As noted above, the generally high values of all the relative variability indices
are justified by the presence in the dataset of banks of very different sizes, some
extremely large and others particularly small.

Before proceeding to the clustering of the dataset units, the classic preliminary
operations with respect to the implementation of the procedures of multivariate anal-
ysis were carried out, that is, the check for lack of outliers and for any collinearity
between the variables as well as the standardisation of all the values. In particular, the
multi-collinearity analysis not only included the study of the values contained in the
variance–covariance matrix (and therefore of correlation), but also the calculation
of the tolerance index and of the VIF (Variance Inflation Factor). In the latter case,
however, reference was made to a particularly cautious threshold of 5.

Different cluster analyses (Everitt et al. 2011) of both hierarchical and non-
hierarchical type (K-means) were implemented for each year considered. With refer-
ence to the hierarchical methods, various combinations of clustering algorithms and
distance measures were tested. The clusters obtained with the different approaches
adopted were shown to be scarcely overlapping; their composition appeared dissim-
ilar and strongly dependent on the type of procedure used. Therefore, the groups of
banks thus obtained showed such differences that no valid conclusions can be drawn
in a general sense.
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To overcome this problem, the aggregations between banks were carried out refer-
ring to some criteria deriving from the evidence common to the various cluster anal-
ysis approaches implemented and, therefore, taking into account results that are
more robust from a methodological point of view. First of all, it was deduced that
the correct number of clusters to be considered is six; this evidence is based on the
results from the hierarchical method dendrograms as well as from the tests relating
to them. Secondly, it emerged that all the clustering methods assigned greater impor-
tance to the first three variables (I1, I2 and I3). Therefore, separately for each year,
the banks were first divided into three groups, taking into account those of the first
three indicators that presented a value lower than their respective median (calculated
considering all the units in the dataset). The choice of the median (rather than the
mean) as the threshold for discriminating between sets of units was made since the
variable’s value distributions were strongly skewed. Applying this criterion, the first
group of banks was identified, including all the units for which at least two indicators
(one of which necessarily had to be I3) had a value lower than the respective median.
The second group was identified by aggregating those units for which only one of
the indicators showed a value lower than the median. Finally, the third group was
obtained by aggregating the remaining units, that is, all the banks for which none of
the three indicators showed a value lower than the median.

Subsequently, each of the three groups previously identified was divided into two
parts based on the values of the other seven indicators previously mentioned. In
particular, the first subset was formed by aggregating the units for which at least four
of the remaining seven indicators (I4, I5, I6, I7, I8, I9 and I10) had a value better
than their median value. By difference, units for which fewer than four indicators
were better than their median were grouped together in the second subset.

Empirical Results

Table 13.5 shows, separately for each group, themain descriptive statistics—referred
to 2022—of the ten indicators that drove the clusterisation procedure. To further
increase the robustness of the procedure adopted to divide the units into six homo-
geneous groups, the differences between the mean value assumed by each of the ten
variables in each of the different clusters were analysed with an ANOVA test and
were found to be robust and statistically significant.

As already pointed out, the empirical investigation conducted aims to answer the
research question introduced in Sect. 13.1, that is, to understand whether cooperative
banks are really less involved than other types of banks in themechanisms underlying
the propagation and accentuation of systemic risk and, therefore, indirectly, this
study seeks to verify whether their presence can prove useful in mitigating contagion
phenomena and, therefore, the spread of systemic risk in a financial system.

In order to answer this question, we distinguished the different banks in the dataset
on the basis of their propensity to generate and/or spread systemic risk within the
market. Subsequently, a second analysis was conducted to verify whether or not the
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Table 13.5 Descriptive statistics of the ten indicators with respect to each group of banks. Year
2022

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10

Group 1

Mean 10.87 11.89 21.91 22.99 7.92 47.67 3.68 0.38 72.96 113.09

St. Dev 6.86 7.35 12.54 7.86 8.27 182.31 5.41 0.51 12.34 107.57

Skewness 1.48 0.80 0.14 1.76 6.88 11.34 −2.31 −1.29 0.91 2.03

Var. Coeff 0.63 0.62 0.57 0.34 1.04 3.82 1.47 1.35 0.17 0.95

Group 2

Mean 6.12 13.43 24.12 19.62 7.96 24.83 3.20 0.31 71.95 136.38

St. Dev 4.73 7.74 13.35 9.48 5.99 13.32 5.85 0.50 14.66 151.38

Skewness 1.42 0.74 −0.05 3.97 4.51 1.62 −1.85 0.25 2.20 2.20

Var. Coeff 0.77 0.58 0.55 0.48 0.75 0.54 1.83 1.63 0.20 1.11

Group 3

Mean 7.53 20.36 26.34 18.32 7.13 30.96 4.11 0.33 68.80 141.29

St. Dev 5.67 11.96 11.73 7.34 3.52 26.53 8.35 0.55 15.25 220.62

Skewness 2.33 2.75 0.30 3.01 1.33 5.02 −2.38 −2.32 1.50 4.56

Var. Coeff 0.75 0.59 0.45 0.40 0.49 0.86 2.03 1.68 0.22 1.56

Group 1.1

Mean 11.40 11.99 25.91 24.49 7.16 70.96 6.16 0.68 67.75 135.60

St. Dev 6.24 7.76 11.73 7.22 10.69 262.95 2.98 0.35 10.88 121.25

Skewness 0.86 1.09 0.21 1.15 6.71 7.85 0.98 1.44 −0.25 1.55

Var. Coeff 0.55 0.65 0.45 0.29 1.49 3.71 0.48 0.51 0.16 0.89

Group 1.2

Mean 10.38 11.79 18.33 21.64 8.61 26.78 1.45 0.11 77.64 92.91

St. Dev 7.35 6.95 12.17 8.19 5.15 14.63 6.19 0.49 11.69 88.89

Skewness 1.91 0.43 0.18 2.37 2.50 2.91 −2.26 −2.37 2.08 2.77

Var. Coeff 0.71 0.59 0.66 0.38 0.60 0.55 4.26 4.37 0.15 0.96

Group 2.1

Mean 7.36 13.15 28.03 22.82 6.24 31.24 6.88 0.67 64.50 147.27

St. Dev 4.99 8.63 14.69 12.38 3.54 14.76 2.85 0.41 9.51 146.54

Skewness 0.82 1.40 −0.34 3.30 1.97 1.42 0.87 2.61 −2.00 2.09

Var. Coeff 0.68 0.66 0.52 0.54 0.57 0.47 0.41 0.61 0.15 1.00

Group 2.2

Mean 5.13 13.66 21.02 17.08 9.33 19.75 0.29 0.03 77.87 127.74

St. Dev 4.31 6.95 11.25 5.16 7.09 9.67 6.16 0.41 15.32 154.58

Skewness 2.23 −0.21 −0.17 2.29 4.35 1.60 −1.92 −1.34 3.18 2.40

Var. Coeff 0.84 0.51 0.54 0.30 0.76 0.49 21.36 13.18 0.20 1.21

Group 3.1

(continued)
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Table 13.5 (continued)

I1 I2 I3 I4 I5 I6 I7 I8 I9 I10

Mean 7.59 20.07 26.24 20.10 5.98 37.49 7.10 0.58 62.48 179.02

St. Dev 6.25 13.18 12.49 8.86 3.72 34.09 5.02 0.36 11.42 276.63

Skewness 2.58 2.30 – 2.73 1.98 4.15 3.78 3.39 −1.16 4.01

Var. Coeff 0.82 0.66 0.48 0.44 0.62 0.91 0.71 0.62 0.18 1.55

Group 3.2

Mean 7.48 20.65 26.44 16.52 8.29 24.30 1.05 0.07 75.26 102.74

St. Dev 4.56 10.56 10.89 4.81 2.84 12.54 9.93 0.61 15.95 131.43

Skewness 1.55 3.66 0.78 2.00 1.52 2.46 −2.74 −3.59 2.53 2.97

Var. Coeff 0.61 0.51 0.41 0.29 0.34 0.52 9.45 8.48 0.21 1.28

presence of cooperative banks is homogeneous within the various groups identified.
If the cooperative banks were evenly distributed among the groups, this would mean
that they do not differ in any way from other types of banks; therefore, it would not
be possible to draw any conclusions about their ability to contribute, positively or
negatively, to systemic risk propagation. The situation would be different if the coop-
erative banks were actually more numerous in those groups for which the indicators
of systemic risk propagation speed and capacity as well as the indicators representing
the bank’s health status assume, respectively, more limited and better values. Indeed,
in this case it would be possible to conclude that the presence of cooperative banks
constitutes an important shock absorber capable of hindering (or, at least, braking)
the spread of systemic risk phenomena within the banking market.

Table 13.6A–E show, therefore, for each year analysed, the presence of the various
categories of banks within the nine groups previously identified.

The values represented in the first part of Table 13.6 (Group 1, Group 2 and Group
3) refer to the subdivision of the banks into three homogeneous categories on the
basis of the values assumed by indicators I1, I2 and I3. It should be noted that these
indicators provide information on the degree of interconnectedness of each bank,
that is, the exposure of the banks analysed to the interbank market and to sovereign
debt.

Moving from Group 1 to Group 3, it is possible to find banks for which the above
indicators take on progressively worse values, thus indicating a more pronounced
inclination to contribute significantly to the transmissionof systemic problems among
market participants.

From Table 13.6A–E it emerges that the probability of finding a cooperative bank
within the groups decreases significantly when moving from Group 1 to Group 3.
In particular, with reference to the most recent data (Table 13.6E), this probability
goes from 87% for Group 1 to 80% for Group 2, reducing to 56% for Group 3.
This dynamic, which shows a progressive and marked reduction, is confirmed in
each of the years considered in the analysis (Fig. 13.1). This means that most of the
cooperative banks in the dataset are characterised by a lower relative exposure to the
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Table 13.6 (A) Banking group and sub-group composition in terms of business model. Year 2018.
(B) Banking group and sub-group composition in terms of business model. Year 2019. (C) Banking
group and sub-group composition in terms of business model. Year 2020. (D) Banking group and
sub-group composition in terms of business model. Year 2021. (E) Banking group and sub-group
composition in terms of business model. Year 2022

(A)

Commercial banks Investment banks Saving banks Cooperative banks Total

Group 1

11 2 1 125 139

8% 1% 1% 90% 100%

Group 2

16 4 5 59 84

19% 5% 6% 70% 100%

Group 3

34 7 3 61 105

32% 7% 3% 58% 100%

Group 1.1

2 2 1 90 95

2% 2% 1% 95% 100%

Group 1.2

9 0 0 35 44

20% 0% 0% 80% 100%

Group 2.1

11 2 1 36 50

22% 4% 2% 72% 100%

Group 2.2

5 2 4 23 34

15% 6% 12% 68% 100%

Group 3.1

11 3 1 23 38

29% 8% 3% 61% 100%

Group 3.2

23 4 2 38 67

34% 6% 3% 57% 100%

(B)

Commercial banks Investment banks Saving banks Cooperative banks Total

Group 1

13 2 1 118 134

10% 1% 1% 88% 100%

Group 2

(continued)
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Table 13.6 (continued)

(B)

Commercial banks Investment banks Saving banks Cooperative banks Total

18 3 5 68 94

19% 3% 5% 72% 100%

Group 3

35 7 3 55 100

35% 7% 3% 55% 100%

Group 1.1

3 1 0 66 70

4% 1% 0% 94% 100%

Group 1.2

10 1 1 52 64

16% 2% 2% 81% 100%

Group 2.1

11 2 1 37 51

22% 4% 2% 73% 100%

Group 2.2

7 1 4 31 43

16% 2% 9% 72% 100%

Group 3.1

14 2 1 30 47

30% 4% 2% 64% 100%

Group 3.2

21 5 2 25 53

40% 9% 4% 47% 100%

(C)

Commercial banks Investment banks Saving banks Cooperative banks Total

Group 1

15 4 1 121 141

11% 3% 1% 86% 100%

Group 2

12 2 3 49 66

18% 3% 5% 74% 100%

Group 3

(continued)
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Table 13.6 (continued)

(C)

Commercial banks Investment banks Saving banks Cooperative banks Total

36 5 5 64 110

33% 5% 5% 58% 100%

Group 1.1

5 1 0 70 76

7% 1% 0% 92% 100%

Group 1.2

10 3 1 51 65

15% 5% 2% 78% 100%

Group 2.1

6 2 1 28 37

16% 5% 3% 76% 100%

Group 2.2

6 0 2 21 29

21% 0% 7% 72% 100%

Group 3.1

14 2 1 28 45

31% 4% 2% 62% 100%

Group 3.2

22 3 4 36 65

34% 5% 6% 55% 100%

(D)

Commercial banks Investment banks Saving banks Cooperative banks Total

Group 1

16 2 1 127 146

11% 1% 1% 87% 100%

Group 2

11 3 4 37 55

20% 5% 7% 67% 100%

Group 3

32 6 4 67 109

29% 6% 4% 61% 100%

Group 1.1

(continued)
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Table 13.6 (continued)

(D)

Commercial banks Investment banks Saving banks Cooperative banks Total

3 0 0 74 77

4% 0% 0% 96% 100%

Group 1.2

13 2 1 53 69

19% 3% 1% 77% 100%

Group 2.1

4 2 1 16 23

17% 9% 4% 70% 100%

Group 2.2

7 1 3 21 32

22% 3% 9% 66% 100%

Group 3.1

10 4 2 30 46

22% 9% 4% 65% 100%

Group 3.2

22 2 2 37 63

35% 3% 3% 59% 100%

(E)

Commercial banks Investment banks Saving banks Cooperative banks Total

Group 1

14 2 2 116 134

10% 1% 1% 87% 100%

Group 2

9 3 1 52 65

14% 5% 2% 80% 100%

Group 3

35 4 6 58 103

34% 4% 6% 56% 100%

Group 1.1

5 0 1 59 65

8% 0% 2% 91% 100%

Group 1.2

(continued)
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Table 13.6 (continued)

(E)

Commercial banks Investment banks Saving banks Cooperative banks Total

9 2 1 57 69

13% 3% 1% 83% 100%

Group 2.1

4 1 0 25 30

13% 3% 0% 83% 100%

Group 2.2

5 2 1 27 35

14% 6% 3% 77% 100%

Group 3.1

14 2 3 30 49

29% 4% 6% 61% 100%

Group 3.2

21 2 3 28 54

39% 4% 6% 52% 100%

interbank market and to the public sector and, therefore, are less interconnected with
the other nodes in the financial network.2 This is in line with the main peculiarities of
cooperative banks, namely their small size and their marked attention to local needs,
which leads them to concentrate almost all of their funding and financing activity on
customers belonging to the local community in which they operate.

The values represented in the second part of Table 13.6 (Group 1.1 and 1.2, Group
2.1 and 2.2 and, finally, Group 3.1 and 3.2) refer to the subsequent subdivision of the
first three groups into two sub-groups on the basis of the values assumed by indicators
from I4 to I10. These indicators provide information on each bank’s health status as
they refer to capitalisation level, loan portfolio, quality, liquidity level, profitability,
operating efficiency degree, and insolvency and instability risk.

Moving from Group 1.1 to Group 3.2, it is possible to find banks whose situation
is increasingly problematic with reference to one or more of the aforementioned
indicators and, therefore, banks characterised by an ever-increasing probability of
acting as systemic risk propagators in the financial sector, due to their precarious
managerial conditions and, therefore, their intrinsic instability.

Specifically,Group 1.1 includes those banks that can contributemost to containing
the overall entity of systemic risk in the financial sector; indeed, they are interme-
diaries characterised by a particularly positive health status from a managerial point
of view and therefore by a low probability of transmitting problematic situations in
the economic-financial system, due to their intrinsic solidity. For these banks, the

2 It should be noted that I1, I2 and I3 are expressed as percentages of total assets and therefore the
values referring to banks of different sizes are directly comparable.
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Fig. 13.1 Probability to find a cooperative bank in each group during the period 2018–2022

overall probability of contributing to the spread and generation of systemic risk is
the lowest ever. In this group there is a massive presence of cooperative banks which
in 2022 (numerically) represent, on average, about 91% of the total.

Group 1.2 assembles those banks which, albeit to a very slight degree, could
possibly contribute to systemic risk in the financial sector since, despite their modest
participation in the propagation process, they show a relatively problematic situation
from a managerial point of view, making them more dangerous than the banks in
Group 1.1. Consequently, although their probability of contributing to the develop-
ment and spread of systemic problems is still low overall, it is nonetheless higher
than that of the previous group. Even in this group, the number of cooperative banks
remains relatively high at an average of 83%, which is lower than in Group 1.1.

Applying the same interpretative criteria,we observe thatGroup 2.1 includes those
types of banks that seem to offer an average contribution to the spread of systemic
phenomena. In this case, in 2022, the number of cooperative banks is similar to the
case highlighted above, reaching 83%.

Group 2.2 includes those banks that are thought to contribute significantly to the
systemic risk propagation in the sector, since they are characterised both by problems
of a managerial nature and by a consistent propensity to act as a driving force in the
diffusion of the negative effects caused, precisely, by systemic phenomena within the
sector. In this Group, the percentage of cooperative banks is significantly reduced,
settling at an average level of 77%.

Group 3.1 consists of those banks for which the probability of contributing to the
generation and spread of systemic risk is rather high. In this group, the number of
cooperative banks decreases to an average level of 61%.

Finally, Group 3.2 is made up of those intermediaries that undoubtedly play a
decisive role in the dynamics of the propagation of systemic risk in the financial
system. These are, in fact, banks in management disequilibrium and therefore char-
acterised by a marked propensity to amplify the contagion dynamics and diffusion of
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their own difficulties as well as those of other banks. In this last group, the presence
of cooperative banks is drastically reduced and reaches minimum levels (specifically
52% in 2022).

The results of our empirical analysis with reference to the Italian banking market
therefore allow us to answer our research question and, in particular, confirm the
countercyclical and mitigating role of cooperative banks in systemic risk. In fact, as
highlighted above, moving towards groups of banks characterised by a greater proba-
bility of contributing significantly to the transmission process of systemic problems,
and therefore towards groups of banks characterised by a greater aptitude to act as
amplifiers of systemic risk, the presence of cooperative banks is significantly reduced.

Conclusions

The events of the last decades have highlighted how we live in a “small world”, in
which everything is connected to everything else and often in different ways that are
variable and not easy for human rationality to understand.

It is also evident that the “Achilles’ heel” of a “small world”, and therefore of
real networks, is represented by the vulnerability due to interconnection. An isolated
shock can create chain reactions that destabilise an entire economic system, and the
probability that an isolated shock will undermine an entire system is higher if the
affected nodes are the most interconnected.

While not yielding to the initial temptation to believe that the systemic propagation
of crisis situations is exclusively due to the difficulties caused by large institutions
(since the systemic value of the various intermediaries depends not only on their size,
but above all, on the degree of riskiness and correlation with others), one cannot fail
to consider the fundamental anti-cyclical role played by cooperative credit banks.
These banks have the intrinsic potential to interrupt the vicious circle that fuels the
propagation of a systemic crisis. This intrinsic potential is due to the granularity of
their relationships, their peculiar governance model, and their characteristic business
model based on mutuality, long-term relationships, commitment to local develop-
ment, in-depth knowledge of their customers, and greater consideration of qualitative
information in the credit process.

The results of the empirical investigation, with specific reference to the Italian
banking system, support the initial hypothesis at the basis of the work and allow us
to answer the research question of this essay. In particular, the empirical results of
our analysis confirm the countercyclical and mitigating role of cooperative banks,
which are actually less involved than other categories of intermediaries in contagion
phenomena deriving from the spread of systemic risk.

As the empirical analysis shows, moving towards groups of banks that are more
likely to contribute significantly to systemic problem transmission, and thus towards
groups of banks that are more likely to act as systemic risk amplifiers, the presence
of cooperative banks is significantly reduced.
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The results obtained from this study thus enrich the existing debate on the raison
d’être of cooperative banks, which is fundamentally focused on the idea that they
have withstood the various recent crises thanks to a business model that is by no
means anachronistic but, on the contrary, is still capable of satisfying the needs of
their customers, while also fulfilling a fundamental function of mitigating systemic
risk.

The data used in this work derives exclusively from public sources, mainly finan-
cial statements, and represents the only information accessible to external researchers
interested in analysing companies and the system in which they operate. Such infor-
mation, however, can only partially capture actual individual banks’ health status
and real systemic risk propagation dynamics.

In view of this, the methodological approach presented in this chapter could prove
particularly useful to the authorities and policymakers for the purposes of evaluating
and monitoring systemic risk, both at a national and international level. What is
more, the proposed methodology could easily be enriched with all the classified
and sensitive information which was not available to this contribution, but which
would certainly be useful (if not essential) for the purpose of obtaining an even more
complete and up-to-date picture of the equilibrium conditions of the international
banking system.

Finally, it should be pointed out that the variety and complexity (and, more-
over, often lack transparency) of financial relations between the different nodes in
a network tend to increase the complexity of financial systems; this circumstance
produces information asymmetries, moral hazard risks and, therefore, opacity and
consequences in the processes of systemic risk propagation. This complexity in the
relationships between the economic agents of a financial system has been fed since
the early years of the new millennium by the evolution (often uncontrolled) of finan-
cial engineering, which has made the economic-financial systems more intercon-
nected, and therefore complex, linking operators with each other in multiple ways,
and often unconsciously. In addition, network science teaches us that the mecha-
nisms of “growth” and “preferential connection” lead the “hubs” (i.e., the largest
nodes) to expand in phases of network expansion and thus encompass smaller nodes.
This phenomenon, otherwise known as globalisation, leads, however, to the risk of
extinction of smaller economic operators, such as local banks; their disappearance,
or even their simple competitive downsizing, would lead, over time, to the loss of
the extraordinary intangible and relational patrimony of these intermediaries. This
situation could also lead to the financial system’s impoverishment and exposure, as
demonstrated in this essay, to greater systemic risks.

In addition, the events of the last fifteen years have exhaustively highlighted all
the risks of a highly interconnected financial system that is disconnected from the
real economy, which has grown over the years to a hypertrophic extent thanks to
financial engineering and has therefore become excessively complex and exposed to
human greed. This is especially true if it is left free to expand, where there is a lack
of adequate controls and forms of protection and guarantee, as well as alternative
models of intermediaries that are less systemic and more linked to the territory and
the real economy.
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Therefore, to toy with some of the paradigmatic expressions that have been in
vogue for some years now, that is, since the subprime mortgage crisis in the USA in
2008, what emerges from the proposed empirical analysis should probably contribute
to inducing the international supervisory authorities to shift their attention from the
paradigms of “Too Big to Fail”—or “Too Central (Interconnected) to Fail”—to the
notion of “Too Useful to Fail”.

Indeed, in light of the results of our empirical analysis, the utility of local coop-
erative banks with a mutual vocation is enriched with an important connotation
referring to the counter-cyclical and mitigating dimension of the contagion mech-
anisms deriving from systemic risk propagation. In other words, it seems evident
that a model of intermediation characterised by such varied levels of utility deserves
adequate and specific attention and protection from the authorities.
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Chapter 14
Shocks at Local Banks, EU GDP Growth,
and Banking Sector Stability

Pasqualina Arca, Andrea Carosi, and Ornella Moro

Abstract This chapter explores whether shocks originating at local banks affect the
EU’s economic growth and banking system’s stability. Our analysis proceeds in two
steps. In the first step, we identify locally dominant banks that substantially impact
their local macroeconomic environment but are not among the largest European
banks.We construct a measure of idiosyncratic shocks at these dominant local banks,
the so-called Local BankingGranular Residual.We show that idiosyncratic shocks to
these locally dominant banks propagate nationally and explain a significant portion of
aggregate EU macroeconomic fluctuations. In a second step, we relate idiosyncratic
shocks at local dominant banks to EU banking system stability, as measured by an
EU Bank Z-score, and find significant evidence. We show that local banks matter in
the EU.

Keywords Granular residual · Idiosyncratic shocks · Banking stability · GDP
growth

Introduction

Sizematters in banking. Typically, banking systems are dominated by a small number
of large players active in a large range of countries and market segments but also
populated by small, locally oriented financial institutions. This dichotomous banking
system structure is particularly prevalent in the EU, which has numerous savings
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and cooperative banks and only a few large and internationally active banks. In this
chapter, we explore whether and how local banks affect the EU macroeconomic
growth and the stability of the EU banking system. We are particularly interested in
whether idiosyncratic shocks originating at local banks affect the EU GDP growth
and the EU Bank Z-Score.

In our empirical analysis of the link between shocks at local banks and economic
growth and banking sector stability, wemerge the intuitions fromBlank et al. (2009),
Gabaix (2011), and Jannati et al. (2020) and construct a so-called banking granular
residual of local dominant banks. Gabaix’s (2011) original idea is applied to non-
banks. He looks at firm-level productivity shocks and shows that the idiosyncratic
volatility in the sales of the top 100 largest non-financial firms in the US—the “gran-
ular residual”—can explain a significant fractionof the volatility ofUSoutput growth.
Blank et al. (2009) first apply Gabaix (2011)’s intuition to the banking system: they
construct a banking granular residual for dominant banks, measuring productivity
shocks at large banks and proxying for large events affecting the banking industry
and look at implications of these shocks at large banks for the stability of smaller
banks. On the other hand, Jannati et al. (2020) apply Gabaix (2011)’s intuition to
local non-bank firms: they identify locally dominant firms that have a strong impact
on their local macroeconomic environment but are not among the largest 100 U.S.
firms and show that Idiosyncratic shocks to these locally dominant firms explain a
significant portion of aggregate U.S. macroeconomic fluctuations. We leverage and
contribute to this literature. First, we borrow the definition of granular residual for
banks from Blank et al. (2009), and the empirical design meant for local firms from
Jannati et al. (2020) and construct a measure of idiosyncratic shocks at dominant
local banks; we called Local Banking Granular Residual. Then, we test if idiosyn-
cratic shocks to these locally dominant banks propagate nationally and explain a
significant portion of aggregate EU macroeconomic fluctuations. Finally, we relate
idiosyncratic shocks at local dominant banks to the EU banking system stability and
show that local dominant banks also matter.

The remainder of this research is organized as follows. Section “The Granular
Residual in Banking” describes the prevailing literature dealing with granularity in
banking. Section “Data and Methods” depicts the data used in the estimation and
outlines our methodology. Section “Which EU Countries are Bank Granular?” iden-
tifies the phenomenon of granularity in EU27 countries. Section “Locally Dominant
Banks, EU GDP Growth, and EU Bank Z Score” reports the results of the impact of
local dominant banks. Section “Summary and Conclusions” concludes.

The Granular Residual in Banking

This section summarizes prevailing literature and approaches dealing with granu-
larity in banking. An extensive review of the existing research leads us to focus
on four main contributions, which we categorize into two main subfields: the first
looking at the relationship between banks’ idiosyncratic shocks (granularity) and real
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economyoutcomes, the second looking at the relationship betweenbanks’ granularity
and banking system stability. Our research contributes to the latter.

Relationship Between Banks’ Idiosyncratic Shocks and Real
Economy Outcomes

Buch and Neugebauer (2011) (BN2011) are the first to exploit the granular residual
idea to analyze the real effects of financial shocks: the relation between idiosyncratic
shocks to loan growth at large banks and real GDP growth is tested upon a panel of 18
Western European and 17 Eastern European countries for the pre-crisis period 1996–
2006 (data are taken from BankScope—Bureau van Dijk). More in detail, BN2011
constructs the granular residual for the banking sector in each country separately
and calls this variable banking granular residual (BGR). Then, the impact of shocks
to loan growth at large banks (BGR) on GDP growth is tested: changes in lending
by large banks is shown to have a significant short-run impact on GDP growth. To
calculate BGR, BN2011 use banks’ total operating income, including interest and
non-interest income, as an encompassing measure of bank size; a broad measure
of loans, including consumer, real estate, and investment loans, is used for shocks
hitting banks. The use of loans is motivated by bank lending being relevant for
transmitting monetary policy shocks to the real economy. Therefore, this BGR is,
in fact, a measure of the idiosyncratic component of loan growth. BN2011 use two
different ways to measure BGR.

First, BGR is proxied by changes in bank lending and is computed as follows

BGRij,t=
(

N∑
i

Sij,t−1

)−1( N∑
i

Sij,t−1
(
gij,t−1 − gt

))

where, gij,t is the growth rate of total loans of bank i in country j, gt is the cross-
sectional grand mean over all banks in all countries, N is the total number of banks in
the sample, and Sij,t−1 represents the bank size. Alternatively, as per Gabaix (2011),
one could subtract only the mean over the K largest banks in each country.

Second, BN2011 regress the change in loan growth of bank i on the mean change
in this growth rate of all banks in all countries as well as aggregate GDP growth as
follows,

gij,t = α0 + α1gt + α2gt.1 + α3

2∑
k=0

�GDPj,t−k + εij,t

and the Banking Granular Residual is calculated as,
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BGR
∧

ij,t=

(
N∑
i

Sij,t−1

)−1( N∑
i

Sij,t−1ε
∧

ij,t

)

where, ε
∧

ij,t is the residual of the above reported regression.
At last, BN2011 regress growth in GDP per capita on the measure of shocks

hitting large banks (BGR) by including a maximum of two lags to capture a typical
business cycle, with the following OLS specification,

�GDPj,t = β0 + β1BGRj,t + · · · + βnBGRj,t−2 + γTt + ηj,t

where Tt indicates a full set of time dummies. BN2011 find evidence that large banks’
lending changes have a significant short-run impact on GDP growth.

About ten years later, Bremus and Buch (2017) (BB2017) analyze whether
idiosyncratic shocks affecting large banks influence the aggregate economy (GDP)
and whether this link depends on the degree of financial openness. For each observa-
tion, the mean growth rate across all non-j banks in each country-year is subtracted
from the total assets (or loans) growth rate of bank j. The reason for taking the
average across all banks except bank j is that, for some countries, only a relatively
small number of bank observations are available. Therefore, subtracting the average
across all banks (including bank j) from bank j’s asset (credit) growth may elimi-
nate most of bank j’s idiosyncratic variation. This holds particularly true if there is a
small number of bank observations and if bank j is large. The BB2027 bank granular
residual (BGR) is, therefore, as follows,

BGR(asset) =
N∑
j=1

Assetshockji,t
Assetji,t
Asseti.t

where ji,t indicates the bank j in country i at time t, and i,t indicates the aggregate
bank asset in country I at time t. An equivalent granular index is also calculated for
loans. BB2017 relates this BGR(asset) to macroeconomic dependent variables, such
as cross-border assets and liabilities, GDP per capita growth, and domestic credit.
All in all, bank-level shocks significantly impact GDP, financial openness tends to
lower GDP growth, and granular effects tend to be stronger in financially closed
economies.

Finally, Bremus et al. (2018) (BBRS2018) hypothesize that fluctuations in
macroeconomic outcomes increase the variance of bank-specific shocks and the
degree of concentration in the banking sector. BBRS2018 consider all banks
(BankScope—Bureau van Dijk) with at least five consecutive years of available data
to make sure that all banks in the sample are included at least for one business cycle
and drop implausible observations where the loans-to-assets or the equity-to-assets
ratio is greater than 1, as well as banks with negative values recorded for equity, total
assets, or total net loans. To have country-level variables, they keep observations with
consolidation codes C1, C2, U1, and A1 and country-year observations based on at
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least three banks, while only banks classified as holding companies, commercial
banks, cooperative banks, and savings banks are included in the sample to represent
the banking industry as a whole fully.1 BBRS2018 calculate bank-specific credit
growth by taking the difference between bank level loan growth and themean growth
rate of loans for each country and year. Precisely, the BGR index is calculated using
the following,

BGRit =
J∑

j=1

du
∧

jit
creditjit
creditetit

dovedu
∧

jit = gjit − git

with gjit is the growth rate of total credits of bank i in country j, and git is the domestic
cross-sectional mean of gjit excluding credit growth of bank j itself. BBRS2018 relate
this BGR to macroeconomic outcome variables, such as growth in real domestic
credit defined as the growth rate of log of real domestic credit in US dollars (data
from the IMF International Financial Statistics) and growth rate of log real GDP
per capita (WDI data). Empirically, the aggregate growth on loan growth shocks
of banks (BGR) is regressed against time fixed effect and log GDP per capita and
inflation as additional controls. Overall, BBRS2018 find support for the assumption
that bank size follows a power-law distribution. They also demonstrate that the BGR
is associatedwith aggregate growth in domestic credit andGDP.Hence, idiosyncratic
shocks to large banks may affect macroeconomic outcomes via the concentration of
banking markets.

Relationship Between Banks’ Idiosyncratic Shocks
and Banking System Stability

Blank et al. (2009) (BBN2009) explore whether and how the size distributions of
banks affect the stability of the German banking system. Specifically, they are inter-
ested in whether idiosyncratic shocks originating at large banks affect the distress
probabilities of small andmid-sized banks. They take shocks at large banks as proxies
of large events that affect the banking industry. The focus is on the implications of
shocks at large banks for the stability of smaller banks. They compute the granular
residual for the German banking system by constructing a measure of shocks to
growth in the banks’ cost-to-income ratio for the largest banks. Size is measured in
terms of total operating income. The critical point is to find appropriate measures of
banks’ outputs, which can be (i) the number of deposit accounts and loans produced,
(ii) total assets or (iii) total deposits. Other measures include (i) earning assets,
(ii) demand deposits or (iii) gross operating income. They need a proxy for banks’
output that is available for many banks and does not suffer from potentially large
measurement errors. To do so, they use total operating income (interest income plus

1 See Duprey and Lé (2016) for a helpful description of the Bankscope data and its handling.
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non-interest income) as output proxy. As a proxy for idiosyncratic shocks, they use
the cost-to-income ratio, which measures the overheads (or cost of running banks) as
a percentage of income generated before provisions. This measure can be regarded
as a proxy for a bank’s efficiency and is very close to the productivity measures that
Gabaix (2011) uses. The banks used to calculate the shocks are the ten largest banks,
ranked by total operating income. Therefore, the BBN209 banking granular residual
is as follows,

BGRt=

(
K∑
i

Si,t−1

)−1( K∑
i=1

Si,t−1
(
gi,t − gt

)) =
(

K∑
i

Si,t−1

)−1( K∑
i=1

Si,t−1εit

)

where, gt is the cross-sectional mean over K banks in the country, and K represents
the K largest banks, Si,t is the total operating income of bank i at time t, gi,t is the
growth rate of the inverse of the cost-to-income ratio for bank i at time t and εit
represents a shock, i.e., the deviation of the growth rate of the inverse cost-to-income
ratio at time t from its mean growth rate. Empirically, BBN2009 consider all German
banks from 1991 to 2005 (BankScope—Bureau van Dijk) with consolidation codes
C1, C2, U1 and A1; banks have been ordered by size using operating income and
information about distress events for the years 1994–2004 are confidential from
Deutsche Bundesbank. They introduce the Banking Granular Residual into a stress-
testing model for the German banking system.

All in all, BBN2009 show that shocks at large banks affect the probability of
distress of small andmedium-sized banks in Germany; positive shocks at large banks
reduce smaller banks’ probability of distress, while negative shocks increase this
probability.

Data and Methods

Data

In line with previous research, the main data source for constructing our measure of
idiosyncratic shocks to local dominant banks is BankScope—Bureau van Dijk. From
BankScope, we retrieve data for all EU banks from 1994 to 2023. Some banks present
both consolidated and unconsolidated accounts. To eliminate double entries, we keep
only those bankswith the consolidation codes C1 (consolidated and companion is not
on the disc), C2 (consolidated and companion is on the disc), U1 (unconsolidated and
companion is not on the disc, or if the bank does not publish consolidated accounts),
and U2 (aggregated statements with no companion). Furthermore, we eliminate all
entries with missing operating income, which we use to order the banks by size. We
use observations on bank holding companies, commercial banks, cooperative banks,
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fintech banks, and savings banks to represent the banking industry as a whole. We
ended with 42,622 bank-year observations.

Country-Level GDP Growth and Bank Z-Score

The primary dependent variable in our analysis is EU country-level GDP growth.
We collect annual real GDP per capita from the EUROSTAT. Following Biswas
et al. (2017), we calculate state GDP growth as the annual log change in the real
GDP per capita. We use country GDP growth to identify granular EU countries, i.e.,
those countries where local dominant banks matter. Then, we relate our measure of
idiosyncratic shocks at local dominant banks to a measure of EU banking system
stability. To this end, we supplement our analyses using as a dependent variable the
country Bank Z-score indicator fromOECD, capturing the probability of default of a
country’s commercial banking system (capitalization and returns) with the volatility
of those returns. It is estimated as (ROA+ (equity/assets))/sd(ROA), where sd(ROA)
is the standard deviation of ROA, calculated for country-years with no less than five
bank-level observations; ROA, equity, and assets are country-level aggregate figures.

Measurement of Locally Dominant Banks

We classify locally dominant banks as those banks that are the largest top 25%
in their EU country based on annual total operating income. In each country and
year, locally dominant banks are banks whose total operating income is in the top
quartile of last year’s total operating income distribution. Although ourmain findings
are not sensitive to the quartile cutoff, we use this cutoff to have enough locally
dominant banks per country. Further, choosing locally dominant banks based on the
size distribution, as opposed to fixing a specific number of banks per country, assures
that we are not overestimating (or underestimating) the economic effects of banks in
countries with a small (or large) number of banks. Finally, to ensure that our results
are not driven by the economic effects of nationally large banks, as documented in
Gabaix (2011), we drop the top 5% largest banks in each EU country-year from the
sample of locally dominant banks, which we assume are EU dominant banks.

Identification of Local Bank Idiosyncratic Shocks

We follow Gabaix (2011), Blank et al. (2009), and Jannati et al. (2020) to compute
idiosyncratic productivity shocks to locally dominant banks. In particular, we first
measure a bank’s productivity growth as the inverse cost-to-income ratio growth rate
for bank i at time t. Specifically,
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gj,i,t = zi,j,t − zi,j,t−1 (14.1)

where, zi,j,t=ln
(
cost-to-incomei,j,t

)
, and cost-to-incomei,j,t is the cost-to-income ratio

of bank i, headquartered in country j, at time t.
Next, we subtract from the bank productivity growth the average productivity

growth of all banks headquartered in country j. That is, we measure idiosyncratic
shocks as,

ξi,j,t = gi,j,t- K
-1

∑
K

gi,j,t (14.2)

where, K is the total number of banks headquartered in country j at time t. By
subtracting the average productivity growth, we can isolate the cost-to-income
component specific to the bank. Finally, we compute a weighted average of shocks
to all locally dominant banks for each country. We denote this measure by 	, which
takes the following form for country j in year t,

	j,t=
∑

Lj

(
Si,j,t−1

Sj,t−1

)
ξi,j,t (14.3)

where, Lj is the total number of locally dominant banks in country j. Following
BBN2009 and BN2011, we scale ξi,j,t using the ratio of the bank’s total operating
income to the aggregate domestic banks’ total operating income. Consistent with
Gabaix (2011) terminology, we refer 	jt to as the “local bank granular residual”.
This local bank granular residual is our main variable of interest, and our goal is to
examine the economic impact of 	jt on the country economic fluctuations.

Summary Statistics

We report the summary statistics of our main variables in Table 14.1. Specifically,
Table 14.1 shows the operating income, cost-to-income ratio, annual productivity
growth, granular residual, annual number of firms, annual GDP growth and bank
z-score in each country throughout the sample period.

Which EU Countries Are Bank Granular?

To identify which countries are granular, we follow themethodology used by Jannatti
et al. (2020). The main difference between them and our approach is that we iden-
tify granular countries by looking at local dominant banks while they look at local
dominant firms. We separate European countries into two categories: (1) granular
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countries, that is, countries whose economies are affected by the productivity shocks
to the locally dominant banks, and (2) non-granular countries.

Identification of Bank Granular EU Countries

Wedeterminewhether shocks to locally dominant banks explain the economic growth
of their home countries by estimating country-level regressions. In particular, for each
country, we regress its GDP growth on the current and lagged value of its granular
residual from Eq. (14.3). That is,

GDP Growthj,t = α + β1	jt + β2	jt−1+ ∈j,t (14.4)

The purpose of estimating the above regression is to obtain the estimated R2s,
which will inform us about the statistical power of the local bank granular residuals
at time t and t–1, 	jt and 	jt–1, in explaining the country’s GDP fluctuations. As per
Jannatti et al. (2020), we consider “granular countries”, with an estimated R2s above
8%. The results of the estimation of Eq. (14.4) for the granular states are reported in
Table 14.2.

We find that for 16 countries out of EU27, the granular residuals of the locally
dominant banks can explain a relevant portion of the country’s GDP growth. These
countries are Lithuania, Finland, Latvia, Italy, Sweden, Cyprus, Belgium, Czechia,
Malta, Slovakia, Luxembourg, Portugal, Greece, Spain, Romania, and France.
Specifically, the granular residuals explain a percentage of the GDP growth ranging
from 82% for Lithuania to 9.6% for Germany.

In Fig. 14.1, we show the geographic distribution of the granular countries. Ccoun-
tries where locally dominant banks have higher economic effects (based on the esti-
mated R2) are shown in a darker shade. From the geographic distribution of granular
countries, we see that countries for which the banking granular residual explains
a significant part of national GDP growth are not necessarily the largest and most
economically relevant countries in the EU27.

This figure presents the geographic distribution of EU granular countries. Specifi-
cally, productivity shocks to locally dominant banks in the identified countries explain
more than 8% of the country’s GDP growth. Countries where locally dominant banks
have a larger economic impact are depicted in a darker shade color. Locally dominant
banks per country are defined as banks that, after excluding the top 5% EU banks,
are in the top quartile of the country’s size distribution, where size is the prior year’s
bank operating income. A country’s GDP growth is the log change of the country’s
real GDP per capita. Bank data are from BankScope—Bureau Van Dijk. Real GDP
per capita information is from EUROSTAT. The sample period is from 2004 to 2022.
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Table 14.2 Identification of EU granular countries

Country 	τ 	τ−1 R2 (%) Adj. R2 (%) Average GDP growth (%)

LT −0.170*** −0.263*** 82.4 76.5 7.45

(−6.09) (−12.54)

FI 0.236*** 0.057* 57.0 49.8 2.97

(6.96) (1.94)

LV −0.146 −0.668** 42.1 29.3 6.93

(−0.74) (−2.74)

IT −0.923* 0.465 36.0 26.2 1.64

(−1.92) (1.14)

SE −1.412* −0.695 32.0 21.5 3.66

(−2.06) (−0.96)

CY −0.236* 0.005 30.2 14.7 3.83

(−2.20) (0.04)

BE −0.135** 0.137*** 27.5 16.3 3.52

(−2.92) (3.08)

CZ −0.099*** −0.075** 20.1 7.8 5.77

(−3.07) (−2.85)

MT 0.060 0.269** 19.8 3.8 7.58

(0.78) (2.62)

SK 0.133 0.505 19.6 6.2 6.40

(0.63) (1.27)

LU −0.016 0.007*** 17.2 4.5 5.75

(−0.78) (4.27)

PT 0.170 −0.078 17.0 3.2 2.62

(0.91) (−0.55)

GR 0.205 0.073 17.0 3.1 0.43

(1.52) (0.58)

ES −0.306* −0.016 11.2 −2.4 2.34

(−2.07) (−0.11)

RO 0.239** −0.055 10.5 −3.3 8.30

(2.44) (−0.44)

(continued)



14 Shocks at Local Banks, EU GDP Growth, and Banking Sector Stability 271

Table 14.2 (continued)

Country 	τ 	τ−1 R2 (%) Adj. R2 (%) Average GDP growth (%)

FR 0.018 0.093 9.6 −4.3 2.43

(0.42) (1.24)

This table shows EU countries in which productivity shocks to locally dominant banks explain over
8% of the country’s GDP growth. Countries are ranked based on the estimated R2 from time-series
regressions with country GDP growth as the dependent variable (Eq. (14.4)). 	jt and 	jt–1, are the
independent variables, and are equal to the granular residual of locally dominant banks at time t and
t − 1, respectively. Locally dominant banks per country are defined as banks that, after excluding
the top 5% EU banks, are in the top-quartile of the country’s size distribution, where size is the prior
year’s bank operating income. A country GDP growth is the log change of the country’s real GDP
per capita. Bank data are from BankScope—Bureau Van Dijk. Real GDP per capita information is
from EUROSTAT. The sample period is from 2004 to 2022. White robust t-statistics are reported
in parentheses below the coefficient estimates

Fig. 14.1 Geographic distribution of EU granular countries
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Characteristics of Locally Dominant Banks

In this section, we look closely at the sample of locally dominant banks in the
granular countries. In Table 14.3, we report some relevant characteristics of the
locally dominant banks and compare them with those of other domestic local non-
dominant banks. Panels A and B report the average number of locally dominant and
non-dominant banks, along with their operating income and cost-to-income ratio.

Table 14.3 Summary statistics of granular countries

Panel A: locally dominant banks Panel A: non-locally dominant banks

(1) (2) (3) (4) (5) (6) (7)

Country Number of
firms

Operating
income

Cost to
income

Number of
firms

Operating
income

Cost to
income

AT 68.43 73,191 69.00 254.02 5,353 73.86

CY 8.64 3,162,095 63.86 32.85 199,565 74.76

CZ 6.32 554,176 70.50 23.10 91,138 62.94

DE 5.19 1,102,303 47.55 18.97 159,931 23.82

DK 22.77 2,076,518 68.06 84.90 83,963 74.82

EE 23.91 232,019 62.47 88.86 21,716 68.10

ES 44.24 1,424,503 54.05 163.72 198,095 23.54

FI 2.63 2,886,562 50.11 9.31 989,530 64.30

GR 4.31 471,009 53.03 16.63 71,607 75.27

HU 3.67 1,138,830 63.08 13.40 202,551 81.30

IE 61.75 368,390 65.93 228.35 28,435 75.75

IT 1.74 268,434 49.07 5.37 115,532 61.85

LT 8.67 569,466 59.34 32.75 68,578 n.a

LU 2.94 167,643 46.74 10.99 60,540 74.60

LV 3.21 213,909 59.47 10.19 47,044 58.00

MT 23.32 529,298 65.75 87.61 28,911 69.31

PL 20.98 507,119 64.69 76.47 52,224 71.96

RO 3.76 740,842 52.87 14.91 174,452 108.17

SE 17.34 683,861 58.83 64.36 36,794 57.82

SK 2.60 755,976 55.82 9.49 278,946 58.97

This table presents summary statistics of firms headquartered in the granular countries. Column (1)
shows the granular countries, identified in Table 14.2. Columns (2) and (5) show the an-nual average
number of locally dominant and non-dominant banks per country. Columns (3) and (6) show the
annual average of banks’ operating income. Columns (4) and (7) show the annual average of banks’
cost-to-income. Locally dominant banks per country are defined as banks that, after excluding the
top 5% EU banks, are in the top-quartile of the country’s size distribution, where size is the prior
year’s bank operating income. Operating income data are in thousands of euros. Bank data are from
BankScope—Bureau Van Dijk. The sample period is from 2004 to 2022
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The average number of locally dominant banks in the granular states is about
one-fourth of the non-dominant ones by design. However, on average, the operating
income and the cost-to-income ratio of locally dominant banks are more than ten
times larger than those of non-dominant banks. For example, while there are only
22 locally dominant banks in ES (compared to 84 non-dominant banks), the average
operating income of these banks is 2,076 million euros. In contrast the average
operating income of the non-dominant banks is only 83 euros million. Collectively,
the evidence in Table 14.3 suggests that we can identify banks that are important for
the local economy.

Locally Dominant Banks, EU GDP Growth, and EU Bank Z
Score

In this section, we examine whether shocks to locally dominant banks in granular
countries have any aggregate effects. In particular, we examine the aggregate impact
of locally dominant banks in the granular countries on theEU27economy. In addition,
we compare the predictive power of locally dominant banks with the economic
power of the dominant banks at the European level. To perform this analysis, we run
two sets of regressions similar to the regression of Eq. (14.4), with the dependent
variable being the GDP growth of the EU27, whichwe use as ameasure for aggregate
macroeconomic fluctuations, and the OECD EU27 Bank Z-score, which we use as a
measure of the soundness and stability of the EU financial system. These results are
reported in Table 14.4.

In Column (1), we report the estimation results of the predictive power of the
productivity shocks of the dominant banks at the European level on the EU27 GDP
growth. Our results suggest that shocks of EU dominant banks (top 5% by size in EU)
explain 78.2% of EU27 GDP growth (dominant at time t, coeff = 0.622*** with t-
statistic= 25.74); dominant at t− 1= 2.158***, t-statistic= 20.14). In Column (2),
we report the same evidence with regard to locally dominant banks: results indicate
that shocks of local dominant banks also matter (local dominant at time t, coeff =
0.125**with t-statistic=2.29). Reasonably, the effect of local dominant banks onEU
GDP growth appears significantly lower than that of EU dominant banks. In Column
(3), we quantify the cumulative explanatory power of banks dominant at the country
and European level. Specifically, we estimate a regression that includes the granular
residuals of the banks locally dominant and dominant at the European level. We
find the same evidence when we consider the joint effects of locally dominant and
dominant at the European level.

We step forward in Columns (4) to (6), where we move to investigate the effect
of EU and local dominant banks on the stability of the EU financial system. More in
detail, our dependent variable is now the EU Bank Z-score, measuring the soundness
of the EU27 financial system.While we expect positive coefficients for relationships
between granular residuals and economic growth, we predict negative coefficients
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Table 14.4 Locally dominant banks, EU GDP growth, and EU bank Z score

EU GDP Growth EU Bank Z-Score

(1) (2) (3) (4) (5) (6)

EU
dominant
banks

EU locally
dominant
banks

(1) + (2) EU dominant
banks

EU locally
dominant
banks

(4) + (5)

EU
dominant
banks 	t

0.622*** 0.622*** −3.200 −3.075

(25.74) (22.98) (−1.59) (−1.50)

EU
dominant
banks 	t−1

2.158*** 2.165*** −2.200*** −2.282***

(20.14) (20.12) (−3.86) (−4.03)

EU locally
dom banks
	j,t

0.125** −0.009 −0.728 −0.278

(2.29) (−0.24) (−0.73) (−0.28)

EU locally
dom banks
	j,t−1

0.021 0.012** −0.139* −0.168**

(0.79) (2.00) (−1.76) (−2.33)

R2 78.2 0.9 78.3 1.7 0.2 1.8

Adj R2 78.1 0.2 78.0 0.9 0.5 0.4

This table presents the estimates of times-series regressions, where the EU GDP growth and the EU
Bank Z-Score are the dependent variable in model (1)–(3) and (4)–(6) respectively. In column (1)
and (4) the dependent variables are EU Dominant Banks 	t and EU Dominant Banks 	t-1, where
EU Dominant Banks 	t is the granular residual of the dominant banks in EU. In column (2) and
(5) the dependent variables are EU Locally Dom Banks 	j,t EU Locally Dom Banks 	j,t–1, EU
Locally DomBanks 	j,t is the granular residual of locally dominant banks in the granular countries.
In column (3) and (6), the dependent variables are all the four aforementioned variables. The EU
dominant banks are the largest top 5% EU banks. Locally dominant banks per country are defined
as banks that, after excluding the top 5% EU banks, are in the top-quartile of the country’s size
distribution, where size is the prior year’s bank operating income. Granular countries are identified
in Table 14.2. Bank data are from BankScope—Bureau Van Dijk. The sample period is from 2004
to 2022. White robust t-statistics are reported in parentheses below the coefficient estimates

when the dependent variable is a default probability. We show that across all speci-
fications, shocks of both EU and locally dominant banks matter in determining the
implicit default probability of the EU banking system.

Summary and Conclusions

Existing research shows that adverse shocks to large financial institutions impact
macroeconomic fluctuations and the soundness of the banking system. In this chapter,
we change the angle and ask whether shocks originating at local but dominating
banks also matter. To answer this question, we identify locally dominant banks that
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have a substantial impact on their local macroeconomic environment and construct a
measure of idiosyncratic shocks at dominant local banks. We then show that idiosyn-
cratic shocks at local dominant banks impact EU GDP Growth and EU banking
system stability. We contribute by showing that local dominant banks also matter.
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Chapter 15
How Does NPLs Securitization Affect EU
Banks’ Systemic Risk?
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Abstract This chapter contributes to the growing debate on the NPLs issue by
addressing the challenges leading to financial stability and promoting the NPLs reso-
lution plans for EU banks. Our main hypothesis is a U-shaped relationship between
the NPLs securitizations and the systemic risk. We find that the maximum amount of
NPLs securitization performed by EUbanks tominimize the contribution to systemic
risk shifts about Global systemic important banks (G-SIB) designation and country
risk. The bank’s contribution to systemic risk lies in the involvement of the bank in
this instrument and not in its features. Our results contribute to the ongoing debate
on the important issue of designing suitable systemic risk indicators that act as Early
Warning Systems (EWS) for predicting incoming financial crises. Evaluating the
bank’s contribution to systemic risk is important to take into account the bank’s
exposure to NPL securitization.
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Introduction

Preserving financial stability, and thereby supporting sustainable growth, requires
the continued monitoring of developments in the global financial system. The recent
financial turmoil has exacerbated the issue of the financial stability of the banking
system. The collapse of important financial institutions has raised questions about
the involvement of the banking sector in the propagation of the financial crisis. The
large stock of non-performing loans (NPLs) has been and still is a pressing finan-
cial stability issue for the euro area (Fell et al. 2017). A high NPLs volume may
cause micro-prudential and macro-prudential problems. From the micro-prudential
point of view, the high volume of NPLs reduces the profitability and efficiency of
the banks whereas, from the macro-prudential point of view, the amount of NPLs
impacts economic growth by reducing the capability of banks to provide new lending.
Furthermore, the banking sector’s resilience to shock is harmed, which leads to an
increase in systemic risk (EBA 2018). A wide range of possible resolution options
to address the NPLs’ problems have involved on- and off-balance sheet approaches,
with the former involving the internal workout of NPLs, whereas the latter involves
outright sales to investors (Grodzicki et al. 2015). Specifically, bank NPLs securi-
tization is the process whereby distressed loans are pooled together into tradable
securities, named Asset-Backed Securities (ABS), and sold to the investors. The
possibility of transforming a distressed loan into tradable security allows for trans-
ferring the risks of the distressed loans to the market. For this reason, the effect of an
NPLs securitization on the systemic risk could be twofold. On the one hand, NPLs
securitization could enhance banks’ risk appetite as they could find this tool as a good
deal to sell distressed loans to the market. From this perspective, the securitization
of bad loans could incentivize banks to reduce lending standards and thus, threaten
financial stability and systemic risk. All this together is the basis of an unbalanced
and fragile financial system. On the other hand, NPLs securitization allows banks
to hold less risk and manage credit risk more effectively. Therefore, it provides a
mechanism where the risks of distressed loans, concentrated in a bank, could be
transferred and dispersed to the investors. NPLs securitization could operate as a
means through which the risk is distributed on the market and thus it could make the
financial system more stable and resilient.

This chapter aims to study the relationship between NPLs securitization and
systemic risk to understand the logic behind the resolution plans of EU banks and
the incentives of the supervisory authorities to develop and promote the use of this
tool. The issuance of NPLs securitization might initially help the banks reduce their
systemic risk by providing benefits related to liquidity, capital requirements, and
NPLs resolutions. However, the nature of this relationship may change when a bank
increases the use of this particular instrument. An increase in the NPLs securitization
may be translated by the financial market as huge exposures of banks in distressed
loans, ex-ante wrong assessment of the credit risk, and excessive risk-taking. All
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this together would be translated into a change in the relationship between the NPL
securitization and the systemic risk. An increase in the use of NPLs securitizations
beyond a certain levelwould imply an increase in systemic risk related to the problems
explained above.

This study makes several contributions to the literature. First, we extend the very
scarce literature on the impact of NPLs securitizations on systemic risk (Vuković and
Domazet 2013; Pedisic 2019). The paper examines the effect of NPLs resolution plan
on systemic risk and evaluates the effectiveness of theNPLsmanagement on financial
stability. NPLs securitization is widely used in the EU context because of the need to
manage the stocks of NPLs in the banking system. It appears important to understand
how they impact the systemic risk for financial stability issues. Second, the study tests
the hypothesis of a quadratic relationship between the systemic risk and the NPLs
securitizations that allows calculating of a threshold beyond or belowwhich the use of
NPLs securitizationmay be a detrimental tool for financial stability. To the best of our
knowledge, this hypothesis has never been tested for NPLs securitizations. Only the
paper of (Arif 2020) has tested the hypothesis for the covered bond and securitization
market. However, we differentiate from this paper because we investigate the effect
of a particular type of securitization on systemic risk. Third, our chapter contributes
to the ongoing debate on the important issue of designing suitable systemic risk
indicators that act as EarlyWarning Systems (EWS) for predicting incomingfinancial
crises. Assessing the impact of NPLs securitization on the contribution to systemic
risk provides empirical evidence on the real impact of the propagation of bank’s risk
on the financial system and, thus, on the effectiveness of the risk transferring process
in the financial markets via securitizations. Finally, we construct an original dataset
in which we include the main characteristics of the NPLs securitizations.We analyze
a sample of EU banks during the period 2012–2020. We include in our sample 35
EU banks that have performed 133 NPLs securitizations.

We report different key results. First, it holds a U-shape relationship between
systemic risk and NPLs securitizations implying that, though the initial positive
effects of NPLs securitization on the systemic risk, the greater involvement of the
banks in theNPLs resolution plans via securitizations exacerbates the bank’s systemic
risk and damages the financial stability. Therefore, the banks heavily involved in the
NPLs securitization market experience greater exposure to a potential financial crisis
and maybe a propagation mechanism of the individual financial crisis. Second, we
identify the threshold below which the NPLs securitization is a good tool to transfer
distressed loans to institutional investors but above this threshold, the issuance of
an NPLs securitization is detrimental to bank systemic risk. On average, the secu-
ritizations performed by banks in our sample are well above the maximum amount
identified by the empirical model. The only banks showing, on average, NPL secu-
ritizations lower than the estimated average are the Global Systemically Important
Banks (G-SIB) in Portugal, Ireland, Italy,Greece, and Spain (PIIGS countries). These
findings underline that the main problem lies in the way in which this instrument is
used and not in the features of the tool itself. Shedding light on the effect of NPLs
divestitures on financial stability could provide useful information on the determi-
nants of financial contagion and, at the same time, on the involvement of the bank
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sector in the propagation of financial crises. This information may act as EWS and,
thus, can be incorporated into systemic risk indicators to predict financial crises.

The rest of the chapter is organized as follows. In the next section, we review
the relevant literature and develop our hypotheses. Section “Data and Methodology”
presents our methodology and data. Our empirical results are in section “Empirical
Results”. Section “Robustness” verifies the robustness of our empirical analysis and
section “Conclusion” concludes.

Literature Review

Despite the rapid development of securitizations as a tool to solve the NPLs prob-
lems in EU banks, the dynamics of the relationship betweenNPLs securitizations and
systemic risk have been partially unexplored. The very scarce literature examining
the effects of the NPLs resolution plans on systemic risk (Vuković and Domazet
2013; Pedisic 2019) has underlined the important role played by the NPLs reduction
measures on systemic risk. Vuković and Domazet (2013), focusing on macroeco-
nomic contagion with non-performing loans and the infection of the financial sector
with non-performing loans, find that the NPLs are the main generator of systemic
risk in the financial and real sectors of Serbia. Pedisic (2019) highlights that the NPLs
reduction measures and the statutory framework affect the EU systemic risk.

Despite the very few studies focusing on the impact of NPLs securitization on
the systemic risk in EU banks, our chapter can be related to the literature examining
the use of securitization and its impact on the banks’ systemic risk. In this direction,
different studies have analyzed the issue of financial stability related to the use of
credit derivatives, especially in the aftermath of the US financial crisis. The advent of
the US financial crisis has changed the previous positive role associated with credit
derivatives in supporting financial stability (Wagner and Marsh 2006; Loutskina
2011) and in managing and diversifying effectively the credit risk portfolio of banks
(Cebenoyan and Strahan 2004; Duffie 2008). The US financial crisis has highlighted
that securitization may undermine financial stability by weakening the bank’s credit
standards and increasing risk-taking (Diamond 1984; Chiesa 2008; Minton et al.
2009; Keys et al. 2010; Kara et al. 2016) and by increasing the complexity of the
financial markets and reduced the monitoring role of US banks (Halili et al. 2021).
In the aftermath of the US financial crisis, several studies have demonstrated the
negative impact of credit derivatives on financial stability. Specifically, focusing on
the Italian listed banks, Battaglia and Gallo (2013) show that the use of securitization
increases the expected losses in case of extreme events. They add that the impact of
securitization on systemic risk does not change with the inception of the financial
crisis by concluding that there is a severe implication of securitization for financial
stability both before and after the financial crisis. Focusing on US banks’ contri-
bution to systemic risk, Mayordomo et al. (2014) find that the impact of financial
derivatives on systemic risk differs among the types of financial derivatives. There is
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a positive association between systemic risk and foreign exchange and credit deriva-
tives and a negative association between systemic risk and interest rate derivatives.
Furthermore, the NPLs and leverage ratios have a stronger impact on systemic risk
than financial derivatives. Studying the impact of bank competition in the run-up
to the 2007–2009 crisis on the banks’ systemic risk, Altunbas et al. (2022) high-
light that the use of securitization acts as a transmission mechanism channel and
exacerbates the effects of market power on the systemic dimension of bank risk.
Ivanov and Jiang (2020) underline the different roles of the underlying assets on
systemic risk by showing that systemic risk is more sensitive to the securitization of
residential mortgages. Finally, Arif (2020) explains the negative and positive asso-
ciation between the use of securitization and systemic risk through the theory of the
“scalability view” of securitization suggesting the impact of the securitization on the
systemic risk depends on the involvement of the bank in this market. On the same
line, the paper of Mazzocchetti et al. (2020), by developing an agent-based model
including the securitization position of banks, highlights that the involvement of a
bank in securitizations weakens the financial stability of banks with relevant effects
on different sectors of the economy.

Based on this literature, several assumptions can be made to build the conceptual
framework of this study. Previous theories have underlined that the use of securitiza-
tion made banks more resilient and, thus, reduced systemic risk (Greenspan 2005).
The development of NPLs securitization has provided banks with a range of flexible
instruments for selling distressed loans, transferring loan risk, and managing credit
risk. The use of NPLs securitizations has helped to mitigate informational prob-
lems and acted as a mechanism to clean up the bank’s balance sheet resulting in an
increase in credit supply and a reduction of systemic risk. Therefore, our hypothesis
is a negative association between NPLs securitization and systemic risk. Neverthe-
less, securitization creates an alternative funding source for banks that is less stable
if compared to deposits. This may increase systemic risk because the banks are more
vulnerable to changes in financial markets (Loutskina 2011; Laeven et al. 2016).
Also, the view that banks reduce the credit standards and increase risk-taking may
turn the relationship between systemic risk and NPLs securitization. The excessive
involvement of a bank in NPLs securitizations could result in the weakening of
the bank’s credit standards and increasing risk-taking. Against this backdrop, the
following hypotheses hold:

H1: There exists a quadratic relationship betweenNPL securitization and systemic
risk.

H2: There is a threshold beyond or below which the issuance of NPLs
securitizations reduces the systemic risk.
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Our chapter is also closely related to the literature studying the determinants
of systemic risk. Previous literature has used several bank-specific factors (Laeven
et al. 2016; Bostandzic and Weiß 2018; Brunnermeier et al. 2020; Mazzocchetti
et al. 2020) to evaluate how these can affect financial instabilities within the financial
system. Brunnermeier et al. (2020) show a positive association between noninterest
income and the total systemic risk of U.S. banks. Laeven et al. (2016) underline the
role of bank size on systemic risk showing that, in EU and U.S. banks, the systemic
risk grows with bank size and is inversely related to bank capital, and this effect
exists above and beyond the effect of bank size and capital on standalone bank risk.
Bostandzic and Weiß (2018) by investigating the reasons why some banks are more
exposed and contribute more to systemic risk in the global financial system find that
the quality of loan portfolio and the interconnectedness with the rest of the global
financial system increase the contribution to the global systemic risk. Furthermore,
they show that the average exposure of banks to systemic risk decreases in response
to the higher capital regulations.

In light of the above literature, the threshold previously identified may be affected
by different factors such as the complexity of the financial system, the country’s
financial condition, and the bank’s network (Bakkar and Nyola 2021). These factors
may increase the contribution of a bank to systemic risk. Therefore, we formulate
our third hypothesis as follows:

H3: NPL, country, and bank characteristics change the threshold that minimizes
the systemic risk of EU banks.

Data and Methodology

Data

To investigate the relationship between the NPLs securitizations and the systemic
risk, we use a Panel of quarterly data spanning between Q1 2012–Q3 2020 for 35
EU-listed banks. This study focuses on European banks because they are the most
active players in theNPLsmarket (EBA2019). It has deep roots in Europe, especially
in Portugal, Ireland, Italy, Greece, and Portugal (PIIGS countries).

Our analysis uses data coming from multiple sources. First of all, we collect
data regarding SRISK and LRMES from V-lab maintained by the NY Stern Busi-
ness School.1 After identifying the banks with data on the V-lab website, we check
Debtwire’s NPL Coverage database and, one by one, the website of each bank to
collect information about the NPLs securitizations.2 Bank-level data, comprising the
information from the financial statements, are obtained from Datastream. Non-listed
banks are excluded from the sample. Banks with missing information about total

1 https://vlab.stern.nyu.edu/welcome/srisk.
2 Only for the Italian banks, we use the Securitization website (www.securitisation.it/index.htm) in
which we can collect information about the securitizations performed by Italian banks.

https://vlab.stern.nyu.edu/welcome/srisk
http://www.securitisation.it/index.htm
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assets, loans, and non-performing loan ratios are also excluded. All the variables
are winsorized at a 1% level. Specifically, we replace all the data points less than
the 1st percentile of each variable equal to the 1st percentile and all the data points
exceeding the 99th percentile equal to the 99th percentile, thereby excluding extreme
observations from the sample.

Table 15.7 in the appendix reports a detailed description of our variables whereas
Table 15.1 provides the descriptive statistics of the dependent variables (Panel A)
and independent variables divided by variable of interest and NPLs-specific char-
acteristics (Panel B) and control variables (Panel C). Furthermore, Table 15.8 in
the appendix provides detailed descriptive statistics of our dependent variables and
variables of interest.

Table 15.1 Descriptive statistics

Mean Median Std Min Max

Panel A: Dependent variable- Bank’s level systemic risk

SRISK (%) 25.98 19.75 26.07 0 100

LRMES 46.98 48.21 13.36 −6.1 89.13

Panel B: Variable of interest-NPLs securitizations

Securitization of NPLs 1,560 1,000 1,680 15 11,000

Number of deals 2.55 2 1.75 1 11

Guarantee 14

Type of loans

CRE 29

Consumer 21

Corporate 22

Legacy 2

Mixed 19

Mortgage 34

Shipping 6

Panel C: Control variables

Banks size 19.57 19.49 1.54 16.45 22.59

Funding structure 48.9 48.33 16.83 5.92 96.6

Leverage 0.43 0.05 7.35 0 1.42

Capital adequacy 12.72 12.78 3.87 −7.3 27.9

NPL ratio 7.89 4.1 10.48 1.03 64.07

ROA 0.54 0.61 1.29 −12.4 4.99

Stock Price volatility 31.84 29.48 11.32 10.92 70.5

Sovereign CDS spread 703.4 48.5 455.9 5.95 3703.5
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In line with the previous literature, as a dependent variable, we use two
different measures of systemic risk: SRISK and Long-run marginal expected short-
fall (LRMES) (Laeven et al. 2016; Arif 2020; Halili et al. 2021). First, we use the
SRISKwhichmeasures the systemic risk contribution of a financial firm to the overall
systemic risk. The systemic contribution of EU banks to the overall systemic risk
ranged from 0 to 100%. On average, the EU banks show a systemic risk contribution
of 25%. This indicates that banks will need around 25% of capital to cover the losses
in case of a decline in the market index. The second measure of systemic risk is
the LRMES which indicates the decline in equity values to be expected if there is
a financial crisis. The analysis of the LRMES shows that the values ranged from −
6.10% to 83.13%. On average, the equity values of EU banks will decline by around
47% in case of a financial crisis. The country-level data of our systemic risk variables
shows that the SRISK is lower for banks in PIIGS countries whereas the LMRES
is more or less equal across the countries. Therefore, the systemic risk contribution
of a bank in PIIGS countries to the overall systemic risk is lower than in other EU
countries, whereas the decline in equity values in case of the financial crisis in banks
in PIIGS countries is in line with the EU average.

Focusing on our variable of interest, Table 15.1 shows that the NPL securitization
values ranged fromUSD 15million to 11,000 USDmillion. The country-level values
of NPLs securitization show that the most active banks in the NPLs market are those
in PIIGS countries performing more than 33,998 USD million. The total gross book
value (GBV) of NPLs securitizations performed by Italian banks is the highest (GBV
of 14, 835 USD million) among EU banks immediately followed by Greek banks
(GBV of 9,150 USD million). The Danish, Austrian and Norwegian banks have
performed a lower amount of NPLs securitization compared to the other EU banks.
The NPL-specific variables indicate that the EU banks, on average, have performed
more than 2 NPLs securitizations. The maximum number of deals performed by one
bank is 11 over the analysis period. Among the 133 NPL securitizations announced
by EU banks, 14 are guaranteed by the government. In particular, the State-backed
guarantee is from the Italian and Greek governments.3 Different types of loans are
the object of NPLs securitization. Based on a quantitative approach, in EU banks,
21.60% of the collateral are Commercial Real Estate (CRE) loans, 15.79% consumer
loans, 16.54% corporate loans, 1.50% legacy loans, 14.29% mixed loans,4 25.56%
mortgage loans and 4.51% shipping loans.

3 In Italy, the public scheme that guarantees the senior tranche of NPL securitization is named
GACS- Garanzia sulla Cartolarizzazione delle Sofferenze whereas in Greece, it is namedHercules.
4 The mixed loans represent a mixture of the other loan types in an unknown proportion.
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Empirical Methodology

This chapter aims to study the relationship betweenNPLs securitization issuance and
bank stability and investigates the possible non-linearity in the target relationship.
The main idea is that the relationship may vary with the level of involvement of a
bank in the issuance of NPLs securitizations.

The issuance ofNPL securitization can initially assist banks inmitigating systemic
risk by offering advantages such as enhanced liquidity, meeting capital requirements,
and facilitating NPL resolutions. However, the dynamics of this relationship may
shift as a bank increases its use of this specific financial instrument. The financial
market may interpret a rise in NPLs securitization as a sign of substantial bank
exposure to distressed loans, potential errors in the ex-ante assessment of credit
risk, and excessive risk-taking. These factors alter the correlation between NPL
securitization and systemic risk. Beyond a certain threshold, an escalation in the
use of NPLs securitizations implies an increase in systemic risk, attributed to the
outlined issues. For these reasons, we examine a quadratic relationship between
NPLs securitization and systemic risk. The extent of a bank’s involvement in NPLs
securitizations may influence systemic risk dynamics. EU banks derive systemic risk
benefits up to a specific level of NPLs securitizations; however, surpassing this level
results in drawbacks for EU banks engaged in further NPLs securitizations.

To mitigate potential endogeneity concerns,5 we estimate our model employing
the system GMM instrumental variables approach suggested by (Arellano and Bond
1991) and (Arellano and Bover 1995). We run two specification tests. The first is
the Hansen test of over-identifying restrictions, which examines the validity of the
instruments by analyzing the sample analog of the moment conditions used in the
estimation procedure. The second test is the AR2 test (Arellano and Bond 1991)
for the hypothesis of no autocorrelation in the error term where the presence of
second-order autocorrelation in the differenced residuals implies that the estimates
are inconsistent. The applied model is the following regression model:

SRISKi,t =α + β ∗ SRISKi,t−1 + γ ∗ NPLsSec i,t

+ δ ∗ NPLs2Sec i,t + ∗PIIGS ∗ NPLsSec i,t

+ θ ∗ G − SIBs ∗ NPLsSec i,t + ϑ ∗ Zi,t + μ ∗ Xi,t−1

+ τ ∗ SovereignCDSj,t + ε (15.1)

where the dependent variable, SRISKi,t−1, is the systemic risk measure of the ith
bank in period t–1, NPLsSeci,t is a variable that measures the ith bank’s GBV of
NPLs securitization at the time t.

To measure the systemic risk, we employ various proxies, with the primary
measure being SRISK, which is calculated by V-Lab at the NY Stern Business

5 Endogeneity might arise, for example, from inverse causality between some of the covariates or
because of omitted variable bias.
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School.6 SRISK assesses the capital required by a bank in the event of a 40%market
index decline over six months. The bank’s contribution to systemic risk is quantified
as its systemic expected shortfall (SES), reflecting its likelihood of being undercapi-
talizedwhen the entire system faces undercapitalization (Acharya et al. 2017). SRISK
represents the bank’s percentage of the financial sector’s capital shortfall, capturing
its sensitivity to a market index decline. As a secondary measure of systemic risk, we
employ LRMES, an extension of the Marginal Expected Shortfall (MES) introduced
by Acharya et al. (2012). While MES serves as a short-term indicator, LRMES func-
tions as a long-term indicator by categorizing a crisis as a 40% decline in the market
index over the subsequent six months (Acharya et al. 2012). For these events, the
LMRES is the expected loss of equity value of the firm ith.

Our main interests in Eq. (15.1) are the coefficients onNPLsSeci,t andNPLsSec
2
i,t (γ

and δ). If our hypothesis is verified, wewould observe γ < 0 and δ > 0. In this case, the
function in Eq. (15.1) has a minimum that represents the maximum amount of NPLs
securitizations that a bank can perform to minimize the systemic risk. Furthermore,
we insert two binary variables, the PIIGS indicator,7 and the G-SIBs indicator,8 that
allow us to understand if the impact on systemic risk may change with the bank’s
country and the G-SIBs designation by the Financial Stability Board (FSB).9 We
consider the PIIGS dummy because these countries have been shown to be in an
ongoing systemic crisis by the European Systemic Risk Board (ESRB)10 and the
G-SIBs dummy to understand how the size of the bank can impact the transmission
channel of a systemic crisis. The coefficients ∂ and ε measure the additional effect
on systematic risk when the NPLs securitization is performed by a bank in a PIIGS
country and/or by a G-SIBs bank.

The vector Zi,t includes key characteristics of the NPLs transaction. Our interest
is to verify whether NPL characteristics are more or less conducive to risk-taking
behavior. Thus, the vector Z i,t includes a dummy variable taking value 1 if the NPLs
securitization is guaranteed by the government (only for Italian and Greek banks)
and 0 otherwise, the number of deals for each bank and the type of securitized loan.

The vector Xi,t–1 contains a set of control variables consisting of bank-specific
characteristics. We include indicators of bank size, leverage, capital adequacy, prof-
itability, funding structure, nonperforming loans, and stock price volatility. Finally,
we control for the country risk (SovereignCDSj,t).

After studying the relationship between systemic risk and the use of NPLs secu-
ritization to manage the banks’ NPLs stocks, our focus lies on assessing the quantity

6 https://vlab.stern.nyu.edu/welcome/srisk.
7 The PIIGS indicator is a dummy variable taking the value of 1 if the countries are Portugal, Ireland,
Italy, Greece, and Spain and 0 otherwise.
8 The G-SIBs indicator is a dummy variable taking the value of 1 if the banks are designed as Global
systemically important banks and 0 otherwise.
9 The Financial Stability Board (FSB) defines the Global Systemically Important banks (G-SIBs)
as those companies whose default could cause the blackout of the entire financial and economic
system given the breadth, complexity, and strong systemic connection. See FSB, “Policy Measures
to Address Systemically Important Financial Institutions”, November 2011.
10 For more details, see https://www.esrb.europa.eu/pub/financial-crises/html/index.en.html.

https://vlab.stern.nyu.edu/welcome/srisk
https://www.esrb.europa.eu/pub/financial-crises/html/index.en.html
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Table 15.2 Possible
estimated vertices Scenarios Conditions Estimated Vertex

I scenario PIIGS = 0
G-SIB = 0

NPLs_Sec∗ = − γ
2∗δ

II scenario PIIGS = 1
G-SIB = 0

NPLs_Sec∗ = − γ+ε
2∗δ

III scenario PIIGS = 0
G-SIB = 1

NPLs_Sec∗ = − γ+θ
2∗δ

IV scenario PIIGS = 1
G-SIB = 1

NPLs_Sec∗ = − γ+ε+θ
2∗δ

This table provides the calculation of the possible vertex of the
function in Eq. (15.1). We consider all possible scenarios

of NPLs securitizations necessary for an EU bank to minimize systemic risk. In
case of a U-shaped relationship between NPLs securitizations and systemic risk, we
can assess the optimal level of engagement in NPLs securitizations for minimizing
systemic risk. We need to determine the minimum point of the quadratic model in
Eq. (15.1), computing the first derivative of SRISK as a function of NPLs securiti-
zations and assuming that the first derivative is equal to zero. In symbols, we would
have:

�SRISK

�NPLs_Sec
= γ + 2δ ∗ NPLsSec

∗ + ε ∗ PIIGS + θ ∗ G − SIBs = 0 (15.2)

The systemic risk of a bank varieswith the issuance of securitization if γ �= δ �= 0.
Thevertex (NPLs_Sec∗) of the function inEq. (15.2) changes in relation to the country
in which the bank is based and the G-SIB designation. We can have four possible
scenarios in relation to different conditions. We summarize the calculation of the
vertex of the function in Eq. (15.2) in Table 15.2.

Empirical Results

This section presents the empirical results of various tests. We first run Eq. (15.1)
by including only the variables indicating the NPL securitization position. In the
second model, we add the NPL securitization characteristics and in the third model,
we add the control variables. Overall, the results show the existence of a quadratic
relationship between systemic risk and the use ofNPLs securitizations. Therefore, we
can identify in EU banks a threshold below which the use of the NPLs securitization
can lower the systemic risk. However, above it the NPLs securitization increases the
systemic risk and, thus, the issuance of an NPLs securitization could be detrimental
to financial stability.

Table 15.3 reports the results of the system GMM model with robust standard
errors. In columns (1), (2) and (3) we report the results for the SRISK whereas in
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columns (4), (5) and (6) we report the results for the LRMES. The coefficients of
the NPLs securitization in all specifications are negative and significant, suggesting
a negative relationship between the use of NPLs securitization and the systemic risk
measured by short and long-term indicators. The square term of the NPLs securitiza-
tion is positive and significant in all our specifications suggesting that the issuance of
NPLs securitizations initially helps the bank to control its systemic risk, but this rela-
tionship is reversed when the bank increases its NPLs securitization issuance. These
results endorse our first hypothesisH1. The issuance of NPLs securitizations initially
helps the banks reduce their systemic risk by providingmultiple benefits related to the
management of distressed loans, liquidity, funding cost and risk transfer. However,
the nature of this relationship changes when banks increase their reliance on this
particular instrument. The reliance on ABS may result in main effects: (i) the bank’s
incentive to monitor the loans decreases because the bank can use the securitization
to clean up the balance sheet (Chiesa 2008); (ii) the reduction of banks’ incentives
to work to a more efficient procedure to internally work out NPLs; (iii) the increase
of banks’ risk-taking behavior (Cordella et al. 2018).

In models (2) and (5) we insert in Eq. (15.1) the NPLs characteristics variables
and we find a different effect on SRISK and LRMES. First, the positive effect of
a State-backed guarantee is incorporated only in the long–term implying that the
involvement of the government in the management of NPLs acts as a mitigation
mechanism for systemic risk in the long term (Broccardo andMazzuca 2017; Bolog-
nesi et al. 2020). Second, an increase in the number of NPLs securitizations leads to
a systemic risk reduction, suggesting that the decision of a bank to manage the NPLs
via securitizations is beneficial in terms of contribution to a systemic crisis. Further-
more, the types of impaired loans sold through securitization impact the systemic risk
of EU banks differently. Specifically, the sale of consumer loans narrows the SRISK
indicator more than the sale of Commercial Real Estate (CRE) loans. This difference
in impact may be due to the guarantee that is associated with the CRE loans. They
are a particular type of mortgage secured by a lien on a commercial property. On the
contrary, the sale of residential loans narrows the LRMES indicator more than the
sale of mixed loans. Finally, the results show country and size effects on the systemic
risk. Specifically, the banks in PIIGS countries and designed as G-SIB banks show a
higher LRMES than those in non-PIIGS countries and no G-SIB banks. Taken at face
value, these results provide empirical evidence in favor of the view of (Laeven et al.
2016) that large banks in riskier countries pose excessive systemic risk. However,
the excessive systemic risk is mitigated by the NPL’s resolution plans. The issuance
of NPLs securitization by G-SIB banks and banks in PIIGS countries would narrow
the expected shortfall.

The country and size effects previously identified are absorbed by the banks
and country-specific variables in columns (3) and (6). Indeed, among the control
variables, the coefficients on size and sovereign CDS spreads are shown to be positive
and statistically significant whereas the coefficients on PIIGS countries and G-SIB
banks lose significance. This suggests that the contribution to the overall systemic
risk of a big bank is greater than the contribution to the overall systemic risk of a
small bank (Laeven et al. 2016) and the country risk is incorporated in the systemic
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Table 15.3 System GMM estimates the impact of NPL securitization on systemic risk

Srisk LRMES

(1) (2) (3) (4) (5) (6)

Lag of systemic
risk

1.012***
(0.007)

1.015***
(0.010)

0.945***
(0.030)

0.583***
(0.041)

0.407***
(0.058)

0.119**
(0.054)

NPL
securitization

−0.081**
(0.038)

−0.112***
(0.040)

−0.196**
(0.085)

−0.586***
(0.095)

−0.316**
(0.130)

−0.619***
(0.177)

NPL
securitization
square

0.004**
(0.002)

0.005**
(0.002)

0.008**
(0.004)

0.026***
(0.004)

0.012**
(0.006)

0.033***
(0.009)

Public guarantee 0.001
(0.011)

−0.006
(0.009)

−0.153***
(0.055)

−0.040**
(0.017)

Number of deals −0.063*
(0.036)

−0.186**
(0.074)

−0.262
(0.102)

−0.205*
(0.120)

CRE loans −0.483**
(0.240)

−0.876**
(0.382)

−1.104
(0.812)

0.221
(0.817)

Consumer loans −0.876***
(0.313)

−1.571***
(0.542)

−0.631
(0.779)

1.357
(0.948)

Corporate loans 0.288
(0.278)

0.626
(0.392)

−1.040
(0.912)

−0.203***
(0.068)

Legacy loans 0.383
(0.786)

4.345
(3.539)

−0.468**
(0.237)

−1.509
(1.817)

Mixed loans −0.249
(0.322)

−0.701
(0.490)

0.069
(1.024)

−1.426**
(0.695)

Residential loans −0.610***
(0.218)

−0.136
(0.334)

−0.015
(0.731)

−1.816***
(0.579)

Shipping loans 0.262
(0.680)

−1.306
(1.310)

−1.818
(3.247)

−1.075
(3.687)

PIIGS countries −1.309*
(0.714)

−0.622
(0.618)

1.081***
(0.229)

−0.099
(1.380)

PIIGS countries*
NPL
securitization

−0.074***
(0.021)

−0.064**
(0.027)

−0.056***
(0.020)

−0.265***
(0.024)

G-SIBs banks 3.557***
(1.276)

−0.591
(1.673)

0.182***
(0.037)

−0.079
(0.066)

G-SIBs
banks*NPL
securitization

−0.177***
(0.065)

−0.075**
(0.036)

−1.023***
(0.187)

−0.491**
(0.184)

Size t-1 0.246**
(0.106)

0.503***
(0.150)

Funding t-1 −0.039***
(0.011)

−0.024
(0.021)

Leverage t-1 0.005
(0.012)

0.041
(0.042)

(continued)
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Table 15.3 (continued)

Srisk LRMES

(1) (2) (3) (4) (5) (6)

Capital ratiot–1 −0.023
(0.039)

−0.187***
(0.063)

NPL ratiot–1 0.008
(0.012)

0.060**
(0.028)

ROAt–1 −0.143
(0.183)

−0.193
(0.286)

Price volatility t-1 0.023*
(0.012)

−0.014
(0.021)

Sovereign CDS
spreadt–1

0.309**
(0.157)

0.004**
(0.002)

Intercept 0.012
(0.140)

0.353*
(0.214)

−4.306*
(2.579)

2.565***
(0.412)

4.041***
(0.684)

−2.475
(4.034)

Observations 626 626 626 626 626 626

AR2 test
(p-value)

0.302 0.643 0.521 0.234 0.653 0.114

Hansen test
(p-value)

0.543 0.875 0.876 0.832 0.843 0.622

This table reports the results of the model in Eq. (15.1). The dependent variable is bank Srisk (in %)
in columns (1), (2) and (3) and LRMES (in %) in columns (4), (5) and (6). ***, **, and * indicate
statistical significance at the 1%, 5% and 10% levels, respectively. The Hansen test reports p -values
for the null hypothesis that the instruments used are not correlated with the error term. The Arellano
and Bond (1991) test reports p-values for the null hypothesis that the errors in the first difference
regression exhibit no second-order serial correlation

risk contribution of a bank to the overall systemic risk. Furthermore, a less stable
funding and price volatility have a significant and positive relationship with the
SRISK, suggesting that the stand-alone risk of a bank increases the systemic risk
(Laeven et al. 2016) and the bank’s funding structure based on retail deposits is a
more stable source of funding able to lower the contribution to the overall systemic
risk. Despite a less stable funding structure helping the recovery of the economy by
supporting the credit expansion, itmay also increase default risk and, thus, undermine
financial stability (Shleifer and Vishny 2010). Finally, the coefficients on capital and
NPL ratio impact the LRMES. Specifically, bank with a higher capital ratio has the
financial resources to cover the fall of the market index by 40% over six months and
banks with greater non-performing loans are more exposed to crises than banks with
an unimpaired loans portfolio.

We estimate the vertex of the quadratic function in Eq. (15.1) based on the results
in columns (3) and (6) of Table 15.3 for SRISK and LRMES, respectively. The
estimated vertices, reported in Table 15.4 and compared to the average sample,
underline different situations among the banks designed asG-SIB and based in PIIGS
countries. Specifically, No G-SIB EU banks in both PIIGS and No PIIGS countries
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Table 15.4 Estimated vertices

Scenarios Conditions Average sample Estimated vertex
(SRISK)

Estimated vertex
(LRMES)

I scenario PIIGS = 0
G-SIB = 0

20.51 NPLsSec∗ =
− (−0.196)

2∗0.008 = 12.25
NPLsSec∗ =
− (−0.619)

2∗0.033 = 9.38

II scenario PIIGS = 1
G-SIB = 0

20.81 NPLsSec∗ =
− (−0.196−0.064)

2∗0.008 =
16.25

NPLsSec∗ =
− (−0.619−0.265)

2∗0.033 =
13.39

III scenario PIIGS = 0
G-SIB = 1

19.71 NPLsSec∗ =
− (−0.196−0.075)

2∗0.008 =
16.94

NPLsSec∗ =
− (−0.619−0.491)

2∗0.033 =
16.82

IV scenario PIIGS = 1
G-SIB = 1

20.81 NPLsSec∗ =
− (−0.196−0.064−0.075)

2∗0.008 =
20.94

NPLsSec∗ =
− (−0.619−0.265−0.491)

2∗0.033 =
20.83

This table provides the estimates of the vertex of the function in Eq. (15.1). We consider all possible
scenarios

show no systemic risk benefits in conducting additional NPL securitizations. These
banks derive no advantages from new issuances. This conclusion holds true for G-
SIB banks in non-PIIGS countries as well. In contrast, the average scenario for
G-SIB banks in PIIGS countries indicates that they have not fully utilized their
capacity to cleanse their balance sheets of impaired loans. These banks have amargin
within which they can accrue systemic risk benefits from the issuance of new NPL
securitizations.

Robustness

To further investigate the effect ofNPL securitizations on systemic risk, as in (Chiara-
monte et al. 2013) and (Arif 2020), we measure the bank’s risk by adopting the
modified version of the Altman Z-score (Demirgüç-Kunt and Huizinga 2010). The
modified version of the Altman Z-score is an accounting measure of bank solvency
that reflects the distance to default, and it is measured as:

Z − scorei,t = ROAi,t + CARi,t

δROAi,t

where ROA is the return on assets, CAR is the capital assets ratio and δROA is the
standard deviation of ROA. The modified version of Altman Z-score shows the
number of standard deviations that a bank’s rate of return of assets has to fall for
the bank to become insolvent (Demirgüç-Kunt and Huizinga 2010). Higher z-score
means that the firm is in a “safe” zone and, thus, the probability of default is low. A
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lower z-score suggests that the firm is in a “distress” zone implying an increase on
the probability of default.

We report the results of the GMM model in Table 15.5. In column (1) we insert
only the indicator of NPLs securitizations whereas, in columns (2) and (3) we add
the NPLs-specific characteristics and the control variables, respectively. In all our
specifications, the results confirm a quadratic relationship between the issuance of
NPLs securitizations and the bank’s risk. Specifically, the results of the quadratic
model estimated show a positive and significant coefficient of the NPLs securitiza-
tion indicator and a negative and significant coefficient of the square of the NPLs
securitization indicator. These results suggest that the issuance of ABS linked to the
NPLs securitizations may increase bank stability in the beginning but this relation-
ship turns into a negative one when the ABS issuance is above a certain level in
the bank. However, the maximum identified threshold of ABS is shifted for banks
designed as G-SIB by the FSB. These results reinforce the earlier findings on the
relationship between systemic risk and the use of NPLs securitizations.

The results in columns (2) and (3) of Table 15.5 show that the bank’s risk incorpo-
rates the risk of ceded loans. The z-score of the bank improves when securitization
involves consumer, corporate, and, only partially, mixed loans. By ceding riskier
loans on the markets, the banks can obtain a reduction of bank risk because they
reduce their exposure to credit risk by using the NPLs securitizations for capital
relief purposes. Furthermore, the results provide evidence of the “too big to fail”
concept. The positive and statistically significant coefficient on the G-SIB indicator
suggests the existence of a size effect on the accounting measure of bank solvency.
This size effect is absorbed by the size variable in the estimates reported in column
(3). Finally, we find that the sovereign risk is incorporated into the bank’s Z-score.
Therefore, banks in risky countries experience greater insolvency.

The identification of a U-shape relationship between the issuance of NPL secu-
ritizations and the Z-score enables the determination of the optimal amount of NPL
securitizations a bank can undertake to mitigate insolvency risk. The calculated
vertices, as detailed in Table 15.6, are based on the findings from column (3) in
Table 15.5. These estimated vertices indicate that banks in our sample have surpassed
the maximum threshold of NPL securitization necessary for Z-score improvement.
To derive risk-related benefits and prevent financial instability, only banks designated
as G-SIB are advised to continue engaging in NPL securitizations.



15 How Does NPLs Securitization Affect EU Banks’ Systemic Risk? 293

Table 15.5 Robustness test: systemGMMestimates the impact of NPL securitization on the bank’s
Z-score

Z-score

(1) (2) (3)

Z-scoret–1 0.335***
(0.056)

0.323***
(0.048)

0.090*
(0.052)

NPL securitization 0.532***
(0.164)

0.372***
(0.120)

0.292***
(0.111)

NPL securitization square −0.023***
(0.007)

−0.015***
(0.006)

−0.012**
(0.005)

Public guarantee 0.068*
(0.038)

0.044
(0.035)

Number of deals −0.055
(0.089)

0.008
(0.096)

CRE loans 0.105
(0.643)

−0.107
(0.589)

Consumer loans 2.028***
(0.622)

0.927
(0.595)

Corporate loans 0.869
(0.827)

1.462**
(0.745)

Legacy loans 2.829
(2.179)

0.519
(1.967)

Mixed loans 0.566
(0.887)

1.324*
(0.798)

Residential loans 0.453
(0.672)

−0.463
(0.621)

Shipping loans −0.502
(1.932)

0.586
(1.800)

PIIGS countries −0.306
(0.993)

0.149
(0.942)

PIIGS countries* NPL securitization −0.008
(0.047)

−0.035
(0.043)

G-SIBs banks 5.543*
(3.216)

0.649
(3.225)

G-SIBs banks*NPL securitization 0.433***
(0.168)

0.488***
(0.168)

Sizet–1 0.511***
(0.109)

Fundingt–1 −0.008
(0.013)

Leveraget–1 0.011
(0.015)

Capital ratiot–1 −0.029
(0.054)

(continued)
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Table 15.5 (continued)

Z-score

(1) (2) (3)

NPL ratiot–1 0.001
(0.018)

Price volatilityt–1 −0.026
(0.016)

Sovereign CDS spreadt–1 −0.003**
(0.001)

Intercept 0.045
(0.481)

0.509
(0.572)

11.401***
(2.642)

Observations 446 446 446

AR2 test (p-value) 0.543 0.643 0.133

Hansen test (p-value) 0.895 0.721 0.241

This table reports the results of themodel in Eq. (15.1). The dependent variable is the bank’s Z-score
(in %). ***, **, and * indicate statistical significance at the 1%, 5% and 10% levels, respectively.
The Hansen test reports p-values for the null hypothesis that the instruments used are not correlated
with the error term. The Arellano and Bond (1991) test reports p-values for the null hypothesis that
the errors in the first difference regression exhibit no second-order serial correlation

Table 15.6 Robustness estimated vertices

Scenarios Conditions Average sample Estimated vertex (Z-score)

I scenario PIIGS = 0
G-SIB = 0

20.51 NPLsSec∗ = − (0.292)
2∗(−0.012) = 12.17

II scenario PIIGS = 1
G-SIB = 0

20.81 NPLsSec∗ = − (0.292)
2∗(−0.012) = 12.17

III scenario PIIGS = 0
G-SIB = 1

19.71 NPLsSec∗ = − (0.292+0.488)
2∗(−0.012) = 32.50

IV scenario PIIGS = 1
G-SIB = 1

20.81 NPLsSec∗ = − (0.292+0.488)
2∗(−0.012) = 32.50

This table provides the estimates of the vertex of the function in Eq. (15.1). We consider all possible
scenarios

Conclusion

The goal of this chapter is to investigate the relationship between the use of NPLs
securitization and systemic risk. The main idea behind this chapter is to examine
whether the use of NPL securitization increases the contribution to systemic risk and
acts as a transmission mechanism channel for ongoing financial crises. Our purpose
is to analyze the effect of NPL securitization on banks systemic risk of EU banks and
the impact of NPLs characteristics on the systemic risk. For this purpose, we analyze
a sample of EU banks over the period 2012–2020 by building on a unique dataset
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of banks which includes NPLs securitizations information, and bank and country-
level data. We focus on banks due to the potentially systemic nature of these firms.
We examine whether the effect of NPLs securitizations on a bank’s systemic risk is
quadratic and depends on the G-SIB designation and country risk by employing a
panel of 35 banks from European countries.

Our results suggest that the issuance of NPLs securitization may provide benefits
and drawbacks. Since we find evidence of a quadratic relationship between NPLs
securitization and systemic risk, the huge involvement of a bank in NPLs securitiza-
tionsmay trigger a banking andfinancial crisis by acting as a transmissionmechanism
channel (Karim et al. 2013). The management of NPLs volume by adopting internal
solutions is useful for strengthening financial stability and restructuring the banking
sector. Despite the use of NPLs securitization preserves financial stability, the huge
involvement in this instrument undermines financial stability. The heavy involve-
ment of EU banks in NPLs securitization may be translated by the financial market
as huge exposures of banks in distressed loans, resulting from an ex-ante wrong
assessment of the credit risk and excessive risk-taking. Therefore, we identify the
threshold below which the NPLs securitization is a good tool to transfer distressed
loans to institutional investors but above this threshold, the issuance of an NPLs
securitization is detrimental to the financial stability of EU banks. Furthermore, we
find that there is a significant interaction effect of NPLs securitizations on PIIGS
countries and G-SIB designation in the systemic risk. The country risk and the G-
SIB designation shift the maximum amount of NPLs securitization that an EU bank
can perform to minimize the systemic risk. The turning point for NPL securitiza-
tions identified by our model is lower than the average of NPL securitization in our
sample in three scenarios. As a result, Regulatory authorities should adopt policies
targeting EU banks that curtail the excessive use of NPL securitization to alleviate
the concerns on the systemic risk. This result holds whether we consider alternative
definitions of bank systemic risk, and when we control for potential differences in
country characteristics and banks designation. According to the recommendations
of ESRB (ESRB 2013), the key policy implication of our result is that actions aimed
at reducing NPLs to sustain financial stability should enhance the control of the use
of securitization instruments and encourage the use of internal workout measures to
reduce the NPL volume of EU banks to avoid that NPLs securitizations become a
transmission mechanism of financial crises. Furthermore, our results contribute to
the ongoing debate on the important issue of designing suitable systemic risk indica-
tors that act as EWS for predicting incoming financial crises. Given our findings, we
believe that to have a complete vision of the contribution of a bank to the systemic
risk, the indicators should take into account the bank’s exposure to securitizations
(in line with Mazzocchetti et al. 2020) but also the bank’s NPL resolution plans.
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Appendix

See Tables 15.7 and 15.8.

Table 15.7 Variable definition

Description Source

Panel A: Dependent variable-Bank’s level systemic risk

SRISK(%) Systemic risk contribution of a
financial firm to the overall
systemic risk

V-Lab

LRMES Decline in equity values to be
expected if there is a financial
crisis

V-Lab

Panel B: Variable of interest-NPLs securitizations

Securitization of NPLs NPLs securitization amount in the
US $ million

Banks web site

Number of deals Number of NPLs securitization
performed by EU banks

Banks web site /Author calculation

Guarantee Dummy variable taking value 1 if
the securitization has a public
guarantee, 0 otherwise

Panel C: Control variables

Banks size Natural logarithm of total assets Datastream

Funding structure The ratio of deposits to total
liabilities

Leverage The ratio of liabilities to the sum
of liabilities and equity

Capital adequacy The ratio of Tier 1 capital to total
risk-weighted assets

NPL ratio The ratio of non-performing loans
to total loans

ROA Return on assets

Stock price volatility The quarterly variance of the
bank’s stock price

Sovereign CDS spread 5-year sovereign CDS spreads in
bps
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Table 15.8 Summary statistics on SRISK, LMRES and NPLs securitization for sample

Country SRISK LMRES NPLs sec

Mean (std.
dev.)

Min Max Mean (std.
dev.)

Min Max Gross book
value (GBV)

Austria 49.73
(0.23)

49.57 49.89 47.13
(4.30)

44.09 50.17 815

Belgium 34.31
(15.67)

14.62 91.14 51.39
(11.42)

31.41 80.79 1,900

Denmark 84.08
(0.54)

83.7 84.46 40.97
(5.76)

36.89 45.04 420

France 29.71
(2.97)

18.65 35.04 52.49
(7.75)

32.69 76.2 1,890

Germany 37.65
(22.85)

16.38 60.79 54.88
(6.63)

47.29 64.03 1,743

Greece 24.33
(3.28)

19.06 30.27 46.06
(9.36)

36.12 74.06 9,150

Ireland 19.77
(32.43)

0.00 93.99 41.75
(11.79)

23.11 62.42 3,545

Italy 19.64
(11.11)

4.08 34.29 46.59
(5.56)

35.07 55.10 14,835

Netherlands 27.44
(30.07)

0.00 88.70 35.14
(15.70)

7.42 77.14 3,060

Norway 72.58
(5.30)

54.25 82.74 46.66
(8.92)

30.27 64.46 1,100

Portugal 57.19
(37.02)

14.94 100.00 34.70
(17.10)

13.86 59.09 1,598

Spain 22.42
(15.95)

4.79 49.98 47.54
(6.49)

36.59 59.85 4,870

UK 12.28
(6.34)

0.00 34.09 41.29
(8.67)

21.75 81.73 3,372

Total 25.98
(26.07)

0.00 100.00 46.98
(13.36)

7.42 81.73 48,298

PIIGS
countries

21.38
(21.31)

0.00 100.00 47.74
(12.62)

13.86 74.06 33,998

Non-PIIGS
countries

29.49
(28.69)

0.00 91.14 46.40
(13.87)

7.42 81.73 14,300

The table reports summary statistics on SRISK, LMRES and NPLs securitizations for the 36 sample
banks over the period January 2012–September 2020.Mean,minimum (Min.) andmaximum (Max.)
of SRIRSK and LMRES are expressed in percentage. NPLs’ securitization amount is expressed in
USD millions
Source Datastream database, bank website and V-Lab in the NY Stern Business School
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Chapter 16
The Systemic Importance of Cyber Risk
in Banks

Giuliana Birindelli and Antonia Patrizia Iannuzzi

Abstract This chapter aims to analyse cyber risk with specific regard to the banking
and financial sector by highlighting the progress made in academic studies (section
“The Cyber Risk in Banks: A Literature Review”), the systemic impacts of this risk
(section “Cyber Risk as a Systemic Risk”) as well as the point of view of supervisory
authorities (section “The Point of View of Financial Regulators”). At the end of the
chapter, data provided by the ORBIS database are reported in order to understand
current bank (and other financial institutions) exposure to this new and sophisticated
risk (section “Banks’ Exposure to Cyber Risk: Some Empirical Evidence”).

Keywords Cyber risk · Systemic cyber risk · Regulation · Banks

Cyber Risk: Definition and Implications

Despite the growing amount of research focusing on cyber risk, scholarly definitions
of the issue are relatively limited. There are several reasons for this and one of them is
the complexity.Cyber risk is an interdisciplinary problem involvingdifferent research
areas, from Information Technology (IT) to information security, from business to
finance, and economics (Eling and Wirfs 2019). Awiszus et al. (2023) point out
that the term “cyber” risk comprises many different types of risk with different
root causes and types of impact. This makes it difficult to create a single definition
that encompasses all the causes and effects of this risk. Cyber risk is also dynamic
in nature. The continuous digital innovations, the increased use of internet-enabled
devices and the ongoing sophistication of hackers have disrupted traditional business
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models, making it difficult to define cyber risk and identify the boundaries (Sheehan
et al. 2021; Curti et al. 2023). Cyber threats and cybersecurity are changing very
rapidly (Strupczewski 2021). At present, these issues go beyond data breaches and
privacy. Indeed, themore sophisticated cyberattacks are able to block entire countries,
industries, businesses and supply chains as highlighted by recent business reports
(Allianz 2021; WEF 2020). The recent annual Global Risks Report from the World
Economic Forum ranks malicious cyber incidents in the top five risks in terms of
both likelihood and impact severity (WEF 2020).

In the banking sector, cyber risk constitutes an operational risk event, and though
it is often a minor part of loss events, the consequences are very severe and pervasive
(Eling andWirfs 2019). It is generally defined as an “operational risk to information
and technology assets that have consequences affecting the confidentiality, avail-
ability, and/or integrity of information or information systems” (Cebula et al. 2014:
1). Human behaviour (whether criminal or not) appears to be the main source of
cyber risk which by nature is highly complex and heterogeneous: indeed, the time
trends, the impact of company size, business sector, and the diffusion vary by cyber
risk type (Bouveret 2018; Malavasi et al. 2022). Likewise, Strupczewski emphasizes
how cyber risk constitutes a distinct risk category where more research is warranted,
given the rising importance for the economy and society (ESRB 2022, 2023). After
collecting 20 different definitions, the Author proposes his broad definition of cyber
risk to include the three key components, i.e. sources, objects, and economic impacts
(Strupczewski 2021).

Prominent cyber risk events for financial institutions include data breaches and
cyberattacks (Agrafiotis et al. 2018), even if, over the last few years, these events have
become much more diversified, ranging from distributed denial-of-service (DDoS)
attacks, extortion, and fraud to the widescale exploitation of key financial infras-
tructure (Kopp et al. 2017; Bouveret 2018; ESRB 2022). This intensified frequency
of cyber-attacks on banking institutions is linked to the increasing use of electronic
data and the increasing shift to digital processes and service offerings, following the
extensive lockdowns caused by COVID-19 (Frost and Shapiro 2021). These changes
have made financial services companies particularly vulnerable, becoming one of
the key targets for cybercriminals (Sheehan et al. 2021).

Cyber risks represent, thus, one of the biggest threats to the banking industry,
resulting in important financial and organizational implications (Aldasoro et al. 2022;
Bouveret 2018). Firstly, it is a very costly risk, which can result in considerable
economic losses for a bank. A data breach costs a company on average $3.92MM
per breach, according to the 2020 IBM security report (Ponemon Institute 2020).
Considering the entire economy, Statista (2023) estimated the global cost of cyber-
crime in 2022 at $8.4 trillion and expects this to go beyond $11 trillion in 2023.
Therefore, the cost of cybercrime had an annual growth rate of 30% during the years
2021–23. The average cost of a data breach between 2020 and 2022 increased by
13%, where the financial industry suffered the second highest average cost after
healthcare (Statista 2023). Focusing on the financial sector, the IMF estimates the
global average aggregated annual losses due to cyber-attacks at 9% of banks’ net
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income, or around $100 billion. In a worst case scenario, losses could be 2½ to 3½
times higher, reaching between $270 billion and $350 billion (Lagarde 2018).

The damage to an institution’s reputation resulting from a cyber-attack, which
can compromise bank business continuity, has to be added to the economic costs of
business interruptions (Sinanaj andMuntermann 2013; Sheehan et al. 2021;Mangala
and Soni 2023). Cyber fraud also harms customers’ trust towards the entire banking
network (Akinbowale et al. 2020; Creado and Ramteke 2020). Creado and Ramteke
(2020) recommended banking institutions make appropriate investments in cyber
security and upgrade their security measures to cope with sophisticated cyber threats.
Unfortunately, the availability of data on cyber risks remains limited.

Several scholars highlight this critical problem (Cremer et al. 2022). Data on
cyber events and cyber losses is scarce and, for many different reasons, is not usually
granular enough (Bouveret 2018), primarily because cyber risk is an emerging and
evolving risk; therefore, historical data sources are still incomplete (Biener et al.
2015).1

Additionally, institutions that have been hacked are reluctant to publish the inci-
dents to avoid further damage to their reputation (Sinanaj and Muntermann 2013;
Eling and Schnell 2016). Finally, there is an “aggregate cyber risks” issue due
to shared IT architectures or complex interconnections that are hard to untangle
(Awiszus et al. 2023). Given the role of banks in global financial markets, there is
growing concern for the potential impact of cyber breaches, not only on a specific
bank but also on the entire economy and stability of the wider financial system
(Santucci 2018; Berger et al. 2022; FSB 2023; besides, see paragraph 3). Banks
and other financial institutions are critical to ensuring liquidity, payments and settle-
ments, to guarantee the money supply in the economy, and to provide loans, savings
and deposits. For these reasons, the impact of cyber-attacks against financial institu-
tions can cause severe and pervasive effects (Gulyás and Kiss 2023). Unfortunately,
cyber risk and its aggregate impacts cannot be eliminated, but they can be mitigated
and managed. How the banking industry can best assess and manage cyber risks is
therefore a topic of increasing interest in the financial, economic, and information
systems literature (Akinbowale et al. 2020; Pollmeier et al. 2023).

This chapter will analyse cyber risk within the banking and financial sector by
highlighting the progress made in academic studies (section “The Cyber Risk in
Banks: A Literature Review”), the systemic impacts of this risk (section “Cyber
Risk As a Systemic Risk”) as well as the point of view of supervisory authorities
(section “The Point of View of Financial Regulators”). At the end of the chapter, data

1 In turn, the lack of historical data on cyber risk also creates considerable difficulties for the risk
management and insurance process. Several scholars shed light this criticality (Eling 2020; Nurse
et al. 2020). A greater quantity of cyber data could further the understanding and measurement of
cyber risk, and thus make it more insurable (Eling 2020; Cremer et al. 2022). This is an important
challenge, common to many areas, such as research, risk management and cybersecurity (Boyer
and Eling 2023). Regulators also point out the importance of this topic: in April 2021 the European
Council announced that a Centre of excellence for cybersecurity will be established to pool invest-
ments in research, technology and industrial development. For more information, see: European
Cybersecurity Competence Centre and Network (europa.eu).
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provided by the ORBIS database are reported in order to understand current banks’
(and other financial institutions) exposure to this new and sophisticated risk (section
“Banks’ Exposure to Cyber Risk: Some Empirical Evidence”).

The Cyber Risk in Banks: A Literature Review

The analysis of cyber risk in banks represents an emerging and relatively unexplored
topic. Despite financial institutions tending to maintain better data collection prac-
tices due to regulatory reporting, data on cyber incidents are still limited and thus
academic research on the impacts of cyber events is still in an early stage (Aldasoro
et al. 2020). Cyber incidents are becoming more complex and sophisticated and this
hinders their investigation (Aldasoro et al. 2022; FSB 2023). Some important trends/
evidence, however, can be identified from the existing studies.

First, it is now widely recognized that cyber risk in the banking sector is continu-
ously growing both in terms of frequency and economic impact magnitude (Skinner
2019; Aldasoro et al. 2022; FSB 2023). This aspect is highlighted by Aldasoro et al.
(2020) who, focusing on over 70 international banks, document a prominent increase
in losses due to cyber events from 2002 to 2018, with a corresponding increase in
risk. The largest losses occurred in 2016, which is then followed by a decrease
likely aided by increased attention and investments in cyber risk management. The
economic impact of cyber incidents is substantial, even though it is a relatively minor
share of operational losses. Cyber losses can account for up to a third of total opera-
tional VaR value-at-risk. More in detail, the cyber value-at-risk (CVaR) is estimated
to be between 0.2 and 4.2% of banks’ income (Aldasoro et al. 2020). Similarly,
Bouveret (2018), assessing cyber risk for the entire banking sector through historical
loss data and the Basel II AMA methodology from Basel II, estimates an average
loss due to cyber-attacks for the countries in the ORX database is equal to 9% of
banks net income. The VaRwould range between USD 147 and 201 billion (14–19%
of net income) and the expected shortfall between USD 187 and 281 billion. These
estimates show significantly higher potential aggregated losses in the financial sector,
than the publicly reported losses by financial institutions in these jurisdictions.

Corresponding to this increased frequency and relevance of cyber risk (Akin-
bowale et al. 2020), the perception of this risk by financial firms is also growing.
This not only leads to better cyber riskmanagement but also a positive impact on firm
value measured by Tobin’s Q. These results are documented by Gatzert and Schubert
(2022), based on a cyber risk consciousness score—assembled by Authors—that is
applied to annual reports of large- and mid-cap US banks and insurers from 2011 to
2018 using a text mining algorithm.

Other studies focus on the effects and consequences caused by cyber risk. Some
Authors analyse the relationships between this risk and specific bank accounting
measures; other research focuses on economic and reputational impacts. Among
the former, there is the study by Boungou (2023) who, using data from 2144 U.S.
banks over the period 2011–2019, reveals a reduction in deposits in response to
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cyber-attacks. In turn, banks appear to have less incentive to lend for the long term.
In sum, the cyber-attacks lead banks to reduce the maturity of their loan portfolios
and this impact seems to be stronger for low-deposits, small, and less capitalized
banks. Focusing on the same geographical area (U.S. commercial banks, from 2004
to 2019), Jin et al. (2023) show the likelihood of a cyber-attack leads banks to increase
loan loss provisions. Thus, this accounting item would have a predictive value by
highlighting banks most exposed to cyber risk. This occurs because discretionary
loan loss provisions represent an indicator of banks’ internal control weakness.

The studies focused on the economic and non-financial impacts of cyber risk are
carried out by Pollmeier et al. (2023) and Akinbowale et al. (2023). Both pieces of
research adopt an exploratory approachusing structured questionnaires administered,
respectively, to an Australian bank and staff of 17 South African banks. Both studies
point out how a cyber-attack entails high costs for a bank, leading to both significant
losses in reputation and customer confidence (Pollmeier et al. 2023; Akinbowale
et al. 2023) and a decrease in profitability, productivity and risk management skills
(Akinbowale et al. 2023). These negative effects could be mitigated if the bank is
not held directly responsible for the cyber-attack (Mikhed and Vogan 2018).

In addition to causing significant operational losses and reputational damage,
cyber risk can also adversely affect the bank’s stability (Uddin et al. 2020b). Based
on 354 banks from 43 countries from 2008 to 2017, Uddin et al. (2020a) find a
marginal increase in CyberTech spending above a certain threshold decreases the
stability of banks, especially in technologicallymature countries. This occurs because
excessive spending on information technology implies taking on high cyber risk by
banks, which is followed by a deterioration of financial stability. Thus, CyberTech
spending can improve bank stability up to a certain threshold, beyond which, the
impact becomes negative.

At the same time, however, the financial sector is demonstrating increasing
resilience to cyber-attacks. Even with a growth in the pervasiveness of cyber events
(Uddin et al. 2020b), Aldasoro et al. (2022) find that U.S. banks experience lower
costs, on average, than firms belonging to other sectors. This resilience is likely due
to higher investments in IT by the financial sector. The size of financial institutions
is also positively linked with cyber resilience. Duffie and Younger (2019) examine
12 systemically important U.S. financial institutions to estimate their exposure to a
“cyber run” including the likely propagation dynamics on the entire payment system.
They find that these banks hold sufficient stocks of high-quality liquid assets to cover
wholesale funding run-offs in a relatively extreme cyber event.

Considering the importance of cybersecurity for the efficiency of the capital
market, another strand of studies explores cyber-risk disclosure and reporting. Hence,
stakeholders are increasingly asking companies for information on how they iden-
tify, measure, and manage cyber risk (Mazumder and Hossain 2023). There is less
research focused on banks, but it is increasing (Bakker and Streff 2016). Overall,
these studies show improved and increased cyber risk disclosure by banks, especially
in emerging economies (Mazumder and Hossain 2023) and as a result of external
cyber-attacks (Mazumder and Sobhan 2021; Firoozi and Mohsni 2023); a positive
linkage between board diversity (especially, female and independent directors) and
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cyber security reporting (Mazumder and Hossain 2023) and, finally, how the cyber
securitymandatory disclosure regime still appears inadequate in addressing the stake-
holders’ interests (Skinner 2019).2 The regulation of cyber risk disclosure is another
relevant topic. Indeed, both Aldasoro et al. (2020) and (2022) note that as the quality
of financial regulation and supervision of cyber risk management improves, banks
suffer minor losses in terms of both frequency and amount. Similarly, An et al. (2021)
find institutional quality, such as the protection of investor rights and the function
of the legal system, mitigates the negative impact of cybersecurity risks on raising
capital through initial coin offerings (ICOs). Others reveal that cyber risk disclosure
by banks is affected by proprietary costs (Firoozi and Mohsni 2023). While during
external threats there is an overall improvement in the various subcategories (Risk,
Impact, Governance, Mitigation, Incident and Other), during in regular times banks
are more likely to disclose information on risk and potential impact, and less on
mitigation and governance. This divergence is probably due to avoiding costs related
to the disclosure of company-sensitive information that may be used by hackers.
Therefore, finding the right balance is critical in cybersecurity disclosure (Firoozi
and Mohsni 2023).

Ultimately, how can banks protect themselves from cyber risk? Undoubtedly
it is crucial to increase investment in cyber security, which, as noted by several
authors (Eling et al. 2021; Aldasoro et al. 2022; FSI 2023), leads to an increase in
cyber resilience. The size of the company seems to be more controversial. While
larger banks would seem to be better equipped to deal with this risk as they have
more economic and financial resources (Duffie and Younger 2019), greater size
could intensify the potential impacts of cyber risk and be a contagion tool. Eling
and Jung (2022), using data from the world’s largest database of operational risk
(SAS OpRisk database), document that the contagion effects of cyber risk can cause
multiple losses from a single event and nearly double the loss estimates. Therefore,
cyber risk management must be aligned not only with firm size but also with the
level of interconnectivity of the bank. To fully cover potential extreme cyber losses
larger banks should respect stricter capital requirements.

2 The Smaili et al. (2023) study also highlights that board independence and financial expertise
significantly increase the disclosure of cybersecurity risks in the company’s financial statements.
However, this study does not analyse the banking sector, but is based on 60 largest Canadian
companies listed on the Toronto Stock Exchange from 2014 to 2018. Similarly, Radu and Smaili
(2022), focusing on a sample of the companies listed on the S&P/TSX 60 Index over the period
2014–2018, find the presence of women on boards has a positive and significant effect on the level
of cybersecurity disclosure, but only if the board has a critical mass of at least three women. To
proxy the cybersecurity disclosure, Radu and Smaili (2022) use three alternative measures: (1) a
dummy variable coded 1 for firms presenting cybersecurity-related disclosure in the annual report
and 0 otherwise; (2) the number of words in the cybersecurity disclosure and, finally, (3) the number
of paragraphs in the cybersecurity disclosure.
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Cyber Risk as a Systemic Risk

As a consequence of the 2008 financial crisis, systemic risk was intensively studied
in terms of relevant implications for the stability of financial institutions and the
financial system as a whole (Caruana 2010; Harum and Gunadi 2022). This concept
is also important in the context of cyber risk, since agents and organizations in cyber
systems are strongly interconnected, for example within IT networks or via business
contacts. Whether cyber-attacks remain on the level of specific institutions or are
spread to other industries and critical infrastructures is currently a much-debated
issue (Bouveret 2018).

Like the financial sector, cyberspace presents a system of heavily interdependent
organizations connected through network ties (Welburn and Strong 2022). Mean-
while, banks and other financial institutions appear to be increasingly exposed to
systemic risk of technology as a consequence of the widespread use of IT (Uddin
et al. 2020b) and their reliance on cloud technologies (Aldasoro et al. 2022). Increas-
ingly, a single breach in a banking network can have spillover effects on other banks
and financial firms (Baldwin et al. 2017; Eisenbach et al. 2022; Crosignani et al.
2020) and thus shake the entire financial system (FSB 2023). This might happen
through three key channels: the potential loss of data integrity, the lack of substi-
tutability for services from key financial institutions and, finally, the plausible loss
of confidence (OFR 2017). The COVID-19 pandemic and the war in Ukraine have
now strongly exacerbated these effects (Adelmann et al. 2020; Aldasoro et al. 2020;
ERSB 2023). Likewise, a cyber-attack on payment clearing or settlement systems—
that are essential to the financial services industry—can significantly compromise
the functionality of financial markets by impeding credit and financial intermediation
processes (Eisenbach et al. 2022) with prominent systemic consequences (Gulyás
andKiss 2023). “In the context of an increasingly interconnected financial ecosystem,
an attack on one or more institutions or critical infrastructures can have significant
ripple effects” (DTCC and Oliver Wyman 2018: 5). These events might even be
viewed as a matter of national security. Thus, in the financial sector, cyber risks
are compared to a “known unknown” tail risk, one of the major threats to financial
stability. The benefits of a heavily interconnected world through cyberspace have
increasingly come with a cost (Aldasoro et al. 2020). Cyber incidents have risen
both in prevalence and significance in their disruptions to individuals, businesses, and
governments (Welburn and Strong 2022). According to the last DTCCSystemic Risk
Barometer, cyber risk is among the top five systemic risks to the broader economy
(Fig. 16.1). Additionally, the respondents of the latest Bank of England’ systemic
risk survey cite cyber risk as highest perceived source of systemic risk to the financial
system (Bank of England 2023a).

These considerations have given rise to the expression “systemic cyber risk” as the
deliberate combination of two fields, systemic risk and cyber risk. Systemic cyber
risk is thus an emerging form of cyber risk (Welburn and Strong 2022) deemed
important by leading regulatory andmacroprudential institutions (WEF 2016; ESRB
2020a, 2022). In particular, the ESRB recently stated that a cyber incident could
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Fig. 16.1 Risks to broader economy. Source DTCC Systemic Risk Barometer Survey 2024

affect operational systems in the financial system and impair the provision of critical
economic functions, trigger financial contagion or lead to an erosion of confidence
in the financial system. If the financial system is not able to absorb these shocks,
financial stability is likely at risk and a systemic cyber crisis could unfold (ESRB
2020b). Similarly, the Financial Stability Board (FSB 2023) and Financial Stability
Institute (FSI 2023) assign cyber resilience a top priority for the financial services
industry and a key area of attention for financial authorities (BCBS 2018). Indeed,
cyber incidents pose a significant threat to the stability of the financial system and
the global economy. The financial system performs several key activities that support
the real economy (e.g., deposit taking, lending, payments and settlement services).
Cyber incidents can disrupt the information and communication technologies that
support these activities (FSB 2023; ESRB 2023).

In recent times, effort has been made to reach a common definition of the term
“systemic cyber risk”. Awiszus et al. (2023) classify cyber risks into three different
types: idiosyncratic, systematic, and systemic cyber risks. While the idiosyncratic
risks refer to cyber risks at the level of individual policyholders that are independent
fromother risks, systematic risks result from shared vulnerabilities affecting different
firms at the same time, e.g., firms belonging to the same industry sector or region,
or firms that utilise the same software, server, or information system. Conversely,
systemic cyber risk originates from interconnected systems or strategic interactions
triggering local or global contagion effects following a cyber-attack.

The World Economic Forum proposes a more structured definition. Specifically,
it defines the systemic cyber risk as follows (WEF 2016: 5):

Systemic cyber risk is the risk that a cyber event (attack( s) or other adverse event(s)) at
an individual component of a critical infrastructure ecosystem will cause significant delay,
denial, breakdown, disruption or loss, such that services are impacted not only in the orig-
inating component but consequences also cascade into related (logically and/or geograph-
ically) ecosystem components, resulting in significant adverse effects to public health or
safety, economic security or national security. The adverse real economic, safety and security
effects from realized systemic risk are generally seen as arising from significant disruptions
to the trust in or certainty about services and/or critical data (i.e. the integrity of data), the
disruption of operations and, potentially, the incapacitation or destruction of physical assets.

Summarizing this definition, it is possible to identify the following distinctive
characteristics of systemic cyber risk. It is a risk that: (1) affects entire systems, not just
individual parts or components; (2) has widespread and unexpected consequences;
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and (3) can accumulate over time resulting in large aggregate effects. In the samevein,
the ESRB defines systemic cyber risk as the risk of disruption to financial services
that is (1) caused by an impairment of all or part of the financial system following
a cyber incident, (2) has the potential to result in serious negative consequences for
the real economy (ESRB 2020a).3

More recently, academic research has focused on identifying the potential impacts
of systemic cyber incidents and how a cyber-attack may be amplified through the
system. In this context, Welburn and Strong (2022) distinguish between the broader
term of systemic cyber risk, encompassing probability, uncertainty and consequence,
and the more specific systemic cyber failure. Eisenbach et al. (2022), using a wide
network of U.S. banks, show the impairment of any of the five most active banks can
result in significant spillovers to other banks, with 38% of the network affected on
average. Thus, the concern that a catastrophic cyber event could cause systemic
collapse in the financial industry is tangible and concrete. Zhang et al. (2023),
focusing on Chinese-listed commercial banks from 2010 to 2019, find the digitaliza-
tion of banks driven by the development of financial technology reduces systemic
risk. In particular, bank digitization reduces liquidity risk and increases non-interest
income by promoting financial innovation. In turn, these effects reduce bank systemic
risk. Finally, Tian et al. (2023) offer new evidence on how systemic cyber risks
modify the central banks’ views on CBDC (central bank digital currency). More in
detail, there is a drop in sentiment by central banks toward CBDC (central bank
digital currency) following cyber-attacks as potential systemic risks to the country’s
financial system are uncovered.4

Others estimate the cumulative costs of aggregate cyber incidents. Cyber value-
at-risk models, borrowed from the Value-at-risk (Var) techniques popular within
financial riskmanagement, can be used to estimate likely cyber incident-driven losses
over a specific period of time (WEF and Deloitte 2015).5

In sum, it is clear that aggregate cyber risks represent an important and current
challenge that needs to be addressed at the global level, through combined actions
(Awiszus et al. 2023). Firstly, data on how cyber risk spreads should be more care-
fully collected. Models and assessment methods of the contagion process need to
be improved. Also, the interaction effects in cyber models should be analysed not
only using static frameworks but also dynamic strategic interaction. Multilayered

3 Additionally, the ESRB specifies that “while a serious cyber incident may cause system-wide
disruption, this need not lead to a systemic event. However, a systemic event could occur when the
system no longer has the capacity to absorb the shock and recover so that it can continue to provide
key economic functions” (ESRB 2020b: 53).
4 Central Banks are also prominent targets of cyber-attacks. For example, on February 2016, hackers
broke into Bangladesh Bank and hacked its credentials to send payment messages over the SWIFT
network. They stole $81 million. In the same year (December 2016), Russia’s central bank reported
that hackers stole about $31 million during the year from its correspondent banks. These incidents
showed the finance world that systemic cyber risks had been severely underestimated (Gulyás and
Kiss 2023).
5 In particular, using the cyber value at-risk approach, a study by Deloitte estimated an annual
expected loss of e10 billion to the Dutch economy, or 1.5% of GDP (Deloitte 2016).
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networks used to understand the degree of interdependence of financial operations
from digital technology is another important research field to be explored. Finally, a
specific approach for pricing systemic cyber risk should be developed.

In addition, “cyber stress tests” should be used as a number of regulators are
considering implementing. For example, the Office of Financial Research (OFR)
in 2017 suggested the use of “cyber stress tests” as a regulatory tool. In the same
year, the Federal Financial Institutions Examination Council (FFIEC) included the
use of stress tests in its cyber maturity model. More recently, the Bank of England
(BoE) conducted an exploratory test through its “cyber stress test” to verify the
financial institutions’ capability to operationally absorb a cyber incident within a
defined timeframe and to continue services without material economic impact. In
March 2021, the Financial Policy Committee (FPC) of BoE identified the impact
tolerance and connected it to the ability of the financial system to make payments
on the date they are due (Bank of England 2023b). Based on this experience, in
December 2021, the Prudential Regulation Authority (PRA) announced its plans to
invite a number of systemic, as well as smaller firms, to participate in a voluntary
cyber stress test which would focus on a severe but plausible data integrity scenario
on a retail payment system.

Cyber stress tests are a relatively new tool that needs to be still refined.Many other
challenges and approaches exist (Welburn and Strong 2022). Addressing them will
help make the cyber landscape more resilient and secure in the future, although the
dynamic nature of cyber risk could impede a more definitive protection and solution
(Dupont 2019; Awiszus et al. 2023).

The Point of View of Financial Regulators

Coinciding with the growing academic focus on systemic cyber risk, financial regu-
lators have also started providing valuable input to enable a better understanding
of the dynamics of this risk, its impacts and financial stability implications (Anand
et al. 2022). The primary contributions come from the ESRB (European Systemic
Risk Board) and the FSB (Financial Stability Board). In October 2017, the European
Systemic Cyber Group (ESCG)—a dedicated group established by ESRB—devel-
oped a conceptual model for systemic cyber risk aimed at identifying system-wide
vulnerabilities of cyber incidents, describing the macro-financial implications and
suggesting system-wide actions that could act as systemic mitigants of cyber risks
(ESRB 2020b). The systemic cyber risk model consists of four different phases:

Context, aimed at identifying and describing the circumstances in which a cyber
incident arises.

Shock, aimed at describing the technical and business impacts experienced when
the cyber incident originates. While the technical impacts are linked to the imme-
diate effects of disruption on the assets affected (i.e., loss of confidentiality, integrity
and availability of information and/or information systems), there are different
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types of business impacts (Financial, Reputational, Legal and Regulatory, Business
objectives, Operational, Environmental, Human, see Table 16.1).

Amplification, aimed at describing the systemic amplifiers and contagion chan-
nels which exacerbate the shock by increasing the extent of the cyber impacts. The
characteristics of the financial system that make it susceptible to systemic disrup-
tion arising from a cyber incident are a high degree of interdependence, lack of
transparency, reliance on data and reliance on confidence.

Systemic event, identifies the point atwhich a cyber shock leads to a systemic event.
This event occurs when the system no longer can absorb the shock and recover in
order to provide key economic functions.

In 2022, the ESRB identified two complementary paths tomitigate systemic cyber
risk and ensure financial stability in the event of a systemic cyber crisis (ESRB 2022).
Thefirst action consists in developing amacro-prudential strategy that, in turn, should
comprise:

(a) amendment of the IOs of the ESRB policy framework to include cyber-specific
aspects able to prevent a cyber incident from evolving into a systemic cyber
crisis;

(b) development of a complementary set of indicators to monitor the cyber
vulnerabilities in addition to ESRB’s cyber-inclusive IOs (FSB 2021);

Table 16.1 Technical and business impacts of cyber incidents

Impacts of cyber
incidents

Technical
impacts

– They are disruptive events related to the loss of each asset
property (availability, integrity, confidentiality, authenticity,
accountability, non-repudiation, reliability);

– They often result in business impacts for related entities and
the services they provide

Business
impacts

– Financial: financial losses due to fines, penalties, lost profits
or diminished market share;

– Reputational: negative opinion or brand damage;
– Legal and regulatory: litigation liability and withdrawal of
licence of trade;

– Contractual: breach of contracts or obligations between
organisations;

– Business objectives: failure to deliver on objectives or take
advantage of opportunities;

– Operational: discontinued or reduced service levels,
workflow disruptions, or supply chain disruptions;

– Environmental: harmful effects on the biophysical
environment;

– Human: loss of life, injury, impact to community, short and
long-term emotional impact

To measure business impacts, institutions can adopt two
complementary approaches: qualitative (judgement-based) and
quantitative (metric-based)

Source Authors’ elaboration on ESRB (2020b)
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(c) development, calibration and activation of systemic cyber risk-mitigants able to
increase (or to ensure a sufficient level) financial resilience in a systemic cyber
crisis (Dupont 2019).

Regarding point (b), the ESRB agrees with the implementation of a “systemic cyber
resilience scenario stress testing” since it offers financial authorities a tool to quantify
the financial impact of a cyber incident by documenting its potential amplification
into a systemic event (Adelmann et al. 2020). However, to do so, macro-prudential
authorities need to define, in advance, the acceptable level of disruption to operational
systems providing critical economic functions.

Secondly, the ESRB recognizes the need to establish a pan-European systemic
cyber incident coordination framework (EU-SCICF) aimed at increasing the aware-
ness of systemic cyber risk by European financial authorities and bridging any coor-
dination and communication gaps between financial authorities themselves, with
other sector authorities and with other key actors at international level (ESRB 2022).
Indeed, the successful management of a systemic cyber crisis depends heavily on
each financial authority interacting with other financial and cyber authorities. In sum,
in the intentions of the ESRB, the new EU-SCICF should overcome the risk to finan-
cial stability stemming from a coordination failure during the response to a cyber
incident.

More recently, the ESRB, within the context of a substantially heightened cyber
threat environment across Europe, developed the concept of a systemic impact toler-
ance objective (SITO) which can assist in identifying and measuring the impacts of
cyber incidents on the financial system, and evaluate when they are likely to breach
tolerance levels and cause significant disruption. Specifically, the SITO is the point
at which a cyber incident moves from the amplification phase to the systemic event
phase. They could assist authorities in assessing when a cyber incident poses a risk
to financial stability by representing a kind of “intervention ladder” to adopt timely
response and recovery measures (ESRB 2023).

Finally, recognizing that timely and accurate information on cyber incidents is
crucial for effective management of the cyber risk and its potential systemic effects,
at the request of G20, the FSB formulated 16 recommendations to achieving greater
convergence in cyber incident reporting (CIR) (FSB 2023). These recommendations
are grouped into four categories, and encourage financial authorities to set clear
reporting objectives on cyber incidents by specifying how they can be achieved effi-
ciently, to identify common data requirements on cyber risk, to develop standardized
formats for the exchange of incident reporting information, to define toolkits and
guidelines to promote effective communication practices in cyber incident reports,
to collaborate with Financial Infrastructures (FIs) to proactively share cyber events
and vulnerability within the financial sector and finally, to implement secure forms
of incident reporting handling to ensure the protection of sensitive information at all
times (Table 16.2). This is the first attempt, by an international regulator, to establish
common rules to harmonize cyber risk disclosure, rendering it easier to manage and
mitigate, especially during systemic events. A previous attempt to expand cyber risk
disclosure was made by the Security and Exchange Commission (SEC). In 2011 this
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Authority released guidance for listed firms (Li et al. 2018) that was revised in 2018
to provide additional details on how and when firms should disclose information on
cyber risk to investors (Li et al. 2018).

Overall, there is a recognizable joint effort by the macroprudential authorities to
monitor and identify systemic risks stemming fromcyberattacks (Lagarde 2018). The
European Central Bank also recently provided its valuable contribution by pointing
out some specific features of systemic cyber risk which need further reflection. First,
cyberattacks pose systemic risk not only when they affect a critical entity, but also
when they affect non-critical but strongly interconnected entities. Second, threats
originating from cyberattacks also have a time dimension. Such threats seem to
increase in periods of heightened political and economic uncertainty. Finally, rather
than being random and idiosyncratic, systematic patterns in cyberattacks can be
linked to both economic and political cycles. In sum, “large data gaps, a fast-
changing cyber landscape and the complexity of systemic cyber risks as well as
growing interlinkages between technologies and the financial system make it chal-
lenging to design policies tailored to mitigate risks associated with cyberattacks. As
such, policymakers should work to improve monitoring and analytical frameworks,
expand themacroprudential toolkit and foster collaborationand information-sharing
at both operational and policy levels to increase and safeguard resilience of the
financial system and mitigate the systemic impact of cyberattacks” (Fell et al. 2022:
128).

Banks’ Exposure to Cyber Risk: Some Empirical Evidence

After analysing cyber risk and its systemic impacts from a theoretical point of view,
this last section aims to provide an overview of the worldwide banking system’s
exposure to cyber risk. Academic studies show cyber-risk exposure predicts cyber-
attacks, affects stock returns and profits, and is priced in the equity option market
(Jamilov et al. 2023). To this end, the recent Cyber Risk Rating (CRR) produced by
Bitsight company and provided byORBIS database is used; of which Figs. 16.2, 16.3
and 16.4 offer a synthetic elaboration. More in detail, the CRR is a measure of an
organization’s security performance and, accordingly, its level of cybersecurity risk
with a value range from 250 and 900. Banks with CRR > 740 fall into the “Advanced
range” and pose lower cybersecurity risk than companies in the “Basic” (CRR > 250)
and “Intermediate ranges” (CRR > 640). Thus, the higher the CRR, the stronger the
banks’ overall security posture and the lower the cyber risk exposure. This depends
on having strong security practices and few compromised systems (e.g. malware)
and security incidents (e.g. breaches) (Table 16.3).

Figure 16.2 compares banks belonging to seven different geographical areas
showing that all banks fall into the intermediate range. It emerges that, in recent
years, banks have been able to adequately equip themselves against cyber risk by
lowering the level of exposure to this risk. However, banks located in the United
States, Oceania (mainly Australia) and Western Europe perform better than banks
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Table 16.2 FSB Recommendations for achieving greater convergence in cyber incident reporting

Recommendations Brief description

Design of CIR approach

Establish and maintain objectives for CIR Financial authorities should have clear objectives
for incident reporting, and periodically assess and
demonstrate how these objectives can be
achieved efficiently

Explore greater convergence of CIR
frameworks

Financial authorities should explore ways to align
their CIR regimes with other relevant authorities
to minimise potential fragmentation and improve
interoperability

Adopt common data requirements and
reporting formats

Financial authorities should identify common
data requirements, and, where appropriate,
develop or adopt standardised formats for the
exchange of incident reporting information

Implement phased and incremental reporting
requirements

Financial authorities should implement
incremental reporting requirements, balancing
the authority’s need for timely reporting with the
affected institution’s primary objective of
bringing the incident under control

Select appropriate incident reporting triggers Financial authorities should explore the benefits
and implications of a range of reporting trigger
options as part of the design of their CIR regime

Calibrate initial reporting windows Financial authorities should consider potential
outcomes associated with window design or
calibration used for initial reporting

Provide sufficient details to minimise
interpretation risk

Financial authorities should promote consistent
understanding and minimise interpretation risk
by providing an appropriate level of detail in
setting reporting thresholds, using common
terminologies and supplementing CIR guidance
with examples

Promote timely reporting under
materiality-based triggers

Financial authorities that use materiality
thresholds should consider fine-tuning threshold
language, or explore other suitable approaches, to
encourage prompt reporting by FIs for material
incidents

(continued)



16 The Systemic Importance of Cyber Risk in Banks 315

Table 16.2 (continued)

Recommendations Brief description

Supervisory activities and collaboration between authorities6

Review the effectiveness of CIR and cyber
incident response and recovery (CIRR)
processes

Financial authorities should explore ways to
review the effectiveness of FIs’ CIR and CIRR
processes and procedures as part of their existing
supervisory or regulatory engagement

Conduct ad-hoc data collection Financial authorities should explore ways to
complement CIR frameworks with supervisory
measures as needed and engage FIs in cyber
incidents

Address impediments to cross-border
information sharing

Financial authorities should explore methods for
collaboratively addressing legal or confidentiality
challenges relating to the exchange of CIR
information on a cross-border basis

Industry engagement

Foster mutual understanding of benefits of
reporting

Financial authorities should engage regularly
with FIs to raise awareness of the value and
importance of incident reporting, understand
possible challenges faced by FIs and identify
approaches to overcome them when warranted

Provide guidance on effective CIR
communication

Financial authorities should explore ways to
develop toolkits and guidelines to promote
effective communication practices in cyber
incident reports

Capability development (individual and shared)

Maintain response capabilities which
support CIR

FIs should continuously identify and address any
gaps in their cyber incident response capabilities
which directly support CIR, including incident
detection, assessment and training continuously

Pool knowledge to identify related cyber
events and cyber incidents

Financial authorities and FIs should collaborate
to identify and implement mechanisms to
proactively share event, vulnerability and
incident information amongst financial sector
participants to combat situational

Protect sensitive information Financial authorities should implement secure
forms of incident information handling to ensure
the protection of sensitive information at all times

Source Authors’ adaptation from FSB (2023)

6 An interesting example of collaboration between authorities is the Swiss Financial Sector Cyber-
security Centre (Swiss FS-CSC). Founded in April 2022, this association aims to facilitate the
exchange of information between FIs, financial market players and authorities regarding policies
and practices for cyber incident response and cyber crisis management. Membership of the Swiss
FS-CSC association is open to all banks, insurance companies, financial market infrastructures and
financial associations with their registered office in Switzerland and have been authorised by the
Swiss Financial Market Supervisory Authority (FINMA), as well as subsidiaries and branches of
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Fig. 16.2 Cyber risk rating for all banks worldwide (CRR as of 1 October, 2023). SourceAuthors’
elaboration on ORBIS dataset

Fig. 16.3 Cyber risk rating
for all global SIFIs (CRR as
of 1 October, 2023). Source
Authors’ elaboration on
ORBIS dataset

in Africa, Easter Europe and Middle East. The banks of Central and South America
are in last place.

Figure 16.3 identifies the positioning of all Global Systemically Important Finan-
cial Institutions (SIFIs). This sub-sample of banks is also predominantly in the “Inter-
mediate range” (22 SIFIs) with an average CRR equal to 694. Indeed, despite their
systemic importance, only a minority of these institutions can boast advanced cyber
risk management approaches (7 SIFIs), while 4 of them rank in the lower bracket.

foreign banks and insurance companies with FINMA authorisation. Currently, there are more than
80 founding members, including the Swiss National Bank.
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Fig. 16.4 Cyber risk rating
for central banks (CRR as of
1 October, 2023). Source
Authors’ elaboration on
ORBIS dataset

Table 16.3 The ranges of the cyber security rating

Categories Rating ranges Description Distribution

Advanced 740–900 Strong security performance and lower risk 50% of entities

Intermediate 640–730 Fair security performance and moderate risk 45% of entities

Basic 250–630 Poor security performance and high risk 5% of entities

Finally, Fig. 16.4 focuses on Central Banks (CBs). Several authors document
cyber-risk as an emerging threat for all types of financial institutions, including CBs
as well as Fintech firms (Bouveret 2018). Figure 16.4 shows a balance between
intermediate and advanced ranges of the CRR for CBs. Central Banks are thus one
step ahead in cyber risk awareness and management, compared to the banks they
supervise. This is an important aspect that bodes well for the further and imminent
improvement of cyber risk management strategies by all financial institutions. A few
days ago (3 January 2024), the European Central Bank (ECB) announced that it will
conduct a cyber resilience stress test on 109 directly supervised banks in 2024. The
exercise will assess how banks respond to a cyberattack, including activating emer-
gency procedures, contingency plans and restoring normal operations. The findings
of this predominantly qualitative exercise will be communicated in the summer of
2024.

(Non) Conclusive Remarks

Drawing conclusions about cyber risk in banks it is not currently possible because it
is a risk onwhichwe still have a lot to learn. It is certainly a complex risk to define and
delineate as it is constantly evolving and requires the skills and expertise of different
research fields (information technology, insurance, financial, etc.). In banks, cyber
risk takes on even more severe connotations because it may very likely trigger nega-
tive systemic effects, putting the stability of the entire financial sector at risk. Hence
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supervisory authorities are paying increasing to this emerging risk, urging financial
institutions to strengthen their organizational and governance controls as well as their
level of cyber disclosure. The challenge is open: banks and other financial institutions
have the task to provide effective and timely responses. The outlook seems favourable
as the average level of the Cyber Risk Rating produced by Bitsight currently shows,
banks appear to be in an intermediate position in managing cyber risk, i.e. both their
security performance and cyber risk exposure are moderate. Supervisory authorities,
including central banks, deserve some of the credit for this achievement. If banks
today are better prepared to dealwith cyber risk, it is also because the financial author-
ities realized at an early stage the importance of this new risk and its destabilizing
potential. Moreover, the financial crises of the past (sub-prime crisis), even the most
recent ones (Covid-pandemic crisis), have provided important lessons. The best way
to manage a new risk, while minimizing its negative and systemic impacts, consists
above all in creating diagnostic, measurement and containment tools. Recent initia-
tives by the banking regulator, including the launch of cyber stress tests and uniform
cyber risk disclosure rules, are moving in this direction.

References

Adelmann, F., Elliott, J., Ergen, I., Gaidosch, T., Jenkinson, N., Khiaonarong, T., Morozova, A.,
Schwarz, N., Wilson, C.: Cyber risk and financial stability: it’s a small world after all. In: IMF
Staff Discussion Notes, No 20/07. Cyber Risk and Financial Stability: It’s a Small World After
All (imf.org) (2020). Accessed at 28 October (2023)

Agrafiotis, I., Nurse, J.R.C., Goldsmith, M., Creese, S., Upton, D.: A taxonomy of cyber-harms:
defining the impacts of cyber-attacks and understanding how they propagate. J. Cybersecur. 4(1)
(2018)

Akinbowale, O.E., Klingelhöfer, H.E., Zerihun, M.F.: The assessment of the impact of cyberfraud
in the South African banking industry. J. Financ. Crime (2023). https://doi.org/10.1108/JFC-04-
2023-0094

Akinbowale,O.E.,Klingelhöfer,H.E., Zerihun,M.F.:Analysis of cyber-crime effects on the banking
industry using balance scorecard: a survey of literature. 27(3), 945–958 (2020)

Aldasoro, I., Gambacorta, L., Giudici, P., Leach, T.: Operational and cyber risks in the financial
sector. BIS Working Paper No. 840 (2020)

Aldasoro, I., Gambacorta L., Giudici P., Leach T.: The drivers of cyber risk. J. Financ. Stabil. 60,
100989 (2022). https://doi.org/10.1016/j.jfs.2022.100989

Allianz: Allianz Risk Barometer. Allianz-Risk-Barometer-2021.pdf. (2021). Accessed at 15 Oct
(2023)

An, J., Duan, T., Hou, W., Liu, X.: Cyber risks and initial coin offerings: evidence from the world.
Finance Res. Lett. 41, 101858 (2021). https://doi.org/10.1016/j.frl.2020.101858

Anand, K., Duley, C., Gai, P.: Cybersecurity and financial stability. Deutsche Bundesbank
Discussion Paper No.08/2022 (2022)

Awiszus, K., Knispel, T., Penner, I., Svindland, G., Voß, A., Weber, S.: Modeling and pricing cyber
insurance Idiosyncratic, systematic, and systemic risks. Eur. Actuar. J. 13, 1–53 (2023). https://
doi.org/10.1007/s13385-023-00341-9

Bakker, T.G., Streff, K.: Accuracy of self-disclosed cybersecurity risks of large US banks. J. Appl.
Econ. Bus. Stud. 18(3), 39–51 (2016)

https://doi.org/10.1108/JFC-04-2023-0094
https://doi.org/10.1016/j.jfs.2022.100989
https://doi.org/10.1016/j.frl.2020.101858
https://doi.org/10.1007/s13385-023-00341-9


16 The Systemic Importance of Cyber Risk in Banks 319

Baldwin, A., Gheyas, I., Ioannidis, C., Pym, D., Williams, J.: Contagion in cyber security attacks.
J. Oper. Res. Soc. 68(7), 780–791 (2017)

Bank of England: Systemic Risk Survey Results—2023H2 (2023a)
Bank of England: Thematic findings from the 2022 cyber stress test, 29 March (2023b)
BCBS—Basel Committee onBanking Supervision: Cyber resilience: Range of practices. December

(2018)
Berger, A., Curti, F., Mihov, A., Sedunov, J.: Operational risk is more systemic than you think:

evidence from U.S. bank holding companies. J. Bank. Finance 143, 106619 (2022)
Biener, C., Eling, M., Wirfs, J.H.: Insurability of cyber risk: an empirical analysis. Geneva Pap.

Risk Insur. Issues Pract. 40(1), 131–158 (2015). https://doi.org/10.1057/gpp.2014.19
Boungou, W.: Cyber-attacks and banking intermediation. Econ. Lett. 233, 111354 (2023). https://

doi.org/10.1016/j.econlet.2023.111354
Bouveret, A.: Cyber risk for the financial sector: a framework for quantitative assessment. IMF

Working Paper No. WP/18/143 (2018). https://doi.org/10.5089/9781484360750.001
Boyer, M., Eling, M.: New advances on cyber risk and cyber insurance. Geneva Pap. Risk Insur.

Issues Pract. 48, 267–274 (2023). https://doi.org/10.1057/s41288-023-00294-w
Caruana, J.: Systemic Risk: How to Deal with it. Bank for International Settlements (2010)
Cebula, J.J., Popeck, M.E., Young, L.R.: A taxonomy of operational cyber security risks version 2.

A Taxonomy of Operational Cyber Security Risks Version 2 (cmu.edu) (2014). Accessed at 20
Dec (2023)

Creado, Y., Ramteke, V.: Active cyber defence strategies and techniques for banks and financial
institutions. J. Financ. Crime. 27(3), 771–780 (2020)

Cremer, F., Sheehan, B., Fortmann, M., Kia, A.N., Mullins, M., Murphy, F., Materne, S.: Cyber
risk and cybersecurity: a systematic review of data availability. Geneva Pap. Risk Insur. Issues
Pract. 47, 698–736 (2022). https://doi.org/10.1057/s41288-022-00266-6

Crosignani, M., Macchiavelli, M., Silva, A.F.: Pirates without borders: the propagation of cyber-
attacks through firms’ supply chains. Staff Report 937, Federal Reserve Bank of New York
(2020)

Curti, F., Gerlach, J., Kazinnik, S., Lee, M.J., Mihov A.: Cyber risk definition and classification for
financial risk management. J. Oper. Risk. 18(2) (2023)

Deloitte: Cyber Value at Risk in the Netherlands (2016)
DTCC and Oliver Wyman: Large-Scale Cyber Attacks on the Financial System, March (2018)
DTCC: Systemic Risk Barometer Survey. 29873-Systemic_Risk-2024 (dtcc.com). Accessed at 18

Jan (2024)
Duffie, D., Younger, J.: Cyber Runs. Hutchins Center Working Paper 51. Brookings Institution

(2019)
Dupont, B.: The cyber-resilience of financial institutions: significance and applicability. J.

Cybersecur. 5(1), 1–17 (2019)
Eisenbach, T.M., Kovner, A., Lee, M.J.: Cyber risk and the U.S. financial system: a pre-mortem

analysis. J. Financ. Econ. 145, 802–826 (2022)
Eling, M.: Cyber risk research in business and actuarial science. Eur. Actuar. J. 10(2), 303–333

(2020)
Eling, M., Jung, K.: Heterogeneity in cyber loss severity and its impact on cyber risk measurement.

Risk Manage. 24, 273–297 (2022). https://doi.org/10.1057/s41283-022-00095-w
Eling,M.,Wirfs, J.:What are the actual costs of cyber risk events? Eur. J. Oper. Res. 272, 1109–1119

(2019). https://doi.org/10.1016/j.ejor.2018.07.021
Eling,M.,McShane,M.,Nguyen, T.: Cyber riskmanagement: history and future research directions.

Risk Manag. Insur. Rev. 24(1), 93–125 (2021). https://doi.org/10.1111/rmir.12169
Eling,M., Schnell,W.:What dowe know about cyber risk and cyber risk insurance? J. Risk Finance.

17(5), 474–491 (2016). https://doi.org/10.1108/jrf-09-2016-0122
ESRB—European Systemic Risk Board: Systemic cyber risk, February (2020a)
ESRB—European Systemic Risk Board: The making of a cyber crash: a conceptual model for

systemic risk in the financial sector. Occasional Paper Series No 16, May (2020b)

https://doi.org/10.1057/gpp.2014.19
https://doi.org/10.1016/j.econlet.2023.111354
https://doi.org/10.5089/9781484360750.001
https://doi.org/10.1057/s41288-023-00294-w
https://doi.org/10.1057/s41288-022-00266-6
https://doi.org/10.1057/s41283-022-00095-w
https://doi.org/10.1016/j.ejor.2018.07.021
https://doi.org/10.1111/rmir.12169
https://doi.org/10.1108/jrf-09-2016-0122


320 G. Birindelli and A. P. Iannuzzi

ESRB—European Systemic Risk Board: Mitigating systemic cyber risk, January (2022)
ESRB—European Systemic Risk Board: Advancing macroprudential tools for cyber resilience.

February (2023)
Fell J., de Vette N., Gardó S., Klaus, B.,Wendelborn J.: Towards a framework for assessing systemic

cyber risk. Financ. Stab. Rev. Eur. Central Bank 2 (2022)
Firoozi, M., Mohsni, S.: Cybersecurity disclosure in the banking industry: a comparative study. Int.

J. Discl. Gov. (2023). https://doi.org/10.1057/s41310-023-00190-8
Frost, J., Shapiro, J.: Cyber attacks ‘the biggest risk in banking. Aust. Financ. Rev. (2021)
FSB—Financial Stability Board: Recommendations to Achieve Greater Convergence in Cyber

Incident Reporting. Final Report. April (2023)
FSB—Financial Stability Board: FSB Financial Stability Surveillance Framework, September

(2021)
FSI—Financial Stability Institute: Banks’ cyber security—a second generation of regulatory

approaches. Financial Stability Institute FSI Insights on policy implementation No 50 June
(2023)

Gatzert, N., Schubert, M.: Cyber risk management in the US banking and insurance industry: a
textual and empirical analysis of determinants and value. J. Risk Insur. 89, 725–763 (2022).
https://doi.org/10.1111/jori.12381

Gulyás, O., Kiss, G.: Impact of cyber-attacks on the financial institutions. Procedia Comput. Sci.
219, 84–90 (2023). https://doi.org/10.1016/j.procs.2023.01.267

Harum, C.A., Gunadi, I.: Financial stability and systemic risk. In: Warjivo, P., Juhro, S.M. (eds.)
Central Bank PolicyMix: Issues, Challenges, and PolicyResponses. Springer, Singapore (2022).
978–981–16–6827–2.pdf (oapen.org)

Jamilov, R., Rey, H., Tahoun, A.: The anatomy of cyber risk. Institute for New Economic Thinking
Working Paper Series No. 206 (2023)

Jin, J., Li, N., Liu, S., Nainar, S.M.K.: Cyber-attacks, discretionary loan loss provisions, and banks’
earnings management. Finance Res. Lett. 54, 103705 (2023)

Kopp, E., Kaffenberger, L., Wilson, C.: Cyber risk, market failures, and financial stability, working
paper. International Monetary Fund (WP/17/185) (2017)

Lagarde, C.: Estimating Cyber Risk for the Financial Sector. IMF Blog. June 22 (2018). https://
blogs.imf.org/2018/06/22/estimating-cyber-risk-for-the-financial-sector/

Li, H., No, W.G., Wang, T.: SEC’s cybersecurity disclosure guidance and disclosed cybersecurity
risk factors. Int. J. Account. Inf. Syst. 30(C), 40–55 (2018)

Malavasi, M, Peters, G.W., Shevchenko, P., Trück, S., Jang, J. Sofronov, G.: Cyber risk frequency,
severity and insurance viability. Insur. Math. Econ. 106, 90–114 (2022). https://doi.org/10.1016/
j.insmatheco.2022.05.003

Mangala, D., Soni, L.: A systematic literature review on frauds in banking sector. J. Financ. Crime.
30(1), 285–301 (2023). https://doi.org/10.1108/JFC-12-2021-0263

Mazumder, M.M.M., Hossain, D.M.: Voluntary cybersecurity disclosure in the banking industry of
Bangladesh: does board composition matter? J. Account. Emerg. Econ. 13(2), 217–223 (2023)

Mazumder, M.M.M., Sobhan, A.: The spillover effect of the Bangladesh bank cyber heist on bank’s
cyber risk disclosures in Bangladesh. J. Oper. Risk. 15(4), 53–76 (2021)

Mikhed, V., Vogan, M.: How data breaches affect consumer credit. J. Bank. Financ. 88, 192–207
(2018)

Nurse, J.R.C., Axon L., Erola A., Agrafiotis I., Goldsmith, M., Creese S.: The data that drives cyber
insurance: a study into the underwriting and claims processes. In: 2020 International Conference
on Cyber Situational Awareness, Data Analytics and Assessment (CyberSA), 15–19 June 2020

Pollmeier, S., Bongiovanni, I., Slapničar, S.: Designing a financial quantification model for cyber
risk: a case study in a bank. Saf. Sci. 159, 106022 (2023). https://doi.org/10.1016/j.ssci.2022.
106022

Ponemon Institute: Cost of Data Breach Study: Global Overview. https://www.ibm.com/security/
data-breach (2020)

https://doi.org/10.1057/s41310-023-00190-8
https://doi.org/10.1111/jori.12381
https://doi.org/10.1016/j.procs.2023.01.267
https://blogs.imf.org/2018/06/22/estimating-cyber-risk-for-the-financial-sector/
https://doi.org/10.1016/j.insmatheco.2022.05.003
https://doi.org/10.1108/JFC-12-2021-0263
https://doi.org/10.1016/j.ssci.2022.106022
https://www.ibm.com/security/data-breach


16 The Systemic Importance of Cyber Risk in Banks 321

Radu, C., Smaili, N.: Board gender diversity and corporate response to cyber risk: evidence from
cybersecurity related disclosure. J. Bus. Ethics 177, 351–374 (2022). https://doi.org/10.1007/
s10551-020-04717-9

Santucci, L.: Consumer Finance Institute discussion papers 18–3 Quantifying Cyber Risk in the
Financial Services Industry. Federal Reserve Bank of Philadelphia (2018)

Sheehan, B., Murphy, F., Kia, A.N., Kiely, R: A quantitative bow-tie cyber risk classification and
assessment framework. J. Risk Res. 24(12), 1619–1638 (2021). https://doi.org/10.1080/136
69877.2021.1900337

Sinanaj, G.,Muntermann J.: Assessing corporate reputational damage of data breaches: an empirical
analysis. In: Proceedings of the 26th International Bled eConference. Bled, 78–89 (2013)

Skinner, C.P.: Bank disclosure of cyber exposure. IOWA Law Rev. 105, 239–281 (2019)
Smaili, N., Radu, C., Khalili, A.: Board effectiveness and cybersecurity disclosure. J. Manag. Gov.

27, 1049–1071 (2023). https://doi.org/10.1007/s10997-022-09637-6
Statista:Global industry sectorsmost targeted by basicweb application attacks fromNovember 2020

toOctober 2021.https://www.statista.com/statistics/221293/cyber-crime-target-industries/. Last
Accessed at 23 March (2023)

Strupczewski, G.: Defining cyber risk. Saf. Sci. 135, 105143 (2021). https://doi.org/10.1016/j.ssci.
2020.105143

Tian, S., Zhao, B., Olivares, R.O.: Cybersecurity risks and central banks’ sentiment on central bank
digital currency: evidence from global cyberattacks. Finance Res. Lett. 53, 103609 (2023)

Uddin, M.H., Mollah, S., Ali, M.H.: Does cyber tech spending matter for bank stability? Int. Rev.
Financ. Anal. 72, 101587 (2020a). https://doi.org/10.1016/j.irfa.2020.101587

Uddin, M.H., Ali, M.H., Hassan, M.K.: Cybersecurity hazards and financial system vulnerability:
a synthesis of literature. Risk Manage. 22, 239–309 (2020b). https://doi.org/10.1057/s41283-
020-00063-2

WEF—World Economic Forum:Understanding Systemic Cyber Risk.White Paper, October (2016)
WEF—World Economic Forum: The Global Risks Report 2020, 15th Edition (2020)
WEF and Deloitte: Partnering for Cyber Resilience Towards the Quantification of Cyber Threats,

January (2015)
Welburn, J.W., Strong, A.M.: Systemic cyber risk and aggregate impacts. Risk. Anal. 42(8) (2022).

https://doi.org/10.1111/risa.13715
Zhang, Q., Ou, Y., Chen, R.: Digitalization and stability in banking sector: a systemic risk

perspective. Risk Manag. 25(2), 1–29 (2023). https://doi.org/10.1057/s41283-023-00116-2

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://doi.org/10.1007/s10551-020-04717-9
https://doi.org/10.1080/13669877.2021.1900337
https://doi.org/10.1007/s10997-022-09637-6
https://www.statista.com/statistics/221293/cyber-crime-target-industries/
https://doi.org/10.1016/j.ssci.2020.105143
https://doi.org/10.1016/j.irfa.2020.101587
https://doi.org/10.1057/s41283-020-00063-2
https://doi.org/10.1111/risa.13715
https://doi.org/10.1057/s41283-023-00116-2
http://creativecommons.org/licenses/by/4.0/


Chapter 17
The Dynamics of Crypto Markets
and the Fear of Risk Contagion

Mauro Aliano, Massimiliano Ferrara, and Stefania Ragni

Abstract Decentralized finance has gained significance in recent years, as have
concerns about the financial system’s stability. Exchange mechanisms, such as those
utilized on cryptocurrency platforms, enhance volatility, and transmit risk contagion
to other financial actors globally, which may increase financial calamity. We propose
a Susceptible-Infected-Recovered model with a time delay to examine the mecha-
nism of risk contagion in the cryptocurrency markets during the last decade. The
governance token prices of the main cryptocurrency exchange platforms, as well as
their spillover effects, crash risks and indicators of people’s attention, are assessed,
and the obtained parameters are used in the Susceptible-Infected-Recovered model
to replicate the dynamics of risk contagion in the examined crypto markets. Findings
suggest high interconnection among crypto markets in short-run and the fear spread
among people play an important contribution to financial risks. Under the new decen-
tralized finance paradigm, predictive modeling of the temporal distribution of risk
among cryptocurrencies may provide useful insights for policy and financial system
stability, as well as for contagion risk.

Keywords Financial contagion · Financial crises · Crises’ transmission channels ·
Tokenization

Introduction

In some ways, fear of infection and viral transmission is inherent in human nature,
as well as in the financial market. The financial markets’ reaction to contagion has
implications similar to those that happened to medical disease during COVID-19,
albeit with distinct features whether investors or stock traders characterize what
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recently happened for Silicon Valley Bank, in the traditional banking system, but
also for FTX, in the cryptocurrency sector.

We apply a Susceptible-Infected-Recovered (SIR) model to evaluate the effect of
crashes on crypto platforms. To our best knowledge, this is the first attempt to apply
this model to cryptocurrency platforms.

We suggest a structured approach that ensures readers can navigate through the
details of our exploration seamlessly, gaining a holistic understanding of the nuanced
interplay between SIRmodels, Granger Causality, Spillover effects, and the influence
of fear on risk parameters in the dynamic realm of crypto platforms.

We show how risk contagion may evolve among Decentralized Finance (DeFi)
exchanges using a dynamical method based on a SIR categorization. The SIR
approach paradigm may be studied in the economic environment due to the parallels
between financial systems and ecosystems.

While SIR models are not new, the application deserves to be highlighted due
to the increased demand for financial services outside traditional schemes. We use
the SIR approach to mimic risk contagion in the governance token market, which
has recently been related to the most prominent cryptocurrency trading platforms. A
governance token is a cryptocurrency token issued by a blockchain-based platform
or protocol that allows its holders to participate in the governance of the platform.
Holders of the governance token can vote on proposed protocol changes such as
transaction fee changes or network infrastructure upgrades. In addition to voting,
holders of governance tokens may have other benefits, such as earning a portion
of the platform’s revenue or suggesting changes themselves. Governance tokens are
commonly utilized on DeFi platforms and protocols where the user community plays
an important role in decision-making, according to Makridis et al. [1].

Given these token characteristics, which are analogous to equity instruments in
certain ways, we evaluate governance price tokens and how they vary as a proxy for
changing value for crypto platforms in our research. Furthermore, as a risk trans-
mission channel method, we evaluate the information flow that we may capture in
shifting price and risk for these governance tokens.

We investigate price movements for governance tokens in the context of market
connectivity. In this regard, we conducted a causality analysis that revealed the pres-
ence of a link between the platform governance tokens in the data sample under
consideration. We also make an original contribution by measuring the spillover
effect and quantifying cross-platform contagion. The research on the spillover index
computed from the price of the governance token shows how different platforms
influence each other, which is known as interconnectivity. In this approach, risk
contagion is related to information flow contained in the governance token.

The structure of the chapter can be outlined as follows: the second section exten-
sively covers literature, the third section delves into data and methods, the fourth
section presents findings and initiates discussion, and the final section addresses
policy implications.
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Literature Review

In the financial literature, contagion plays a key role in the so-called “systemic risk”,
in which both endogenous and exogenous events could determine a large cascade of
crises (see [2]). According to the authors, starting from an outbreak with a domino
effect, if a bank (or other financial intermediaries) moves toward a crisis or precrisis
state, this could also cause a crisis or precrisis conditions for 50 other banks.

Financial network interdependencies, such as the interbank market, are one of
the most important determinants of default propagation [3], and are considered a
mechanism of contagion transmission. By using a probabilistic model, nodes, and
Monte Carlo simulation, in Leonidova and Rumyantsev [4] the authors study the
default contagion risk in the Russian interbank market. The use of network analysis
in economic analysis has a long history, according to Callon [5], but it can also be
used to explain financial crises.

For the banking sector, Babus [6] estimates the probability of systemic risk asso-
ciated with a bank default in the interbank market, when it is at an equilibrium status.
Financial networks are also analyzed, among other things, byBattiston andCaldarelli
[7], who suggests that the interplay of network topology, capital requirements, and
market liquidity are three important factors that could affect systemic risks. Under
the liquidity risk perspective, Feinstein [8] outlines a model in which financial crisis
propagation goes through illiquid assets and fire sales. Moreover, by accounting for
the management effect, Caldarelli et al. [9] consider other networks: the board and
director networks, price correlations, and stock ownership. A sort of spillover effect
is used in Aït-Sahalia et al. [10], in which the authors propose a model to study
the contagion jump process in different regions by studying the equity market and
focusing their findings on the stock price propagation mechanism.

At the operative and costumers’ level, the investigation in Barja et al. [11] exploits
quarterly client’s data from BBVA (i.e., a Spanish Bank) to study customer–supplier
chain transactions. The authors consider a Susceptible-Infected-Susceptible (SIS)
model to evaluate the patterns that are similar to the ones used in a spreading epidemic.
Starting from catastrophic events, Torri et al. [12] evaluate the effects on non-life
insurance by using balance sheet analysis. Default contagion and default degree in
the capital chain are studied with the Copula metric for listed Chinese companies
by Han [13]. Among the measures that can be applied by policymakers to contain
the contagion effect on financial markets for banks, there is the short-selling ban for
stocks and other financial instruments [14]. In the end, financial crises are boosted by
psychological factors (see [15]) not only in their buildings but also in their spread in
markets, instruments, and among economic players. For example, during theCOVID-
19 period, virus diffusion raised fear and uncertainty in the market [16].

Generally, under more uncertain scenarios, the behaviors of financial players are
characterized by: (i) actions more sensitive to investment losses than gains [17],(ii)
players triggering risks, and emotional or sentimental behavior that drives decisions
[18], and (iii) mostly damaging investment decisions [19]. The so-called spillover
effects are measured not only on the financial market, when the correlation between
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indices and stocks is analyzed, but also between firms. Among other contributions,
Filbeck et al. [20] exploits event study methodologies to understand the stock reac-
tions to disruption in the automobile industry supply chain, and measuring the conta-
gion effect of the reduction of stock prices. The financial distress of a company caused
by customer-supply chain relations is analyzed by Lian [21] from 1980 to 2014. The
author finds that financial distress transfers from major customer firms to supplier
firms, and the interfirm effect is persistent for up to two years. In Agca et al. [22]
a credit default swap is used to evaluate credit shocks in the supply chain. Spatial
analysis of the proximity effects of both financial distress and failure is considered
in Barro and Basso [23]. Local factors as determinants of the default of a company
also emerge in Barreto and Artes [24], Calabrese et al. [25], Maté-Sánchez-Val et al.
[26]. Starting from commonalities in banks’ balance sheets, Shi et al. [27], analyses
China’s banking system by considering the vulnerability of each bank according to
some channels of transmission and complex relations among financial players.

According to Egloff et al. [28] there is another contagion mechanism through
credit deterioration channels, in which the credit deterioration of a company could
also deteriorate credit in other counterparties. Hertzel et al. [29] consider intra-
industry bankruptcy and evaluate the consequences of distress both for customers and
suppliers. They capture financial wealth effects on stock price reactions to distress
and failures. Furthermore, Escribano and Maggi [30] analyze the default dependen-
cies in a multisectoral framework starting from 1996 and evaluating the dot-com
bubble and the global financial crisis (until 2015). The authors argue that the conta-
gion effect between sectors manifests in two ways: (i) the “infectivity”, or the degree
of transmission of default among sectors, and (ii) the “vulnerability” of each sector.
Moreover, Xie et al. [31] examine a dual-channel financing model in supply chain
finance characterized by loans from the bank and trade credit from the manufacturer.
In this chapter, credit risk is considered as a contagion channel from the supply chain
perspective for small and medium enterprises (SMEs). Then, Calabrese [32] studies
the contagion effects of UK small business failures and finds that the geographical
location and the industry group are significant. In addition, the model in Fanelli
and Maddalena [33] considers analogies between medical disease and credit risk
contagion. It describes a nonlinear dynamic in the SIR framework and accounts for
the transitory immunity time lag before a bank becomes defaultable. From another
perspective, the authors in Xu et al. [34] study a contagion mechanism of associated
credit risk with corporate senior executives’ alertness; they exploit the SIR approach
to construct the interaction model between the corporate senior executive alertness
and the associated credit risk contagion in the network.

Concerns have developed in recent years about financial service providers who
operate outside standard schemes or without Centralized Finance (CeFi), particularly
in connection with cryptocurrencies. In contrast to the old financial system, the so-
called DeFi phenomenon and automated smart contracts on the blockchain have
expanded internationally in the crypto financial system.

Under a complexity and machine learning framework perspective, Ciano [35]
forecasts the closing price of Bitcoins from the 61st day using a training dataset
constructed from closing prices from the previous 60 days, emphasizing the market’s
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significant volatility. The study dives into the association between cryptocurrencies,
improving the analysis and providing insights into anticipating prices in this complex
financial landscape.

Many concerns, such as leverage and liquidity mismatches, might be managed
by policymakers and financial regulators from the standpoint of financial stability,
according to Aramonte et al. [36]. The lack of internal shock absorbers during
stressful times can be visible in the traditional financial system, such as liquidity
issues, but without banks and central banks, it might lead to crypto runs. There are
also concerns about consumer safety, ranging from operational platform failures to
cyber-attacks, from volatility difficulties to the use of leverage [37].

Collaterals offered in stable coin issuance reflect liabilities; additionally, if values
decrease owing to a bearishmarket, the value of collateral for crypto keepers falls. As
a result, even for a less hazardous cryptocurrency like a stable coin, this procyclical
system defines a liquidity mismatch due to a stable coin’s liability-driven character,
according to McLeay et al. [38].

Overcollateralization and high leverage worsen this procyclicality and spread
risk contagion to other global financial actors. As an example, Three Arrows Capital
(3AC) collapsed in June 2022 because of the failure of the so-called margin calls,
and a few weeks later, in July 2022, another crash happened for Voyager Digital, the
cryptocurrency broker that sold the 3AC bankruptcy action. The interconnectedness
of cryptocurrencies, operators, and FinTech firms [39], as well as the influence of
significantly over collateralization phenomena on the relationship between primary
brokers and hedge funds borrowing [40], are just a few of the factors that can enhance
the traditional contagion scheme in the crypto-financial system.

We employed an index of internet search traffic associated with a set of terms to
estimate people’s sentiment, building on previous studies [41, 42]. Many researchers
utilize Internet search activity as a proxy for investor mood, demonstrating a corre-
lation between people’s attentiveness and stock volatility during the epidemic [43],
[44].

Building on the insights garnered from the preceding literature review analysis, we
construct our chapter employing a comprehensive conceptual framework. Initially,
we study the existence of interconnection between platforms facilitated by gover-
nance tokens, aiming to capture this phenomenon through the application of VAR
(Vector Autoregression) and Spillover methods. This approach allows us to assess
the immediate impact in the short run. Subsequently, we incorporate risk measures
designed to understand crisis conditions. Lastly, we apply SIR methods, utilizing
parameters derived fromVAR, Spillover, and risk analyses. Additionally, we factor in
considerations of people and investor attention to formulate a thorough understanding
of the long-run equilibrium.
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Data and Methods

We examine governance tokens that have recently been related to the most popular
cryptocurrency trading platforms. Using the Yahoo Finance data source, we retrieved
the daily unbalanced values of each currency from 2017 to 2023. Our database is a
hand-curated compilation of publicly available data, beginning with Yahoo Finance,
where token prices are expressed in US dollars, and we begin our simulation with
these numbers. We study potential connections across platforms and estimate the
factors that are included in the SIR model by measuring the spillover impact, identi-
fying the risk, and people’s attention to understand how risk may spread throughout
the market. The risk dynamics are then projected into the future and focused on
long-term contagion in a stable state.

However, while Bitcoin came into existence in 2009, the emergence of crypto
platforms, along with their associated tokens, has occurred more recently, partic-
ularly within the past years. This growth aligns with the increasing prevalence of
cryptocurrencies, whether in the form of coins (including stable coins) or as invest-
ment assets (excluding stable coins). Table 17.1 outlines the inception year of the
initial token emissions linked to crypto platforms, with our selection based on their
trading volume as of early 2023 (https://coinmarketcap.com).

Table 17.1 Sample of tokens
by launch year Token Year

Binance 2017

OKB 2019

FTX 2019

KuCoin Token 2017

Huobi Token 2020

Uniswap 2020

AAVE 2020

Compound 2020

Decentraland 2017

0x 2017

Decred 2017

Avalanche 2020

Bounce 2021

Ampleforth 2021

AntiMatter 2021

UNION Protocol 2020

Terra Classic 2019

Curve DAO Token 2022

Source Authors’ elaboration

https://coinmarketcap.com
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Table 17.2 Descriptive statistics for governance tokens

Mean Standard deviation Skewness Kurtosis

Binance 0.004 0.060 1.915 22.238

OKB 0.004 0.061 2.380 26.572

FTX 0.003 0.062 -0.963 32.848

KuCoin Token 0.004 0.072 3.065 31.576

Huobi Token 0.002 0.054 1.188 16.351

Uniswap 0.002 0.070 0.900 5.895

AAVE 0.003 0.070 0.328 2.422

Compound 0.003 0.081 4.711 70.363

Decentraland 0.006 0.092 5.637 84.238

0x 0.002 0.072 1.168 9.025

Decred 0.002 0.062 2.552 44.062

Avalanche 0.004 0.078 1.488 12.340

Bounce 0.001 0.080 1.451 11.140

Ampleforth -0.002 0.083 2.984 32.366

AntiMatter 0.000 0.100 1.014 11.763

UNION Protocol -0.001 0.102 2.157 20.447

Terra Classic 0.006 0.144 10.971 277.346

Curve DAO -0.002 0.069 0.145 2.467

Source Authors’ elaboration

For a deeper understanding of the tokens under consideration, Table 17.2 provides
descriptive statistics on the daily returns within the sample utilized in this chapter.

VAR and Spillover

To support the interconnectedness theory, we begin by examining Granger Causality
and the spillover impact among cryptocurrency platform tokens. The Granger
Causality approach cited by Diebold et al. [45–47] allows for determining infor-
mation flow among platforms because it is an efficient tool for determining whether
the predicted distribution of one set of time series variables (i.e., cause variables, CV)
has changed over time (i.e., effect variables, EV). The test examines the effect of the
EV forecast on the mean squared error. To accomplish this purpose, the variables
involved in the analysis must have stationary time series, otherwise, the data must
be differenced. In this regard, we begin with the data and use the VAR model fit
approach as well as the Akaike information criterion (AIC) to examine the Granger
Causality among return series. We recorded the AIC score after testing the VAR
model with lags ranging from 1 to 4 day and chose the VAR lag with the lowest AIC
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Fig. 17.1 Spillover Index

value. We ran a Granger Causality test on each variable and equation in the VAR
system to see if one is the Granger causes of another. With the null hypothesis, we
use Chi-Square to perform a leave-one-out Granger causality test.

We corroborate our initial interconnectedness intuition by conducting this
causality analysis and conclude that there is a relevant interconnection in the platform
governance tokens we account for. Then, considering the influence of spillover on
risks and returns, we measure the extent of interconnection in platform governance
tokens. In this regard, we create spillover indices using an extended decomposition of
the forecast-error variance of the VARmodel, as cited by Diebold et al. [45–47]. The
net-spillover index (see also Fig. 17.1), as derived by the Diebold and Yilmaz tech-
nique, provides us with our answers. As a result, wemay estimate the interconnection
parameter involved in the prior SIR dynamics using this spillover analysis.

Risk Indicators

Daily prices are used to calculate risk indicators. Standard deviation, a well-known
risk indicator for financial market analysis, serves as the initial measure. We also
consider additional risk indicators, such as crash and idiosyncratic risks. After esti-
mating token-specific daily returns,we compute risk indicators by taking into account
the residual from regressing daily token returns in an enlarged index model, as
proposed by Hutton et al. [48]:
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rj,t = αj + βa,jrm,t−2 + βb,jrm,t−1 + βc,jrm,t + βd ,jrm + βe,jrm,t+1 + βf ,jrm,t+2 + εj,t
(17.1)

where rj,t is the token return for daily t, and rm,t is the market index return for the
same day (we use the S&P Cryptocurrency Broad Digital Market Index, as it has
been recommended to utilize a worldwide index in the specific lack of a reference
benchmark). We further insert forward and one- and two-day lagged market returns,
per Hutton et al. [48]. We define Wj,t = ln(1 + εj,t) to correct daily returns for the
skewed residuals εj,t .

In our analysis of (1), we look at the next two riskmetrics, which take idiosyncratic
and crash risks into account.

The first one is a measure of crash risk that considers the negative conditional
skewness of token-specific daily returns (cr1).

Cr1measures token price up-movements [48] using an indicator ofwhether token-
specific Wj,t falls by more than 3.09 standard deviations above the average Wj,t in
that month:

cr1j,t =
∑n

i=1 Riskj,i
n

(17.2)

where, n in the number of observations and Riskj,i is:

Riskj,i =
{
1 if Wj,t ∗ σw < −3.09

0 otherwise
(17.3)

where Wj,t denotes the mean value of Wj,t , and σw denotes the standard deviation.
Our measure of risk cr2 is built over Dumitrescu et al., [49] and Habib et al., [50]

and it represents the Negative Conditional Skewness (NCSKEW) of token returns.
We calculate by taking the negative of the third moment of token-specific daily
returns for each year and normalizing it by the standard deviation of daily returns
raised to the third power. Specifically, cr2 is calculated as:

cr2j,t = −[
n(n − 1)3/2

∑
W 3

j,t
]

[
(n − 1)(n − 2)(

∑
W 2

j,t)
3/2

] (17.4)

The third measure of crash risk is the down-to-up volatility measure (DUVOL)
of the crash likelihood. For each token j over a fiscal year period τ, token-specific
daily returns are separated into two groups: “down” days when the returns are below
the annual mean, and “up” days when the returns are above the monthly mean. The
standard deviation of token specific daily returns is calculated separately for each
of these two groups. DUVOL is the natural logarithm of the ratio of the standard
deviation in the “down” days to the standard deviation in the “up” days:



332 M. Aliano et al.

cr3j,t = log

(

(n − 1)

∑
downW

2
j,t

ndown − 1

∑

up
W 2

j,t

)

(17.5)

As the fourth measure, we define “idion” in the chapter as an idiosyncratic risk
applying the logistic transformation of R2 obtained in (1). According to Ferreira and
Laux [51], we obtain the following measure:

idionj,t = log

(
1 − r2

r2

)

(17.6)

where r2 is the R-squared of model estimated in the Eq. (17.1). Jumpmeasures token
price up-movements [48] using an indicator of whether token-specific Wj,t rises by
more than 3.09 standard deviations above the average Wj,t in that year (see cr1).
According to previous scholars, investigating corporate governance and volatility
risks [52] and financial return [49], we define Jump riskmeasures as one if a company
or token record one or more Wj,t 3.09 standard deviations above the mean value for
that year, and zero otherwise:

Jumpj,t =
∑n

i=1 Riskj,i
n

(17.7)

with Riskj,i defined as:

Riskj,i =
{
1 if Wj,t ∗ σw > 3.09

0 otherwise
(17.8)

whereWj,t denotes the mean value ofWj,t , and σw denotes the standard deviation.
On the one hand, we claim that “Susceptible” tokens are identified with platforms

that have been quoted in the market; on the other hand, we need to develop a criterion
for identifying “Infected” tokens and when they are “Recovered”. In this regard,
we assume that the infection will be evaluated in terms of crash risk (cr3). More
particularly, we employ the risk assessment technique that estimates the Negative
Conditional Skewness of the stock return variance, as cited in the literature [49, 50].

For the robustness check, we also consider other risk measures discussed in this
paragraph, and the results do not change.

People and Investor Attention

We explore investor sentiment dynamics through a stock market-inspired lens, using
internet research as a crucial tool. We argue that the Internet is a crucial avenue for
gauging investor sentiment, especially during crisis periodswhen a significant portion
of the population is confined to their homes, such as during the Covid-19 outbreak.
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The Internet, acting as a primary information source, becomes instrumental for a
diverse spectrumof investors, spanning institutional entities to individual households.

Our contribution aligns with the existing body of literature that delves into the
intersection of online research activities and their intricate connection to risk consid-
erations.Within this framework, we conceptualize online research as a manifestation
of public interest, specifically geared toward concerns related to the crypto market—
a surge in activity fueled by stakeholders (or token owners) seeking to stay abreast
of patterns within the crypto landscape.

Drawing inspiration from the insights presented by Zhao et al. [53], our study
posits that individuals engage in online research to evaluate endeavors and gauge
public perceptions of performance behaviors. Mirroring the context of the stock
market and beyond, stakeholders, including investors, leverage online research as a
means of accessing information and asserting a form of regulatory oversight. This
proactive engagement empowers stakeholders to exercise control, monitoring devel-
opments and staying well-informed about events and news that could potentially
impact the companies and financial markets they are vested in.

To operationalize our approach, we draw on the foundations laid by previous
literature [41, 42] and employ an internet search volume behavior index as a proxy
for investor sentiment. This strategic choice allows us to establish a meaningful
link between the attention parameter and token volatility, drawing upon insights
from works such as Smales [43] and Tripathi and Pandey [44]. Our methodolog-
ical approach enhances our understanding of the intricate interplay between online
research, investor sentiment, and the dynamic landscape of the crypto market during
unprecedented times.

We embark on the creation of a novel index, derived from the mean value of the
Google SearchVolume Index for key terms encompassing “crisis,” “cryptocurrency,”
and “risk contagion.” This innovative index serves as a foundational parameter in
our exploration, enabling us to classify scenarios based on the level of contagion.

Our methodological approach involves the following steps. We aggregate the
Google Search Volume Index for the specified keywords, calculating their mean
value. This mean value, reflective of the collective online interest in crisis, cryptocur-
rency, and risk contagion, becomes a central parameter in our subsequent analysis.
Moving forward, we employ this new index as a pivotal input for a SIR model. The
SIR model, a widely used epidemiological framework, is adapted to our context,
utilizing the derived index value as a crucial parameter. This strategic integration
allows us to classify scenarios based on the influence of the aggregated online
interest in crisis-related terms. By coupling the information gleaned from Google
Search Volume with the SIR model, we establish a framework that discerns conta-
gion scenarios in a nuanced manner. This innovative index not only reflects the
collective attention on crisis, cryptocurrency, and risk contagion but also serves as a
dynamic parameter guiding our classification of contagion intensity.

In essence, our approach amalgamates insights from online search behaviors with
a robust epidemiological model, presenting a comprehensive strategy for classifying
contagion scenarios. This innovative index stands as a testament to our commitment



334 M. Aliano et al.

to leveraging diverse data sources and methodologies to enhance our understanding
of contagion dynamics in the context of cryptocurrency and financial risk.

We employ this index, as elucidated in the subsequent paragraph, to moderate
high and low risk levels and to delineate the designation of “Infected” within the SIR
model.

SIR Model

Weaim tomodel the spreading of financial risk amongDeFi exchanges by employing
a dynamical compartmental approach based on SIR classification. Thismathematical
tool was developed in the context of epidemiological models to analyze how an
infectious illness spreads from its initial outbreak [54, 55]. Since it is possible to
draw comparisons between financial systems and ecosystems, the SIR paradigm can
be reviewed in the perspective of economics. Tomodel crisis contagion, for example,
the method is used to the banking network [33, 56], global financial crises across
different nations [57], and credit risk contagion of peer-to-peer lending platforms on
the Internet [58].

In our case, SIR approach is applied for modelling the contagion in terms of
crash risk with low and high levels in a crypto market. The underlying concept is
that platforms with higher risk are referred to as “Infected” because they have the
potential to infect those with lower risk, which are referred to as “Susceptible”.
To refine our approach, we introduce a corrective measure for risk, incorporating
the investor/people attention index. This correction factor is applied to distinguish
between high and low risk for Infected tokens through the index established on GVSI
(as detailed in Sect. 3.4). By doing so, we align high or low risk assessments with
the prevailing perception among people, thereby calibrating our risk evaluations in
accordance with public sentiment.

A portion of infected platforms become able to control and sustain a minimal
degree of risk, making them no longer contagious. Consequently, these platforms
are “Recovered” after healing and get a temporary financial immunity for a period
of length τ > 0. Under a mathematical viewpoint, this parameter τ represents a time
delay involved in the dynamics. Over the time period τ, immunity ends, and some
cryptocurrency platforms that have recovered may revert to come back susceptible
compartment.

In this framework, risk contagion is described bymodelling the dynamics of densi-
ties S(t), I(t) and R(t) related to the susceptible, infected and recovered compart-
ments, respectively, at each time t ≥ 0. Moreover, by assuming that 0 < δ < 1 and
0 < γ < 1, we account for the recovery rate δ from the high risk to the low risk
and suppose that a portion of cryptocurrency platforms exits the market at any time
according to the mortality rate γ . Under the previously stated reasoning, recovered
cryptocurrency platform density evolves according to
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dR

dt
= δ · I(t) − γ · R(t) − e−γ τ δ · I(t − τ), (17.9)

where the term δ ·I(t) corresponds to the portion of infected cryptocurrency platforms
which is recovered, γ · R(t) is related to the cryptocurrency platforms which leave
the market, while the portion e−γ τ δ · I(t − τ) reverts to susceptible compartment
again. The previous equation can be integrated and density R(t) can be evaluated
once I(t) is known. Therefore, we focus on the dynamics of the infected class which
is closely related to the one of the susceptible compartments. In this respect, the
strong analogy between any financial market and an ecosystem can be exploited
to model the contagion among cryptocurrency platforms by employing Holling’s
response functions,which represent a common tool for studying population dynamics
(for instance see [59, 60], [61], [62]. The extremely quick interconnectedness in
cryptocurrencymarkets allows us to disregard the incubation period neededby a high-
risk platform to process a susceptible one through infection. Therefore, we employ
the type I response and model risk spread by the bilinear incidence term a ·S(t) · I(t),
where a > 0 measures the interconnections among the exchanges and represents
the removal rate due to contagion. Assuming further that new susceptible platforms
enter the market at a given growth rate b > 0, the dynamics of the susceptible and
the infected are described by the delay differential system.

dS

dt
= b − γ · S(t) − a · S(t) · I(t) + e−γ τ δ · I(t − τ),

dI

dt
= a · S(t) · I(t) − (δ + γ ) · I(t), (17.10)

which is completed by the following initial conditions:

S(0) = S0,
I(s) = I0(s) ≥ 0 for all s ∈ [−τ, 0], with I0(0) > 0.

(17.11)

We assume that I0(·) is a continuous function in thewhole-time lag interval [−τ, 0]
and determines the history of infected class before the initial time t = 0. Under
this assumption, the fundamental theory of functional differential equations (see for
instance [63] assures that the previous differential model admits a unique solution
satisfying the initial conditions. It is not so difficult to prove that any solution gets
positive values at any time.

The previous model has been proposed in the literature by Kyrychko and Blyuss,
[64], for describing a disease transmission and an epidemic behavior. Here we
apply this approach in the different framework of risk transmission through a
cryptocurrency market.

The question of whether risk continues to exist in the cryptocurrency market
over time requires careful consideration. In this respect, it is worthwhile to discuss
the existence of different steady states. An important role is played by the basic
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reproduction number defined as

ρ0 = ba

γ (γ + δ)
. (17.12)

The model admits the risk-free steady state E∗
0 = (b/γ, 0) and another non-trivial

equilibrium E∗
τ = (S∗

τ , I∗
τ ) with

S∗
τ = γ + δ

a
, I∗

τ = γ (γ + δ)

a(γ + δ − δe−γ τ )
(ρ0 − 1). (17.13)

We notice that E∗
τ corresponds to an endemic or not-free-risk equilibrium. More-

over, understanding long-term risk contagion requires a thorough analysis of steady
state stability. According to the results provided in Kyrychko and Blyuss [64], the
basic reproduction number ρ0 has a cutoff value of 1 which marks the boundary
between two distinct regions of stability. The first region corresponds to the case
when ρ0 < 1: the risk-free equilibrium E∗

0 is locally asymptotically stable and no
other equilibrium is feasible. In this stability region, risk contagion tends to vanish
at the long run as the trajectories of the SIR system converge towards a risk-free
situation corresponding to E∗

0 . On the other hand, the second region corresponds to
the opposite case when ρ0 > 1: E∗

0 is unstable, while the not-free-risk equilibrium
E∗

τ becomes feasible. Without going into details, we state that condition ρ0 > 1 can
be enforced in order to guarantee the not-free-risk equilibrium point’s stability both
locally and globally.

Results

In this section, we endeavor to separate the results based on their short and long-term
effects. The focus is on disentangling the outcomes derived from VAR analysis and
spillover effects, which predominantly address short-term dynamics and their imme-
diate impact on the behaviors of price tokens. Concurrently, the SIR results delve
into the medium to long-term effects, providing insights into the overall structural
dynamics of the token market. This dual perspective, examining both short-term
volatility and the enduring impact on the broader market structure, aims to enhance
the readability and comprehensive understanding of the results. By juxtaposing these
two distinct aspects, we aim to offer a holistic view of the intricate dynamics shaping
the cryptocurrency token landscape.
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Short-Term Interconnection and Spillover Effect

In Fig. 17.1, the Spillover index is plotted for the last two years of a sample. We
consider these two years according to Table 17.2 evaluating more tokens. Since
the range goes from 0 to 100, the figure value shifts from 54 in April 2021 to
82 in October 2021. After this period, the Spillover index range is still high. The
ascending phase of the Spillover index aligns with an upward trajectory in the valu-
ation of cryptocurrencies, specifically referencing the S&P Cryptocurrency Broad
DigitalMarket Index (USD). However, diverging from the latter, despite a substantial
decline in cryptocurrency values commencing in November 2021 (with the pinnacle
reached on November 10, 2021), the spillover index demonstrates a propensity to
sustain elevated levels even in the latter period. This observation implies that the
impact and interconnectedness across diverse platforms, notably heightened during
the cryptocurrency boom, have endured beyond the reduction in cryptocurrency
values. Consequently, in the short term, the interconnectivity between platforms has
markedly surged, exhibiting a robust correlation with the people’s attention metrics
employed.

Simulated Dynamics Under the SIR Approach

Our numerical simulations illustrate the importance of time delay in establishing
a long-term equilibrium for crypto platforms. Indeed, the results reveal that the
shorter the financial immunity delay time, the sooner equilibrium is reached, and it
is characterized by a low level of infection.

As a crucial observation, it’s important to note that the time delay is not explic-
itly quantified in the available data. Nevertheless, we take a nuanced approach by
considering various values for the time delay parameter (τ) to simulate diverse risk
dynamics, accommodating different assumptions regarding the duration of financial
immunity. Although precise measurements of the time delay are unavailable, we
explore various values for τ to capture a spectrum of risk scenarios. Upon exam-
ining the data, we find that the minimum period between successive incidents of
the same platform crashing spans three years throughout the sample. Consequently,
we contend that τ does not surpass the threshold of 3. Given the recent surge in
crypto platform crashes, it is reasonable to assume that, in the absence of policy
and regulatory intervention, the immunity period is relatively short in comparison to
this threshold. In this context, considering the swift pace facilitated by technology
in market transactions, it becomes meaningful to compare the dynamics of very
brief periods of immunity with longer intervals. To explore this, we delineate three
distinct scenarios. Firstly, we assume a very brief temporary immunity, setting τ =
0.5; subsequently, we consider a longer time delay, opting for τ = 2. Finally, the third
scenario involves a significantly extended financial immunity, setting τ = 3. Numer-
ical simulations of risk contagion are conducted, and the corresponding dynamics
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Fig. 17.2 SIR dynamics in terms of Susceptible and Infected densities

are illustrated in Fig. 17.2. The results for τ = 0.5, τ = 2, and τ = 3 are displayed.
This comprehensive exploration allows us to assess and compare the implications of
different time delay scenarios on the simulated dynamics of risk contagion.

The not-free-risk equilibrium endemically attracts the trajectories of SIR solution
in each case connected to the varied time delays under study. From a financial stand-
point, this means that risk infection will stay prevalent in the market among crypto
platforms in the long term. However, it is reassuring that at steady state, the number
of vulnerable platforms surpasses the level of infected platforms by roughly 30%.
Additionally, it is possible to note that as time delay τ lengthens, then the level of
infected cryptocurrency platforms is lower at the steady state.

Conclusions and Policy Implications

In summary, our study highlights the growing concerns regarding contagion risk
and the performance of interconnected assets, especially within cryptocurrency plat-
forms. The significance of these findings is underscored by the implication of a poten-
tially endemic condition, suggesting a scenario with low or virtually no risk. Turning
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our attention to the global landscape, the policy implications aimed at reducing the
period of financial vulnerability present a formidable challenge. While the role of
over-indebtedness and collateral assets is evident in platform failures and contagion
spread, the ultimate challenge lies in the implementation of effective global policies.
It is crucial to maintain awareness of the contrast between cryptocurrencies viewed
as a form of investment and those regarded strictly as money, especially when inter-
preting the outcomes of risk contagion simulations. The stark difference in interpre-
tation requirements for these two aspects of cryptocurrencies highlights the necessity
for a currency, whether considered an investment or medium of exchange, to possess
a maximum level of confidence to achieve a risk-free equilibrium, irrespective of
trading circuit failures.

The lackof boundarieswithin the crypto asset ecosystem limits the effectiveness of
national regulatory efforts (see to [65] and emphasizes the importance of international
collaboration. The lack of boundaries within the crypto asset ecosystem hampers the
effectiveness of national regulatory efforts and underscores the need for international
collaboration. For instance, the European Union’s Market-in-Crypto-Asset (MiCA)
regulatory framework aims to address this issue by promoting legislative uniformity
across member states. A worldwide framework could increase collaboration across
platforms and users, therefore encouraging the adoption of risk-prevention and risk-
containment strategies. Adhering to the constraints and control mechanisms stated in
international lawsmay encourage cryptocurrency platforms to embrace better ethical
standards, particularly when it comes to client relations. The success of these rules
is dependent on collective collaboration and conformity to the global framework.

Our analysis marks an initial effort to address and mitigate risk within a specific
crypto market. While the dynamics proposed by the SIR model are a valuable aspect
of future research, it is essential to acknowledge the limitations of our study. Over-
looking factors such as the high degree of interconnectedness among platforms and
the rapid spread of effects through technology, our analysis lays the groundwork for
further exploration and a more comprehensive understanding of risk dynamics in the
cryptocurrency landscape. Future work should also take into account the selection
of governance tokens, the types of trade assets, and the rights associated with each
contract. On the other hand, this work serves as the foundation for an analysis that
can be strengthened by incorporating cooperative activities to reduce opportunistic
behavior and control risk contagion.
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Chapter 18
Cryptocurrencies and Systemic Risk. The
Spillover Effects Between
Cryptocurrency and Financial Markets

Vincenzo Pacelli, Caterina Di Tommaso, Matteo Foglia,
and Stefania Ingannamorte

Abstract This research delves into the intricate relationship between cryptocurren-
cies and systemic risk within the framework of global financial markets. Utilizing
a comprehensive dataset that amalgamates relevant indices from the cryptocurrency
market along with global equity indexes from Europe, the United States, and China,
the study employs a VAR for VaR model. This approach allows for the computation
of spillover effects at different risk quantiles, offering insights into both downside
and upside risk scenarios. The analysis underscores the notable spillover between
cryptocurrency and traditional financial markets, revealing a complex interplay of
risk factors that are not confined to geographical or asset-class boundaries. Our find-
ings suggest that these interconnections could have far-reaching implications for
global financial stability, regulatory policies, and risk management practices. By
shedding light on these underexplored dimensions of financial markets, this study
contributes to a deeper understanding of the systemic risks introduced by the growing
prominence of cryptocurrencies.
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Introduction

The recent defaults of banks, including Silicon Valley Bank and Silvergate Bank,
have raised concerns about the potential correlation between cryptocurrencies and
systemic risk in the financial system. The relationship between the cryptocurrency
market and the traditional financial market is multifaceted. While cryptocurrencies
can be seen as disruptive, they are also prompting traditional banks to adapt, innovate,
and explore opportunities in the evolving digital financial landscape. The regulatory
environment, customer demand, and technological advancements will continue to
shape the nature of this relationship in the years to come.

Overall, this chapter adds valuable insights to the growing body of literature that
seeks to understand the intricate connections between cryptocurrencies and tradi-
tional financial markets (Cao and Xie 2022; Aharon et al. 2023; Ugolini et al. 2023;
among others), considering both the variety of cryptocurrencies and the different
market conditions. This research can be crucial for investors, policymakers, and
academics seeking to navigate the evolving landscape of cryptocurrencies and their
impact on the broader financial ecosystem. While previous papers have studied the
reaction of the cryptocurrency market in bearish market conditions (Conlon and
McGee 2020; Corbet et al. 2020), we explore the spillover effects between the cryp-
tocurrency market and the broader financial market under both bearish (downward-
trending) and bullish (upward-trending) conditions. This analysis can shed light on
how cryptocurrencies impact traditional financial markets during different economic
situations. Furthermore, this essay takes a more comprehensive approach, consid-
ering a cryptocurrency index, which includes multiple cryptocurrencies whereas
much of the existing literature often concentrates on a single cryptocurrency and,
specifically on Bitcoin or Ethereum (Patel et al. 2022; Corbet et al. 2020; Bouri et al.
2018). This broader perspective allows for a more holistic understanding of how
various cryptocurrencies collectively affect financial markets. Finally, this chapter
evaluates the interconnection between cryptocurrency and the financial market in
different geographical areas. We focus on the U.S., Europe, and China to understand
if the response of the financial market may vary depending on country factors or
cryptocurrency market development.

The findings from this research shed light on the potential contagion effects and
vulnerabilities that cryptocurrencies may pose to the financial system, particularly
in the wake of cryptocurrency defaults. By analyzing the correlation patterns and
considering the dynamics of risk transmission, this essay aims to provide insights
for regulators, policymakers, and financial institutions in managing and mitigating
potential systemic risks associated with cryptocurrencies.

Furthermore, this research will contribute to a better understanding of the risk-
return characteristics of cryptocurrencies and their relationship with the stability of
the financial markets. By considering the bearing and the bullish market conditions
as critical events, we assess the systemic risk implications of cryptocurrencies in a
real-world context, helping investors and market participants make more informed
decisions regarding portfolio diversification and risk management strategies.

Overall, this chapter seeks to bridge the gap between cryptocurrencies and
systemic risk, providing valuable insights into the potential interdependencies and
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risk factors within the financial system. Understanding the correlation between cryp-
tocurrencies and systemic risk in the context of recent cryptocurrency defaults is
crucial for ensuring financial stability and resilience in an increasingly digital and
interconnected financial landscape.

Literature Review

The academic discourse surrounding cryptocurrencies is rapidly expanding,
enveloping a diverse range of methodologies and presenting a variety of results
that highlight the intricate dynamics of cryptocurrency markets.

Several prominent studies have utilized a range of models to analyze the behavior
and relationships of cryptocurrencies with traditional financial assets. However, most
of the recent empirical studies (Cao and Xie 2022; Zhang et al. 2021; Wang et al.
2022; Bendob et al. 2022) highlight the interconnectedness between cryptocurrencies
and traditional financial markets, calling attention to the importance of monitoring
and managing risks associated with this relationship.

Several research endeavors have harnessed various analytical models to scru-
tinize the link between cryptocurrencies and conventional financial assets. The
prevailing trend in recent empirical investigations underscores the intricate inter-
dependence between cryptocurrencies and traditional financial markets (Wang et al.
2022; Bendob et al. 2022; Cao and Xie 2022; Zhang et al. 2021; Scagliarini et al.
2022, among others), underscoring that there exists a complex relationship between
the two markets, and it is imperative for vigilance and effective risk management to
study this dynamic relationship.

The very recent literature applying different models to study the relationship
between cryptocurrency and the stock market highlights that the relationship is not
stable over time (Wang et al. 2022; Bendob et al. 2022) with a notable positive
correlation during extreme market events such as Covid-19 and varies across regions
in the case of Arab countries (Bendob et al. 2022). Some other studies, such as
that of Cao and Xie (2022), reveal that the relationship between cryptocurrency
and the stock market is complex because of an asymmetric and time-varying risk
spillover effect. Specifically, studying China’s financial market they point out that
the spillover from cryptocurrencies to China’s financial market is stronger than the
reverse. Focusing on the relationship between Bitcoin and the U.S. dollar index,
MSCI world equity index, S&P Goldman Sachs Commodity Index (GSCI), and
PIMCO Investment Grade Corporate Bond Index ETF, Zhang et al. (2021) show
the existence of downside risk spillover between Bitcoin and four assets, and they
emphasize the necessity of dynamic risk management strategies.

Wang et al. (2022) employed the CVaR and ADCC-GARCHmodel to investigate
the linkage between Bitcoin and traditional financial assets, uncovering a notable
positive correlation between Bitcoin and risk assets, which intensifies during extreme
market events such as the COVID-19 outbreak in 2020. Similarly, Bendob et al.
(2022) used the DCC-GARCH model to explore the dynamic correlations between
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Bitcoin, gold, oil, and stock market indices in selected Arab countries, highlighting
Bitcoin’s significantly varying behavior based on geographic regions and market
conditions.

Cao and Xie (2022) utilized the TVP-VAR model to reveal an asymmetric and
time-varying risk spillover effect between cryptocurrencies and China’s financial
market, wherein the spillover from cryptocurrencies to China’s financial market is
stronger than the reverse. Zhang et al. (2021) further investigated the risk spillover
between Bitcoin and conventional financial markets, emphasizing the necessity of
dynamic risk management strategies.

Scagliarini et al. (2022) ventured into an unprecedented pathway, leveraging
the Granger causality and O-information methodology to scrutinize the high-order
dependencies in the cryptocurrency trading network. The researchers emphasized the
inherent unpredictability and extreme risks involved in the cryptomarket, advocating
for policies grounded in tangible values to foster market stability.

In a study by Hassan et al. (2022), the researchers explored the dynamic spillover
of cryptocurrency environmental attention across various assets using Continuous
Wavelet Transforms (CWT), uncovering a negative impact of the ICEA index on the
WTI and soybean indices.

Various other studies have brought forth insights into the dynamics of cryptocur-
rency markets. For instance, Johnson (2019) reflected on JPY/BTC trading behavior,
suggesting a more domestic than international market for JPY/BTC trading. Further-
more, Charfeddine et al. (2020) investigated the relationship between cryptocur-
rencies and conventional assets, suggesting new opportunities for diversification.
Soloviev et al. (2020) affirmed the applicability of the RandomMatrix Theory in the
early diagnosis of crisis phenomena in financial systems.

Jeris et al. (2022) took a meta-analytical approach to evaluate the evolution
and current state of research on the relationship between cryptocurrency and stock
markets, identifying critical areas and future research avenues.

Studies such as those by Hung (2021) using DECO-GARCH and Omane-
Adjepong et al. (2021) employing the CSAD approach have investigated correlations
and causality in emerging markets. In advanced economies, Isah and Raheem (2019)
and Erdas and Caglar (2018) have used predictive models and asymmetric causality
tests, respectively, to study the U.S. market.

The COVID-19 pandemic has catalyzed a surge of research reevaluating these
interconnections. Jeribi et al. (2021) employed the NARDL technique to claim
changing dynamics during the pandemic, while Mariana et al. (2021) used DCC-
GARCH to analyze volatility. Studies like those by Kumah et al. (2021) and
Lahmiri and Bekiros (2021) have further examined the pandemic’s effects on market
interdependence and long-term memory.

Other explorations extend into unconventional markets, such as Islamic stock
indices, aswell as focus on the impact of specific global events, including theCOVID-
19 pandemic (Umar et al. 2020; Grobys 2021; Caferra and Vidal-Tomás 2021).

Collectively, these studies indicate an increasingly interconnected financial land-
scape. They suggest that the relationship between cryptocurrencies and stockmarkets
is neither static nor confined to traditional financial paradigms, but is rather influenced
by global events and market sentiments.
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This literature review stands as a testament to the vibrant and ever-evolving land-
scape of cryptocurrency research, drawing from a rich array of methodological
approaches and findings. It underscores the crucial role of grounded policy inter-
ventions in fostering stability in a market characterized by volatility and intrinsic
unpredictability.

Methodology

This chapter studies the extreme spillover effect between the cryptocurrency and
equity markets. We use the VAR for VaR model (White et al. 2015) to compute the
spillover effect at different quantiles (0.05 and 0.95), which represent the downside
and upside risk, respectively. This method allows us to identify the degree and direc-
tion of the spillover effect across quantiles, which can help us to better understand
the transmission mechanism of risk between the crypto world and equity markets.
The VAR for VaR model is defined as follows:

q1t = c1(θ) + a11(θ)r1(t−1) + a12(θ)r2(t−1)

+ b11(θ)q1(t−1) + b12(θ)q2(t−1) (18.1)

q2t = c2(θ) + a21(θ)r1(t−1) + a22(θ)r2(t−1)

+ b21(θ)q1(t−1) + b22(θ)q2(t−1) (18.2)

where q1t (q2t) is the level θ conditional quantiles; r1(t−1) (r2(t−1)) stands for the
return; c1 (c2) is the constant term, while aij and bij are the coefficient terms. The (bij)
coefficient captures the degree of risk, while q1t and q2t are the VaRs of the two-time
series which are defined as:

q1,t = VaR1,t = −Qθ (Ft−1) = −inf {q ∈ R|Pr(Ft−1) ≥ θ} (18.3)

q2,t = VaR2,t = −Qθ (Ft−1) = −inf {q ∈ R|Pr(Ft−1) ≥ θ} (18.4)

where Qθ is the quantile function at confidence interval θ ∈ (0,1). Ft−1 denotes the
information set available at the time t − 1.

To examine the effects of a one-off shock on the conditional quantiles of asset
returns, we analyze the pseudo quantile impulse response functions (QIRFs) derived
from the vector autoregressive (VAR) model for value at risk (VaR). The QIRFs
allow us to investigate how negative (positive) shocks in onemarket spread to another
market and how long it takes for the markets to absorb these shocks. The complete
absorption occurs when the pseudo QIRFs converge to zero. The QIRFs are defined
as follows: �is

(
r̃1,t

) = q̃i,t+s − qi,t+s, where q̃i,t+s represents the θth conditional
quantile, while qi,t+s is the θth conditional quantile of unaffected return.We calculate
the pseudo impulse response, starting with i= 1, to capture the response of the equity
market to the shock in the crypto and then for i = 2, i.e., the response of the crypto
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market to the shock in the equity ones. Mathematically:

�
(
r̃1,t

) = a11
(
r̃1,t − ri,t

) + a12
(
r̃2,t − r2,t

)
for s = 1

�
(
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) = b11�1,s−1
(
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(
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)
for s > 1

(18.5)

for i = 2, i.e.,

�
(
r̃2,t

) = a21
(
r̃1,t − ri,t

) + a22
(
r̃2,t − r2,t

)
for s = 1
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(
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(
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(
r̃2,t
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for s > 1

(18.6)

Data

In this section, we present an overview of the data that forms the foundation of our
analytical framework in this chapter. Our dataset comprises crucial components that
help us gain a comprehensive understanding of market dynamics. To capture the
cryptocurrency market, we rely on the BITWISE 10 Crypto Index, which provides
a thorough representation of the cryptocurrency landscape. To represent the stock
market, we incorporate key global equity indexes from significant regions. For the
United States (U.S.), we utilize the S&P 500, a prominent benchmark for the U.S.
equity market (Jeris et al. 2022;Wang et al. 2022). To gain insights into the European
market (EU), we consider the EuroStoxx 600 index (Bua et al. 2022; Stolowy and
Paugam 2018). Following Li et al. (2023), Lao et al. (2018) and Jiang et al. (2020),
for the Chinese market (CN), we rely on the Shanghai Stock Exchange Composite
Index (Shanghai SE). This diverse and extensive dataset equips us with the tools
necessary for a comprehensive analysis. By examining the interplay between the
cryptocurrency and global equity markets across these distinct regions, we aim to
have deep insights that contribute to a clear understanding of market dynamics and
trends.

Table 18.1 presents the summary statistics of our sample. From Table 18.1, it is
evident that the crypto market demonstrates the highest levels of volatility. Further-
more, the kurtosis values suggest that none of the series adheres to Gaussian distri-
butions, a conclusion supported by the Jarque–Bera (JB) test results. Besides, the
outcomes of the Elliott, Rothenberg, and Stock (ERS) test confirm that there is no
presence of a unit root, meeting the stationarity prerequisite for our VAR modeling.

The trend of cryptocurrencies and global equity indexes is shown in Fig. 18.1.
Figure 18.1 notably emphasizes the heightened volatility characteristic of the cryp-
tocurrency market. One remarkable observation is that the cryptocurrency market
became increasingly attractive amid the COVID-19 pandemic. This can be attributed
to a number of factors, including the perception of cryptocurrencies as digital gold or a
store of value, their decentralized nature, and their potential to generate profits during
economic instability. However, the collapse of FTX in 2022 had a cascading impact
on the entire cryptocurrency ecosystem. The failure of this major exchange led to a
sudden and significant decline in market confidence, which ushered in the so-called
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Table 18.1 Summary statistics

Mean Std. Dev Skewness Ex.Kurtosis JB ERS

BITWISE 0.02 0.04 −1.09 9.74 7230.32*** −11.83***

S&P 500 0.04 0.01 −0.86 16.30 19,475.03*** −9.28***

STOXX EUROPE
600

0.01 0.01 −1.36 18.13 24,355.26*** −9.15***

SHANGHAI SE 0.01 0.01 −0.64 6.09 2812.69*** −7.31***

The table reports the summary statistics of the cryptocurrency market (BITWISE 10 Crypto Index)
and the global equity indexes (S&P500, Stoxx Europe 600, and Shanghai SE). We report the mean,
standard deviation, Skewness, Kurtosis, Jarque–Bera (JB), andElliott, Rothenberg, and Stock (ERS)
tests
Note *** significant at the 1% level; ** significant at the 5% level; * significant at the 10% level

“Crypto Winter”. During this period, cryptocurrency prices and market capitaliza-
tions plummeted, resulting in a colossal loss of value estimated to be around USD 2
trillion (Arner et al. 2023). Furthermore, it is noteworthy that the U.S. and EU equity
indexes exhibit a parallel trend, both experiencing a decline in 2019. In contrast, the
Chinese market follows a divergent path, with a decline observed at the outset of
2018 and again in late 2022.

Fig. 18.1 Trend ofBITWISE10Crypto Index, S&P500 index, EuroStoxx 600 index, and Shanghai
Stock Exchange Composite Index



350 V. Pacelli et al.

Results

In Table 18.2, we present the results and standard errors of the VAR for VaR model,
categorized by country (U.S., Europe, and China). Panel A presents findings related
to downside quantile risks, specifically focusing on θ = 0.05, which represents
bearishmarket conditions.Conversely, PanelB showcases results pertaining to upside
quantile risks, specifically targeting θ = 0.95, symbolizing bullishmarket conditions.

The results for bearishmarket conditions in Panel A suggest an inverse correlation
between returns and risks in both the cryptocurrency and equitymarkets. This implies
that an increase in returns in either the crypto or equity markets corresponds to a
reduction in the associated market risks. Similarly, the findings for bullish market
conditions in Panel B also align with this direction, indicating that increased returns
in these markets are associated with decreased risks.

Examining the parameters b11 and b22, which capture the lagged values of risk,
we observe their significance across all series and under various financial market
conditions. The positive sign of these parameters indicates that the current level
of risk is positively impacted by its past value, suggesting a persistence in risk
dynamics.Analyzing these effectswithin specificmarkets,we identify heterogeneous
outcomes. Notably, the U.S. equity market plays a substantial role in influencing the
risk dynamics of the cryptocurrency realm. Both the downside and upside risks of
cryptocurrencies appear to be influenced by the performance of the U.S. market (as
indicated by coefficient a12) as well as its own risk level (as indicated by coefficient
b12). This relationship, however, does not hold true for other markets. Interestingly,
crypto returns emerge as a determinant of risk, both negative and positive, within the
European (EU) market (as suggested by coefficient a21).

In summary, our findings suggest that an increase in risk within the U.S. financial
market can exert an influence on the risk in other markets, indicative of the presence
of risk spillover effects. From an investor’s standpoint, these results can be interpreted
as reflecting “flight to quality” effects, where investors seek to divest perceived risky
assets in favor of safer alternatives during periods of heightened risk.

Impulse Response Results

This section reports the impulse response results to a cryptocurrency shock (Fig. 18.2)
and to a shock in the financial market (Fig. 18.3) in a downside and upside risk
spillover. Recall that the horizontal axis represents time in days, while the vertical
axis measures the response of the 1% quantiles of crypto (stock market), i.e., the
percentage of returns, to an equity (crypto) shock.

Focusing on the reaction of the financial market to a cryptocurrency shock,
Fig. 18.2 illustrates the reactions of theUnitedStates (U.S.), theEuropeanUnion (EU)
and China (CN) financial markets to a cryptocurrency shock in a downside (left-side)
and upside (right-side) risk spillover. The results reveal that all three regions’ stock
markets—the EU, the U.S., and China—significantly respond to bearish conditions
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Table 18.2 VAR for VAR results

Panel A: downside quantile (θ = 0.05)

U.S. market vs crypto market

Crypto c1 a11 a12 b11 b12

−0.001
(0.001)

−0.038
(0.029)

−0.512***
(0.228)

0.975***
(0.015)

−0.251***
(0.105)

U.S c2 a21 a22 b21 b22

−0.001
(0.001)

0.008
0.008

−0.431***
(0.095)

0.001
(0.008)

0.783***
(0.061)

EU market vs crypto market

Crypto c1 a11 a12 b11 b12

−0.001
(0.003)

−0.028
(0.025)

−0.051
(0.409)

0.984***
(0.016)

−0.044
(0.309)

EU c2 a21 a22 b21 b22

−0.003***
(0.001)

0.022***
(0.007)

−0.342***
(0.101)

−0.009
(0.009)

0.739***
(0.079)

Chinese market vs crypto market

Crypto c1 a11 a12 b11 b12

0.006
(0.006)

−0.039*
(0.019)

−0.044
(0.265)

0.939***
(0.010)

0.011
(0.157)

CN c2 a21 a22 b21 b22

−0.001
(0.001)

0.038
(0.036)

−0.124***
(0.039)

0.003
(0.002)

0.925***
(0.021)

Panel B: upside quantile (θ = 0.95)

U.S. market vs crypto market

Crypto c1 a11 a12 b11 b12

0.008*
(0.005)

0.147***
(0.032)

−0.115*
(0.062)

0.824***
(0.087)

−0.003
(0.075)

U.S c2 a21 a22 b21 b22

0.001
(0.001)

−0.005
(0.005)

0.233***
(0.038)

0.001
(0.007)

0.869
(0.022)

EU market vs crypto market

Crypto c1 a11 a12 b11 b12

0.001
(0.001)

0.135***
(0.039)

0.001
(0.007)

0.911***
(0.022)

−0.007
(0.012)

EU c2 a21 a22 b21 b22

0.009*
(0.006)

−0.157***
(0.053)

0.155***
(0.042)

0.013
(0.112)

0.786***
(0.121)

Chinese market vs crypto market

Crypto c1 a11 a12 b11 b12

0.001*
(0.000)

0.151***
(0.028)

0.043
(0.144)

0.821***
(0.074)

−0.082
(0.116)

(continued)
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Table 18.2 (continued)

CN c2 a21 a22 b21 b22

0.001
(0.001)

−0.004
(0.005)

0.073***
(0.015)

0.001
(0.005)

0.969***
(0.001)

The Table reports the results of the VAR model. Panel A and Panel B report the results divided into
downside (θ = 0.05) and upside (θ = 0.95) quantiles, respectively. We categorized the results by
country (U.S., EU, and Chinese). Standard errors are reported in parenthesis. ***, **, and * indicate
statistical significance at the 1%, 5% and 10% levels, respectively.

Fig. 18.2 The impulse response of the U.S., EU, and CN markets to a cryptocurrency shock in a
downside (left-side) and upside (right-side) risk spillover
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Fig. 18.3 The impulse response of the cryptocurrency market to the U.S., EU, and CN to a shock
in the financial market in a downside (left-side) and upside (right-side) risk spillover

in the cryptocurrency market. However, the degree of these responses varies signif-
icantly. The Chinese stock market exhibits the most pronounced reaction, experi-
encing a substantial decline of−2.5%. The U.S. stockmarket falls in between, with a
reduction of roughly−2%. In contrast, the EU stockmarket records amoremoderate
reduction, approximately −1%. Furthermore, it is worth noting that the Chinese
stock market takes a longer time to return to equilibrium, where the percentage
change reaches 0, in contrast to the EU and U.S. stock markets. This suggests a
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prolonged impact of the cryptocurrency shock on the Chinese stock market. The
prolonged impact witnessed in the Chinese stock market following a cryptocurrency
shock is the result of a complex interplay of various factors. These factors encom-
pass investor sentiment, regulatory actions, liquidity conditions, market integration
with cryptocurrencies, economic variables, information dissemination, and external
shocks. However, China’s stringent regulatory stance on cryptocurrencies, known
for its strict measures, further contributes to an extended impact. Regulatory actions
have the power to sway investor confidence and disruptmarket stability. Furthermore,
the degree of integration between the Chinese stock market and the cryptocurrency
markets is a critical determinant. A deeper connection can lead to a more profound
and prolonged impact from cryptocurrency shocks.

When examining the scenario of upside risk spillover, as illustrated on the right
side of Fig. 18.2,we observe a positive response of the stockmarket to cryptocurrency
shocks. Notably, the reactions of the stock markets in the EU and the U.S. exhibit
similar magnitudes and timing. However, in line with Kostika and Laopodis (2020),
the Chinese stock market displays a notably low positive response, approaching zero
in magnitude. The low positive response of the Chinese stock market, approaching
zero magnitude, suggests that cryptocurrencies may have a limited influence on this
particular stock market. This could be due to regulatory factors, investor sentiment,
or other regional considerations.

The reaction of the cryptocurrency market to a shock in the financial market
varies from region to region. Figure 18.3 specifically illustrates the reactions of the
crypto market to a shock in the financial market in a downside (left-side) and upside
(right-side) risk spillover. During a downside risk spillover event, the cryptocurrency
market demonstrates varying reactions to shocks in different financial markets. The
cryptocurrencymarket experiences a negative responsewhen confrontedwith shocks
in the EU and U.S. financial markets. These shocks result in a decrease in cryptocur-
rency prices. Notably, the reaction is more pronounced when the shock originates
from the U.S. financial market, with the cryptocurrency market showing a more
substantial drop of approximately 6% in the days surrounding the shock. The nega-
tive reaction to shocks in the EU and U.S. markets, resulting in decreased cryptocur-
rency prices, is relatively short-lived. The cryptocurrencymarket quickly absorbs and
incorporates these negative impacts within a few days. This quick recovery process
brings the cryptocurrency market back to equilibrium, with its reaction approaching
zero. This suggests resilience and adaptability within the cryptocurrency market to
external financial market shocks. In contrast, the cryptocurrency market exhibits a
positive reaction when a shock occurs in the CN financial market. This positive reac-
tion may indicate that, during certain conditions, the cryptocurrency market views
shocks from the Chinese financial market as opportunities or as less detrimental to
its overall health. The positive reaction to shocks in the CN market, resulting in
increased cryptocurrency prices, is relatively long-lived. The cryptocurrency market
shows an increase in prices in the 15/20 days surrounding the shock.

When examining upside risk spillovers, the findings consistently reveal
contrasting reactions within the cryptocurrencymarket when exposed to shocks from
different financial markets. While the cryptocurrency market responds negatively to
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shocks originating in theEUandU.S. financialmarkets, it exhibits a positive response
to shocks from the CN financial market. Notably, the response remains more accen-
tuated when the shocks originate in the U.S. financial market (see e.g., Ji et al. 2020;
Smales 2022). Importantly, in all instances, the reactions observed are of a transient
nature, characterized by their short-lived duration (Li et al. 2023).

These different reactions can be attributed to several factors. For instance, market
sentiment and perception of cryptocurrencies can vary from one region to another. In
China, for example, there may be a different perception of cryptocurrencies and their
potential, leading to a positive market reaction in response to a shock. The positive
reaction to CN shocks may reflect positive sentiment in the region or the perception
that cryptocurrency is a safe haven. However, it is important to underline that a crucial
role is played by the Regulatory Environment. Regulatory clarity or the lack thereof
can impact investor behavior andmarket reactions. Positive regulatory developments
in CH, for example, could lead to a more favorable market response. It is important
to note that China has had a historically strict regulatory stance on cryptocurrencies,
including banning initial coin offerings (ICOs) and cryptocurrency exchanges. This
strong regulatory environment can create a different market response compared to
regions with more lenient or evolving regulations.

Conclusion

This essay investigates the relationship between the cryptocurrency market and the
global equity indexes by considering the bearish and bullish market conditions in
both markets. We employ a VAR for VaR model and an impulse response function
to investigate how global financial markets react to the cryptocurrency market and
vice versa.

Our results can be summarized as follows. First, the inverse correlation between
returns and risks suggests that market participants often exhibit risk-averse behavior.
In bearish market conditions (θ = 0.05), investors tend to avoid risky investments
and instead seek out safer, lower-risk assets. This is because they are more cautious
and worried about the potential for further losses. As a result, they are willing to
accept lower returns in exchange for the stability of less risky investments. On the
other hand, in bullish market conditions (θ = 0.95), investors are more optimistic
about the future of the market and are willing to take on more risk in order to secure
higher returns. This is because they believe that the potential for profit outweighs
the risk of losses. As a result, they are willing to invest in riskier assets, even if
these assets offer lower returns in the short term. This inverse relationship between
risk and return, observed in both bearish and bullish market conditions, highlights
the risk-return trade-offs. Investors’ willingness to accept risk is intricately linked
to their expectations of potential returns. These findings align with the concept of
investors’ sentiment-driven decisions and the pursuit of safer assets during turbulent
times, i.e., the “flight to quality” effect. The results are in line with the work of
Wang et al. (2022), which found this asymmetric effect between returns and risks in



356 V. Pacelli et al.

the context of oil markets. Second, the significance of the parameters b11 and b22,
indicating the persistence of risk dynamics, underscores the interconnectedness of
financial markets. The results suggest that risk in one market is influenced by its own
past risk levels, demonstrating that market conditions are not isolated events. The fact
that these relationships are more pronounced in the U.S. market highlights its global
importance and influence on risk dynamics (see e.g,. Ji et al. 2020; Smales 2022).
Third, the influence of the U.S. market on both cryptocurrency and equity market
risks is noteworthy. This highlights the role of the U.S. market as a global financial
hub and indicates that events or changes in the U.S. market can have ripple effects in
other financial markets worldwide. On the other hand, the fact that cryptocurrency
returns are a determinant of risk in the European market underscores the growing
influence of digital assets in the global financial landscape (OECD 2022).

The cryptocurrencymarket’s sensitivity to traditional financialmarkets indicates a
level of integration with the broader financial system. This can influence the behavior
of cryptocurrency prices, potentially leading to correlations with traditional assets
during certain market conditions. The pronounced reaction of the cryptocurrency
market to shocks in the U.S. financial market, as well as its quick recovery, under-
scores the high volatility of cryptocurrencies. This can create opportunities for traders
but also presents significant risks for investors. Cryptocurrency market reactions can
influence investor sentiment and behavior. Sudden price drops in response to tradi-
tional market shocks may trigger panic selling or speculative buying, leading to
amplified market dynamics.

The implications of the cryptocurrency market’s responses to downside risk
spillovers emphasize the need for careful risk management, highlight the potential
for diversification challenges, and underscore the importance of understanding the
dynamic and evolving nature of the cryptocurrency market. These implications are
relevant to a wide range of stakeholders, from investors to regulators and researchers.
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Chapter 19
Financial Challenges and Threats
of Circular Economy Logistics
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Abstract This chapter explores the economic aspects related to circular economy
logistics and highlights the key financial challenges and threats that organizations
may face when transitioning to a circular economy business model. We developed
a methodological approach for researching financial challenges and threats, which
consisted of 4 steps. In the 1st stage of the research,we identified the leader in the trade
of processed rawmaterials—Germany and characterized the factors why this country
is the leader. In the next stage, the authors reasonably identified possible financial
threats that prevent the effective development of circular economy logistics. In the
third stage, the relationship between the rate of reuse of materials and the exchange
rate, interest rates, and inflation rates was investigated using the multiple regression
method. Then, based on the results obtained in the first stage, we investigated which
companies carry out their activities in the field of circular economy logistics. The
hypothesis of the chapter is that the transition to circular economy logistics presents
several financial problems and threats that must be carefully considered and resolved.
By recognizing these challenges and adopting appropriate strategies, organizations
can navigate financial challenges and unlock the economic benefits associated with
the circular economy, promoting sustainability and resource efficiency.
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Introduction

In recent years, the transition to a circular economy has attracted considerable atten-
tion due to its potential to solve environmental problems and promote sustainable
development. Circular economy logistics plays a key role in ensuring the efficient
flow of resources and materials within the circular economy. However, as with any
transformational process, there are several financial challenges and threats that need
to be addressed in order to successfully implement circular economy logistics.

In order to overcome financial challenges and threats, policymakers and busi-
nesses must adopt a holistic approach that combines financial incentives, regulatory
frameworks, and supporting infrastructure, highlighting the aim of this article.

Encouraging collaboration between the public and private sectors, providing
financial support and incentives, and promoting knowledge sharing and capacity
building can contribute to the successful integration of circular economy logistics.
In addition, the development of standardized indicators and evaluation methods,
specific to the practice of a closed economy,will allow a better assessment of financial
efficiency and contribute to the adoption of informed decisions.

Literature Review

The logistics of a circular economy encompass the entire lifecycle of products,
from design and manufacturing to end-of-life recovery and recycling. Research
in this area focuses on developing efficient and sustainable logistics strategies to
support the circular flow of materials. Scholars investigate the optimization of supply
chains, transportation networks, and storage facilities to minimize waste and energy
consumption. Key considerations include the integration of digital technologies,
such as blockchain and the Internet of Things (IoT), to enhance transparency and
traceability within circular supply chains.

In spite of recognizing the advantages of a circular economy (CE),many industries
continue to adhere to the linear economy model, characterized by the processes of
taking, making, using, disposing, and polluting, as outlined by Zhang et al. (2021).

As per the Ellen MacArthur Foundation (2015), the emphasis should be on prior-
itizing re-use over remanufacturing, and in turn, prioritizing remanufacturing over
recycling. Essentially, there is a structured hierarchy for handling the end-of-life
processes of products, aiming to preserve the invested effort in the original product
and the energy embedded in its material composition.

The systematic planning, execution, and control of the optimal movement of raw
materials, finished goods, in-process inventories, and related information from the
consumption point back to the origin to recapture value is termed as reverse logistics
(Rogers and Tibben-Lembke 2001).

In recent years, reverse logistics has emerged as a crucial tool in establishing a
circular economy. Reverse logistics is described as the logistics process occurring in
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the opposite direction, as highlighted by Makarova et al. (2018) and Guide and Van
Wassenhove (2009).

In their study (Butt et al. 2023), the connection between reverse logistics and
the circular economy (CE) was investigated. The findings revealed that effective
reverse logistics operations can significantly contribute to the shift towards a circular
economy.

In their research (Fernando et al. 2023), it was contended that reverse logis-
tics (RL) provides a resolution for the dynamic interaction between committing to
sustainable resources and achieving financial performance. The financial well-being
of many companies is influenced by economic downturns, and RL contributes by
generating additional revenues to bolster the company. This underscores the advan-
tage of incorporating circular economy principles and processes, which can generate
value. Hence, the circular economy facilitates the establishment of circular supply
chains and promotes environmentally friendly practices.

According to Rémy Le Moigne (2020), reverse logistics is characterized as the
systematic movement of goods from their consumption point to a central consol-
idation point, aiming to extract value or ensure appropriate disposal. This process
involves the gathering of goods, transportation to a central facility, and categorization
based on their ultimate destination, such as refurbishment, reuse, or recycling.

Amore comprehensive perspective on reverse logistics involvesminimizingmate-
rials within the forward system to decrease the flow of materials back, enabling the
possibility of material reuse, and facilitating recycling (Guide et al. 2003).

It is a procedure through which companies can enhance their environmental effi-
ciency by engaging in recycling, reusing, and minimizing the quantity of materials
employed (Alghababsheh et al. 2022).

Ellen MacArthur Foundation (2017) contended that the circular economy func-
tions as a feedback systemaiming to reduce the input of resources (both biological and
technical) and the creation of waste that escapes into the environment. This involves
extending the principles of reverse logistics into a broader framework, which consists
of two subsystems: one associated with biological goods (e.g., food) and the other
with technical goods (products).

According to Lee and Klassen (2008), circular economy logistics is characterized
as environmentally conscious supply chain management employed by a company
or organization. This approach considers environmental concerns and incorporates
them into supply chain management to influence the environmental performance of
both suppliers and customers.

Since the 1970s, there has been great interest in the study of reverse logistics
due to the possibility of restoring the value of old items. A study by (Fleishman
et al. 2004) compared reverse and forward logistics strategies using quantitative
models. Areas such as distribution planning, inventory control and production plan-
ning were considered as parts of reverse logistics. Carter and Elram (1998) investi-
gated aspects of reverse logistics, focusing on reverse allocation and resource mini-
mization. They pointed to cost reductions caused by government regulation and envi-
ronmental issues in reverse logistics. Supply chain coordination and reverse logis-
tics have already been used in previous studies. Green logistics activities involve
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assessing the environmental consequences of diverse distribution strategies, mini-
mizing energy consumption in logistic operations, decreasing waste volume, and
overseeing its disposal methods (Sibihi et al. 2010). Tang et al. (2009) addressed
the value of joint cycle time for the economic lot planning problem of multiple
products, including new and remanufactured return items. The authors focused on
a specific study of a company that manufactures and processes various goods on a
single production line, determining the optimal batch sizes and production sequence
for each product.

Moreover, reverse logistics creates opportunities for establishing new businesses
due to the recyclable nature of the original items (Farooque et al. 2019a). Conversely,
a circular economy (CE) promotes logistics and reverse manufacturing, yielding
social, environmental, and economic advantages, including job generation and
environmental preservation (Zhang et al. 2021).

Reverse logistics can play a pivotal role in facilitating the transition to a circular
economy by completing the cycle of product life cycles (Makarova et al. 2018). The
significance of recovering and recycling a product is widely acknowledged as a key
factor in waste reduction, and effective reverse logistics has the potential to minimize
waste from the initial stages of product design to the conclusion of the production
process, thereby contributing to a reduced carbon footprint for a brand (Burke et al.
2021).

However, during the review of the literature on the selected research topic, the
authors did not find any materials, reports, or articles related to financial challenges
and threats that could potentially interfere with the implementation of the circular
economy and that the logistics of the circular economy may face on the way to
implementation.

Research Methodology

Toconduct a studyon the assessment of financial risks, the authors offer a step-by-step
analysis, which is divided into the following steps:

1 Step. To start with Eurostat, we took an indicator in which logistics plays a key
role—this is the trade of recycled raw materials (RRW) in the countries of the Euro-
pean Union (27). Data for 2021 was used, as it was the most recent relevant informa-
tion. All raw data were collected in Microsoft Excel and with the help of a filter, we
managed to single out the top 5 exporters and importers of processed raw materials
(see Table 19.2). First, information was presented in general for all industries, and
then separately for each industry, to highlight the leaders in each industry. Then we
took the example of Germany, the leader in almost every industry, and analyzed the
trends of export and import of recycled raw materials.
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Table 19.1 Characteristics of circular logistics

Efficient
circular
logistics

Logistics is essential in managing the reverse flow of products from consumers back
to manufacturers. This involves the collection, transportation, and processing of
returned goods, enabling the remanufacturing or refurbishment of products for resale

Supports closed-loop supply chains by efficiently transporting materials from
end-of-life products to recycling facilities. This includes the transportation of
recyclable materials like paper, plastic, metal, and electronic waste

Plays a key role in optimizing transportation routes and distribution networks to
reduce energy consumption and minimize environmental impact. This contributes to
resource efficiency and sustainability

Due to strategic location of manufacturing, distribution, and recycling facilities can
minimize transportation distances, reducing energy consumption and emissions. This
helps create a more sustainable and circular supply chain

Practices contribute to the reduction of packaging waste and the overall
environmental impact of transportation. This involves optimizing packaging design,
using reusable packaging, and minimizing unnecessary handling

2 Step. The Authors Identified Financial Risks that May Interfere with the
Functioning of Effective Circular Logistics:

Exchange rate risks;
Changes in interest rates;
Economic instability;
Credit risks;
Tariffs and duties;
Supply Chain Management Risks.
Each risk was characterized in detail and explained why the authors consider it a

challenge of circular economy logistics.

3 Step. The authors used the circular material waste (CMW) indicator for countries
of European Union (27) in order to assess how these risks affect the reuse of mate-
rials. Using the multiplicative regression method, it was possible to investigate the
relationship between the variable y and х1, х2, х3, where.
у—Circular material waste;
х1—exchange rates;
х2—interest rates;
х3—inflation rate.
The result was obtained (R = 0.43364795), which indicates that there is a weak

relationship between the variables.

4 Step. Based on the results obtained in step 1 regarding the leaders (Germany,
the Netherlands, Belgium) in the trade of processed raw materials, the search for
information on startups that contribute to the functioning of efficient logistics of the
circular economy was additionally carried out.
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Table 19.2 Top 5 traders of recycled raw material

Branch Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Total Germany 4 359 822,35,875 Germany 11 986 598,38,166

Netherlands 3 334 864,93,817 Belgium 8 126 277,47,178

Belgium 2 559 257,7039 Italy 5 655 257,63,751

Spain 1 376 669,77,658 Netherlands 3 864 317,81,344

Italy 1 345 889,54,228 Spain 3 657 651,65,281

Paper and
cardboard

Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Italy 168 502,608 Germany 915 920,228

Netherlands 140 808,52 Netherlands 343 311,18

Spain 123 999,098 Austria 317 395,889

Ireland 75 994,864 Spain 267 007,171

France 69 977,34 France 131 415,648

Plastics Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Netherlands 96 733,955 Netherlands 213 420,303

Germany 82 701,23 Germany 150 429,421

Belgium 55 267,485 Belgium 90 882,962

Italy 19 815,526 Austria 73 676,274

Spain 16 629,049 Italy 69 545,088

Rubber Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Germany 25 125,764 Germany 38 649,056

Netherlands 17 590,312 Netherlands 22 475,18

Belgium 16 693,589 Spain 18 046,465

Spain 13 812,704 France 9 623,654

Italy 6 114,422 Poland 5 074,382

Wood Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Portugal 15 045,6289 Spain 47 689,11,581

Germany 9 225,32,075 Germany 40 836,58,166

Sweden 7 717,80,643 France 33 297,98,782

Latvia 2 936,19,044 Portugal 28 667,6989

France 2 703,54,017 Austria 23 382,46,033

Textiles Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Germany 165 520,277 Netherlands 146 602,539

Belgium 152 709,592 Poland 123 741,222

Poland 143 524,934 Germany 81 501,385

Italy 121 999,657 Belgium 63 897,752

Netherlands 121 655,708 Italy 62 805,2

Glass Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Germany 9 709,613 Netherlands 45 905,225

(continued)
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Table 19.2 (continued)

Branch Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Belgium 6 805,433 Germany 20 976,586

Ireland 5 971,061 Czechia 14 984,208

France 5 606,473 Italy 14 366,653

Netherlands 4 336,731 Portugal 9 380,396

Organic Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Netherlands 325 984,516 Germany 976 034,168

Denmark 249 492,771 France 869 625,224

Germany 244 387,192 Netherlands 677 956,692

France 159 777,54 Belgium 582 947,489

Romania 140 336,88 Italy 426 991,088

Mineral Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Spain 271 683,352 Belgium 344 774,342

Germany 33 762,807 Germany 339 370,81

Netherlands 23 834,325 Netherlands 169 691,464

France 22 627,782 Sweden 149 963,158

Greece 21 049,066 Spain 148 660,099

Metal—ferrous Top 5 exporters Thousand Euro Top 5 importers Thousand Euro

Netherlands 1 829 712,33 Belgium 2 806 040,016

Belgium 1 162 778,459 Italy 2 225 134,396

Germany 544 987,929 Germany 1 902 362,411

Romania 480 981,9 Netherlands 1 435 138,452

Denmark 465 856,806 Spain 1 338 375,74

Source Calculated by author

Results

Logistics plays a crucial role in the circular economy by facilitating the efficient
and sustainable movement of goods, materials, and resources within closed-loop
systems (Fernando et al. 2019). The circular economy is an alternative economic
model that aims to minimize waste and make the most of resources by promoting the
reuse, remanufacturing, recycling, and refurbishment of products (Alghababsheh
et al. 2022). Here are several ways in which logistics contributes to the circular
economy (Table 19.1).

Logistics plays a crucial role in the trade of recycled raw materials for several
reasons (Tang et al. 2009). First, it ensures efficient use of resources. Good logis-
tics services help to reduce the costs of transportation, storage, and other opera-
tions. Secondly, logistics increases the competitiveness of enterprises. Enterprises
that have efficient logistics can offer their customers more competitive prices and
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better service conditions. Thirdly, logistics contributes to the development of the
economy. It creates jobs, increases labor productivity, and promotes the growth of
trade.

Step 1

To conduct a qualitative study, the authors used statistical data from Eurostat on
trade in recycled raw materials (RRM) for all countries of the European Union for
2021 as a basis. This choice is explained by the fact that logistics is an important
component of trade in recycled raw materials. It ensures continuous movement of
goods from the producer to the consumer. Logistics services include transportation,
storage, packaging, sorting, and inspection of goods. Thus, we want to show how
the logistics system of transporting recycled waste affects the circular economy and
what financial threats it faces or may arise in a few years.

The initial data for graph modeling were collected in a Microsoft Excel spread-
sheet. We received information on how European countries exported and imported
recycled raw materials in general and for each branch over the past 15 years. As
already mentioned, we only take data for 2021 to reflect the current situation in
Europe.

Using the filter, we were able to get the top 5 exporters and importers of recycled
raw materials in general and by each individual industry (see Table 19.2).

Table 19.2 shows the results of the analysis. As you can see, Germany ranks first in
the volumeof export and import of processed rawmaterials. It is alsoworth noting that
the sameGermanyoccupies a leading position in exports and imports in each industry.
This shows that the German government pays a lot of attention to the reprocessing of
rawmaterials. This is due to the fact that the German government seeks to strengthen
the role of secondary processing of raw materials in the country’s industry in order
to increase the reliability of the supply of metals and industrial minerals. The created
platform for dialogue between industry, scientists, and civil society presented its final
report (more security of supply through recycling metals and industrial minerals) to
theMinistries of Economy andEnvironment in order to achieve this goal. They devel-
oped recommendations for improving the recycling of raw materials, which include
the implementation of product design that promotes recycling; clear guidelines and
framework conditions; enshrining the circular economy in legislation; and using the
full potential of digitization, in particular in the collection, recording, and sorting of
materials.

Analyzing Fig. 19.1, we can conclude that during 2011–2021, Germany imported
more raw materials that can still be processed and reused. This shows that Germany
has a verywell-establishedwaste processing system. TheGerman government under-
stood the importance of reducing dependence on raw material exporting countries.
For countries with a limited amount of their own raw materials, such as Germany,
there are two options—processing already available raw materials on the market for
reuse and importing the same raw materials for processing to achieve a closed loop.
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Fig. 19.1 The volume of trade of Germany in recycled raw materials for 2011–2021 years

This explains why Germany imports more than export. To achieve this, it is impor-
tant to systematically recover secondary raw materials from industrial and domestic
waste, treating waste not as a material to be disposed of, but as a source of raw
materials. Ideally, this should cover all categories of waste, from old packaging to
waste electrical and electronic equipment.

Germany has numerous seaports, such as the port of Bremen and Hamburg, which
are important for foreign trade and transportation of raw materials.

Germany is one of the leading countries in the world in the processing of raw
materials and production of goods. The export and import of processed rawmaterials
are important to ensure a constant flow of raw materials for German industry.

German companies are famous for their high-quality products and innovation.
This makes their products competitive on world markets and provides demand for
processed raw materials.

Logistics and trade in recycled rawmaterials play an important role in the economy
of Germany, which is considered one of the largest and most developed countries
in the world. Germany is one of the leading countries in the field of industry and
exports, and therefore logistics is a key element of its economic system.

Germany has a developed transport infrastructure, including road, rail, water
and air transport. Thanks to this, transport logistics allows you to efficiently move
processed raw materials to all regions of the country and abroad.

In Germany, much attention is paid to the management of the supply chain to
ensure the efficiency and reliability of the supply of raw materials for production.

Step 2

There are several financial challenges that can affect the logistics and trade of recycled
raw materials in:

Exchange rate risks: Changes in exchange rates can affect the cost of raw mate-
rials and transportation costs, as many trade transactions are conducted in foreign
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currencies. Unwanted changes in exchange rates can lead to losses for companies
that depend on the import or export of goods.

In order to prove the fact that currency risks can hinder efficient logistics, it
is worth taking into account the exchange rate of the euro/dollar during the last
15 years. Figure 19.2 shows a graph of the euro/dollar exchange rate over 25 years.
It should be said right away that the rate was unstable and constantly changing. The
performance of the EUR/USD currency pair is shaped by various factors that mirror
the fundamental economic, political, and social circumstances in both the eurozone
and the United States. We will pay attention to the biggest changes in the exchange
rate.

From its introduction on January 1, 1999, the euro has been valued below a dollar
for less than two years. The highest point was reached on April 22, 2008, when the
exchange rate peaked at $1.60. A high euro-to-dollar exchange rate implies that your
dollar could buy more in the European Union, whereas a low rate indicates that you
would acquire less there. Investors initially believed that the subprimemortgage crisis
would be confined mainly to the United States. This caused the euro to strengthen,
but when it became clear that the recession would be global, the euro fell to $1.39.
The next sharp decline in the exchange rate began in 2014, caused by Russia’s
occupation of the eastern regions of Ukraine. Political division over joining the
European Union or unification with Russia has caused a crisis in Ukraine. In 2015,
the euro experienced a decline to $1.12 following the announcement by the European
Central Bank (ECB) that it would commence monthly purchases of 60 billion euros
in euro-denominated bonds starting in March. At the beginning of 2020 the euro was

Fig. 19.2 Exchange rates Euro US dollar for 25 years. Source Trading Economics
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priced at $1.12, but by mid-year, it had dropped to $1.06, coinciding with the severe
impact of the coronavirus pandemic on Europe In 2022, the war in Ukraine caused
another exchange rate slump and led to the euro reaching parity with the dollar.

Payment for logistics transportation is made at the exchange rate between the euro
and the dollar, which is unstable and constantly changing, as shown in Fig. 19.2. This
justifies this financial risk of circular economy logistics.

Changes in interest rates: Changes in the level of interest rates can affect the cost
of financing for logistics operations and trade operations. An increase in interest rates
can lead to an increase in the cost of borrowing capital.

Figure 19.3 shows the graph of changes in ECB interest rates over 15 years. In July
2022, the European Central Bank (ECB) raised its fixed interest rate to 0.5 percent,
marking the initial hike since March 2016. Following this, the ECB continued to
incrementally raise the fixed interest rate nearly every month. By October 2023, the
rate reached 4.5 percent, marking the highest level since the global financial crisis
of 2007 and 2008. The ECB’s interest rate represents the rate at which the ECB
provides overnight loans to banks. Commercial banks utilize these loans to maintain
short-term liquidity.

The European Central Bank (ECB) kept interest rates at record levels for a second
consecutive meeting and signaled it intended to quickly end its last remaining bond-
buying scheme as part of measures to combat high inflation. The prime refinancing
rate remained at 4.5%, the highest in 22 years, while the deposit rate remained at
a record 4%. The ECB also announced that full reinvestment under the PEPP will
end on June 30, and the portfolio will shrink by e7.5 billion per month until the
end of 2024. Politicians have also pledged to keep rates at a fairly restrictive level as
long as necessary. The ECB forecasts that inflation will average 5.4% in 2023, 2.7%
in 2024, 2.1% in 2025 and 1.9% in 2026. Core inflation is projected to be slightly
higher at 5.0% in 2023, 2.7% in 2024, 2.3% in 2025 and 2.1% in 2026 (Farooque
et al. 2019b).

Fig. 19.3 European Central Bank interest rates. Source European Central Bank (2023)
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Having analyzed the trends in setting the level of ECB interest rates, we can
conclude that they are constantly changing. The circular economy aims to minimize
waste and resource consumption by promoting closed-loop systems where materials
are reused, recycled, and repurposed. However, like any economic system, it’s not
immune to external factors like interest rates. Higher interest rates make it more
expensive to borrow money for circular economy initiatives, like building recycling
facilities or developing new reuse technologies. This can discourage investment and
slow down the transition to a circular model. Logistics within the circular economy
often involve collecting, sorting, and transporting materials. Higher interest rates
can increase the cost of these activities, making it more expensive to operate circular
businesses.

Higher interest rates can dampen consumer spending, potentially reducing
demand for recycled or reused products. This can make it harder for circular
businesses to generate revenue and stay afloat.

When interest rates rise, businesses might prioritize short-term profits over long-
term investments in sustainability initiatives like the circular economy. This can
further slowdown the adoption of circular practices.

Economic instability: Economic hardship or recession may result in reduced
demand for goods and services, including recycled raw materials. This can affect
trading volumes and lead to lower profits for companies. In order to show how
economic instability affects the logistics of the circular economy in this case, we
will use the inflation rate indicator in the European Union during 2010–2022. The
raw data for the Harmonized Index of Consumer Prices was compiled in Microsoft
Excel and interpreted in the form of a graph, which you can see in Fig. 19.4.
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Fig. 19.4 Harmonized index of consumer prices (HICP) inflation rate of the European Union from
2010 to 2022. Source Calculated by authors on base
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As can be seen from the broken line graph, the inflation rate in the countries of
the European Union increased sharply in 2021. This phenomenon was caused by
various factors that simultaneously led to a rise in prices. Even as market demand
quickly recovered from the COVID-19 restrictions in 2020, global supply chains
have not yet fully recovered. In particular, this led to an increase in the prices of
energy resources and food products, especially after the Russian invasion of Ukraine
in February 2022.

Without overstating, it can be asserted that elevated inflation posed a worldwide
challenge in 2022. The United States, for instance, encountered its most substantial
inflation rate in 40 years in March 2022, reaching 8.5 percent. Similarly, the United
Kingdom witnessed a nine percent inflation rate in April 2022, fueled by escalating
energy and housing expenses. If elevated inflation persists and intersects with slug-
gish economic growth and elevated unemployment, concerns arise that the existing
crisis might evolve into a period of stagflation, reminiscent of the early 1980s.

Additionally, Fig. 19.5 shows the level to which prices for specific goods or
services have risen.

The rise in the EU’s figures was significantly influenced by a notable 18%
increase in consumer prices for housing, water, gas, and other fuels over the course
of a year. Transport saw a rise of 12.1%, and food and non-alcoholic beverages
increased by 11.9%, trailing housing expenses. In 2022, every other major category
covered by the HICP experienced an increase, except for a marginal 0.1% decrease
in communication consumer prices.

As researched, inflation has led to higher prices for fuel and other transportation
costs,making itmore expensive tomovematerials andproducts in a circular economy.
In turn, this prevented businesses from participating in circular initiatives, especially
for low-value materials.
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Fig. 19.5 Inflation rates of individual items included in Harmonised Index of Consumer Prices
(HICP). Source Calculated by authors on base (Trading Economy 2023)
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A high Inflation rate can disrupt the delicate balance of supply and demand in
a circular economy, where materials are constantly being reused or recycled. This
can lead to shortages of certain materials or difficulties finding markets for recycled
goods, impacting the overall efficiency of the system.

Inflation can put a strain on household budgets, potentially leading consumers
to prioritize cheaper, non-circular products over more sustainable options. This can
make it harder for circular businesses to compete and scale up their operations.

Credit risks: A deterioration in the creditworthiness of partners or customers can
affect financial flows and lead to losses for companies. The inability to pay for goods
or services may arise due to financial difficulties in partner companies.

The influence of credit risks on the logistics of a circular economy is a complex and
multifaceted issue, with potential impacts across various stages of the closed-loop
system. Here’s a breakdown of some key points to consider:

Increased Financial Risks

Lending hesitancy: Banks and financial institutions might be hesitant to provide
loans to businesses operating in the circular economy due to perceived higher credit
risks associatedwith novel businessmodels, unproven revenue streams, and potential
dependence on external factors like recycling infrastructure. This can hinder access
to capital needed for investment in circular logistics infrastructure and operations.

Debt burden: Businesses in the circular economy may face higher debt burdens
due to the upfront costs associated with setting up reverse logistics systems, investing
in reusablematerials, andmanaging complex product lifecycles. This can lead to cash
flow constraints and limit their ability to absorb unexpected financial shocks.

Supply chain disruptions: Credit risks can also be amplified by disruptions in
the circular supply chain, such as delays in the collection, sorting, or processing of
used materials. This can lead to increased inventory costs, production stoppages, and
ultimately, financial losses.

Operational Challenges

The reliance on recycled materials in the circular economy introduces uncertainty in
terms of quality and availability. This canmake it difficult for businesses to accurately
forecast demand and plan their logistics accordingly, leading to inefficiencies and
potential financial losses due to stockouts or overstocking.

Implementing efficient and cost-effective reverse logistics systems can be chal-
lenging, especially for complexproductswithmultiple components or those requiring
specialized processing. This can lead to higher operational costs and reduced
profitability, impacting the overall creditworthiness of businesses in the circular
economy.
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The success of the circular economy hinges on consumer acceptance of recy-
cled products and their willingness to participate in reverse logistics systems.
Low consumer engagement can lead to decreased demand for recycled materials
and reduced revenue for businesses, impacting their ability to meet their financial
obligations.

Tariffs and duties: The introduction of new tariffs or changes to existing ones
may affect the cost of customs duties when importing and exporting goods. The
European Commission engages in trade negotiations by directly interacting with
other countries or regions and by participating in the World Trade Organization
(WTO). TheWTO, the sole international organization addressingmultinational trade
issues and establishing global trade rules among nations, primarily aims to facilitate
smooth, predictable, and unrestricted trade. The General Agreement on Tariffs and
Trade (GATT) specifically addresses international trade in goods.

EU trade agreements enhance the competitiveness of European businesses,
allowing them to increase exports to countries and regions beyond the EU. These
agreements also provide improved access to essential raw materials and components
for importers within the EU, offering consumers a broader range of products. Addi-
tionally, these trade pacts may necessitate partner governments to safeguard human
rights, labor rights, and the environment. For instance, addressing workplace safety
or promoting gender equality could be among the stipulations.

The EU enjoys the advantage of being among the most open economies globally,
with approximately 71% of its imports entering the EU at zero tariffs. In 2022,
Fig. 19.1 illustrates the proportion of EU-imported goods from selected partners,
indicating various tariff levels. Notably, China had the lowest share of zero-tariff
imports at 45%, while Nigeria had the highest at 98%, and the United States stood
at 72%.

Figure 19.6 shows the import restrictions of the European Union countries from
different countries. Based on this, we can conclude that customs barriers will stand
in the way of exporting processed raw materials.

Tariffs and duties raise the price of imported materials and goods, including recy-
cled content, making circular economy solutions less competitive compared to virgin
materials. This can discourage businesses and consumers from adopting circular
practices.

Trade barriers can disrupt the flow of materials within and between countries,
hindering the efficient movement of waste, recyclables, and repaired/remanufactured
goods. This can lead to logistical bottlenecks and inefficiencies.

High tariffs and duties can make it difficult for circular economy businesses to
export their products and services, limiting their growth potential and market reach.

Supply Chain Management Risks: Failure to effectively manage the supply chain
can cause delivery delays, additional costs, and lost opportunities.

Unreliable suppliers, inefficient reverse logistics, and unforeseen interruptions
in processing facilities can lead to delays and shortages of recovered materials,
hampering production planning and product availability.
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Fig. 19.6 Imports of selected EU partners by tariff regime, 2022 (%). Source World Integrated
Trade Solution (WITS) (European Union 2023)

The quality of recovered materials can vary greatly depending on collection and
sorting processes. Ineffective risk management might result in inconsistent material
inputs, leading to production problems and reduced product quality.

Reverse logistics often involve transporting bulky or hazardous materials, with
higher associated costs and environmental risks. Poor routing, inefficient transport
modes, and lack of infrastructure can significantly escalate logistics costs and carbon
footprint.

Inaccurate or incomplete information about material availability, location, and
quality can lead to mismatched supply and demand, missed opportunities, and inef-
ficient resource allocation. Lack of transparency and collaboration throughout the
supply chain can further amplify these risks.

As circular economy relies heavily on data sharing and digital tools, there’s an
increased risk of cyberattacks. Data breaches can disrupt operations, compromise
sensitive information, and lead to financial losses.



19 Financial Challenges and Threats of Circular Economy Logistics 375

Step 3

As part of the study of the financial challenges of the circular economy, it is important
to follow the impact of the challenges proposed by the authors in step 2 on the reuse
of materials, which is the basis of the logistics of the circular economy.

For this, data on the reuse of materials in the countries of the European Union
for 2021 from Eurostat were downloaded to Microsoft Excel. We marked y—reuse
of materials, × 1—exchange rate, × 2—interest rate, × 3—inflation rate. Data for
2021 were used. Based on these data, we performed a multiple regression analysis
in the STATISTICA program. The following results were obtained (see Table 19.3).

Summary Statistics; DV: Circular material use rate

Statistic Value

Multiple R 0,433,647,952

Multiple R? 0,188,050,546

Adjusted R? 0,0,773,301,664

F(3,22) 1,69,842,757

p 0,196,503,013

Std.Err. of Estimate 6,21,151,131

Source Calculated by authors

The conducted analysis made it possible to estimate the average correlation coef-
ficient between u and three other variables (R = 0.4336). This means that there is a
weak relationship between all variables.

Current Status of Sweep Matrix; DV: Circular material use rate

N = 26 exchange rate interest rate inflation rate Circular material use rate

Exchange rate −104,092 −0,03,165 −0,20,467 −0,001,445

Interest rate −0,03,165 −100,151 −0,02,954 0,391,914

Inflation rate −0,20,467 −0,02,954 −104,079 −0,176,894

(continued)

Table 19.3 Multiply regression

Regression Summary for Dependent Variable: Circular material use rate

N = 26 b* Std.Err. of b* b Std.Err. of b t(22) p-value

Intercept −753,304 8,001,903 −0,941,406 0,356,720

Exchange
rate

−0,001,445 0,196,002 −0,3941 5,343,543 −0,007,374 0,994,183

Interest
rate

0,391,914 0,192,256 1,173,431 5,756,335 2,038,503 0,053,696

Inflation
rate

−0,176,894 0,195,990 −0,9216 102,114 −0,902,568 0,376,532
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(continued)

Current Status of Sweep Matrix; DV: Circular material use rate

Circular material use rate −0,00,145 0,39,191 −0,17,689 0,811,949

Variables currently in the Equation; DV: Circular material use rate (Spreadsheet1)

Variable b* in Partial
Cor

Semipart
Cor

Tolerance R-square t(22) p-value

Exchange
rate

−0,001,445 −0,001,572 −0,001,417 0,960,692 0,039,308 −0,007,374 0,994,183

Interest
rate

0,391,914 0,398,593 0,391,620 0,998,497 0,001,503 2,038,503 0,053,696

Inflation
rate

−0,176,894 −0,188,961 −0,173,394 0,960,811 0,039,189 −0,902,568 0,376,532

Source Calculated by authors

Based on the multiplicative regression analysis, we obtained correlation coeffi-
cients that show the relationship between the variables (see Table 19.4). It should
be noted that no strong relationship was found, as the correlation coefficients are
smaller than the modulus of 0.5. However, the coefficient with the largest positive
value between the reuse of materials and interest rates stands out (R= 0.396074). As
interest rates rise, the reuse of materials also increases. This indicates that there is a
direct, albeit weak, relationship between these indicators. It should also be noted that
there is an inverse relationship between the rate of inflation and the reuse of mate-
rials. This is evidenced by the negative sign of the correlation coefficient (R = −
0.185743). So, when the rate of inflation decreases, the reuse of materials increases.

Figure 19.7 clearly demonstrates the direct interdependence between interest rates
and circular material use (CMU).

Rising interest rates don’t automatically boost circular material use. Higher
borrowing costs can make it pricier for businesses to invest in long-term circular
projects, potentially slowing their adoption. However, the impact varies across indus-
tries and regions, and other factors like environmental concerns can also influence
the shift towards circular practices.

Figure 19.8 shows how inflation rates affect circular material use. When the rate
of inflation decreases, the circular material use.

Having received such results, a conclusion must be drawn. Inflation can have
various impacts on circular material use, which refers to the practice of using and

Table 19.4 Correlation coefficients

Correlations

Variable Exchange rate Interest rate Inflation rate

Circular material use rate 0,023,089 0,396,074 −0,185,743

Source Calculated by authors on base
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Fig. 19.7. 3D Surface: Circular material use rate vs. exchange rate vs. interest rate. Source
calculated by authors

Fig. 19.8. 3D Surface: Circular material use rate vs. exchange rate vs. inflation rate. Source
Calculated by authors
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reusing materials in a closed-loop system to minimize waste and promote sustain-
ability. Inflation often leads to an increase in the cost of rawmaterials. This can affect
the economics of circular material use, making it more expensive to acquire recycled
or reused materials compared to virgin materials.

Step 4

During the 1st step of the research, we singled out the countries that are leaders in
the trade of recycled raw materials. We now want to investigate what measures are
being taken to promote increased trade in recycled materials and circular material
use in the leading countries (see Table 19.5).

Circular economy startups play a crucial role in influencing the trade of recycled
raw materials and promoting circular material use. The influence of circular startups
on the trade of recycled raw materials and circular material use is still in its early
stages, but it has the potential to revolutionize the way we manage waste and create
a more sustainable future.

Conclusion

The obtained results of the research make it possible to draw the following
conclusions.

Wemanaged to prove that logistics plays an important role in the circular economy
system using the example of trade in processed raw materials in Germany. In
Germany, this concept is key in industry, technology, and business strategy.

German companies are actively working on the development and implementation
of new technologies and processes that contribute to the circular economy.

Logistics in this context plays a key role in managing the flow of materials, waste,
and products, ensuring their efficient processing and use. Then we singled out 6
financial risks that can negatively affect the logistics of the circular economy.

Using the multiple regression method, we were able to investigate whether there
is a relationship between these indicators and the rate of reuse of materials. We have
obtained results that the strongest direct relationship exists between interest rates and
the reuse of materials, which means that when one indicator increases, the other also
increases.

The logistics of the circular economy open up wide opportunities for creating
more sustainable and efficient resource management systems. However, along with
this, it also brings its own financial challenges and threats.
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Table 19.5 Circular economy startups

No The name of the startup Country of Origin Description of the startup

1 Aurubis Germany Aurubis, a German company,
specializes in the processing of copper
and other metals.The company’s main
plant in Lünen, Germany, uses only
recycled raw materials to produce
high-quality copper cathodes. Aurubis
describes these cathodes as identical to
those obtained from primary copper
production. Sources of secondary raw
materials include copper cable waste,
electronic waste such as printed circuit
boards, and industrial waste and sludge.
They are processed, smelted and refined
using Kayser’s processing system

2 Numi.circular Germany Numi.circular, a German startup, is the
creator of numi.platform, a software
designed to promote the circular
economy. This innovative platform
facilitates product return programs,
allowing brands to minimize waste and
explore additional revenue streams.
Through the numi.platform, customers
can return used products and earn
recovery points. The system developed
by numi.circular automates the sorting
and distribution of these returned
goods. In addition, it carefully tracks
all return transactions and generates
impact reports, allowing brands to
quantify their environmental initiatives

3 Circular logistics Germany German startup Circular Logistics
produces the BikeBox, an eco-friendly
transport package for bicycles made of
durable polypropylene. This foldable
box can shrink to 1/8 of its original
size, encouraging constant reuse and
eliminating the need for cardboard,
reducing waste. The use of
polypropylene ensures that the box can
be used many times and is 100%
recyclable at the end of its life cycle.
The BikeBox design allows for easy
assembly, reminiscent of the
convenience of traditional cardboard
boxes. Circular Logistics manages box
returns after delivery, promoting a
closed loop system that minimizes
waste

(continued)
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Table 19.5 (continued)

No The name of the startup Country of Origin Description of the startup

4 Circular in Motion Netherlands Dutch startup Circular in Motion is the
creator of Cirinmo, an e-commerce
platform for buying and selling certified
materials. Using blockchain certificates
built into the system, Cirinmo offers
proof of origin for cyclical products and
supports transparent chain-of-custody
data for products with higher recycled
content throughout the supply chain. In
this way, Circular in Motion promotes
secure digital connections between
companies, helping to create businesses
and create value chains within the
circular economy

5 Sykell Germany German startup Sykell produces
bisphenol A (BPA)-free reusable
containers using a monocomposite
material that can be recycled. In order
to effectively monitor the movement of
containers, the company has
implemented a reusable platform as a
service in accordance with the reusable
obligations set out in §33 VerpackG.
This platform creates an open and
centrally managed system for returning
and cleaning containers, ensuring
transparent inventory management. By
offering these reusable containers,
Sykell is replacing single-use
packaging, helping to promote circular
packaging practices

(continued)
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Table 19.5 (continued)

No The name of the startup Country of Origin Description of the startup

6 EIT RawMaterials Germany Aiming to drive innovation across the
raw materials and advanced materials
value chain, EIT RawMaterials, the
world’s largest network in the field, has
made an investment in Circular Silicon
Europe GmbH. Based in
Braunschweig, Germany, this
innovative cleantech startup has
received seed capital from EIT’s
RawMaterials mission. This investment
enables the company to create the first
industrial recycling line with a capacity
of 140 tons, designed to regenerate
silicon from discarded solar panels.
This pioneering method of recycling an
important raw material marks a
significant step in moving the solar
industry towards a circular economy

7 Recycllux Belgium The company is developing a system
that uses Earth observation data and
artificial intelligence to detect plastic
debris in natural bodies of water,
making it easier to collect. In addition,
the platform intends to use blockchain
technology to establish links between
plastic producers and waste collectors

Source Formed by authors
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Chapter 20
Systemic Risks to Capital Investment
Flows in the Post-crisis Economy
of Ukraine

Alessandro Rubino, Anatoliy Mokiy, Mariya Fleychuk, Viktoriia Khaustova,
and Tetiana Salashenko

Abstract The study investigates systemic risks affecting capital investment flows
in Ukraine’s post-crisis economy, employing VAR models and the Kalman filter. It
analyzes the relationship between investment flows and key macroeconomic indi-
cators. Utilizing neural network tools, the research identifies pivotal factors influ-
encing investment processes amidst wartime. The study delineates primary strategies
for risk mitigation, including the adoption of modern warfare economics principles,
combating systemic dysfunctions such as corruption, and legitimizing property rights
through targeted investments. Furthermore, in the financial sector, there is a notable
emphasis on the imperative: to enhance commercialization in banking, align regu-
lations with EU standards, develop money, bond, and securities markets, facilitate
small business financing and financial inclusivity, and mobilize external financing to
sustain financial stability.
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Focus and the Novelty of the Research

The focus of the research is to analyze systemic risks impacting capital invest-
ment flows within Ukraine’s post-crisis economy. This involves employing advanced
econometric techniques such as VARmodels and the Kalman filter to understand the
relationship between investment flows and key macroeconomic indicators. Addi-
tionally, the study utilizes neural network tools to identify critical factors influencing
investment processes during times of conflict.

The novelty of the research lies in its comprehensive approach to understanding
and addressing systemic risks in the context of post-crisis economic conditions and
conflict environments. By integrating various analytical methods and focusing on
specific aspects such asmodern warfare economics principles and combating corrup-
tion, the research offers insights into effective strategies for risk mitigation and
sustainable economic development. This multidimensional approach contributes to
the advancement of knowledge in both theoretical and practical domains, offering
valuable implications for policymakers, investors, and other stakeholders involved
in Ukraine’s economic reconstruction and stabilization efforts.

Literature Review

At this stage, there is an urgent need to mobilize substantial amounts of capital assets
for the reconstruction and development of Ukraine during the post-war and concur-
rently crisis-ridden period for the socio-economic system following the large-scale
invasion of Ukraine by the Russian Federation. In the case of Ukraine’s victory over
Russia, this, on the one hand, presents significant opportunities for Ukraine’s devel-
opment through the military and financial-economic support of a coalition of states
led by the United States. However, on the other hand, with the influx of substantial
amounts of capital assets for the reconstruction and development of Ukraine, there
exist numerous external and internal risks and threats that could potentially mitigate
the positive effects of such capital investments not only for Ukraine as a state but
also for external and internal investors.

Vasyechko in this context investigates critical components of protecting foreign
investors duringwartime inUkraine, discusses the volatility of ForeignDirect Invest-
ment (FDI) due to market riskiness, highlights how investment decisions rely on
investor aversion and the host country’s investment climate, emphasizes the uncer-
tainty and extreme risks of investing in war-torn countries, proposing systemic risk
management approaches (Vasyechko2023). Lino expands onStiglitzswork, focusing
on new discontents and protectionist movements, addresses the negative impacts of
globalization on developed nations, reflecting political unrest and inequality (Lino
2019).
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Nell warns about potential economic setbacks due to slow and unpredictable
donor disbursements, highlights risks to macroeconomic stability, currency weak-
ening, and inflationwithout upfront donor commitments, advocates for clear commit-
ments from donors to prevent economic setbacks during the war (Nell et al. 2022).
Hryhoriev analyzes post-war economieswith significantwar expenditures and effects
of sovereign debt restructuring, utilizes system dynamics modeling to demonstrate
scenarios of external debt minimization, emphasizes the need for radical decisions
like sovereign debt cancellation to stabilize the economy (Hryhoriev 2023).

Hohg and others highlight the importance of sustainable public finances, sound
monetary policy, and flexible labor markets for successful reconstruction, discusses
the challenges faced by Ukraine in generating revenue and the policy mix required
for stable macroeconomic growth, and propose platform creation for dialogue and
policy discussion on Ukraine’s reconstruction (Hong 2023).

Research Methodology

For comprehensive examination of the systemic risks of capital investments in the
economy of a country experiencing conflict, it is advisable to employ the Vector
Autoregression (VAR)methodology (Lam 2000) and theKalman filter (Lacey 1998),
both of which offer several advantages for the subject of our study:

1. Modeling Multidimensional Dependencies: VAR enables the consideration of
interrelations among various economic variables, allowing an analysis of how
different factors influence capital investments during conflicts.

2. Forecasting andEvaluation:VARcanbe utilized for predicting future economic
changes and assessing their impact on capital investments during conflicts.

3. Adaptation to Changes: The Kalman filter permits the adjustment of forecasts
and assessments to new information available in real-time, a crucial aspect in
conflict situations where conditions swiftly evolve.

4. Accounting for Instability: Bothmethods enable the consideration of instability
and unpredictability amid conflict conditions, making risk assessments more
adaptive.

5. Impact Assessment on Markets and Investment Strategies: Employing these
methodologies in risk analysis allows a deeper comprehension of conflict’s influ-
ence onmarkets and investment decisions, aiding in the development of portfolio
management strategies and risk mitigation.

Incorporating sustainable development into VAR and Kalman filter methodologies
also allows for the consideration of ecological, social, and other pertinent aspects
crucial for long-term and stable economic development amidst conflict.

A generalized vector autoregression methodology appears as follows (Eberly
College of Science 2023):

VARModel Specification: The VARmodel is conceived as a system of equations
where each variable can be explained by its lagged values and the lagged values of
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other variables in the model:

Yt = A1mathrmY t−1 + A2Yt−2 + . . .ApYt − p + ut (20.1)

where Yt—vector of endogenous variables; A1, A2, …, Ap—parameter matrices;
ut—vector of standard errors.

Parameter estimation: The least squares method is used.
Kalman filter in this context is also an effective method for real-time state esti-

mation of dynamic systems, particularly in the presence of noise and uncertainties
in measurements and the model. Utilizing this method allows for the assessment of
systemic risks associated with capital investments in a country amidst conflict. The
outlined methodology involves the following stages:

1. Outline of the forecasted value:

x
∧

k = Fkx
∧

k−1 + Bkuk (20.2)

where: x
∧

k—is the forecasted state value at time k prior to updating; Fk—denotes
the transition matrix modeling the system’s dynamics; x

∧

k−1 is the estimation of
the system’s state at time k − 1; Bk—represents the control matrix (if control is
considered); uk—stands for the control vector (given control is considered).

2. Update of the forecast covariance:

Pk = FkPk−1FT
k + Qk (20.3)

where Pk—presents the forecasted state covariance at time k, before updating; Pk −
1—is the state covariance at time k − 1; Qk—stands for the covariance matrix of
model disturbances.

3. Determination of measurement disturbances:

Kk = PkH
T
k (HkPkH

T
k + Rk)

−1
(20.4)

where Kk—is the Kalman matrix determining the importance of each measured
signal for updating the estimate; Hk—is the measurement matrix reflecting how
measurements represent the system state;Rk is the covariancematrix ofmeasurement
noise.; Hk—is the measurement matrix reflecting how measurements represent the
system state; Rk—is the covariance matrix of measurement noise.

4. State estimate update:

x
∧

k = x
∧

k + Kk(zk − Hkx
∧

k (20.5)

where zk—measurement vector at time k.
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5. Update of the state estimation covariance:

Pk = (I − KkHk)Pk (20.6)

where I—identity matrix.
For a deeper understanding of investors’ concerns regarding capital investments in

Ukraine during and after the war, it is also advisable to employ neural network tools
within the context of content analysis (Beck 2018) of internet sources related to this
topic. The overall methodology involves the following steps: (1) data collection and
processing (collecting information from various web sources such as news portals,
blogs, social media, analytical reports, etc.); (2) preliminary data processing (the
collected data undergoes preliminary processing, including text tokenization using
Pythonmodules (segmentation into individual words or phrases related to investment
risks associated with the Ukrainian economy during wartime, ‘tokens = text. split’,
followed by cleansing from unnecessary characters, lemmatization (reducing words
and phrases to their base form (using the NLTK library)); removing stop words, etc.);
vector representation of text (transforming text into vectors or numerical representa-
tions understandable for neural networks using Word Embeddings (Word2Vec) and
TF-IDF (Term Frequency-Inverse Document Frequency): the formula for computing
the TF-IDF value for a word: TF-IDF(t,d) = TF(t,d) × IDF(t), where TF denotes the
word or phrase frequency in the document, IDF represents the inverse frequency
of occurrence in the document corpus); neural network construction (creating a
neural network that analyzes and learns textual data to identify patterns, connec-
tions, and risk assessments. In our study, a Recurrent Neural Network (RNN) was
utilized); model training and testing (the neural network is trained on the collected
data and tested for accuracy on test data. This enables the model to learn complex
word dependencies and identify potential risks and patterns in texts related to capital
investments during wartime); results analysis (after training the model, an analysis
of the obtained results is conducted, identifying connections between identified risks
and specific events in the context of war.

This approach enables investors and the state to additionally evaluate potential
consequences, risks, and challenges for capital investments and make informed deci-
sions based on the obtained forecasts. Here are the general steps used to build the
neural network during the content analysis of internet sources concerning systemic
investment risks in and from the Ukrainian economy during wartime:

1. Word Embeddings (Word2Vec):

Vector representation of a word (phrase):

V(wi) =
∑N

j=1 f
(
wi,wj

)
V(wj)

∑N
j=1 f

(
wi,wj

) , (20.7)
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where V (wi)—represents the vector representation of the word (phrase) wi,
f (wi,wj)—stands for the similarity function between words (phrases) wi and wj,
N—N is the number of context words (phrases).

2. LSTM (Long Short-Term Memory) (Table 20.1):

whereas, here is the decoding of variables used in the formulas: V (wi)—vector
representation of a word (phrase) wi in vector space; f (wi, wj)—signifies the simi-
larity function (or distance) between words (phrases) wi and wj; N stands for
the number of contextual words in the vector representation of a word; it , f t ,
c̃t , ct , ot , ht—denote different layers and components in the operation of LSTM
(Long Short-Term Memory)—a recurrent neural network with long and short-term
memory;Wii,Whi,bii,bhi,Wif ,Whf ,bif ,bhf ,Wic,Whc,bic,bhc,Wio,Who,bio,bho—refer
to theweights and biases used in various layers of LSTM, optimized during the neural
network training; xt—is the input vector; σ—represents the activation function (e.g.,
sigmoid or hyperbolic tangent); tanh—refers to the hyperbolic tangent function.

Developed by authors, using (Beck 2018).
The general architecture of the neural network for text analysis consists of an input

layer (vectorized text associated with potential investors in Ukraine’s economy or
representatives of Ukraine’s government), a hidden layer (LSTM) (for sequential text
processing), and an output layer (prediction of systemic investment risks concerning
Ukraine during wartime).

In our researchwe also use cluster analyses to cluster countries based on indicators
of investment process shadowing risk (considering Corruption Perception Index,
signs of offshore jurisdictions, and GDP per capita. This methodology involves the
following stages:

1. Selection of the number of clusters: initially determining the number of clus-
ters we wish to identify among the set of studied objects—based on our prior
assessments, we chose 5 clusters.

2. Calculation of similarity between objects: for this purpose, we utilized the
Euclidean distance between vectors representing the objects.

3. Grouping of objects: Based on the computed similarity, the algorithm groups
objects into clusters so that objects within the same cluster exhibit high similarity.

Table 20.1 The structure of the LSTM stage in utilizing neural networks for content analysis

№ Stages of construction and utilization of a
neural network

Formula

1 Input update it = σ(Wiixt + bii + Whiht−1 + bhi
2 Update for memory ft = σ(Wifxt + bif + Whfht−1 + bhf )

3 Memory update c̃t= tanh(Wicxt+bic+Whcht−1+bhc)

4 Memory state update ct = ft • ct−1 + it • ∼
ct

5 Output update ot = σ(Wioxt + bio + Whoht−1 + bho)

6 LDTM Output Update ht = ot • tanh(ct)
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4. Evaluation of clustering quality: following the formation of clusters, it’s neces-
sary to assess their quality, which was done by evaluating intra-cluster similarity
and inter-cluster distinctiveness (using Statistica 10.0 software package).

Within the context of cluster analysis, the following methodological approach was
employed:

1. Calculation of the arithmetic mean (average value):

Average = 1

n

n∑

i=1

xi, (20.8)

where хi—sample value; n—number of samples.

2. Variance:

Variance = 1

n

n∑

i=1

(xi − µ)2 (20.9)

where хi—sample value; μ—average.

3. Covariance between two variables (Х І Y):

Covariance (X,Y) = 1

n

n∑

i=1

(xi − μX) · (yi − μY) (20.10)

where хi, yi—sample value; μX , μY—the respective variable means.

Results

Risk disclosure encompasses deliberate endeavors aimed at detailing and conveying
to stakeholders the risks that have been successfully addressed, alongwith the devised
strategies to handle prospective future risks. The act of disclosing risks holds impor-
tance as it sheds light on how the governmental leadership and investor represen-
tatives steer through these risks, offering insights into their implications for the
ongoing sustainability of the system in question. Clearly, effective risk management
requires a meticulously crafted approach inclusive of an extensive range of anal-
yses, guiding principles, strategies, rationales, and measures geared towards offering
suitable responses to intricate high-risk scenarios (Hong 2023).

Note that experts from theWorld Bank have stated that Ukraine requires over 400
billion USD for post-war recovery. This estimation of damages was made based on
an analysis of Ukrainian infrastructure destruction during the year of conflict up to
February 24, 2023. However, these assessments have not yet accounted for the exten-
sive technological catastrophe—the sabotage of the Kakhovka Hydroelectric Power
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Station by Russian forces (Ukrinform 2023) and others. According to the Prime
Minister of Ukraine, D. Shmyhal, as of September 2023, the estimated expenses
for the country’s reconstruction amounted to 750 billion USD. The President of the
European Investment Bank, W. Hoyer, indicated a sum exceeding 1 trillion USD.
Evidently, due to the ongoing war, the extent of damages will continue to escalate.
M. A. Green, the Chairman of the Woodrow Wilson International Science Center,
specified that in its calculations, the World Bank did not consider the costs for the
restoration of territories occupied by the Russian Federation since 2014, including
the Crimean Peninsula and parts of theDonetsk and Luhansk regions (Sorokin 2023).
In this context, it is imperative to conduct a comprehensive assessment, taking into
account both external and internal risks and perils inherent in the process of invest-
ment recovery in post-war Ukraine. In the context of our research, among the internal
risks, touching investment process into Ukrainian economy in the circumstances of
the war, the following can be considered:

1. The lack of a well-established institutional framework for the functioning of
the state under the conditions of a persistent external threat of attack over a long-
term period. Despite the ongoing large-scale invasion of Ukraine by the Russian
Federation for almost 2 years, such an institutional system has yet to be formed.
Even though in 2023, Israel also faced a significant attack by HAMAS militants
(Encyclopædia Britannica 2023), the experience of forming national security in
that country could be beneficial for Ukraine both during wartime and in the post-
war period (given that Israel’s comprehensive national security systemhas proven
its effectiveness over an extended period). Notably, the fundamental principles
ensuring its institutionalized security include: the use of active military and polit-
ical efforts to maintain peace; prevention of war and avoidance of confrontations;
prioritizing quality over quantity (as Israel has been at a disadvantage compared
to its adversaries from the beginning, it compensateswith qualitative advantages);
conducting operations within enemy territory; minimizing the duration of mili-
tary actions to reduce harm to its own population and infrastructure; securing the
state border; fostering a fighting spirit within the armed forces and population
(Eisenkot and Siboni 2019). Moreover, it is essential to consider that the current
and future generations of Ukraine will likely live under the prospect of a persis-
tent threat of attack from the Russian Federation (not excluding other potential
adversaries).

2. Insufficient effectiveness of the judicial branch’s performance. According to
the Executive Director of the European Business Association, A. Derevyanko,
although the overall score of the judicial index in Ukraine slightly improved
in 2023 compared to 2021 (by 0.22 points), reaching 2.73 out of five possible
(High Council of Justice 2023), there still exist significant challenges within
the judicial branch of government that severely complicate the protection of the
rights of individuals and legal entities.

Among these issues are: staff shortages within the judicial system (as of the end
of 2022, in courts that remained operational, there were 1840 vacant judge positions,
constituting 28% of the total number of positions, and this number continues to
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rise. Additionally, according to the Chair of the High Council of Justice, H. Usyk,
over 2,000 acting judges have yet to undergo initial qualification assessment, while
361 judges are unable to perform judicial duties due to the completion of their 5-
year term of appointment) (Levyy Bereg weekly, 2023); inefficient court network
(the development of a methodology aimed at optimizing the court network began
as early as 2021. It was anticipated to conclude by January 1, 2023; however, the
full-scale Russian Federation’s invasion altered this timeline. Specifically, due to
the occupation of parts of Ukraine’s territory, there has been a significant increase
in the number of courts unable to administer justice. Consequently, there has been
an increased workload on other courts due to the temporary change in territorial
jurisdiction. Nevertheless, the necessity of conducting this aspect of reform remains
pertinent, and the challenges in funding only amplify its urgency); the necessity
for reforming the Supreme Court (the introduction of competitive selection for
judges of the Constitutional Court of Ukraine was the primary recommendation of
the European Commission to maintain Ukraine’s candidacy status within the EU.
Thus, on December 13, 2022, a law was enacted to comply with this requirement.
Presently, the selection of candidates for positions in the Constitutional Court of
Ukrainemust be conducted through a specially created auxiliary body—theAdvisory
Group of Experts (AGE), taskedwith evaluating candidates’moral qualities and level
of professional competence in the field of law. However, a significant drawback of
the current law remains the possibility of appointing Constitutional Court judges
who, despite the AGE’s assessment, do not meet the required level of professional
competence in law and high moral standards (The next steps of judicial reform: what
are they? 2023). Additionally, several recommendations by the Venice Commission
were not adhered to, further complicating Ukraine’s integration process into the
EU); insufficiently effective digitalization system in the judiciary, which diminishes
the transparency of the process (although Ukraine is considered a global leader
in the digital transformation of public services, the full transition of the national
judiciary to digital technologies is still not fully observed. It’s important to note
that despite the launch of the Unified Judicial Information and Telecommunications
System (UJITS) in January 2019) (NAAU and the Judicial Administration began
testing the “ElectronicCourt 2020). Conceptually, it was intended to gradually ensure
the automation of a significant portion of processes occurring within the courts:
document flow, particularly among case participants, centralized material storage,
automated case distribution, video conferencing, data collection, and processing of
statistical information, among others. The plan was to commence operation inMarch
of the same year with 8 out of 18 modules in a test mode. However, as of 2023, for
various reasons, only three modules have functioned fully: the ‘Electronic Cabinet’
subsystem, the ‘ElectronicCourt,’ and the video conferencingmodule. Consequently,
since the launch of the UJITS, over four years have passed, and during this time, the
system has partially become outdated and no longer fully meets current user needs:
some modules interact poorly with each other and face challenges with updates.
Therefore, there is an urgent need for a comprehensive independent audit of theUJITS
system; necessity to establish a Service of Disciplinary Inspectors within the High
Council of Justice; activation of the Higher Intellectual Property Court (HIPC)
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(TheSupremeCourt on Intellectual Property Issueswas established inUkraine 2017),
as stipulated by the judicial reform of 2016.

3. Debate over the effectiveness of land reform in balancing state and investor
interests (the issue of agricultural land incorporated into companies’ charter
capital is already noticeable for companies in Ukraine. Despite the lifting of the
moratorium in 2021, theUkrainian agricultural landmarket remains restricted for
commercial use and investment. According to Article 130 of the Ukrainian Land
Code (LC), “foreigners, stateless persons, and legal entities are prohibited from
acquiring shares in charter capital, stocks, shares, membership in legal entities
(…), who are owners of agricultural land” (Land Code of Ukraine 2023b). Viola-
tion of this norm could lead to land confiscation. In practice, this new “corporate
moratorium” complicates operations not only with land (the intended focus of
this restriction) but also with business investments, which unfortunately do not
possess agricultural land in ownership. Additionally, based on the results of the
sociological survey conducted by AgroPolit.com, Latufundist.com, Kurkul.com,
Elevatorist.com, and Zemlak.com, approximately 74% of Ukraine’s agricultural
market participants support the initiative to postpone the implementation of the
second stage of land market reform for legal entities during wartime (The land
market in Ukraine—two years: the price of land, land transactions and the impact
of the war, 2023) (which was scheduled to commence on January 1, 2024).

4. Absence of an effective institutional framework for the functioning of the
financial market. Even prior to the war, Ukraine’s financial sector was inad-
equately developed and predominantly reliant on commercial banks. Although
commercial banks formed the backbone of Ukraine’s financial sector, the total
volume of bank lending to the private sector in 2021 accounted for only 28% of
the GDP. The country’s deposit base also remained low (Fig. 20.1). For many
years, the Ukrainian banking system suffered from ineffective risk management,
widespread lending to related parties, and regulatory leniency (consequently, the
capitalization of Ukraine’s stock market in 2021 amounted to only 5% of the
GDP, and the capital market infrastructure was significantly fragmented, with
loans in the economy largely failing to lead to constructive transformation in the
Ukrainian economy compared to other countries), which is partially observed
even today.

Therefore, to mitigate financial risks in this sphere, Ukraine needs to:

– сonduct an inventory and explore avenues to minimize the incidence of ‘non-
performing’ loans (Fig. 20.2).

Currently, auditors are unable to physically access a large number of commercial
premises, thus a comprehensive and detailed assessment of asset quality can only
be conducted once hostilities cease. Soon after the conflict, a comprehensive Asset
Quality Review (AQR)will enable theNational Bank ofUkraine (NBU) to determine
the recapitalization needs of individual banks.



20 Systemic Risks to Capital Investment Flows in the Post-crisis Economy … 393

Fig. 20.1 Banking system of Ukraine in comparison to other countries, beginning of 2020. Source
Haas (2023)

Fig. 20.2 Non-performing’ loans in Ukraine and some other countries, 2009–2021. Source Haas
(2023)

– thenecessity to enhance the level of commercialization in the banking sector. For
an extended period, the Ukrainian banking sector suffered from the detrimental
impact of politicallymotivated lending. Therefore, its post-war recoverywill serve
as an opportunity for the Ukrainian government and the NBU to optimize not only
the balance sheets of commercial banks but also (where necessary) within the
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shareholders’ structure and management (with international support). This will
require even stricter due diligence procedures for owners and bank executives
to rid themselves of related lending, drawing from the positive experience of
2014–2015.

The improvement of Ukraine’s banking sector will require the privatization of the
majority of key state-owned banks,whichwill hold an even larger share of all banking
assets post-war. An important issue needing immediate resolution is that state-owned
banks are still reluctant to write off or restructure debts if it diminishes the value of
any (secured) state assets.

– harmonizing regulations with EU standards. Considering that on December 14,
2023, the European Commission officially decided to commence negotiations
regarding Ukraine’s accession to the EU, in this context, regulatory and supervi-
sory compliance could aid in creating equal conditions for subsidiaries of inter-
national banking groups and supporting the long-term sustainable development
of cross-border operations in Ukraine.

For instance, alignment of Ukrainian laws concerning professional secrecy and
confidentiality with EU standards would enable Ukrainian participation in joint
supervisory and restructuring bodies.

– development of money, bond, and securities markets. It’s critically important to
steer the financial sector balance toward capital markets, as Ukrainian companies
and entrepreneurs will require a wider spectrum of instruments to support their
business growth, considering that many enterprises depleted their capital during
the war, thus limiting their ability to take on additional debt obligations.

Further regulatory reforms are necessary to invigorate the securities market. Ukraine
still lacks legislation on financial collateral, and essential reforms in derivatives
markets are needed to ensure Ukraine receives a clear legal conclusion on netting and
close-out netting from the International Swaps and Derivatives Association (ISDA)
(International Swaps 2023). Given the potentially significant interest in supporting
Ukraine’s economic recovery from various social and responsible investors, the
securities market regulator (National Securities and Stock Market Commission)
must prioritize the development and implementation of regulatory acts enabling
the issuance of corporate and municipal bonds using the proceeds to meet specified
societal needs.

– financing of small businesses and financial inclusivity. Deepening Ukraine’s
financial sector is intended to benefit broad segments of the country’s population,
aiding job recovery and means of livelihood. Banks, especially those traditionally
focused on large state-owned and/or affiliated companies, will need to adjust their
lending practices to become more inclusive and universal lenders. Even before
the war, the share of small and medium-sized enterprises with limited access to
credit was high and growing rapidly (Fig. 20.3).
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Fig. 20.3 Credit constraints for SMEs in Ukraine and other countries, 2009–2019. Source Haas
(2023)

– mobilization of external financing to maintain financial stability. As interna-
tional donors assist Ukraine in post-war reconstruction, ensuring predictable
donor inflows and gradually relying on commercial decisions to establish an
efficient capital market in Ukraine after the reconstruction period is crucial. Allo-
cating substantial resources for risk insurance through specialized agencies such
as theMultilateral Investment Guarantee MIGA of theWorld Bank (MIGA 2023)
could be critically important in minimizing political and military risks.

Overall, the Report on Systemic Risks for Ukraine’s Financial Sector (as of July
2023), presented by experts from Ukraine’s Financial Stability Council, emphasized
that the prevailing risks forUkraine’s financial systemhavebeen and remainprimarily
the prolonged full-scalewar andRussian terrorist attacks onUkrainian infrastructure.
Although, as highlighted in the mentioned document, the financial sector and the
economy as a whole have adapted to operate under force majeure circumstances
(Table 20.2).

5. High level of societal corruption. The civic engagement program ‘Get
Involved!’ in collaboration with the USAID project ‘Supporting Anti-Corruption
organizations-leaders in Ukraine, the “Interaction” (SACCI) presented key find-
ings from the 7th stage of theNationwide Survey ‘Corruption inUkraine: Percep-
tions, Experiences, Attitudes’. Conducted in winter 2023, this survey marked
the first comprehensive study since 2007, encompassing three distinct repre-
sentative respondent groups to better understand the perceptions and experi-
ences of Ukrainian citizens amidst varying circumstances created by the war:
(1) Ukrainians who did not change their place of residence following the full-
scale Russian invasion; (2) internally displaced Ukrainians (IDPs); (3) externally
displaced Ukrainians (EDPs) (USAID/ENGAGE 2023).
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Table 20.2 Evolution of systemic risks for Ukraine’s Financial Sector, 2022–2023

№ Change in risk Risk level

2022 2023 08.12.22 03.02.23 04.05.23 19.07.23

III Q IV Q I Q II Q

World economy → ↑ → ↓ x x x x

External conjuncture ↓ → → ↑ x x x x

Economic conditions ↑ ↑ ↑ → � � x x

State finances ↑ ↑ → → � � � x

Currency market ↑ ↑ → → � x x x

Geopolitics ↑ → ↑ → � � � �

Change in risk assessment. ↑—increasing risk level; ↓—reducing the level of risk;→—unchanged
level. The level of risk indicates its intensity: •—low; x—medium; �—high.
Source Report on activities Report on activities of the Financial Stability Counci (2023)

According to the findings of the aforementioned study, corruption is deemed themost
serious issue for Ukraine after the full-scale war. This sentiment is shared by 89% of
citizens, with political corruption identified as the primary and most serious type of
corruption (81%). Despite noticeable improvement in public perception regarding
the prevalence of corruption, 94% of respondents still believe that corruption is
widespread throughout Ukraine. The percentage of those who are convinced that
the level of corruption has increased since the start of the full-scale war exceeds
the percentage of those who believe it has decreased, highlighting a highly divided
society in assessing this issue. While 53% of Ukrainians consider corruption to be
never justifiable (a significant increase compared to 2021), only a small share of
respondents have reported instances of corruption to law enforcement agencies. The
portion of respondents believing that combating corruption is the responsibility of
ordinary citizens has increased from 9% in 2021 to 13% in 2023, yet the majority
continue to place the primary responsibility on the President ofUkraine and hisOffice
(44%). Less than 2% believe that this duty should fall on civil society organizations
(USAID/ENGAGE 2023).

It’s worth noting that trust in specialized anti-corruption bodies has significantly
increased compared to 2021. The most substantial increase in public trust occurred
towards the Security Service of Ukraine (which had 40% trust in 2023 compared to
12% in 2021) and the National Police (31% compared to 11% respectively). Aware-
ness of anti-corruption measures, reforms, or informational campaigns by state insti-
tutions and civil organizations has decreased compared to 2018, but the perception
of their effectiveness has significantly increased. Nearly 80% of citizens express
readiness to participate in rallies and public protests, although most prefer passive
forms of engagement, such as reporting corruption cases in the media and social
networks (31%) or initiating and signing electronic petitions (27%). Overall, inter-
nally displaced Ukrainians demonstrate the highest level of optimism in perceiving
and assessing the level of corruption and anti-corruption efforts among all three
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respondent groups, while externally displaced Ukrainians are disheartened by the
anti-corruption progress in Ukraine (USAID/ENGAGE 2023).

Among the external factors that directly or indirectly impact the efficiency and
profitability of the funds being raised for the reconstruction of Ukraine, the following
are noteworthy.

1. The inability to guarantee the security of capital investments in the absence of a
positive and unequivocal decision regarding Ukraine’s accession to NATO and
theEU in the short term (or the creation of an effective alternative to these institu-
tions).WhileNATO representatives acknowledgeUkraine’s security significance
to the organization and its members, and the Alliance fully supports Ukraine’s
inherent right to self-defense and its right to choose its own security systems,
since 2014, due to the unlawful annexation of Crimea by the Russian Federation,
cooperation has been reinforced in critical directions (NATO 2023). However,
even after the full-scale invasion of Ukraine by Russia in 2022, the rapid integra-
tion of Ukraine into NATO through a simplified system proposed by Finland and
Sweden is highly unlikely. In the short-term perspective, Ukraine’s membership
in either NATO or the EU is not currently feasible.

2. Limited current willingness from international institutions to insure finan-
cial and investment risks associated with capital flows to and from Ukraine.
As of the end of 2023, the Ministry of Economy of Ukraine sought assis-
tance from global financial institutions. The Multilateral Investment Guarantee
Agency (MIGA) has already begun providing certain insurance guarantees for
war risks in Ukraine from the Reconstruction and Economy Support Trust Fund
for Ukraine (SURE). Although the details of all projects are currently undis-
closed, it is known that an agreement has been reached to increase guarantees
from17.1 to 40.85million euros betweenMIGAand theGermanbanking holding
company ProCredit. This decision was announced in London during the Ukraine
Recovery Conference 2023 (URC-2023) (MIGA began to provide guarantees for
the insurance of war risks from trust fund for the support of Ukraine’s recon-
struction and economy 2023). However, the increased guarantees from MIGA
solely apply to ProCredit’s investments in the capital of the Ukrainian subsidiary
Joint-stock company ‘ProCredit Bank’ to support Ukrainian small and medium-
sized enterprises. This program will be in effect until December 2025 (MIGA
2023).

Currently, the United Kingdom is also in the process of developing a mechanism
for war-related risk insurance to encourage businesses to participate in Ukraine’s
recovery. This initiative aims to incentivize investment, technology, energy, and
defense firms to support reconstruction efforts (Wickhamet al. 2023). TheMinistry of
Economy of Ukraine has proposed risk insurance to the U.S. International Develop-
ment Finance Corporation (DFC) and all Export Credit Agencies of the G7 countries.
Specifically, Ukraine is engaged in discussions with the French Bpifrance (Bpifrance
2023), exploring various collaboration options: insurance through its Export Credit
Agency or involvement in the reinsurance trust fund of MIGA for risk mitigation.



398 A. Rubino et al.

Furthermore, the European Union, in collaboration with international partners, is
working on implementing military risk insurance to facilitate private investment and
business engagement in Ukraine’s reconstruction. The National Bank of Ukraine,
in conjunction with the World Bank, is also developing a concept for establishing a
system to insure military risks in Ukraine. It’s worth noting that on December 23,
Law No. 3497-IX ‘On Amendments to the Law of Ukraine ‘On Financial Mech-
anisms for Stimulating Export Activity’ regarding the insurance of investments in
Ukraine against military risks’ was officially published. This law will come into
effect on January 1, 2024 (Verkhovna Rada of Ukraine 2023a, b). However, despite
this substantial support for Ukraine in military aspects from international partners,
there is currently no discussion on realistic broad-scale opportunities for insuring
investment risks for businesses during wartime.

3. Further unofficial lobbying of interests by Russia and Belarus through a series
of countries and their hindrance of necessary decisions regarding Ukraine’s
support and development. The U.S. Department of the Treasury released a list of
states aiding Russia and Belarus in circumventing sanctions, urging all partners
to intensify their oversight of this process. This was highlighted in an official
statement from the U.S. government (U.S. Department of the Treasury 2023). It’s
noted that the U.S. Department of the Treasury’s Financial Crimes Enforcement
Network (FinCEN) and theBureau of Industry and Security (BIS) ofUSMinistry
of finance analyzed several countries facilitating the export of sanctioned goods to
Russia and Belarus. Notably, this list included Armenia, Brazil, China, Georgia,
India,Kyrgyzstan,Mexico, and others.Among theEUcountries,whosemembers
generally support Ukraine in various ways, there are specific representatives
hindering financial support to Ukraine from the Union. Specifically, Hungary
and Slovakia, whose leaders are known for their pro-Russian views, in 2023
blocked the allocation of 50 billion euros in aid from the EU to Ukraine (Politico
2023).

The lack of a newworld order system fuels the activation of international criminal
and illegal institutions, deepening the global geopolitical crisis. The crises, conflicts,
and wars ongoing today vividly demonstrate how deeply the global geopolitical
landscape has shifted in recent years, as the exacerbation of unhealthy competition
among powerful states has once again become paramount in international relations.
According to the Global Peace Index Report as of 2023, there has been a concerning
increase in the number and intensity of conflicts that began even before the large-
scale Russian invasion of Ukraine, recognized as the most significant conflict since
World War II. A significant rise in the number of casualties, both among civilians
and military personnel due to conflicts, was observed even before the war between
Russia and Ukraine, interrupting a five-year declining trend that started since the
peak of the Syrian civil war in 2014 (Izvoshchikova 2023).

In particular, the number of fatalities in conflicts rose by 45% during the period
of 2020–2021, primarily in the regions of the Asia–Pacific and Sub-Saharan African
regions (Conflict Trends in 2023 2023). After the widespread invasion of Ukraine by
Russia on February 24, 2022, according to data published by Statista, the Office of
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the United Nations High Commissioner for Human Rights (OHCHR) confirmed the
deaths of over 9,600 civilians in Ukraine as of September 2023. OHCHR experts note
that due to the occupation and inaccessibility of certain territories for monitoring,
the actual figures could be significantly higher. Additionally, according to Ukraine’s
Deputy Minister of Internal Affairs, L. Tymchenko, another 11,000 Ukrainian civil-
ians remain missing. The highest number of fatalities was recorded inMarch 2022—
over 3,900—when Russian forces occupied part of the Kyiv region and advanced
towards the capital of Ukraine. OHCHR also notes that, according to preliminary
data, over 17,500 Ukrainian civilians suffered various degrees of injuries (Statista
2023).Among them, approximately 1,618 childrenwere affected.As ofAugust 2023,
at least 503 children have died, and over 1,115 have sustained injuries of varying
severity.

Over the past two decades, the number of ‘internationally involved intrastate’
conflicts has significantly escalated. Starting from 2004, these conflicts surged nine-
fold, reaching a total of 27 instances. Interestingly, these internationally involved
intrastate conflicts are nowas prevalent as intrastate conflicts, indicating a trendwhere
over 80% of internal conflicts between 1975 and 2017 received external support.
Such heightened intervention often aligns with the broader geopolitical ambitions of
major global players, evident in cases like increased Russian involvement inMali and
Myanmar (Aung 2023). Additionally, regions like Syria, Libya, and Ukraine have
transformed into conflict zones, drawing support from various countries directly or
indirectly, thereby exacerbating and perpetuating these conflicts. With the rise of
geopolitical rivalries, distinguishing between intrastate and internationally involved
intrastate conflicts has become increasingly complex. Recognizing and addressing
the nuanced aspects of these evolving conflict dynamics is crucial in fostering global
peace and stability.

In the future, the escalation of global challenges will also be linked to destructive
climate changes, heightened economic inequality, and political instability, whichwill
undoubtedly impact the redistribution of global financial flows and the profitability
of multinational investments.

The combination of the autoregression and Kalman’s filter methodologies
described above for assessing systemic risks within the context of our research
involves analyzing time series of annual data from 1997 to 2022 (where appli-
cable, logarithmic data is used to enhance the statistical significance of modeling):
defining variables (input parameters—investment flows; resulting variables—GDP
per capita, corruption levels, Global Competitiveness Index, sustainable develop-
ment parameters); constructing VAR models (determining model order, variable
selection, parameter estimation using the least squares method); risk assessment
using the Kalman filter (utilizing VAR forecasts to establish initial Kalman filter
conditions; using real-time observations to evaluate the system state and adjust fore-
casts); and result analysis (examining systemic risks and their impact on capital
investments in wartime conditions).

Employing the aforementioned methods and data concerning the dynamics of
Ukrainesmacroeconomic indicators, which theoretically could be linkedwith invest-
ment flows (whether independent or resulting variables from the period 1997–2022),
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allows for the following conclusions (Table 20.3). An increase in corruption level
significantly reduces the share of investments in GDP (regression coefficient −
0.498), the Global Competitiveness Index (−2.286), quality of life index (−2.286),
savings as a percentage of GDP (−1.323), and leads to an increase in government
debt (2.465). Even considering the pre-war period, investment flows into Ukraine did
not yield the theoretically anticipated results for Ukraine’s socio-economic develop-
ment. In particular, the actual growth in investment volumes in Ukraine leads to an
increase in the inflation index (−0.586 with a lag of 1), a decrease in GDP per capita
(−0.174 with a lag of 3) and the savings level in GDP (−0.592 with a lag of 3), as
well as an increase in the national debt to GDP ratio (0.651 with a lag of 2).

However, the unemployment rate decreased (−0.470 starting from a lag of 2)
due to the impact of increased investment. Analyzing the influencing factors on the
volume of investment in the researched period, we note the following: the corruption
perception index (−0.498 with a lag of 2) and the level of external trade security
(−0.572 with a lag of 3) are characterized by an inversely proportional impact, while
the investment attractiveness index exerts a directly proportional influence (0.436
with a lag of 1). As for other important macroeconomic indicators that theoretically
should be closely related to investment processes, they do not exert a statistically
significant impact on the respective resulting variables.

Thus, it can be concluded that even before the war, the investment process did not
significantly contribute to the socio-economic system of Ukraine due to the substan-
tial political component in this process and the considerable influence of corrupt
practices on this economic sector. The war further exacerbated the risks and chal-
lenges in this sphere. Therefore, for mutually effective utilization (for Ukraine’s
economy and potential investors) and a positive synergistic effect from the antici-
pated capital investment resources for the restoration of Ukraine’s economy during
and after the war, it is essential to enhance the institutional framework for attracting
external and internal investments. Ensuring property rights and improving the invest-
ment climate in Ukraine (including minimizing corrupt practices in the process of
investment attraction and entrepreneurial activities) is imperative.

Summarizing the analysis results using neural networks (in this case, content anal-
ysis of internet sources for 2022–2023), concerning concerns and risks of potential
foreign investors and business and government representatives in Ukraine, we note
that among the most significant risks identified were the following (Fig. 20.4): polit-
ical instability, geopolitical tensions, economic instability, currency risks, substan-
tial business losses, significant expenses for securing financial and physical assets,
infrastructure destruction, increased poverty rates, labor migration, environmental
pollution.

However, as mentioned earlier, besides the risks associated with investors’ activi-
ties during wartime, there are also significant challenges for the recipient country (in
this case, Ukraine). Conflict zones often serve as avenues for “pseudo-investments”
for money laundering or terrorism financing due to constrained financial and other
monitoring and controlling conditions, both from the recipient country’s authorities
and international institutions.
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Political and 
geopolitical 

risks

Political Instability: During times of war conflicts, govern-
ment structures and the political atmosphere may undergo 
changes, creating uncertainty for businesses and foreign inves-
tors.

Geopolitical Tensions: Disputes between countries can lead 
to significant shifts in international relations, impacting the econ-

Economic 
risks

Economic Instability: A state of war leads to production cuts 
and infrastructure damage, potentially resulting in economic in-
stability.

Currency Risks: Military actions may cause significant fluc-
tuations in currency exchange rates and asset values.

Business risks Losses and Damages: Destruction of assets, production 
losses, and disruption of businesses within the conflict zone.

Security Provision: The necessity for significant expenditure 
on safeguarding assets, personnel, and property.

.
Indrustruc-
ture risks

Destruction of Infrastructure: Losses in infrastructure, such 
as roads, bridges, power plants, etc., may require significant fi-
nancial resources for reconstruction

Social risks Rise in Poverty: Decreased income among the population and 
an increase in the poverty level. Labor Migration: Large-scale 
movements of the population and workforce that can significantly 
impact the labor market.

Ecologic risks Environmental Pollution: Destruction of the environment due 
to military actions and contamination of the surrounding ecosystem.

Fig. 20.4 Key factors influencing investment processes in Ukraine during wartime identified using
neural network tools (content analysis of internet sources), 2022–2023.SourceDevelopedby authors

In our case, as potential investors, we examined countries collaborating within
the Ramstein format to support Ukraine in countering Russian aggression (a total
of 60 countries). During the 17th meeting within this format, 50 defense ministers
from various regions and countries worldwide participated, while other countries
indirectly engaged and provided specific support (military, economic, humanitarian)
to Ukraine (Nazarenko 2023).

For the purpose of categorizing these countries into groups based on their invest-
ment risk indicators concerning Ukraine, we employed cluster analysis (a machine
learningmethod used to group similar objects in a collection in such away that objects
within one cluster are more similar to each other than to those in other clusters). This
method was described above.

The basis for grouping was the Corruption Perception Index according to Trans-
parency International 2022 (Corruption Perceptions Index 2022 2022), GDP per
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capita, and the status (or characteristics) of the country as an offshore jurisdiction as
of 2022.

As known, a high level of corruption perception adversely affects the socio-
economic development of countries (Fig. 20.5), therefore, attracting investments
from such countries may pose a threat to the economic security of Ukraine. Addi-
tionally, the influx of investments from offshore jurisdictions (a fictitious variable
using a binary approach) may be linked to money laundering and the growth of the
shadow economy.

From the figure, it’s evident that Ukraine falls within Group 1 of countries with a
high level of corruption and low economic development. However, attracting invest-
ments from countries in this group is associated with a high level of risk in exac-
erbating societal corruption. From our perspective, it’s prudent to intensify invest-
ment activities from Groups 2 and 3, with certain reservations about Group 5, by
employing additional control and monitoring tools to counter money laundering,
terrorism financing, and the proliferation of weapons of mass destruction in line
with FATF (Financing of Terrorism & Proliferation. The FATF Recommendations
2023) and Egmont Group principles (Egmont Group 2023).

Summarizing the results of the cluster analysis, which, as mentioned earlier,
divided all potential investor countries amongRamstein group partners into 5 groups,
let’s provide a brief characterization of them (Fig. 20.6): (1) high corruption, low
economic development; (2) moderate corruption, moderate economic development;
(3) low corruption, high economic development; (4) highest corruption, lowest
economic development; (5) countries with offshore jurisdiction characteristics, high
economic development.

Conclusions and Proposals

In light of the information presented and the findings of our econometric analysis, it
is imperative to underscore the necessity of adopting the paradigm of ‘Concentration
of Efforts and Resources for Ukraine’s Future Development Security’ amidst the
persistent and formidable challenges to national security from internal and external
factors.

The research highlights several primary directions essential for concentrating
actions and resources to address the current imperatives of safeguarding and
rebuilding Ukraine, while also ensuring the profitability of both internal and external
investors:

1. Implementation of a war economy: It is essential to align economic strategies
with the contemporary socio-economic landscape of Ukraine and the challenges
posed by the global environment. References to existing researches (Mokiy 2022;
Ritter 2009) underscore the importance of this alignment.

2. Overcoming internal system preconditions: Addressing systemic dysfunc-
tions, notably corruption, requires a concerted effort to integrate judicial and
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Fig. 20.5 Scatterplot depicting the relationship between the corruption perception level, GDP per
capita (USDper capita), and characteristics of offshore jurisdiction in the countries of the ‘Ramstein’
group (as per the 17th meeting on December 22, 2023), 2023
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Fig. 20.6 Graph-tree of country-partner connections within the ‘Ramstein’ group based on indi-
cators of corruption perception, GDP per capita, and offshore jurisdiction characteristics (dummy
variable), 2023

law enforcement institutions within a structural model that complements macro-
systemic Euro-integration. Mandatory validation of ownership legitimacy by
public officials, with repercussions for lack thereof, is crucial in this endeavor.

3. Identifying factors of productive capability: Recognizing the strategic impor-
tance of factors such as human capital, including intellectual, and associated
sectors like microelectronics, is paramount for future security.

4. Implementing systemicmeasures for social legitimization of property rights:
Investment of financial resources in priority sectors and spheres is necessary to
legitimize property rights socially.

5. Initiating amendments into principles of stable capital flows and equitable
debt restructuring: The government of Ukraine should spearhead the develop-
ment and incorporation of amendments into existing principles to ensure stable
capital flows and equitable debt restructuring.

By following these outlined directions, Ukraine can navigate its current challenges
more effectively, laying the groundwork for sustainable development and enhanced
national security in the future.
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Conclusion

Vincenzo Pacelli

When you decide to undertake an impervious and slippery journey such as that of
studying a complex topic as systemic risk in financial systems, you already realize
that the road ahead will be rough although fascinating to travel. You are aware that
along the way there will be more new questions which arise than answers that you
will be able to reach. But deep down, a researcher doesn’t mind this at all, because
new questions are necessary, welcome, hoped for to continue the journey. Which is
what every passionate traveler (researcher) is really looking for. Therefore, for the
mindful and passionate reader, this Volume will have proved full of new doubts and
new questions but also the harbinger of some answers.

Through thisVolume “SystemicRisk andComplexNetworks inModern Financial
Systems”, we wanted to provide a broad and varied source of useful essays for
understanding, measuring, and mitigating systemic risk within financial systems.
Through amultidisciplinary lens, the chapters in this Volume explore various aspects
of systemic risk, ranging from theoretical frameworks to cutting-edgemethodologies
and empirical insights.

Collectively, the chapters underscore the interdisciplinary nature of systemic risk
and emphasise the importance of collaborative efforts across diverse fields, including
economics, law, mathematics, statistics, physics, and computer science. By adopting
a holistic perspective that acknowledges the interconnectedness of financial entities,
theVolumeprovides insights into the complexdependencieswithinfinancial systems.

Key themes addressed in the Volume include the role of network science in under-
standing systemic risk transmission mechanisms, the development of early warning
systems for crisis prediction, and the implications of digitalization and cryptocur-
rencies on systemic risk. Additionally, the Volume examines the effectiveness of
macro-prudential policies in mitigating systemic risk, the impact of shocks origi-
nating from local banks on broader economic stability, and the relationship between
non-performing loan securitization and systemic risk. Network science emerges as a
powerful tool, providing deep insights into systemic risk transmission mechanisms.

© The Editor(s) (if applicable) and The Author(s) 2025
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412 Conclusion

Climate-related financial risks take central stage, highlighting the pivotal role of
network models in stress testing and navigating the low-carbon transition. Moreover,
digitalization and cryptocurrencies demand heightened attention due to their unique
systemic risk profiles. In this context, the Volume explores emerging areas such as
cyber systemic risk in the banking sector, risk contagion dynamics in cryptocurrency
markets, and the financial challenges associated with the circular economy. Through
empirical analysis, theoretical models and case studies, the contributors offer insights
into the complexities of systemic risk and provide practical guidance and food for
thought for policymakers, regulators, academics and financial practitioners.

By examining the transmission channels, the Volume also offers insights into
the complex relationship and interconnection between the banking and insurance
sectors. The role of insurance companies in the financial system, particularly in risk
transfer services, is indeed paramount, as these firms play a crucial role in mitigating
banks’ exposure to credit risks.

Looking ahead, the Volume identifies key areas for future research and policy
development. These include a deeper understanding of systemic risk transmission
mechanisms, integrating environmental, climate and cyber-technological risk factors
into risk assessment frameworks, and enhancing international cooperation for crisis
prevention and response. Overall, it is hoped that the Volume can help improve
our understanding of systemic risk and provide a framework for addressing this
critical challenge in modern financial systems. By integrating theoretical insights
with methodological approaches and empirical research, the Volume aims to inform
decision-making processes and enhance the resilience of financial systems against
systemic threats.

Prof. Vincenzo Pacelli

University of Bari Aldo Moro

April, 2024
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