
Ygor Quadros de Aguiar
Frédéric Wrobel
Jean-Luc Autran
Rubén García Alía

Single-Event Effects,  
from Space to 
Accelerator Environments
Analysis, Prediction and Hardening 
by Design



Single-Event Effects, from Space to Accelerator
Environments



Ygor Quadros de Aguiar • Frédéric Wrobel •
Jean-Luc Autran • Rubén García Alía

Single-Event Effects, from
Space to Accelerator
Environments
Analysis, Prediction and Hardening by
Design



Ygor Quadros de Aguiar
European Organization for Nuclear
Research (CERN)
Geneva, Switzerland

Jean-Luc Autran
University of Rennes
Rennes, France

Frédéric Wrobel
University of Montpellier
Montpellier, France

Rubén García Alía
CERN–European Organization for Nuclear
Research (CERN)
Geneva, Switzerland

ISBN 978-3-031-71722-2 ISBN 978-3-031-71723-9 (eBook)
https://doi.org/10.1007/978-3-031-71723-9

This work was supported by CERN

© The Editor(s) (if applicable) and The Author(s) 2025. This book is an open access publication.

Open Access This book is licensed under the terms of the Creative Commons Attribution 4.0 Inter-
national License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation,
distribution and reproduction in any medium or format, as long as you give appropriate credit to the
original author(s) and the source, provide a link to the Creative Commons license and indicate if changes
were made.
The images or other third party material in this book are included in the book’s Creative Commons
license, unless indicated otherwise in a credit line to the material. If material is not included in the book’s
Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the
permitted use, you will need to obtain permission directly from the copyright holder.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

If disposing of this product, please recycle the paper.

https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
https://doi.org/10.1007/978-3-031-71723-9
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Preface

As humanity pushes the boundaries of exploration and technology, the need to
understand and mitigate the effects of radiation on electronic components in harsh
environments, such as space missions and particle accelerators, has never been
more critical. This book addresses that need by providing a thorough examination
of radiation-induced failure mechanisms, with a particular focus on Single-Event
Effects (SEEs) that pose significant challenges to the reliability of modern electron-
ics, and how to mitigate them at the design level.

For newcomers to this field, this book offers a solid foundation in the funda-
mental concepts of particle interaction physics and electronics hardening design.
We begin with the basics-the composition and dynamics of radiation environments
and their impact on electronic components. From there, we explore the principles
of component qualification and the design techniques used to harden electronics
against radiation-induced failures. These sections are designed to equip new
researchers and engineers with the knowledge they need to navigate this complex
field.

For more experienced readers, this book provides a comprehensive discussion of
the state-of-the-art methodologies in modeling and advanced Radiation-Hardening-
by-Design (RHBD) techniques that can be employed at both the physical layout
and circuit levels. The layout design of integrated circuits plays a significant role in
influencing SEE generation, and thus, layout-level hardening techniques are critical
for minimizing radiation-induced charge collection. At the circuit level, this book
explores the implications of logic synthesis in cell-based designs, proposing signal
probability as a novel, application-specific approach to hardening. This method
promises to enhance the efficiency of RHBD techniques while minimizing design
drawbacks and avoiding misleading qualifications.

One of the key insights presented in this book is the potential for optimization
in RHBD techniques. For instance, optimizing pin assignment to target transient
effects can reduce the overall failure rate without increasing the design area. Sim-
ilarly, selective Triple-Modular Redundancy (TMR) block insertion methodologies
can be refined based on the signal probability of critical nodes and the robustness of
majority voter architectures, leading to more efficient and reliable designs.
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vi Preface

This book is the culmination of the extensive research carried out during my
PhD thesis, developed under the RADSAGA Marie Curie fellowship. It has been a
privilege to contribute to this rapidly evolving field alongside esteemed colleagues
and mentors, whose expertise and guidance have been invaluable. I hope that this
work will serve as a useful resource for those seeking to understand and mitigate
the challenges posed by radiation-induced failures in electronic components.

Finally, I would like to express my deepest gratitude to my co-authors-Professors
Frédéric Wrobel, Jean-Luc Autran, and Dr. Rubén García Alía-whose contributions
and insights have significantly enriched this book. Their dedication to advancing our
understanding of radiation effects in electronics is truly inspiring, and I am honored
to have collaborated with such distinguished experts in the field.

Geneva, Switzerland Ygor Quadros de Aguiar
08/2024
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Chapter 1
Radiation Environment and Their Effects
on Electronics

1.1 Introduction

From the terrestrial landscapes of Earth to the celestial expanses of our solar
system, ionizing radiation is omnipresent. It shapes the world around us, playing
an indispensable role in sustaining life on Earth while also posing potential threats.
Radiation itself is a form of energy emitted by atoms, taking the form of either elec-
tromagnetic waves or energetic particles. Different types of radiation interact with
matter in unique ways, and they can be generated naturally, as in the case of galactic
cosmic rays, or artificially, as in particle accelerators. Furthermore, the intensity
and their energy vary significantly across environments. Therefore, understanding
the sources and characteristics of radiation within a specific environment is crucial
for ensuring safety and the effective operation of electronic systems in any given
environment.

1.2 Radiation Environments

1.2.1 Space Environment

Mission success in the near-Earth space environment hinges on a thorough under-
standing of the prevalent radiation sources (as illustrated in Fig. 1.1). These sources
can be broadly categorized into three primary types:

• Solar Energetic Particles (SEPs): continuously emitted by the Sun during
periods of enhanced activity, SEPs are energetic protons and heavier ions
accelerated by solar flares and coronal mass ejections (CMEs). The intensity and
energy spectrum of SEPs vary significantly depending on the specific solar event.

© The Author(s) 2025
Y. Quadros de Aguiar et al., Single-Event Effects, from Space to Accelerator
Environments, https://doi.org/10.1007/978-3-031-71723-9_1
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2 1 Radiation Environment and Their Effects on Electronics

Fig. 1.1 A schematic diagram illustrating the three primary sources of radiation in near-Earth
space (Adapted from [1])

• Galactic Cosmic Rays (GCRs): originating from outside our solar system,
GCRs are high-energy particles, primarily consisting of protons and heavier
nuclei, believed to be produced by violent events such as supernovae explosions.
Due to their high energy, GCRs can penetrate deep into spacecraft and pose
significant health risks to astronauts on long-duration missions. GCRs are a
constant source of radiation in near-Earth space, but their flux is modulated by
the Sun’s heliosphere, a vast bubble of charged particles extending outward from
the Sun.

• Geomagnetically Trapped Particle Radiation (Van Allen Belts): this region
consists of a complex mixture of energetic particles, primarily protons and
electrons, trapped by the Earth’s magnetosphere. The magnetosphere is a vast,
dynamic region shaped by the Earth’s magnetic field, which acts as a shield
against incoming charged particles from the Sun and beyond. These trapped
particles form two distinct toroidal regions known as the Van Allen radiation
belts. The inner belt primarily consists of high-energy protons, while the outer
belt contains a broader mix of protons and electrons. The specific location and
intensity of trapped particles within these belts vary depending on space weather
conditions.

Solar activity plays a crucial role in shaping the near-Earth space radiation
environment. Solar flares and CMEs can significantly enhance the flux of SEPs,
potentially creating intense radiation bursts that can overwhelm spacecraft shield-
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ing. Furthermore, solar activity can also indirectly influence the intensity of GCRs
and trapped radiation. During periods of high solar activity, the Earth’s magneto-
sphere becomes more compressed, allowing a higher flux of GCRs to penetrate into
the inner regions near-Earth space. Additionally, energetic solar wind particles can
interact with the magnetosphere, leading to enhanced particle populations within
the Van Allen belts.

Therefore, understanding and monitoring solar activity through observations
of sunspots and other solar phenomena is critical for predicting the radiation
environment that spacecraft and sensitive electronics may encounter in near-Earth
space.

Particle flux is the rate of particle that passes through a unit area per unit
time, expressed in .cm−2 · s−1, also known as flux density. Another widely
used quantity is the particle fluence, which is the particle flux integrated over
a period of time and expressed in .cm−2.

Numerous space missions have been specifically designed to measure and
comprehend solar activity, recognizing its significance for life on Earth and its
influence on mission planning and design. A notable example is the Solar and
Heliospheric Observatory (SOHO), a joint mission between the European Space
Agency (ESA) and NASA, which was launched in 1995 and continues to operate
successfully.

The Sun’s activity follows an approximate 11-year cycle, characterized by
periods of high (solar maximum, about 7 years) and low (solar minimum, about 4
years) activity. Figure 1.2 presents solar activity measurements and predictions for
the upcoming cycles based on the sunspot number, also known as the Wolf number.

Fig. 1.2 Solar Cycle Sunspot Number Progression. The peak of cycle 25 is expected in 2025 [4]
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Sunspots are cooler, darker regions on the Sun’s surface associated with intense
magnetic activity.

While the Sun continuously emits a low-energy stream of particles known as
the solar wind, primarily consisting of protons and electrons with some heavier
ions, significant radiation events are associated with solar flares and coronal mass
ejections (CMEs). These infrequent but powerful events release a substantial
number of highly energetic particles into space. Solar wind particles typically have
energies ranging from kiloelectronvolts (keV) to gigaelectronvolts (GeV) and can
reach speeds up to 80% of the speed of light.

Highly energetic particles originating from intense solar activities are particularly
concerning due to their ability to rapidly reach Earth’s atmosphere within hours
or days. These energetic particles pose a dual threat: endangering astronauts and
disrupting electronic systems in space [2]. The intensity of the solar wind and
the frequency of solar particle events are directly influenced by solar activity,
specifically the number of sunspots. During the solar maximum, particularly the
declining phase, CMEs and solar flares occur more frequently [3].

Interestingly, solar activity has an inverse correlation with the flux of galactic
cosmic rays (GCRs). GCRs are high-energy particles originating from outside the
solar system and have the lowest particle flux among the radiation sources in near-
Earth space. However, due to their high energy, they are highly penetrating and
pose a significant threat to space-borne electronics and human health. Shielding
technology offers limited protection against GCR radiation exposure.

During periods of high solar activity, the Sun’s magnetic field strengthens,
acting as a more effective shield against incoming particles from beyond the solar
system. This leads to a decrease in the flux of GCRs reaching Earth’s vicinity [5–
7]. Conversely, during solar minimum periods, the weakened solar magnetic field
allows a higher GCR flux to penetrate into near-Earth space. Understanding and
monitoring solar activity and its associated radiation environment is crucial for
several reasons:

• Space Mission Planning: knowledge of the radiation environment allows engi-
neers to design spacecraft with appropriate shielding strategies and operational
procedures to ensure the safety and functionality of spacecraft systems.

• Astronaut Safety: astronauts on long-duration missions are exposed to elevated
levels of radiation, posing potential health risks. Understanding the radiation
environment helps to develop strategies for mitigating these risks.

• Space Weather Forecasting: missions like SOHO provide valuable data that
contributes to improved space weather forecasting and radiation risk assessment.

Solar events, such as solar storms and CMEs, have been documented for
centuries. The Carrington event of 1859 serves as a powerful historical example.
This massive solar storm caused significant disruptions to early telegraph systems
and produced auroras visible across the globe [8, 9]. It was one of the first instances
where the consequences of a solar event affecting Earth were recognized. One
event in this level could be very catastrophic nowadays as modern technology is
completely dependent on electricity. A more recent example occurred in January
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2022, where a significant solar storm originating from a CME caused unexpected
impacts on orbiting satellites [10, 11]. The solar energy from the CME increased
atmospheric drag, pulling several satellites out of their intended orbits. This
incident, unfortunately resulting in the loss of multiple satellites, underscores the
importance of considering solar activity’s potential effects when designing space
missions.

The third radiation component in the near-Earth environment is the trapped
particle radiation in the Van Allen radiation belts, illustrated in Fig. 1.3. As can
be seen in Fig. 1.3, the outer belt is wider than the inner belt, and it is also the
most unstable due to the weaker influence of the Earth’s magnetosphere. Similar to
the GCRs, the trapped radiation suffers influence from the solar activity, and it is
modulated such that the higher the activity, the higher is the electron flux and the
lower the proton flux and vice versa [12]. Van Allen radiation belts have been always
a concern for space mission designs due to their impact on electronic reliability.
Protons are able to induce a variety of effects ranging from parametric degradation
due to absorbed dose to even singular effects.

These radiation effects are further detailed in the next section. The analysis of
the proton flux in the inner belt is highly important for any space mission targeting
low-Earth orbit (LEO) as, for example, several Earth observation instruments and
the International Space Station (ISS) shown in Fig. 1.3. Overall, a comprehensive
understanding of the dynamics and composition of the trapped radiation belts plays
a crucial role in developing effective measures to safeguard satellites against the
adverse impacts of space weather.

Another crucial consideration in the design of spaceborne components is the
anomaly within the Earth’s magnetosphere, known as the South Atlantic Anomaly

Fig. 1.3 Van Allen Radiation Belts [1]. The outer belt is predominantly composed of electrons,
while the inner belt is predominantly composed of protons
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Fig. 1.4 Flux intensity map for the .>10 MeV channel at 500 km altitude. Higher proton flux in
the South Atlantic Anomaly (SAA) region. The graph was obtained using the AP8 model available
in the OMERE software tool [13]

(SAA). This anomaly arises from a slight tilt and offset between the Earth’s
geomagnetic and rotational axes, causing a significant weakening of the Earth’s
magnetic field over the South Atlantic region. This weakened field allows energetic
particles from the Van Allen belts and galactic cosmic rays (GCRs) to penetrate
lower altitudes than they typically would elsewhere, resulting in a zone of increased
radiation exposure. Figure 1.4 illustrates this phenomenon, showing the AP8 MIN
model’s depiction of high-flux protons reaching altitudes as low as 500 km and
below in the SAA region.

The presence of the SAA poses a significant challenge for spacecraft operating
in LEO. The intense radiation environment within the SAA can potentially damage
sensitive electronics onboard satellites. As a result, many satellites employ a
precautionary measure of switching off sensitive electronic components when
traversing the SAA to avoid potential damage, particularly from stochastic events
(discussed in the next chapter).

1.2.2 Atmospheric Environment

When cosmic rays enter the Earth’s atmosphere, they interact with atmospheric
atoms, primarily nitrogen and oxygen molecules, leading to the production of
secondary radiation. Similarly, these secondary particles can also interact with
atmospheric atoms, creating a cascade effect and generating additional secondary
particles. This phenomenon is known as a cosmic ray air shower, and it is illustrated
in Fig. 1.5. In this example, the primary cosmic particle is a highly energetic proton
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Fig. 1.5 Secondary radiation induced by a high-energetic proton interacting with an atmospheric
atom, nitrogen (.14N), and leading to a cascade of secondary interactions. Note that this representa-
tion provides a simplified illustration of some possible reactions rather than an exhaustive account
of all interactions

that collides with the nuclei of a nitrogen atom in the air. These collisions lead
to the production of secondary particles, including protons, neutrons, pions .π ,
kaons K , and muons .μ. This process continues until the secondary particles have
insufficient energy to sustain further interactions. Pions and kaons are unstable
particles with short lifespans. They rapidly decay into various particles, including
muons, electrons .e−, positron .e+ (antiparticle of electrons), neutrinos .ν, and
photons .γ .

Cosmic ray air showers are comprised of various secondary particles, each with
unique properties. Muons are particularly noteworthy due to their relatively long
lifespan compared to pions and kaons, despite still being short-lived compared
to stable particles like protons and electrons. Although their average lifetime is
just 2.2 microseconds; this allows them to travel several kilometers through the
atmosphere before decaying. Similar to electrons, muons are fundamental particles.
However, their much greater mass grants them significantly higher penetration
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power. Muons can traverse several centimeters of materials like silicon, potentially
reaching sensitive electronic components within spacecraft or even electronics
on the ground. Historically, secondary neutrons were considered the primary
contributors of radiation damage in electronic devices exposed to the atmospheric
environment. However, with advancements in miniaturization and increased device
sensitivity, muons pose a growing threat to system reliability by inducing radiation
damage in microelectronics [14–17].

It is important to note that the cascade of secondary interactions triggered by a
high-energy cosmic ray is a complex process with numerous possible reaction path-
ways. These pathways depend heavily on the specific energy, angle of incidence,
and characteristics of the primary particle, along with the properties of the target
atoms it interacts with. While Fig. 1.5 provides a simplified illustration, the true
nature of these interactions involves a vast array of potential reactions. The flux
and composition of atmospheric radiation are subject to fluctuation, influenced by
various factors. Solar activity notably impacts the influx of particles bombarding
the upper atmosphere, while the Earth’s nonuniform magnetic field results in spatial
variations in radiation intensity and composition. Regions with weaker magnetic
fields, such as the South Atlantic Anomaly discussed earlier, experience heightened
fluxes of energetic particles.

Altitude also plays a pivotal role. As we descend through the atmosphere, particle
flux initially rises due to collisions with atmospheric nuclei, generating secondary
particles. This increase peaks at the Pfotzer maximum, after which flux diminishes
due to energy loss through interactions, absorption by atmospheric molecules,
and decay of unstable particles [18]. For instance, neutron flux increases with
decreasing altitude, reaching its peak density of approximately .104 neutrons per
square centimeter per hour (.n/cm2/h) at around 20 km [19, 20]. However, this
density drastically declines to about 20 .n/cm2/h at ground level, a mere fraction
of its peak value, approximately 0.2%. Apart from neutrons and muons, protons
are also a concern for ground-level atmospheric applications, although typically
exhibiting lower fluxes when compared to energies up to 400 MeV [21].

While the probability of failure induced by secondary cosmic ray particles is
relatively low at ground level, it can still be a concern for safety-critical systems
that rely heavily on electronics. These systems require extremely high reliability,
and even a small chance of failure can have significant consequences. Therefore,
understanding the particle flux and composition at different altitudes and locations
is crucial for assessing the radiation threat and designing reliable systems for
atmospheric applications.

1.2.3 Accelerator Environment

Another hostile environment with a very particular radiation field is encountered
in particle accelerators used in high-energy physics research laboratories. A very
good example is the world’s largest collider, the large hadron collider (LHC) in
the European Organization for Nuclear Research (CERN) in which, in its current
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Fig. 1.6 Schematic of the LHC layout division into octants where the main experiments are hosted
in IP1 (ATLAS), IP2 (ALICE), IP5 (CMS) and IP8 (LHCb) (Adapted from [22])

design, protons can be accelerated up to 7 TeV. The LHC is a circular collider as
shown in the layout in Fig. 1.6 where the eight octants, the interaction points (IP),
and the direction of the beams are illustrated. There are four main interaction points
where the physics experiments are hosted: interaction point 1 (IP1) hosts the ATLAS
experiment, the general-purpose LHC experiment where the world’s largest particle
detector is installed; interaction point 2 (IP2) hosts the ALICE experiment, a large
ion collider detector dedicated to heavy-ion physics; interaction point 5 (IP5) hosts
the compact muon solenoid (CMS) experiment, which is another general-purpose
detector similar to ATLAS with a broad physics program and a different magnet
system; and, lastly, the interaction point 8 (IP8) hosts the LHCb experiment, in
which, different from the previous experiments, the large hadron collider beauty is
a collection of subdetectors used to detect the forward particles from the collisions
and to investigate the beauty quark (b quark).

The performance of particle colliders such as the LHC is mostly associated with
its physics production, i.e., the number of particle collisions and the production
of new physics. Generally, it is measured by the energy that the injected particles
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can be accelerated to and by the integrated luminosity (number of observed inelastic
collisions) measured by their detectors. During the LHC physics run 2 (2015–2018),
an average integrated luminosity of 50 .fb−1 (femtobarns) per year was achieved.
This high luminosity allowed for a significant number of collision events to be
recorded and analyzed. However, with the high luminosity (HL) LHC upgrade
project, the nominal annual integrated luminosity is expected to reach over 250
.fb−1. The increase in integrated luminosity and the corresponding increase in the
number of collisions also lead to higher radiation levels in different areas of the
accelerator. These elevated radiation levels can pose operational challenges, such as
reduced beam availability caused by beam dumps resulting from magnet quenching
(loss of superconductivity) or system failures due to radiation effects on electronics.

Luminosity is a measurement of how many collisions a particle collider can
produce. It is usually expressed as an integral over the physics run duration
and the unit is the inverse femtobarn (.f b−1) corresponding to roughly .1014

particle interactions at TeV energies [23].

The LHC radiation environment consists of a mixed field with a variety of
particles and energies which vary along the different locations in the accelerator
complex. It depends not only on the different beam loss mechanisms at play but
also on the accelerator settings such as the beam intensity and collimator settings
[23, 24]. In this context, there are three main sources of radiation generally related
to beam losses:

1. Beam Interaction with Residual Gas: the particles are accelerated in a vacuum
pipe to prevent their interaction with air molecules and therefore the beam
intensity loss. However, despite the very high vacuum levels, there is still some
remaining (residual) gas in the vacuum chamber. When the protons interact with
these residual molecules, a radiation cascade of secondary particles similar to the
one observed in the atmospheric environment is also observed in the accelerator
tunnels. This beam loss mechanism is the main contributor to the radiation level
in the arc sections in the LHC ring, and it is expected to scale linearly with the
integrated intensity (number of injected particles) and the residual gas density in
the vacuum chamber [25].

2. Beam Interaction with Machine Elements: despite the strong magnetic field
applied to control and guide the bunch of particles within the beam pipes,
some particles, known as halo particles, can deviate from the desired trajectory
and interact with different beam line elements leading to their activation and
increased radiation levels. For instance, to prevent the damage of sensitive
components and possible magnet quenches and to provide a protection against
uncontrolled beam losses, collimators are used to clean up the beam by absorbing
the halo particles. However, the collimator locations are hotspots for radiation
levels as a large number of secondary particles is produced from these halo
collisions.
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3. Debris from Collisions in the physics experiments: another common source
of radiation is the collision debris from the proton-proton inelastic interactions
in the four main LHC experiments shown in Fig. 1.6. For every single proton-
proton collision, an average multiplicity of 120 secondary particles are generated
and intercepted by the detectors placed in the experiments [23]. However, some
of these secondaries are able to reach out of the detector zone and collide with the
beam elements in the surrounding area, increasing the radiation levels. Different
from the beam losses due to the beam-gas interactions, the radiation levels
induced by collision debris are luminosity driven and therefore scale with the
integrated luminosity of each experiment [25].

The monitoring of radiation levels in particle accelerators serves multiple crucial
purposes. It not only safeguards the integrity and performance of the accelerator
itself but also ensures the safety of personnel working in the underground beam
lines. While delving into the intricacies of radiation protection measures falls
beyond the scope of this book, it is essential to acknowledge their significance in
such radioactive environments. Additionally, radiation hardness assurance (RHA)
methodologies play a pivotal role in qualifying components and systems to with-
stand the harsh radiation environment, mitigating the risk of system failures induced
by high radiation levels [23, 26–28]. When examining the impact of radiation on
electronics, particular attention is given to high-energy hadrons (HEH) and neutrons,
as they dominate the particle spectrum within the LHC environment. Figure 1.7
presents a representative lethargy spectrum encountered at the LHC, considering the
relevant hadrons such as protons, charged pions, and kaons, as well as neutrons. This

Fig. 1.7 FLUKA-simulated lethargy spectra for an LHC-like test location at the CHARM test
facility at CERN. The different shaded regions approximately represent the thermal neutron (gray),
intermediate neutron (blue), and HEH fluxes (red) [32]
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Table 1.1 Approximate
high-energy hadron (HEH)
annual fluxes from space to
accelerator radiation
environments

Spectrum .� HEH (./cm2/yr)

Ground level .∼2 · 105

Avionics .∼2 · 107

ISS orbit .∼7 · 108

LEO orbit (800 km) .∼3 · 109

LHC ring .+ transfer lines .∼106 − 1012

Super proton synchrotron (SPS) .∼106 − 1012

Proton synchrotron (PS) .∼1010 − 1011

PS booster .∼109 − 1011

spectrum was simulated using FLUKA, a widely validated Monte Carlo transport
code extensively utilized in accelerator research and beyond [29–31]. As depicted in
Fig. 1.7, three distinct energy ranges stand out, with varying abundances and effects
on electronic reliability. High-energy hadrons exhibit a prominent flux peak in the
several hundred MeV range, while neutrons span a range from thermal energies up
to 20 MeV [32]. These energy ranges are of significant relevance when assessing
the potential impact of radiation on electronic systems. By comprehending the
characteristics and intensities of these particles, strategies can be devised to harden
electronics against radiation-induced challenges and ensure their reliable operation
in the demanding environment of particle accelerators [27].

Hadrons are subatomic particles composed of two or more quarks held
together by the strong nuclear force, such as protons, neutrons, pions, and
kaons. The term high-energy hadrons (HEH) is widely used in the accelerator
environment to design the hadrons with energies in the MeV, which are quite
relevant in regard to inducing radiation events on electronic components.

In Table 1.1, the approximate HEH annual fluxes are presented for the different
radiation environments, from space, i.e., the International Space Station (ISS) and
low-Earth orbits, to ground and accelerator environments. For instance, the HEH
fluxes at CERN’s accelerator complex, from the injector chain to the LHC ring, can
be comparable to the fluxes observed in commercial flights (around .107/cm2/yr)
and in space (.108 − 109/cm2/yr); however, depending on the location in machine,
it can reach levels way beyond (up to .1012/cm2/yr).

1.3 Particle Interaction Mechanisms

This section serves as an introduction to particle-matter interactions, focused
mainly on important mechanisms capable of inducing radiation effects on electronic
components. These effects can be broadly classified into two groups: cumulative
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effects, which encompass total ionizing dose (TID) and displacement damage (DD)
and single-event effects (SEEs), a category of effects where a single particle impact
can disrupt the proper operation of electronic devices. Regardless of the specific
effect on the electronic device, it always originates from one or more particles
that deposit energy in the device. In this book, our focus is primarily on the
study and mitigation of single-event effects, more specifically on the nondestructive
effects known as soft errors. Therefore, the subsequent sections will be dedicated to
comprehending these effects in greater detail.

Numerous types of particles have the capability to deposit energy in a device
and induce SEEs. Radiation-matter interactions are strongly dependent on the
characteristics of the particle, including its charge, mass, and energy. For instance,
charged particles like protons engage in both nuclear reactions and Coulombic
interactions with the orbital electrons of the target nucleus. Conversely, neutrons,
being uncharged, can traverse the electronic clouds of an atom without interaction,
making them highly penetrating particles that solely interact and lose energy with
atomic nuclei. Figure 1.8 outlines the main Coulombic and nuclear interactions, as
well as photon-matter interactions, which are essential for understanding the impact
of radiation on electronics.

• Coulombic Interactions: Ionization, when a charged particle (e.g., proton)
interacts with the electric field of an orbital electron, it can remove it from
its orbit, creating an electron-hole pair, where the vacancy left behind by the
ejected electron acts like a positive charge carrier (hole); Excitation, occurs
when the interaction with the electric field only elevates the electron to a higher
energy level within the same atom and upon returning to its ground state, the
electron releases energy in the form of a photon; Elastic collision, when a
charged particle is deflected by the atomic nucleus and the total kinetic energy
is conserved; Bremsstrahlung, occurs when a charged particle accelerates or
decelerates, emitting electromagnetic radiation (photons) due to this change in
motion.

• Nuclear Reactions: Neutron absorption or capture, occurs when a low-energy
neutron collides with a nucleus, leading to the emission of gamma rays as the
excess energy is released; in elastic scattering, the incident particle collides
with the nucleus, transferring some kinetic energy to the nucleus. The nucleus
recoils, while the incident particle is scattered in a different direction; however,
the total kinetic energy of the system remains conserved; on the other hand, in
inelastic scattering, the total kinetic energy is not conserved and the collision can
induce the emission of photons or ejection of electrons; a similar phenomenon
is observed in non-elastic scattering, where the nucleus is fragmented into
secondary particles, neutrons, or other ions species.

• Photon-matter interactions: Photoelectric effect, a photon transfers all its
energy to a tightly bound orbital electron, ejecting it from the atom with a
kinetic energy equal to the difference between the energy of the incident photon
and the binding energy; compton scattering occurs when a photon interacts
with a relatively free electron (compared to tightly bound inner-shell electrons),
imparting a portion of its energy to the electron, which recoils with some kinetic
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Fig. 1.8 Simplified representation of main particle-matter mechanisms (Coulombic, nuclear, and
photon-matter interactions)
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energy. The remaining energy of the photon is carried away by a scattered
photon with a longer wavelength (lower energy) compared to the incident
photon; Rayleigh scattering, also known as coherent scattering, occurs when
a low-energy photon interacts with an atom and is scattered elastically. The
scattered photon retains its energy but deflects in a different direction; lastly, pair
production, high-energy photons (typically exceeding 1.022 MeV) can interact
with the strong electric field near a nucleus, leading to the creation of an
electron-positron pair. The positron is the antiparticle of the electron and has
the same mass but a positive charge. The minimum energy requirement of at
least 1.022 MeV for a photon arises from the fact that the resting mass of both
the electron and positron, when expressed in energy units, is 0.511 MeV each.
Consequently, for the creation of an electron-positron pair, a minimum total
energy of 1.022 MeV is necessary, corresponding to twice the energy of a single
electron or positron.

1.4 Energy Deposition

Originally, single-event effects (SEEs) were primarily associated with neutrons,
protons, or heavier ions. It is worth noting, however, that certain studies have
shown that SEEs can also be triggered by electrons [33–36] or muons [14–
17]. Nevertheless, for the purposes of our discussion, these particles will not be
considered. SEEs primarily result from ionization, occurring directly with ions and
protons, and indirectly in the case of neutrons due to nuclear reactions. While
ions and protons can directly ionize the target material, they can also engage in
nuclear reactions with the atomic nucleus. For heavy ions, the contribution from
nuclear reactions is typically insignificant compared to direct ionization. However,
for protons, both direct and indirect ionization processes are significant. Figure 1.9
illustrates the direct and indirect ionization processes for a heavy ion and a neutron,
respectively.

Historically, the direct ionization of protons was not a major concern as they
had limited capability to ionize matter directly. Consequently, only high-energy
protons (.E > 20 MeV) were considered a threat to electronic systems due to their
capacity to induce nuclear reactions in silicon and produce secondary ions with
higher ionization potential. However, in deeply scaled technologies, low-energy
protons (.E < 3 MeV) have been identified as significant contributors to soft error
rates in space applications and beyond [37–39].

The loss of energy is generally quantified by the concept of stopping power, S,
also called specific energy loss, which is defined as the differential energy loss .dE
dividing by the differential path length .dx:

.S = −dE

dx
(1.1)
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Fig. 1.9 Representation of direct ionization and indirect ionization for heavy ions, neutrons, and
protons interaction with matter (Si stands for silicon)

where the minus sign is a common way to deal with a positive quantity (the energy
loss .dE is a negative variation of energy). The stopping power unit is given in
megaelectronvolts per centimeter (.MeV/cm). In the radiation effect community, the
stopping power is generally divided by the mass density of the material, making
the new quantity independent of its phase. This new quantity, called mass stopping
power, .Sm is then:

.Sm = − 1

ρ

dE

dx
(1.2)

where .ρ is the density of the target material. For electronics, the silicon density
is used, .ρSi = 2.32 g · cm−3. The mass stopping power unit is given in
megaelectronvolts square centimeter per milligram (.MeV · cm2/mg).

Another important quantity for charged particle is the linear energy transfer,
or LET. While the stopping power measures the energy loss of the particle,
the LET measures the energy absorbed in matter. The difference comes from
the energy loss by radiation, which is actually not significant for ions. Through
misuse of language, the word LET is often use instead of stopping power or
even instead of mass stopping power.

The stopping power depends not only on the particle type but also on its energy
and the target material where ionization takes place. The variation of mass stopping
power as a function of the ion energy in silicon was calculated for different ions
using the stopping and range of ions in matter (SRIM) code [40] as shown in
Fig. 1.10.
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Fig. 1.10 Variation of the stopping power as a function of energy for different ions in silicon (Data
obtained from SRIM [40])

The stopping power of a particle increases with energy until it reaches the Bragg
peak, which represents the maximum value of stopping power. It is important to
note that the Bragg peak for hydrogen (protons) is significantly lower compared to
heavier ions like phosphorus. In general, the stopping power at the Bragg peak is
higher for ions with a higher atomic number (Z). This is because the energy loss is
primarily governed by the Coulomb effect, and at higher Z, the interaction between
the particle and the medium is stronger. For energies above the Bragg peak, the
stopping power decreases as the particle energy increases. It is interesting to observe
that different ion species with different energies can yield the same stopping power
value. This is because energy loss involves interactions with both electrons and
nuclei of the medium. Therefore, the stopping power is typically considered as the
sum of two contributions:

.Sm = − 1

ρ

dE

dx

∣
∣
∣
elec

− 1

ρ

dE

dx

∣
∣
∣
nuc

(1.3)

The first term represents the interaction of the particle with electrons. When
sufficient energy is transferred, it leads to the generation of electron-hole pairs.
This process is known as ionization, as an electron moves from the valence band
to the conduction band. The second term accounts for the interaction of the particle
with the nuclei of the medium. This interaction can be mediated by either the
Coulomb force or the strong nuclear force. In the case of Coulomb interactions,
the target nucleus can undergo vibration or recoil, leading to displacement damage.
Alternatively, if the interaction is governed by the strong force, a nuclear reaction
can occur, causing the nucleus to break up into fragments.
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While neutrons, protons, and heavy ions interact with matter in distinct ways,
they all ultimately result in the ionization of the material, either directly or
indirectly. This ionization process can potentially trigger SEEs in electronic
devices. Therefore, understanding the stopping power of these ions, both
primary and secondary, is of prime importance for the assessment of their
impact and the mitigation of the associated risks.

Another crucial quantity of interest for charged particles is the range, denoted as
R. It is defined as the distance the particle can travel before being at rest. The range
is related to the stopping power through the following relationship:

.R =
∫ 0

Einit

1

−dE
dx

dx (1.4)

where E.init is the initial energy of the particle. Particles with high stopping power
experience significant energy loss, resulting in a short range of travel. This can be
observed in Fig. 1.11, which presents examples of particle ranges calculated using
SRIM. The figure illustrates how the range varies for different particles, highlighting
the impact of their stopping power on the distance they can travel in a material.

The energy deposition in the semiconductor leads to a nearly linear path of
electron-hole pairs (ehp). The minimum energy required to generate an electron-

Fig. 1.11 Variation of the range as a function of energy for different ions in silicon (Data obtained
from SRIM [40])
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Table 1.2 Bandgap energy .Eg and ionization energy .Eehp for different semiconductor materials

Bandgap energy Ionization energy

Material Symbol .Eg (eV) .Eehp(eV)

Germanium Ge 0.66 2.4

Silicon Si 1.11 3.6

Indium phosphide InP 1.34 4.2

Gallium arsenide GaAs 1.43 4.5

Gallium phosphide GaP 2.26 6.7

Silicon carbide 3C-SiC 2.35 7.0

6H-SiC 3.08 9.0

4H-SiC 3.28 9.5

Gallium nitride GaN 3.4 9.8

Aluminum nitride AlN 6.24 17.6

hole pair can be estimated based on the bandgap energy .Eg of the material using
Eq. 1.5 [41]:

.Eehp = 2.73Eg + 0.55 (1.5)

For silicon-based devices, the silicon bandgap energy .Eg is equal to .1.11
eV ; therefore, based on Eq. 1.5, the average ionization energy .Eehp in silicon is
approximately .3.6 .eV/ehp. In Table 1.2, for different semiconductor materials, the
bandgap energy .Eg and the corresponding ionization energy .Eehp calculated using
Eq. 1.5 are presented. The higher the bandgap energy of the material, the higher is
the energy required to ionize the matter and create electron-hole pairs. This explains
why wide-bandgap electronics such as the SiC- and GaN-based devices show a
better radiation performance overall.

Based on the assumption that the stopping power is constant as a consequence
of the small ionization path length l within the sensitive volume of a device, the
deposited energy can be converted in deposited charge .QD by following Eq. 1.6:

.QD = q · S · ρ · l

Eehp

(1.6)

where q is the elementary charge and S is the so-called surface mass stopping
power which refers to the mass stopping power value when the particle enters the
sensitive volume, i.e., after traveling and losing energy through all the back-end-of-
line (BEOL) layers. The deposited charge .QD needs to be collected by a sensitive
node of a circuit and exceeds the minimum charge necessary to induce a SEE, known
as critical charge .Qcrit . The charge collection mechanisms are briefly described in
the following section.

Another quite relevant aspect, when studying radiation effects on electronics,
is the temperature dependence of many mechanisms at the device and circuit



20 1 Radiation Environment and Their Effects on Electronics

levels. For instance, the bandgap energy of a semiconductor material is temperature
dependent and can be described using Varshni’s Equation [42]:

.Eg
[

T
] = Eg

[

0
] − α · T 2

T + β
(1.7)

where .Eg[0] is the bandgap energy for temperature T equals to 0 K, while .α and
.β are fitting parameter to experimental data. These three parameters are presented
in Table 1.3 for the three main semiconductor materials. In Fig. 1.12, the bandgap
and ionization energy for silicon and gallium arsenide (GaAs) are shown for a
wide range of temperature measure in K and calculated with Eq. 1.7. As mentioned
previously, lower ionization energy is observed in Si due to its lower bandgap energy
when compared to GaAs. However, as the temperature is increased, both materials
show a reduction in the ionization energy. Although the decrease is minimal, it can
increase the number of electron-hole pairs that a particle can generate and increase
the total deposited charge. Other mechanisms are also affected by temperature, as it
will be shown in the following chapters, such as carrier mobility and resistance.

Table 1.3 Fitting parameters
for Varshni’s equation to
consider the temperature
dependence of bandgap
energy of Ge, Si, GaAs, and
6H-SiC

Material Symbol .Eg[0] .α .β

Germanium Ge 0.7412 4.561 210

Silicon Si 1.557 7.021 1108

Gallium arsenide GaAs 1.5216 8.871 572

Silicon carbide 6H-SiC 3.024 .−0.3055 .−311

Fig. 1.12 Ionization energy (solid lines) and bandgap energy (dashed lines) for silicon and gallium
arsenide as a function of temperature
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Besides depending on the material, the ionization energy .Eehp is also
temperature dependent. As the temperature increases, the bandgap energy
reduces and, therefore, the ionization energy is also reduced.

1.5 Charge Collection

After the energy deposition in the semiconductor material, the generated carriers
are transported and collected by the junctions of the device. In the context of SEE,
there are two main transport mechanisms that play a crucial role: the drift and the
diffusion. Figure 1.13 illustrates the ionization process of an ion in a reverse-biased
p-n junction and the subsequent carrier transport mechanisms.

Drift is a transport mechanism that is primarily governed by the electric field
existing within the p-n junctions of sensitive electronic devices. When a particle
directly impacts the sensitive collecting area of the circuit, the resulting carriers
experience rapid collection due to the influence of the high electric field present in
the reverse-biased p-n junction. In semiconductor materials, the drift current .Jdrif t

can be described as a function of the applied electrical field .E and the conductance
G, as expressed by the equation:

.Jdrif t = G · E (1.8)

Fig. 1.13 Charge collection mechanisms due to an ion strike in a p-n junction (Adapted from [43])
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Finally, by knowing that the conductance G is proportional to the the carrier
mobility .μ and to the carrier concentrations n and p, the total drift current .Jdrif t

can be described as [44]:

.Jdrif t = q(μnn + μpp) · E (1.9)

where q is the elemental charge (.q = 1.6 × 10−19C).
On the other hand, diffusion is a carrier transport mechanism governed by the

carrier concentration gradients. Therefore, whenever there is a gradient of carriers,
they are transported from regions with high to low concentrations to reach a state of
uniformity [44]. The diffusion current J can be obtained based on Fick’s Law:

.JDn = qDn

dn

dx
(1.10)

.JDp = −qDp

dp

dx
(1.11)

where .Dn and .Dp are the diffusion coefficients and .dn/dx and .dp/dx are gradient
of carrier concentrations for electrons and holes, respectively. As the diffusion
is governed by random thermal motion of carriers and scattering, it has a direct
relationship with the mobility of carriers .μ and, therefore, the diffusion coefficients
can be described as [44]:

.Dn,p =
(

kT

q

)

μn,p (1.12)

where, at room temperature (300 K), .(kT /q) is equal to .0.0259 V.
Considering the one-dimensional case, the total current J can be calculated using

Eq. 1.9 for the drift component, and for the diffusion component using Eqs. 1.10
and 1.14 as shown below:

.Jn = q ·
(

μnnE + Dn

dn

dx

)

(1.13)

.Jp = q ·
(

μppE − Dp

dp

dx

)

(1.14)

If we want to determine the evolution of carriers concentrations during time, we
need to solve the transport equations that are given by:

.q
∂n

∂t
= ∇Jn − q × R (1.15)

.q
∂p

∂t
= −∇Jp + q × R (1.16)

where R is the recombination rate of electron-hole pairs.
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Solving transport equations is a long and complex process that requires
to perform approximations and use numerical tools, called technology
computer-aided design (TCAD) tools.

Another very interesting effect occurs when the particle strikes in or near the p-n
junction, as shown in Fig. 1.13b. The depletion region, also known as the space
charge region, is increased, and therefore, the drift collection efficiency is also
increased. This phenomenon is known as funneling effect and together with drift,
they are two very fast processes due to the presence of the high electric field in
the junction. Following these processes, the remaining carriers are collected by
diffusion process or they go through recombination.

Understanding these intricate processes is crucial for comprehending the behav-
ior of semiconductor devices, particularly in relation to their response to particle
interactions. By examining the interplay between drift, funneling effect, diffusion,
and recombination, we can gain valuable insights into the overall performance and
reliability of these devices.

1.5.1 Charge Sharing and Pulse Quenching Effect

As technology advances and transistors are placed in closer proximity to each
other, the critical charge required to trigger an SEE is reduced. Consequently, a
single incident particle is able to induce sufficient charge collection from multiple
neighboring electrodes. This phenomenon is known as charge sharing effect. The
work developed by Amusan et al. [45] provides an analysis of the charge sharing
effect in adjacent N-channel metal-oxide semiconductor (NMOS) and P-channel
metal-oxide semiconductor (PMOS) transistors based on TCAD simulations. The
130 nm CMOS devices, based on the International Business Machines corporation
(IBM) twin well technology, were characterized using advanced simulation tools
such as Synopsis DEVISE and DESSIS. In the simulation setup, a particle hit was
precisely targeted at the center of the drain region, perpendicular to the surface of
the device structure. It is worth noting that for the purpose of these simulations,
the influence of angular effects was omitted in the analysis. The authors used two
particular notations: active device, which refers to the device directly struck by the
particle and actively collecting the carriers, and the passive device, which represents
the device not directly impacted by the particle but passively collecting the diffused
carriers. In Fig. 1.14, the collected charge is shown for the active and passive devices
when PMOS and NMOS transistors are used.

The results of this study clearly demonstrate that passive PMOS devices are
capable of collecting a greater amount of charge compared to passive NMOS
devices. Specifically, the passive PMOS device collected approximately 40% of the
charge collected by the active PMOS device, while the passive NMOS transistor
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Fig. 1.14 Charge collected by PMOS and NMOS for normal particle hits at the center of the drain
region of the active device (Data from [45])

collected less than 25% of the charge. The authors attribute this discrepancy to the
disparity in carrier diffusion coefficients between electrons and holes, as well as
the bipolar amplification effect that enhances charge collection in PMOS devices
[45, 46].

While the charge sharing mechanism is responsible for the increased SEE
sensitivity in deeply scaled technologies, it has also been shown to reduce the pulse
width of SETs in combinational cells [47, 48]. Due to the similar time constant for
the circuit delay and the diffusion process, the radiation-induced transient is able to
activate the charge collection in electrodes from following stage of circuits in such
a way that the resultant transient is shortened (i.e., quenched). This phenomenon is
referred to as the pulse quenching effect (PQE). To observe the PQE in a circuit,
an inverting relationship between logic stages is required. Both charge sharing
and the pulse quenching effect are intricate and critical mechanisms that heavily
depend on the specific device technology and design strategies employed. Therefore,
acquiring a comprehensive understanding of their impact is of utmost importance for
accurately assessing the sensitivity of modern electronic components to single-event
effects.

1.6 Summary

In this chapter, we explored the fundamental concepts surrounding the study of
radiation effects in electronics. Our exploration begins by unraveling the complex
dynamics and composition of the space and atmospheric radiation environment. At
the heart of this cosmic interplay is the Sun, which acts as the primary modulator of
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solar particle radiation and galactic cosmic rays. For missions focused on Earth’s
vicinity, it becomes crucial to consider the impact of the Van Allen radiation
belts on on-board electronic systems. Furthermore, in low-orbit and atmospheric
applications like satellites and aviation, the South Atlantic Anomaly region exhibits
a heightened proton flux, necessitating careful attention.

Depending on the type of incident radiation, direct and indirect ionization
processes can occur within electronic components, resulting in energy deposition
and charge collection by critical device electrodes. In advanced technology nodes,
a single particle strike has the potential to impact multiple devices within a chip,
resulting in the diffusion of charges across multiple critical nodes—a phenomenon
known as the charge sharing effect. Looking ahead, the subsequent chapter will
delve into the radiation-induced effects at the circuit level, specifically focusing on
the well-known single-event effects (SEEs).

Highlights

• Three main natural sources of radiation should be considered in space and
atmospheric applications: the solar energetic particles (SEPs), galactic
cosmic rays (GCRs), and geomagnetically trapped particle radiation (Van
Allen’s radiation belts).

• The Sun’s activity is the main radiation modulator of the radiation envi-
ronment near Earth, but also impacts ground-level applications, such as
the Carrington event.

• A misalignment between the Earth’s geomagnetic and rotational axes
generates a weakness in the geomagnetic field over South America, leading
to higher particle fluxes in this region known as the South Atlantic
Anomaly (SAA).

• With the technology scaling, neutrons but also muons are considered a
threat to the electronic system reliability.

• In an accelerator environment, there are also three main sources of radi-
ation: beam interaction with residual gas, beam interaction with machine
elements, and debris from collisions in physics experiments.

• The high-energy hadrons (HEH) and neutrons are the most abundant and
relevant particles in the LHC environment in terms of inducing electronic
failures.

• An energetic particle can deposit energy either through direct ionization
(ions, protons, etc.) or by indirect ionization (protons and neutrons).

• Two main mechanisms are responsible for charge collection in a device:
drift due to the electric field present in the p-n junctions and diffusion due
to the carrier concentration gradients.

• With the miniaturization of transistor technology, a single particle is able
to deposit energy in multiple devices, and therefore charge sharing effect
is prominent in highly scaled technologies.
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Chapter 2
Introduction to Single-Event Effects

2.1 Context and Overview

As presented in the previous chapter, the reliability of electronic circuits is subject
to physical damage or functional failures due to the influence of the environment,
such as the presence of atmospheric or space radiation [1]. The energy deposition of
a single energetic particle in the sensitive areas of a circuit can lead to destructive or
nondestructive mechanisms, known as single-event effects. Initially, the first studies
on circuit reliability under the stress of radiation effects were considered a primary
concern of extreme relevance only in projects developed for military or space
applications due to their harsh environments. Back in 1962, the work developed
in [2] was the first study to predict that galactic cosmic radiation could become a
threat to circuit design as the technology is scaled down into the nanometer world.
And, only later in 1975, Binder et al. [3] were able to identify anomalies in the bit
storage in flip-flop circuits used in a satellite system and attributed to the cosmic
radiation effects.

Besides the radiation effects observed in space applications, these irregularities in
the circuit operation were also identified at sea level as early as 1978 [4]. However,
the root cause for these anomalies that were observed in memory circuits was
associated to the alpha particles emitted from the uranium and thorium composition
which were naturally present in the package material surrounding the devices.
This chapter used for the very first time the term soft errors to associate the
nondestructive radiation effects in electronics, and it is still largely adopted in the
research community. In the following year, Guenzer et al. [5] have shown that
neutrons and protons can also induce upsets in memory elements when they trigger
nuclear reactions within the circuit material. It was in this chapter that the term
single-event upset (SEU) was first adopted to address the bit flips observed in
memory circuits, and it has been largely used since then. In the next section, the
fundamental SEU mechanisms necessary to understand and investigate their effects
on current technologies will be explained in detail.
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Initially, most of the studies were focused on the radiation effects on memories
due to their higher occurrence and therefore higher impact on the functionality of
the systems. Only after nearly 10 years, since the first observation of upsets in
satellites by Binder et al. [3], the transient effects were observed in combinational
logic circuits by May et al. [6]. Then, several works during the 1990s started
to examine the anomalies in the combinational part of logic circuits and it was
getting more attention from the radiation effects research community [7]. It was
in the work developed in [8] which reported that radiation-induced transients could
propagate and upset memory elements such as the latch gates. Though the transient
effects were observed since 1984, the term single-event transient (SET) was only
first adopted in 1990, by Newberry et al. [9]. Historically, SEUs have been vastly
studied in the literature, while SETs were not given as much importance due to the
intrinsic masking effects of combinational logic circuits [7]. However, the transistor
scaling, reduced logic data path depth, and increased operating frequencies have
attenuated the masking capability of logic circuits at advanced technology nodes
[10–13]. Accordingly, several works started the development of radiation hardening
techniques and mitigation schemes to reduce the impact of soft errors, i.e., both SEU
and SET.

Although early research in radiation effects was predominantly focused on space
and military systems, there has been a growing awareness of the impact on ground-
level applications. For example, autonomous vehicles are increasingly susceptible to
transient radiation effects, which could result in critical malfunctions if appropriate
fault-tolerant measures are not implemented to enhance their reliability [45]. As
discussed in the previous chapter, particle accelerators present an especially hostile
environment for electronics [46]. A notable instance occurred within CERN’s super
proton synchrotron (SPS) in 2021, where multiple radiation-induced failures within
the injection chain of the large hadron collider (LHC) significantly impacted the
overall availability of the accelerator complex [47]. These failures were caused by
data corruption in memory elements, i.e., SEU events, in a programmable logic
controller (PLC)-based system.

Figure 2.1 illustrates the number of radiation to electronics (R2E) beam dumps
that occurred during the large hadron collider’s (LHC) physics runs in 2018 and
2024, plotted against the integrated luminosity at the compact muon solenoid (CMS)
experiment. In 2018, a substantial number of failures were observed, particularly in
power converters and quench protection systems, as a consequence of increased
radiation levels caused by adjustments in the nominal operational settings of a
collimator in the LHC ring [46].

To improve the overall availability of the accelerator complex, especially with the
anticipated increase in integrated luminosity during the high-luminosity LHC (HL-
LHC) era, a target failure rate of 0.1 R2E events per fb.−1 has been set, as depicted
in Fig. 2.1. This goal emphasizes the necessity of rigorous radiation monitoring and
the comprehensive qualification of electronic systems deployed in the accelerator,
ensuring adherence to a robust radiation hardness assurance (RHA) protocol to
mitigate radiation-induced disruptions effectively.

Therefore, whether for space systems or ground-level applications, understand-
ing the fundamental mechanisms of radiation effects is essential for designing
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Fig. 2.1 Radiation-to-electronics (R2E)-induced beam dumps during LHC physics run in 2018
and 2014, as a function of the integrated luminosity at the compact muon solenoid (CMS)
experiment. The R2E event rate for the high-luminosity large hadron collider (HL-LHC) period
is also depicted in dashed line

reliable systems and enhancing their operational availability. In this chapter, the
foundational concepts of single-event effects (SEE) in digital circuits will be
introduced. These concepts will provide the necessary knowledge for addressing
radiation-induced challenges in a wide range of applications, from space exploration
to terrestrial technologies.

2.2 Single-Event Upset (SEU)

As mentioned previously, the SEUs are characterized by a single particle strike in
memory elements leading to bit flips and consequently data corruption. To illustrate
how a single particle can induce a SEU, Fig. 2.2 contains the gate representation
of the basic element that composes a traditional Static Random Access Memory
(SRAM) circuit topology, the cross-coupled inverters. This architecture is the core
circuit of a traditional SRAM memory design in which additional access transistors
(not shown in the figure) are used to read and write the logic states, i.e., the bit
information.

This positive feedback circuit architecture is responsible for holding the bit
information, therefore, working as a memory element. If a particle strikes any of
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Fig. 2.2 Gate level representation of the Single-Event Upset (SEU) in a cross-coupled inverter
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Fig. 2.3 Transistor-level representation of the single-event upset (SEU) in a cross-coupled inverter
pair. Particle strikes at the drain region of the off-state N2 transistor and deposits energy via
ionization

these inverter gates and changes its output signal, the feedback mechanism will
hold the incorrect signal and then change the bit information storage in the circuit
as shown in Fig. 2.2. To observe such effects, an energetic particle needs to hit next
to one of the off -state transistors in the circuit (as shown in Fig. 2.3) and deposit
sufficient energy. By doing so, the induced electron-hole pairs created by ionization
can be collected by the reversed-biased p-n junction of the transistor, and a transient
current is observed in its drain terminal.

If the amplitude and pulse width of this transient current are sufficiently large,
in other words, if enough energy is deposited by the incident particle in the
right place of the device, the output signal of the affected inverter will change
and, consequently, the stored data will be corrupted, as illustrated in Fig. 2.2.
Accordingly, the minimum collected charge necessary to change the output signal
of the circuit is related to its nodal capacitance, and it is usually known as the
critical charge (.Qcrit ) of the circuit. Thus, the sensitivity of such circuit depends



2.2 Single-Event Upset (SEU) 33

on the node capacitance of its internal transistors which are responsible for the logic
state retention. Accordingly, .Qcrit can be expressed with the following simplified
equation where C corresponds to the nodal capacitance and .VDD the supply voltage
of the circuit:

.Qcrit ∼ 2VDDC (2.1)

This is a simplified formula widely used to understand the implications of circuit
design and to provide useful insights of the impact of transistor technology on
the susceptibility to energetic particles. Together with the threshold Linear Energy
Transfer (LET), as described in Chap. 1, the critical charge .Qcrit is a very important
parameter used to characterize components and estimate their SEE rate.

Critical charge .Qcrit of a circuit is widely used as a measurement of its
sensitivity to SEE. In current state-of-the-art technologies, .Qcrit is expected
to be lower than .1f C.

Besides the critical charge, another very important concept used to define the
SEE sensitivity of a component is the SEE cross-section .σSEE , which is a measure
of the probability of a SEE to occur in a device. For a given LET, the event cross-
section .σSEE is calculated based on the number of observed events .NSEE under a
given particle fluence .φ as shown in Eq. 2.3:

.σSEE(LET) = NSEE

φ
(2.2)

The particle fluence, expressed in particles./cm2, is the integrated number of
particles passing through a unit area perpendicular to the beam direction. The
sensitivity of a component is normally expressed in cross section as a function of
the particle LET (or particle energy in the case of protons and neutrons). For ion-
induced events, the energy deposition is dependent on the angle of incidence and,
therefore, if the incident angle is not perpendicular to the device, the effective LET
should be used instead:

.LETeff = LET0

cos θ
(2.3)

.σSEE(LETeff) = NSEE

φ · cos θ
(2.4)

Given the feedback mechanism of such architecture, two additional effects are
observed at the circuit level, and they are essential for the failure analysis: the
transient propagation delay and the restoring current. As shown in Fig. 2.4, the
radiation-induced transient pulse observed in the output signal of the struck inverter
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Fig. 2.4 Representation of the propagation delay of the transient pulse and the restoring transistor
in the event of a particle strike (Adapted from [16])

propagates to the output of the second inverter with a propagation delay .Tpd which
is an intrinsic characteristic of the designed circuit considering a given technology
node. While the transient pulse propagates to the input of the second inverter, the
PMOS transistor in the first inverter is still on, and therefore it provides a restoring
current that counteracts the radiation-induced transient current. The strength of the
restoring transistor, i.e., its feature size, determines the resulting transient pulse
observed in the circuit node. For instance, if the p-type transistor (PMOS device)
in Fig. 2.4 is faster in restoring the output voltage than the propagation delay .Tpd ,
no SEU will be observed in this memory cell. In addition to the reduced nodal
capacitance, in the deeply scaled transistor technologies, the propagation delay tends
to be smaller in every new generation [14, 15]. As a result, if no proper hardening
approach is considered when adopting advanced technologies, a higher sensitivity
to radiation effects should be expected.

Another issue observed when adopting deeply scaled technologies is the increase
of the charge sharing effect, discussed in the previous chapter, that can lead to
multiple-cell upset (MCU). In other words, within a single particle hit, multiple
memory cells are upset due to their close proximity in the physical layout and the
carrier diffusion mechanism through the substrate. Figure 2.5 illustrates the impact
of scaling in a memory array and the consequent MCU phenomenon. When the
affected cells correspond to the bits from the same logical word in the memory,
they are called multiple-bit upset (MBU). The MBU occurrence has an important
implication in the efficiency of error correcting codes (ECC) [17] where most of
the techniques are designed to correct only single-bit upsets (SBUs). In order to
preserve the data integrity considering MCUs, the ECC techniques would require a
large number of redundant bits increasing the memory design complexity and the
area overhead.

Another approach widely used along with the ECC techniques is the bit
interleaving [18]. In a interleaving scheme, the memory cells are placed in such a
way that the adjacent cells correspond to bits of different logical words. Therefore,
if the memory array in Fig. 2.5 adopts bit interleaving, the MCU event would not
lead to a MBU and the ECC techniques would be able to correct the SBU from
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Fig. 2.5 Single-Bit Upset (SBU) vs. Multiple-Bit Upset (MBU). Due to transistor scaling and the
consequent higher cell density, for the same particle hit, a larger number of memory cells is affected
in deeply scaled technologies

the different affected words. Although the increased cell density in memories has
shown an increased sensitivity to MCUs and MBUs in the latest planar devices,
the memories using three-dimensional devices such as FinFET have shown an
improved resilience due to the higher substrate doping profiles [19, 20]. In order
to suppress the short-channel effects (SCEs) such as increased off-state leakage
current, higher substrate doping levels are used in FinFET devices which limit the
carrier mobility and therefore reduces the charge sharing effect and the multiple
node charge collection. However, it was also shown that in both planar and FinFET
SRAMs, the MBU susceptibility has a strong angle dependence where the device
orientation could be critical in determining the efficiency of ECC techniques [21].

Charge sharing is a predominantly negative effect that increases the sen-
sitivity of advanced technologies. However, design techniques can take into
consideration to propose hardening strategies as shown in the next chapters.

2.3 Single-Event Functional Interruption (SEFI)

The consequences of an SEU depend on the nature of the corrupted information
and the timing of the event. In simpler devices, the error might go unnoticed.
However, for complex systems like processors and Field-Programmable Gate
Arrays (FPGAs) devices, an SEU can lead to critical misbehavior. When an SEU
occurs in a control or state-holding section of a complex device, it can trigger a
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more severe consequence known as a single-event functional interruption (SEFI).
A SEFI manifests as a complete cessation of operation in the affected circuit, often
resulting in a system reset or lockup. Imagine a tiny glitch causing your computer
to freeze entirely—that is akin to a SEFI in electronics. Unlike some soft errors that
might cause transient hiccups, SEFIs are typically detectable due to the complete
halt in operation.

SEFIs are most prevalent in devices with integrated control or state sections,
such as modern memories, processors, FPGAs, and Application-Specific Integrated
Circuits (ASICs). This is because these devices rely heavily on accurate logic states
and control signals, and any disruption caused by an SEU can have a significant
impact on functionality. Understanding SEFIs requires familiarity with three key
concepts in reliability in electronics:

• Fault: A physical defect within a device that can trigger errors under certain
conditions. In the context of radiation effects, faults can arise from disruptions
in critical circuitry due to ionization or displacement damage caused by particle
interactions. For instance, a radiation-induced transient in an off-state transistor
is a fault.

• Error: An error is the manifestation of a fault and implies a deviation from the
intended behavior of a system, for example, a bit flip in a memory element that
corrupts critical data.

• Failure: A failure occurs when a system or component cannot fulfill its intended
function. In the context of SEFI, the failure is marked by a catastrophic loss of
functionality in the affected circuit, potentially compromising the integrity of the
entire system.

SEUs are known as soft errors because they do not present permanent damage,
and they are often silent, i.e., they alter the state of a memory cell without system
detection. These undetected errors can propagate through the system, potentially
leading to failures. However, if a soft error occurs in a control unit or critical part of
the system, it can disrupt operation in a detectable way, allowing the system to take
corrective measures and potentially avoid a complete failure. SEFIs, in essence, are
a type of fault that manifests as a detectable error, often with the potential for self-
correction (through a system reset). This differentiates them from potentially silent
soft errors.

2.4 Single-Event Transient (SET)

The basic mechanisms observed in SEUs and introduced in the last subsection also
apply to SETs in logic circuits. In fact, one of the main differences between SETs
and SEUs is the type of circuit affected by particle interaction. Overall, digital logic
circuits can be classified into two groups: combinational logic and sequential logic
circuits. The combinational logic circuit implements a Boolean logic function which
only depends on the actual set of inputs of the circuit. For instance, the NOT gates
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Fig. 2.6 Single-event transient (SET) definition vs. single-event upset (SEU)

(inverters) which are used to implement the logical negation, and the AND/OR
gates to implement the logical conjunction/disjunction are very commonly used
combinational logic gates. On the other hand, in a sequential logic architecture,
the logic implementation depends not only on the actual input of the circuit but also
on the previous inputs and outputs. Therefore, "sequential" refers to the sequence
of information which introduces the notion of storage. A simple way to implement
this sequential mechanism is by using positive feedback as shown previously in
Fig. 2.2. Besides the SRAM design, this feedback approach is widely used to design
different sequential logic circuits used as storage elements such as registers, latches,
and flip-flops. In Fig. 2.6, an example circuit illustrates the sequential logic gates (in
this case, the flip-flops) and the combinational logic gates such as the NAND (not
AND), the NOR (not OR), and inverter.

In contrast to SEU which occurs in the sequential logic part of the circuit, the
SET occurs in the combinational one. Therefore, the transient pulse is generated
in the output of the logic gate, and it can propagate through the data path until
it is latched by a memory element and corrupts the stored bit. However, for this
SET pulse to upset a memory element at the end of its data path, it needs to
surpass three basic masking capabilities inherent in any combinational circuit:
logical masking, electrical masking, and latching-window masking (also known as
temporal masking).
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Fig. 2.7 Illustration of the logical masking effect of a SET event in a two-input NOR gate within
a block of combinational circuit

2.4.1 Logical Masking Effect

Combinational circuits provide the logical masking effect when the SET event
occurs in a logic gate where its logic output does not determine the output signal
of the subsequent logic stage. For instance, a two-input NOR gate has its output
determined whenever one of its input signals is evaluated to 1, i.e., whenever one
input signal is at logic 1, the output evaluates to logic 0. This phenomenon can be
better understood by analyzing the block of combinational logic in Fig. 2.7. A SET
event occurs in the first NOR gate, in which the output signal initially was evaluated
to logic 0. The SET pulse propagates to the next logic stage, which is also a NOR
gate. However, this logic stage has already been evaluated to logic 0 due to the input
signal provided by the NAND gate. Since the output of the second NOR gate has
already been determined by one of its inputs, the SET pulse is not able to change
it; hence, it is logically masked and cannot propagate to the next logic stage and
reach a memory element, for instance. Although this mechanism is effective, recent
technologies have shown a reduction in the logic depth of combinational circuits,
thus logical masking effect has been reduced [22]. Nevertheless, circuit designers
can promote the logical masking effect by introducing more basic logic gates in the
design instead of using complex logic gates as shown in [23].

2.4.2 Electrical Masking Effect

The electrical masking effect is another phenomenon that can occurs in a combina-
tional circuit and prevents the propagation of a SET pulse. Due to electrical losses,
a SET pulse suffers from magnitude and amplitude attenuation, and it might not
be able to propagate to a memory element as observed in Fig. 2.8. The initial SET
pulse has its waveform affected by each stage of logic, vanishing near the memory
element.
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Fig. 2.8 Illustration of the electrical masking effect of a SET event due to electrical losses in a
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In this case, the propagated SET pulse did not have sufficient amplitude to upset
the memory element due to the electrical masking effect. However, it was shown that
not only the transient pulse can suffer from attenuation, but it can also experience
a broadening effect, the so-called propagation-induced pulse broadening (PIPB)
[24, 25]. Similarly to the SEU, the pulse width of the SET depends on the restoring
current of the struck circuit and its capacitive load (fan-out). Larger capacitance
can lead to increase in the critical charge; however, it can lead to pulse broadening
due to the longer time to restore the output voltage [26]. Due to its complexity, the
PIPB effect is difficult to be evaluated and, therefore, it is a significant issue when
considering hardening methodologies for SET mitigation [12, 27].

2.4.3 Latching-Window Masking Effect

In the end, if the SET pulse has not been masked logically or electrically, it might
still be masked by the latching window of a memory element. This window is
composed by the setup time (.Tsetup) and the hold time (.Thold ) around the edge of
the clock signal of a flip-flop circuit. If the SET pulse does not arrive during this
latching window, it will not be able to induce a bit upset, i.e., a change in the stored
bit value. Figure 2.9 illustrates this phenomenon. Due to the high operating clock
frequencies in advanced technologies, the latching-window effect is expected to be
reduced given the short .Tsetup and .Thold of FF designs [28].

In summary, the particle strike must induce a SET pulse with sufficient amplitude
and duration to propagate through an open logic path and reach a memory element
during a clock pulse, enabling the latching of the input value. Thus, as the clock
frequency increases and the supply voltage reduces, the probability of a SET pulse
to be latched by a memory element increases [29].
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circuit

Masking effects are naturally present in digital logical circuits and their
effectiveness depends on several factors such as the transistor technology,
circuit design, and operation parameters (clock frequency, supply voltage,
temperature, and so on).

2.5 Single-Event Latchup (SEL)

Since the 1970s, the latchup mechanism has been a very well-known reliability issue
observed in bulk Complementary Metal-Oxide Semiconductor (CMOS) technology
due to the parasitic pnpn structure inherently present in this technology as shown
in Fig. 2.10 [30–32]. In nominal operation, this structure composed of parasitic
bipolar junction transistors (BJTs) is under high impedance, and therefore, it does
not interfere in the circuit operation. However, these transistors can be activated
externally by (1) electrical stress, known as electrical latchup or transient-induced
latchup or (2) induced by particle radiation, known as single-event latchup (SEL).
Different from the soft errors, such as the SEU and SET discussed previously,
SEL can have a destructive effect depending on the duration and magnitude of the
induced parasitic current.

This phenomenon occurs when the particle interaction within a circuit leads to
the activation of these parasitic BJTs and therefore the creation of a low-impedance
path between both power rails, the power supply, and ground. Once this connection
is established, a high current is observed in the circuit which can permanently
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Fig. 2.10 Cross-sectional view of a typical CMOS-based inverter design and its inherent parasitic
bipolar transistors (Adapted from [33])

damage the component. To restore the correct functionality of the circuit and prevent
its permanent damage, a power cycle is necessary. In Fig. 2.10, the cross-sectional
view of a typical CMOS-based inverter design is shown in which the parasitic BJTs
are also illustrated. In the literature, these BJTs are also often known as vertical
transistor (VT) and lateral transistor (LT). The resistors .RW and .RS correspond to
the well and substrate resistance, respectively. The placement of the well-taps and
the doping profile of the CMOS structure determines the value of these resistances
and therefore the electrical characteristics required to observe a sustainable SEL.

Notice that these BJTs are not designed to be active during the nominal operation
of the circuit; however, they are formed due to the interplay between the different
junctions, potentials, and nested wells within the CMOS structure itself. Due to
their positive feedback connection, the BJTs will only turn off, and, the SEL will be
extinguished when the supply voltage of the circuit is reduced to a level below the
so-called holding voltage (.Vhold ). Figure 2.11 illustrates the case when a particle
strike deposits enough charge to activate the feedback loop of BJTs leading to a
sustained SEL (until the supply voltage is reduced under the .Vhold ) and the case
in which the radiation-induced current is not sufficient to turn on the parasitic BJT
loop. Besides the .Vhold , another latchup criterion is related to the BJT gain of both
lateral and vertical transistors. In order to establish the positive feedback, the product
of their gains must exceed unity, i.e., .βV βL > 1 [34].

Together with soft errors, the threat of SEL in electronic components has been
a well-known and highly important concern for systems operating in the space
environments [36–39]. Besides the circuit design characteristics, the SEL sensitivity
of a given component also depends on the environmental temperature as proven
in the literature [33, 35, 40–43]. The temperature variation modifies the intrinsic
characteristics of the devices such as the carrier mobility and the threshold voltage.
For example, carrier mobility decreases with the increase in temperature; therefore,
the substrate/well resistance increases accordingly. As a consequence of such
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variation in the substrate and well resistances, the SEL triggering mechanism is
also affected. In Fig. 2.12, the SEL sensitivity of an inverter gate designed in 65 nm
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bulk CMOS is shown as a function of particle LET and temperature of operation.
The sensitivity is measured in terms of the SEL cross section which increases with
temperature for both low and high LET values. Thus, an increase in temperature can
not only increase the saturation SEL cross section but can also lower the threshold
LET necessary to trigger the latchup. However, these relationships are not as simple
as they might seem. For instance, the temperature dependence of carrier mobility is
also a function of the doping concentration: the lower the concentration, the stronger
the temperature dependence [44]. It is for this reason that the SEL susceptibility of a
given circuit is highly dependent on the layout design itself, but also on the process
technology. Therefore, in Chap. 4, the implications of process technologies and
mostly design approaches on the overall SEE sensitivity of a circuit are discussed.

2.6 Summary

Radiation effects are no longer an exclusive concern for system designers targeting
space or military applications. Due to the advancement of technology, low-energy
particles present even at sea level are able to induce failure mechanisms in the
device and circuit levels. In this chapter, the stochastic effects known as single-event
effects (SEEs) were presented. The most well-known and highly important effects
are the soft errors, i.e., the nondestructive effects named single-event upset (SEU)
and single-event transient (SET). Their failure signature is strongly related to the
data corruption either by a direct impact on the memory element themselves or by
a transient pulse which is propagated through the data path and latched during the
read mode.

Initially, the SETs in digital electronics showed less of a concern due to the
inherent masking effect capability of combinational circuits. However, with the
technology integration, the effectiveness of these masking effects has diminished,
and a higher impact of SET is observed in today’s electronic technology. Another
very relevant failure mechanism in modern technology is the single-event latchup
(SEL), a potentially destructive effect that if no action is taken, the electronic
components can suffer permanent damage due to the very high current flow between
the supply rails.

To characterize and investigate these effects in different systems, simulation
codes are widely employed in conjunction with irradiation testing campaigns.
Therefore, in the next chapter, we will discuss the physical models used to describe
these phenomena and provide an overview of various simulation tools available
in the literature. This understanding of SEEs and the associated analysis tools is
essential for effectively assessing and mitigating their impact on electronic systems
in diverse applications.
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Highlights

• Single-event effects (SEEs) are stochastic effects caused by single particle
interactions, and they can be destructive or nondestructive (soft errors).

• A single-event functional interruption (SEFI) is a manifestation of soft
errors in complex devices, leading the component to reset, lockup or
experience other types of malfunction.

• Among several factors, the SEE sensitivity of a circuit is dependent on the
transistor technology, supply voltage, and nodal capacitance of transistors.

• The threshold LET and the critical charge of a component are important
parameters to characterize and estimate its SEE rate.

• The multiple-node charge collection due to the charge sharing can pose
a threat to the efficiency of error-correcting codes (ECCs) in advanced
technologies.

• The masking effect capability of digital combinational circuit has been
reduced in deeply scaled transistor technologies.

• The single-event latchup (SEL) is a potentially destructive SEE that can
damage the component if the supply voltage is not reduced under the so-
called holding voltage .Vhold .
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Chapter 3
Single-Event Effect Prediction
Methodologies

3.1 Modeling and Prediction Tools

In addition to experimental activities, the utilization of modeling and simulation
has long played a vital role in investigating physical phenomena, particularly in
the field of electronics, where it has been instrumental in studying the behavior
of Metal-Oxide Semiconductor (MOS) transistors [1, 2]. With the increasing
complexity of very-large-scale integration (VLSI) systems in each new technology
generation, simulation studies have become indispensable for verifying and aiding
in the development of such circuits. In this context, Monte Carlo simulation tools
have emerged as a robust approach for exploring radiation effects on electronics
[3]. Numerous studies in the literature have leveraged simulations to investigate
radiation effects on electronics, offering an alternative to time-consuming and
expensive radiation campaigns [4–11].

In Table 3.1, a non-exhaustive list of simulation tools dedicated to model and
study radiation effects on electronics is presented. Further details adopted in each
tool can be found in their respective reference. In the simulations developed in this
book, the MC-Oracle tool [6] is used to account for the energy deposition and charge
collection in our SEE predictive methodology.

While simulation tools cannot completely replace the need for experimental data,
they offer valuable insights into radiation effects by providing useful pre- and post-
irradiation information. By employing modeling and simulation, researchers can
gain a better understanding of the various mechanisms that occur at the circuit and
component levels, thereby maximizing the outcomes of an irradiation campaign.
Additionally, simulation enables the testing of hypothetical devices or conditions
that may be challenging to reproduce experimentally or during an irradiation
campaign.

Mixed-mode technology computer-aided design (TCAD) simulations have been
vastly used to understand the main mechanisms in SEEs on electronics. However,
Monte Carlo (MC) simulation codes can have a computation time several orders
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Table 3.1 List of simulation tools dedicated to study radiation effects on electronics

Ref. Tool Institution Radiation effects

[12] DASIE AIRBUS SEU

[13] SEMM-2 IBM SEU

[14] MRED Vanderbilt University and NASA/GSFC SEU

[6] MC-ORACLE Université de Montpellier SEU/SET

[15] TIARA-G4 Aix-Marseille University and STMicroelectronics SEU/SET

[16] FLUKA CERN and INFN SEU

[5] MUSCA-SEP3 ONERA SEU/SET/SEL

[17] G4SEE CERN SEE

of magnitude lower than TCAD simulations [3, 10]. In addition, the randomness
and stochastic nature of particle interaction with matter is a perfect fit for Monte
Carlo (MC) simulations. Accordingly, a diverse number of models based on the
MC method have been proposed to estimate and predict the radiation robustness of
electronics [4–7, 10]. Unlike deterministic models, the MC method utilizes random
sampling and statistical modeling to approximate solutions for stochastic problems,
such as in particle physics.

3.2 SEE Triggering Criterion

The key ingredient of SEE simulation tools is the triggering criterion, which states
whether a given particle in given conditions is able to trigger an SEE. Here we
present two widely used criterions: the rectangular parallelepiped (RPP) and the
drift-diffusion-collection.

3.2.1 Rectangular Parallelepiped (RPP) Criterion

Historically, the well-known rectangular parallelepiped (RPP) analytical model
[18], also known as chord-length model, has been vastly used to analyze and predict
the radiation response of electronic components [19]. In this approach, the device is
assumed to have a well-defined sensitive volume (SV) in the form of a rectangular
parallelepiped as shown in Fig. 3.1. The ionization track path of interest for the
radiation effect in the circuit is determined by the depth of the SV of the device and
the particle’s incidence angle, .θ . In this model, it is assumed that charge collection
induced by diffusion from particles striking outside the RPP is negligible and thus
not considered.
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Fig. 3.1 Definition of a sensitive volume and ionization track path in the rectangular paral-
lelepiped (RPP) analytical model

The RPP criterion states that an SEE occurs when sufficient charge (critical
charge) is generated inside a volume surrounding the drain of the OFF
transistor (sensitive volume). Both the critical charge and the sensitive volume
are characteristic of the considered technology.

Considering the small dimensions of transistors and their sensitive volume, the
linear energy transfer (LET) is assumed to be constant over the ionization path.
Therefore, the deposited charge within the SV can be calculated by the product
of the LET value and the ionization path length, l. As shown in the Chap. 1, the
deposited charge .QD can be calculated using Eq. 1.6, reproduced here for reference:

.QD = q · LET · ρ · l

Eehp

(3.1)

Considering the target material in electronic components is silicon, the silicon
density .ρSi is .2.32 g · cm−3, the ionization energy .Eehp in Si is approximately
.3.6 .eV/ehp, and the elementary charge q is .1.6 · 10−19C. In the case of a normal
incidence, the ionization path length l is equal to the sensitive volume depth, d.
Thus, from Eq. 3.1, the collected charge .QC in the RPP model can be estimated as
described in Eq. 3.2:

.QC [pC] = 10.35 · LET [MeV.cm2/mg] · d [nm] (3.2)

Accordingly, if sufficient charge is deposited inside the SV, i.e., if the collected
charge .QC is superior to the critical charge .Qcrit , an SEE is assumed to be observed
in the circuit. Despite its popularity and its widespread use, the RPP model has
turned out to be inadequate when used in advanced technology due to the complex
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geometry of transistors, the small sensitive volumes, and the close proximity of
devices. Emerging effects such as charge sharing due to multiple node collection
and parasitic bipolar amplification (PBA) have limited the application of the RPP
approach in some cases.

The RPP analytical model is a first-order approximation used to predict
SEE rates based on some assumptions on the sensitive volume of a given
component. Its application is limited when considering deeply scaled device
technologies.

One possible extension to this model is the integral rectangular parallelepiped
(IRPP) model [20], in which not only a single SV is defined but also a collection
of multiple SVs is defined. The IRPP method is widely used to predict SEE rates
in the radiation effects community, and it is the standard method specified by the
European Cooperation for Space Standardization (ECSS) [21].

3.2.2 Drift-Diffusion-Collection Criterion

Alternatively, the drift-diffusion-collection model [22] has been proposed to address
the limitations observed in the previous approaches. In particular, there is no time
dependence in the RPP and IRPP models, and it is thus not possible to study the
transient currents that are generated during the ionization of the silicon.

By considering the transport of electron-hole pairs in the semiconductor, it is,
however, possible to determine the density of charges that will be collected at the
different nodes of the circuit. Consequently, the transient currents can be evaluated
as well as their effects on the circuit. With this approach, it is possible to account
for the multiple-node charge collection and emerging effects observed in advanced
technology nodes.

There are basically three physical mechanisms at play, which are (1) the charges
drift due to the electric field, (2) the charges diffuse due to the gradient of charge
carrier concentration, and (3) the charge collection at the electrodes of the device.
The transport of charges is somehow complex to calculate, and TCAD simulations
are generally the most accurate tools for this purpose. However, calculating an
SEE cross section requires to use Monte Carlo approach that simulates millions
of particles as the use of conventional TCAD tools is not the best solution in terms
of calculation time. Alternately, [22] claims that because the electric field is mostly
weak in the device, the electrons and the holes are essentially diffusing together
(ambipolar diffusion) and are separated at the electrodes. Neglecting interface
effects, the track of the ion can then be divided into small elements that spherically
diffuse the charges. Each electrode can be divided into small parts that collect the
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charges. The transient current .ID of each collecting drain node is obtained following
the Eq. 3.3 [23]:

.ID(t) = q.v

∫∫∫

LET(l)
e− r2

4Dt

(4πDt)
3
2

dxdydl (3.3)

where q is the elementary charge, v is the carrier velocity in the junction, .LET(l) is
the ion linear energy transfer (LET) along the ion track, r is the distance between
the elemental section of the collecting area and the ion track, and D is the ambipolar
diffusion coefficient.
For a given ion, at a given location and in a given direction, it is possible to estimate
the transient current at each electrode of the device. Finally, based on these currents,
it is possible to state whether an SEE occurs or not by using one of the following
conditions:

• The total collected charge is higher than the critical charge representative of the
device.

• The amplitude of one transient current is high enough and its duration is long
enough. The thresholds depend on the device.

• The transient currents are injected in the circuit using simulation program with
integrated circuit emphasis (SPICE) simulator and an upset is observed. This
approach is the most realistic but requires the knowledge of SPICE model, which
is not always easy to get. In addition, running SPICE for each ion track is CPU
time-consuming.

3.3 Modeling Radiation-Induced Currents in Circuit
Simulations

Circuit simulators, such as simulation program with integrated circuit emphasis
(SPICE), are software tools used to solve a system of equations that funda-
mentally describe the basic functionality of elementary electronic components
(transistors, capacitors, resistors, and diodes) within a circuit. Using the drift-
diffusion-collection approach allows us to evaluate the shape and amplitude of the
transient current at each electrode. These transients will depend on the nature of the
ion, its LET, its location, and its direction. When studying single-event effects at the
circuit level, the transient current is modeled as a parasitic current source connected
to the node of the circuit where the particle hit. It is sometimes useful to use an
analytical expression of the transient current, and the analytical model proposed by
Messenger [24] is widely used to describe the radiation-induced current as a double
exponential transient pulse:

.I (t) = QC

tf − tr
·
(

e
− t

tf − e
− t

tr

)

(3.4)
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where .tr and .tf are the rising and falling time constants, respectively. These time
constants correlate to the ionization track formation and the collection efficiency of
the p-n junction of the injecting node [25]. Besides being technology dependent,
these variables are also influenced by the relative distance of the particle hit.
However, several estimation approaches have been proposed based on usually
known technology parameters [24–27]. For example, in [27], the double exponential
law was verified against the circuit simulation using the transient pulse obtained
from a physical model based on the diffusion of carriers. The authors conclude
that the double exponential law approach can induce an overestimation of approx-
imately 10–20% on the Single-Event Upset (SEU) cross section of SRAM cells.
Additionally, it was shown that the rising time constant .tr can be simplified in the
Messenger’s analytical model by considering that its value is one fifth of .tf value:

.I (t) = 5QC

4tf
·
(

e
− t

tf − e
− 5t

tf

)

(3.5)

And as proposed by Messenger in [24], the .tf can be calculated based on the
minority carrier mobility .μ and the substrate doping density of the p-n junction,
with the following equation:

.tf = kε0εSi

qμN
(3.6)

where k is the Boltzmann constant, .ε0 is the permittivity of vaccum, .εSi is the
relative permittivity of silicon, and q is the electron charge. Once these double
exponential law parameters are defined, the radiation-induced current can be
injected in the sensitive nodes of the circuit in a transient analysis simulation using
SPICE. In Fig. 3.2, the schematic of an inverter and the corresponding current source
for each type of particle hit is shown. If the particle strikes an N-channel metal-
oxide semiconductor (NMOS) device, the current source is introduced between the
drain of the transistor and the ground supply. Conversely, if the particle impacts a P-
channel metal-oxide semiconductor (PMOS) device, the current source is connected
between the drain of the transistor and the power supply. This distinction arises
due to the different operating principles of NMOS and PMOS transistors, leading
to different transient behaviors depending on the type of transistor affected by the
radiation event.

As discussed in the previous chapters, the charge sharing mechanism in
deeply scaled technologies leads to the multiple-node collection. Therefore,
to take it into consideration the electrical simulations, multiple current sources
should be used, increasing the complexity of this methodology.
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Fig. 3.2 Transient current injection at the circuit level considering a particle hit in NMOS or
PMOS devices

3.4 Proposed Prediction Methodology Based on the Diffusion
Model

To ensure an accurate assessment of single-event effect (SEE) immunity in dig-
ital circuits, it is highly recommended to adopt a multi-scale and multi-physics
methodology that considers the complex effects at both the silicon and circuit levels
[5, 14]. Various approaches have been developed, encompassing aspects ranging
from particle interaction physics to circuit layout design, as discussed in [10]. As
aforementioned, emerging effects such as parasitic bipolar amplification (PBA) and
charge sharing effects need to be carefully addressed when analyzing radiation
interaction in highly scaled technologies [7, 28, 29]. Therefore, layout information
from the circuit design is an important determinant of the SEE prediction of
electronic circuits. Accordingly, in this work, a layout-based methodology to assess
the SEE robustness of digital circuits using the MC-Oracle prediction tool [6]
is proposed. MC-Oracle is a Monte Carlo simulation code developed to analyze
the SEE immunity of electronics based on the particle interaction physics within
the sensitive devices. As neutrons, protons, and ions can be simulated, the circuit
sensitivity can be calculated for different radiation environments such as space,
atmosphere, ground, and accelerators.

As explained in Chap. 1, energetic particles when interacting with silicon go
through energy loss mechanisms such as the ionization process (i.e., generation of
electron-hole pairs). This energy loss is responsible for the deposition of a parasitic
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charge that can be collected by the sensitive transistor junctions and disturb the
correct functionality of the circuit. Since neutrons are uncharged particles, they
do not experience coulombic interactions with orbital electrons. Consequently,
neutrons cannot ionize matter directly, howsoever, it is still considered a threat
to electronics in space and aviation applications due to their indirect ionization
capability [30, 31]. Considering neutrons can experience nuclear reactions with the
material target nuclei, they can induce SEE through the ionization of secondary
products of nuclear reactions. Also, as it presents no electromagnetic interaction,
neutrons are highly penetrating particles. In the MC-Oracle, the ionization process
is modeled using tables of range and electronic stopping power pre-calculated
with the stopping and range of ions in matter (SRIM) code [32]. For the nuclear
reactions induced by protons or neutrons, a pre-calculated nuclear database for a
given energy range is built based on the detailed history of recoiling ions induced by
nucleons (DHORIN) code [33]. The location of each nuclear reaction is determined
considering the information from the nuclear database in which the mean free path
of each particle, i.e., the average distance traveled between collisions is estimated
from the nuclear cross section.

In the MC-Oracle simulation, the energy deposition resulting from ionization
and nuclear reactions is modeled, followed by the simulation of charge transport
and collection using the drift-diffusion mechanism. Hundreds of thousands of
particle interactions are simulated, and the resulting paths of ionizing electrons
and holes are numerically divided into small fragments to calculate the transport of
carriers [6, 34]. To illustrate the layout-based analysis using MC-Oracle, a simplified
representation is provided in Fig. 3.3.

Given a graphical design system (GDS) file of the circuit, the collecting drain
area of transistors can be identified and extracted to be submitted as input to the MC-
Oracle calculations. In this example, the layout design of an inverter logic gate is

(a) Circuit Layout 
(GDSII)

(b) Collecting Areas

DIFF

POLY

M1

(c) Energy Deposition and Charge Collection modeled 
in MC-Oracle

Bulk Depth
10 m

Ion

Fig. 3.3 Representation of the extraction of the collecting areas from the circuit layout design
(GDSII file) and the energy deposition and charge collection calculation in the MC-Oracle tool.
Only the active diffusion (DIFF), poly-silicon (POLY), and metal 1 (M1) layers are shown in the
circuit layout for the sake of simplicity
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Fig. 3.4 Simulation chain proposed as the SEE prediction methodology

shown in Fig. 3.3a. The drain area of the PMOS and NMOS devices are extracted as
shown in Fig. 3.3b. Then, the drift-diffusion-collection model is applied for each ion
track of the event (in the case of neutron or proton interaction, one may have several
ion tracks simultaneously). Considering an event with a single ion track for the sake
of simplicity, Fig. 3.3c shows that the ion track is numerically divided into small
fragments in which the generated charges diffuse to the collecting drain areas. Each
collecting area is divided into elementary collecting areas and the induced transient
current is calculated from the integration of the collected charge along the ionizing
track for each elemental section of the collecting area, Fig. 3.3c. For each particle
event, MC-Oracle calculates the induced transient current for each collecting area of
the circuit design and stores this information in a SET current database. Therefore,
multiple-node charge collection effects such as charge sharing mechanism and
pulse quenching effects can be evaluated using this tool [28]. A simplified full
custom design flow with the SEE characterization methodology using MC-Oracle
is shown in Fig. 3.4. Given the specifications concerning the system functionality
and reliability (including the radiation environment), the design engineer can start
the circuit design process. Once the physical verification, i.e., design rule check
(DRC), and layout versus schematic (LVS) are performed, the parasitic extraction
of the netlist description and GSDII file can be obtained and submitted to the SET
characterization.

The proposed SET characterization is divided into main two steps: first, aiming to
build a SET current database, the MC-Oracle tool is used to perform the simulation
of the particle transport and the charge collection in the collecting areas of the
circuit; second, a SET analyzer is responsible for the SPICE injection campaign
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using the current database provided by MC-Oracle. The main inputs to the SET
characterization are the technology model, radiation environment specification,
layout design (GSDII), and extracted netlist description of the circuit. For the SET
cross section and pulse width measurement, only the transient pulses with voltage
peaks higher than half of the supply voltage are considered, but this criterion
can be easily adjusted to the needs of the user. Different hardening techniques
can be adopted to prevent the critical electronic systems, such as spacecrafts and
avionic control systems, fail due to the occurrence of SEEs. Accordingly, the
proposed predictive SET characterization methodology allows the investigation of
the hardening effectiveness of radiation hardening by design (RHBD) techniques at
the layout level and circuit level.

3.5 Summary

In this chapter, we provided a brief overview of the modeling and prediction of
single-event effects (SEEs) in electronic circuits. The increasing computational
power and availability of advanced particle physics models have led to the growing
use of Monte Carlo-based software tools for studying and predicting the radiation
sensitivity of circuit designs.

One commonly used approach is the rectangular parallelepiped (RPP) criterion,
which makes assumptions about the sensitive volume of a device. While it has
limitations, the RPP approach can provide an order of magnitude estimate of the
SEE cross section and allow for the investigation of various parameters such as
materials and geometry. For advanced technologies, a more accurate approach
is the time-dependent drift-diffusion-collection model, which takes into account
charge sharing mechanisms. In electrical simulations using tools like SPICE, the
double exponential law is often used to approximate the transient pulse shape,
showing reasonably good agreement with the diffusion model, but with a tendency
to overestimate cross sections by 10–20%.

We also described the multi-scale and multi-physics simulation chain used
in this book as the methodology for SEE prediction. This approach combines
particle physics simulations from the MC-Oracle tool with electrical simulations
from a SEE analyzer, providing valuable information for the characterization of
SEE effects in the circuit designs studied here. Given the importance of layout
design in considering SEEs and implementing radiation hardening techniques, our
methodology takes into account not only the circuit description in netlist format but
also layout design information obtained from the GSDII file. In Chap. 4, we will
present and discuss radiation hardening techniques used to enhance the reliability
of circuit designs.
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Highlights

• Simulation provides a means of testing hypothetical devices or even con-
ditions that are not feasible to be reproduced or measured experimentally.

• Circuit modeling and simulation can support the understanding of several
mechanisms before and after an irradiation campaign.

• The integral Rectangular Parallelepiped (IRPP) model is the standard
method for the SEE error calculation specified by the European Cooper-
ation for Space Standardization (ECSS).

• Diffusion-collection model is a more accurate alternative to the traditional
RPP models, as it takes into account the charge sharing effects.

• SPICE simulations can be used to investigate circuit-level effects.
• The double exponential law proposed by Messenger shows a fairly good

agreement with physical models such as the diffusion-collection model.

References

1. Bing J Sheu, Donald L Scharfetter, P-K Ko, and M-C Jeng. BSIM: Berkeley short-channel
IGFET model for MOS transistors. IEEE Journal of Solid-State Circuits, 22 (4): 558–566,
1987.

2. K-Y Toh, P-K Ko, and Robert G Meyer. An engineering model for short-channel MOS devices.
IEEE Journal of solid-state circuits, 23 (4): 950–958, 1988.

3. D Munteanu and J-L Autran. Modeling and simulation of single-event effects in digital devices
and ICS. IEEE Transactions on Nuclear science, 55 (4): 1854–1878, 2008.

4. K. M. Warren, B. D. Sierawski, R. A. Reed, R. A. Weller, C. Carmichael, A. Lesea, M. H.
Mendenhall, P. E. Dodd, R. D. Schrimpf, L. W. Massengill, T. Hoang, H. Wan, J. L. De Jong,
R. Padovani, and J. J. Fabula. Monte-Carlo based on-orbit single event upset rate prediction
for a radiation hardened by design latch. IEEE Transactions on Nuclear Science, 54 (6): 2419–
2425, Dec 2007. ISSN 0018-9499. doi: https://doi.org/10.1109/TNS.2007.907678.

5. G. Hubert, S. Duzellier, C. Inguimbert, C. Boatella-Polo, F. Bezerra, and R. Ecoffet. Oper-
ational SER calculations on the SAC-C orbit using the multi-scales single event phenomena
predictive platform (MUSCA SEP3). IEEE Transactions on Nuclear Science, 56 (6): 3032–
3042, Dec 2009. ISSN 0018-9499. doi: https://doi.org/10.1109/TNS.2009.2034148.

6. Frédéric Wrobel and Frédéric Saigné. MC-ORACLE: A tool for predicting soft error rate.
Computer Physics Communications, 182 (2): 317–321, 2011.

7. L Artola, M Gaillardin, G Hubert, M Raine, and P Paillet. Modeling single event transients in
advanced devices and ICS. IEEE Transactions on Nuclear Science, 62 (4): 1528–1539, 2015.

8. Ygor Q. Aguiar, Laurent Artola, Guillaume Hubert, Cristina Meinhardt, Fernanda Kastens-
midt, and Ricardo Reis. Evaluation of radiation-induced soft error in majority voters designed
in 7 nm FinFET technology. Microelectronics Reliability, 2017. doi: https://doi.org/10.1016/j.
microrel.2017.06.077.

9. Steve Koontz, Brandon Reddell, and Paul Boeder. Calculating spacecraft single event envi-
ronments with FLUKA: Investigating the effects of spacecraft material atomic number on
secondary particle showers, nuclear reactions, and linear energy transfer (LET) spectra, internal
to spacecraft avionics materials, at high shielding mass. In 2011 IEEE Radiation Effects Data
Workshop, pages 1–8. IEEE, 2011.

https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2007.907678
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1109/TNS.2009.2034148
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077
https://doi.org/10.1016/j.microrel.2017.06.077


60 3 Single-Event Effect Prediction Methodologies

10. R. A. Reed, R. A. Weller, A. Akkerman, J. Barak, W. Culpepper, S. Duzellier, C. Foster,
M. Gaillardin, G. Hubert, T. Jordan, I. Jun, S. Koontz, F. Lei, P. McNulty, M. H. Mendenhall,
M. Murat, P. Nieminen, P. O’Neill, M. Raine, B. Reddell, F. Saigné, G. Santin, L. Sihver,
H. H. K. Tang, P. R. Truscott, and F. Wrobel. Anthology of the development of radiation
transport tools as applied to single event effects. IEEE Transactions on Nuclear Science, 60
(3): 1876–1911, June 2013. ISSN 0018-9499. doi: https://doi.org/10.1109/TNS.2013.2262101.

11. Walter Calienes, Ygor Q. Aguiar, Cristina Meinhardt, Andrei Vladmirescu, and Ricardo
Reis. Evaluation of heavy-ion impact in bulk and FDSOI devices under ZTC condition.
Microelectronics Reliability, 2017. doi:10.1016/j.microrel.2017.06.063.

12. G Hubert, J-M Palau, K Castellani-Coulie, M-C Calvet, and S Fourtine. Detailed analysis
of secondary ions’ effect for the calculation of neutron-induced SER in SRAMs. IEEE
Transactions on Nuclear Science, 48 (6): 1953–1959, 2001.

13. Henry HK Tang and Ethan H Cannon. SEMM-2: A modeling system for single event upset
analysis. IEEE Transactions on Nuclear Science, 51 (6): 3342–3348, 2004.

14. Kevin M Warren, Andrew L Sternberg, Robert A Weller, Mark P Baze, Lloyd W Massengill,
Robert A Reed, Marcus H Mendenhall, and Ronald D Schrimpf. Integrating circuit level
simulation and Monte-Carlo radiation transport code for single event upset analysis in SEU
hardened circuitry. IEEE Transactions on Nuclear Science, 55 (6): 2886–2894, 2008.

15. JL Autran, S Semikh, D Munteanu, S Serre, G Gasiot, and P Roche. Soft-error rate of advanced
SRAM memories: Modeling and Monte Carlo simulation, numerical simulation-from theory
to industry. edited by Mykhaylo Andriychuk, pages 309–336.

16. G Battistoni, S Muraro, PR Sala, F Cerutti, A Ferrari, S Roesler, A Fasso, and J Ranft. FLUKA:
a multi-particle transport code. In Proceedings of the hadronic shower simulation workshop,
volume 896, pages 31–49. AIP, 2006.

17. Dávid Lucsányi, Rubén García Alía, Kacper Biłko, Matteo Cecchetto, Salvatore Fiore, and
Elisa Pirovano. G4SEE: A geant4-based single event effect simulation toolkit and its validation
through monoenergetic neutron measurements. IEEE Transactions on Nuclear Science, 69 (3):
273–281, 2022.

18. John N Bradford. Geometric analysis of soft errors and oxide damage produced by heavy
cosmic rays and alpha particles. IEEE Transactions on Nuclear Science, 27 (1): 941–947, 1980.

19. Robert A Weller, Marcus H Mendenhall, Robert A Reed, Ronald D Schrimpf, Kevin M Warren,
Brian D Sierawski, and Lloyd W Massengill. Monte Carlo simulation of single event effects.
IEEE Transactions on Nuclear Science, 57 (4): 1726–1746, 2010.

20. EL Petersen, JC Pickel, JH Adams, and EC Smith. Rate prediction for single event effects-a
critique. IEEE Transactions on Nuclear Science, 39 (6): 1577–1599, 1992.

21. ECSS Secretariat. Space engineering: Calculation of radiation and its effects and margin policy
handbook - ECSS-E-HB-10-12A. 2010.

22. J-M Palau, R Wrobel, K Castellani-Coulié, M-C Calvet, PE Dodd, and FW Sexton. Monte
Carlo exploration of neutron-induced SEU-sensitive volumes in SRAMs. IEEE Transactions
on Nuclear Science, 49 (6): 3075–3081, 2002.

23. Ygor Q. Aguiar, Frédéric Wrobel, Jean-Luc Autran, Paul Leroux, Frédéric Saigné, Vincent
Pouget, and Antoine D Touboul. Mitigation and predictive assessment of set immunity of
digital logic circuits for space missions. Aerospace, 7 (2): 12, 2020.

24. GC Messenger. Collection of charge on junction nodes from ion tracks. Nuclear Science, IEEE
Transactions on, 29 (6): 2024–2031, 1982.

25. Paul E Dodd and Lloyd W Massengill. Basic mechanisms and modeling of single-event upset
in digital microelectronics. IEEE Transactions on Nuclear Science, 50 (3): 583–602, 2003.

26. Marko Andjelkovic, Aleksandar Ilic, Zoran Stamenkovic, Milos Krstic, and Rolf Kraemer. An
overview of the modeling and simulation of the single event transients at the circuit level. In
2017 IEEE 30th International Conference on Microelectronics (MIEL), pages 35–44. IEEE,
2017.

https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101
https://doi.org/10.1109/TNS.2013.2262101


References 61

27. F. Wrobel, L. Dilillo, A. D. Touboul, V. Pouget, and F. Saigné. Determining real-
istic parameters for the double exponential law that models transient current pulses.
IEEE Transactions on Nuclear Science, 61 (4): 1813–1818, Aug 2014. ISSN 0018-9499.
doi:10.1109/TNS.2014.2299762.

28. Ygor Q. Aguiar, Frédéric Wrobel, J-L Autran, Paul Leroux, Frédéric Saigné, Antoine D
Touboul, and Vincent Pouget. Analysis of the charge sharing effect in the set sensitivity of
bulk 45 nm standard cell layouts under heavy ions. Microelectronics Reliability, 88: 920–924,
2018.

29. RB Schvittz, YQ Aguiar, F Wrobel, J-L Autran, LS Rosa Jr, and PF Butzen. Comparing
analytical and Monte-Carlo-based simulation methods for logic gates set sensitivity evaluation.
Microelectronics Reliability, 114: 113871, 2020.

30. A Taber and Eugene Normand. Single event upset in avionics. IEEE Transactions on Nuclear
Science, 40 (2): 120–126, 1993.

31. CA Gossett, BW Hughlock, M Katoozi, GS LaRue, and SA Wender. Single event phenomena
in atmospheric neutron environments. IEEE Transactions on Nuclear Science, 40 (6): 1845–
1852, 1993.

32. James F Ziegler and Jochen P Biersack. The stopping and range of ions in matter. In Treatise
on heavy-ion science, pages 93–129. Springer, 1985.

33. Frederic Wrobel. Detailed history of recoiling ions induced by nucleons. Computer Physics
Communications, 178 (2): 88–104, 2008.

34. T Merelle, H Chabane, J-M Palau, K Castellani-Coulie, Frédéric Wrobel, Frédéric Saigné,
B Sagnes, J Boch, JR Vaille, G Gasiot, et al. Criterion for SEU occurrence in SRAM deduced
from circuit and device simulations in case of neutron-induced SER. IEEE transactions on
nuclear science, 52 (4): 1148–1155, 2005.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Chapter 4
Radiation Hardening

4.1 Introduction

Due to the extensive usage of electronic systems in harsh environments, consid-
erable research efforts have been dedicated to investigating mitigation techniques
against radiation effects. The literature offers a wealth of studies on this topic [1–4].
When components or systems are designed and validated to operate in well-defined
radiation environments, they are commonly referred to as “radiation-hardened”
or “rad-hard” for short. Radiation hardening strategies can encompass a range of
approaches, from modifications in the fabrication process to different circuit design
implementations.

The European Cooperation for Space Standardization (ECSS) has proposed a
classification of radiation hardening techniques based on the abstraction level in
application design, which is depicted in Fig. 4.1. One category of techniques falls
under radiation hardening by process (RHBP), which involves modifications in the
circuit manufacturing process. Examples of RHBP techniques include variations
in doping profiles, substrate technology, and use of different materials. These
modifications can have an impact on energy deposition and charge collection
processes, as discussed in Chap. 1. However, RHBP techniques are often several
generations behind the state-of-the-art CMOS technology, leading to suboptimal
performance and higher costs.

On the other hand, radiation hardening by design (RHBD) techniques have
demonstrated their effectiveness in providing hardness against radiation effects,
particularly in highly integrated technologies [4]. RHBD techniques can be applied
at different design levels, ranging from the physical layout level to system-level
approaches. At the physical layout level, the objective is to reduce radiation-induced
charge collection, while at the system level, the focus is on error masking and
prevention of system failures. It is worth noting that certain RHBD techniques
discussed in this chapter can be applied across multiple design levels.
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Fig. 4.1 Classification of hardening techniques based on the abstraction level: from manufacturing
process to system level (Adapted from [5])

During the design process, the selection of suitable hardening techniques depends
on various factors, including the specific radiation environment, the acceptable
error rate for the mission, the available system availability, and the design time
and resources allocated. The constraints and requirements of each design scenario
guide the choice of appropriate hardening techniques. The RHBD techniques can
be applied to existing technologies without requiring extensive modifications to
the manufacturing process, resulting in faster implementation and reduced costs.
Design-level techniques also provide flexibility in tailoring the hardening approach
to the specific requirements and constraints of the circuit. This adaptability is crucial
as technological advancements continually introduce new challenges.

Over the past decade, there has been a notable shift in the radiation-hardened
paradigm from process to design level, propelled by the market in the spacecraft
industry known as New Space. Historically, government space agencies have played
the biggest role in this industry. However, the emergence of New Space has led to
the commercialization of space endeavors, resulting in a surge of private companies
developing low-cost technologies for space and providing broader accessibility
to these technologies. Consequently, a wide range of space-based applications is
emerging and increasing the functionality and complexity of space systems. In
order to follow this growing market, public and private actors have increased the
adoption of the so-calledcommercial off the shelf (COTS) components due to their
performance, availability, cost, and lead time. For instance, it is estimated that
over 20% of the electrical, electronic, and electromechanical (EEE) components in
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European Space Agency (ESA) satellites are COTS [6]. The COTS components are
defined as any component designed for commercial purpose only, not following any
military or space standard, i.e., not radiation hardened. In this context, design mit-
igation techniques must be employed to ensure the functionality and performance
of the system under radiation effects. This chapter offers a comprehensive review
of the foundations and state-of-the-art radiation hardening techniques, focusing
specifically on physical layout and circuit architecture.

4.2 Radiation Hardening by Process (RHBP)

Initially, space-qualified components were mostly obtained through the optimization
of the manufacturing processes aimed at enhancing the radiation resilience of the
process technology itself, i.e., technologies issued from the so-called rad-hard
foundries [1]. However, these process modifications are often proprietary, making it
challenging to access industry-specific information. Nonetheless, these adaptations
typically involve the application of different materials, variations in doping profiles,
and substrate technologies. For example, studies have demonstrated that removing
borophosphosilicate glass (BPSG) layers, commonly used for planarization between
metallic layers, can reduce the Single-Event Upset (SEU) rate induced by neutron
interactions with boron by about eight to ten times [7, 8]. However, since the
adoption of chemical mechanical polishing (CMP) in advanced technologies, BPSG
layers are no longer used in the standard manufacturing process, and the main
contributor to the thermal neutron SEU rate is the boron isotope .

10B present in
the source/drain junctions of PMOS devices, p-wells, or tungsten plugs [9]. The
natural boron (.5B) is abundant in two isotopes: the boron-10 (.10B) in 20% and
the boron-11 (.11B) in 80%. However, the capture cross section of the .

10B is three
orders of magnitude higher than the .

11B, and it is the only one able to release alpha
particles that induce Single-Event Effects (SEEs) [10, 11]. Consequently, to mitigate
the impact of thermal neutrons, a boron purification process must be integrated into
the manufacturing process to reduce the abundance of .

10B.
Each additional manufacturing step introduced to the conventional design pro-

cess adds complexity and increases the fabrication cost. Hence, these rad-hard
technologies cannot follow the transistor scaling trend because the high complexity
of the manufacturing steps used to achieve radiation hardness leads to higher costs
for usually low-volume production. In this way, the available radiation-hardened
technology is normally some generations behind the state-of-the-art transistor
technology [4]. One example is Sandia’s CMOS7 technology process that provides
a rad-hard technology based on a 350 nm silicon-on-insulator (SOI) design process
[12]; however, the first commercial 350 nm technology process was adopted in
mainstream applications in the early 1990s. Thus, besides the higher price, building
chips using rad-hard technologies also provides lower performance when compared
with highly integrated commercial technologies. Consequently, space systems using
rad-hard technology process may face challenges meeting the performance, power,
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Fig. 4.2 Comparison of commercial and rad-hard processors in terms of throughput (in million
instructions per second, MIPS). (Data retrieved from [1])

and area constraints expected in today’s space market. This impact can be clearly
observed in Fig. 4.2 where the throughput (expressed in million instructions per
second, MIPS) is shown for commercial and rad-hard central processing units
(CPUs) according to their year of introduction into the market. The throughput of
a CPU is an efficiency coefficient in which the number of instructions that a CPU
can execute per unit time is estimated for a given clock rate. The rad-hard CPUs
providing the same throughput as the commercial CPUs are introduced into the
market, in average, 8-10 years after the introduction of the commercial ones [1].

Notes
Radiation hardening, a technology process, increases the fabrication cost
and design complexity. Additionally, it is usually limited to technologies
generations behind the state-of-the-art ones, leading to lower performances.

One alternative to rad-hard technologies is the adoption of a commercial
technology process in which the transistor is built on insulating substrates, i.e., a
silicon-on-insulator (SOI) technology [13–15]. Figure 4.3 presents a simplified 2D
illustration of an NMOS device fabricated in a bulk technology and in two variants
of the SOI technology. In SOI technology, the introduction of an insulation oxide,
called a buried silicon oxide (BOX) layer, separates the substrate of the device from
its channel and source/drain junctions. In this manner, a reduction of the sensitive
volume is obtained, leading to a reduction of the charge collection process in the
sensitive nodes and, consequently, improved radiation robustness. Additionally, the
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Fig. 4.3 Simplified representation of an NMOS device manufactured in a bulk technology and
two variants of a silicon-on-insulator (SOI) technology

BOX layer prevents the charge sharing effect between adjacent devices due to the
suppression of the carrier diffusion mechanism. And, very importantly, the SOI
device structure eliminates the parasitic silicon-controlled rectifier (SCR) inherently
present between transistors in bulk CMOS circuits and is responsible for triggering
the latchup mechanism. Thus, SOI-based designs are intrinsically immune to single-
event latchup (SEL) effects [13]. However, despite the smaller sensitive volume
and immunity to SEL, a stronger parasitic bipolar amplification (PBA) effect is
observed, and it might degrade the SEE hardness of the SOI-based circuits. When a
particle hits the SOI device, the additional carriers can recombine or drift to the p-n
junctions. If the majority carriers in the body are able to drift to the source junction
and lower the source-to-body potential, an injection of minority carriers from the
source can take place, and additional carriers are collected by the drain junction,
increasing the magnitude of the SEE, the PBA effect.

Concerning the two SOI variants from Fig. 4.3, the partially depleted SOI
(PDSOI) technology presents the closest electrical and structure characteristics to
the traditional bulk technology due to the thickness of the silicon film layer on top
of the BOX layer. The silicon film layer can be approximately of 50 nm to 200 nm,
providing a large and partially depleted body device and high PBA effect. On the
other hand, for the fully depleted SOI (FDSOI) technology, the thickness can reach
from 5 nm to 20 nm, resulting into a fully depleted body [16]. Due to a thinner
silicon film, the FDSOI devices present a higher switching speed and better SEE
hardness in response to the stronger charge inversion and low PBA effect. Although
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there is increase in area, body ties have successfully shown to reduce the bipolar
amplification, especially for PDSOI devices [15, 17, 18].

As much as RHBP techniques are quite effective in hardening electronics
components against radiation effects, the industry has been increasingly investing
on the usage of hardening by design techniques. Specially with the introduction
of the New Space market in which the space applications require short entry to
the market, lower cost and more onboard processing power, high-level hardening
techniques or mitigation strategies at the system level are highly adopted. In the
next section, hardening techniques at the layout and circuit levels are presented as
they are the main topics discussed in the following chapters.

4.3 Radiation Hardening by Design (RHBD)

4.3.1 Layout-Based Techniques

RHBD techniques can profit from the improvements in power, performance, and
reduced area achieved by state-of-the-art commercially available CMOS technology
processes [1]. One established RHBD layout technique used to mitigate leakage
current induced by total ionizing dose effects is the adoption of edgeless transistors,
also known as enclosed layout transistors (ELT) [19, 20]. Figure 4.4 presents
a layout comparison between the standard and the edgeless transistors. When a

Fig. 4.4 Comparison between a standard transistor layout and the edgeless transistor layout (ELT)
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Metal-Oxide Semiconductor (MOS) device is exposed to radiation ionizing dose,
positive charges, i.e., holes, can become trapped within the shallow trench isolation
(STI) oxide near the source and drain junctions. Depending on the density of trapped
holes, a parasitic conduction path can be created in the edge of the NMOS transistors
[21]. In such cases, inversion in the p-substrate can occur in this parasitic channel
formed at the edge between the oxide and the transistor junctions, leading to leakage
current flow between the drain and source junctions. The adoption of an enclosed
transistor layout helps avoid the connection between the junctions and the sidewall
oxides, thereby eliminating the parasitic channel and reducing radiation-induced
leakage current [20]. The parasitic leakage paths for the standard transistor layout
are indicated in Fig. 4.4.

The biggest drawbacks of this technique are the area overhead and the limitation
on the transistor sizing [20, 22]. For instance, the minimum aspect ratio .W/L that
can be obtained for an edgeless transistor is approximately 2.26. In digital design,
density and performance are the priority, thus L is kept the minimum size while
W can vary depending on the constraints. However, in analog design, the .W/L

can be less than 1 as L is increased to reduce leakage currents in low-power
designs. Thus, ELT transistors are quite limited when targeting high-performance
or low-power designs. Also, due to the layout complexity and the gate geometry,
Simulation Program with Integrated Circuit Emphasis (SPICE) models should be
adapted to address the nonlinearity of the channel length modulation [23]. Recently,
two other layout modifications have been proposed in comparison to the edgeless
transistor: the Z-gate [24] and the I-gate transistor layout [25, 26]. Despite the
promising results, more studies should be conducted to verify the applicability of
these techniques and their consequent drawbacks.

The adoption of edgeless transistors is only capable of preventing leakage current
paths within the transistor itself; however, when two NMOS devices are placed side
by side a parasitic leakage path can be formed transistor to transistor through the
STI oxide. To prevent that, p.+ guard rings are used surrounding the NMOS devices,
such that the p.+ diffusion obstructs any possible parasitic channel between the .+n
diffusions. Thus, in order to eliminate both intra-device and inter-device radiation-
induced leakage paths, guard-rings have been vastly used alongside the edgeless
transistors [27, 28]. Figure 4.5 illustrates the structure of guard rings around the
PMOS device (n.+ guard ring connected to power supply voltage) and the NMOS
device (p.+ guard ring connected to ground supply voltage). As the guard rings
provide electrical and spatial isolation, this technique has also shown to provide
SEL immunity besides lowering the TID effects [20, 27]. A study was conducted
to assess the hardening effectiveness of guard rings schemes against SEL effects
in a 180 nm technology [28]. It was shown that both single and dual guard ring
configurations (when both PMOS and NMOS devices have guard rings) can provide
SEL immunity up to 100 .MeV.cm2/mg. Thus, to lower the area overhead, the single
guard ring configuration should be used and prioritizing the p.+ guard ring that can
also reduce radiation-induced leakage of NMOS devices [28].
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Fig. 4.5 Layout and cross-sectional representation of guard rings around PMOS and NMOS
transistors

Notes
Different layout-based techniques can be used alongside in a circuit design;
however, their biggest drawbacks are the increase in area and limitation in
transistor sizing.

The transistor positioning within the digital CMOS layout design has also been
explored as radiation hardening strategy against SEE [29, 30]. In [29], the placement
of NMOS transistors is evaluated in respect to the proximity to the N-well region.
Technology Computer Aided Design (TCAD) simulations of an inverter gate with
different NMOS positioning ranging from a distance D of 200 nm to 1000 nm from
the N-well border are shown in Fig. 4.6. The results show that as closer the device
is placed to the N-well region, shorter is the SET pulse width for particle strikes at
the NMOS device. This observation was attributed to (1) the reversed-biased diode
formed by the N-well and substrate interface which collects the additional carriers
and (2) the reinforcement of the recovery current from the PMOS devices while the
off -state NMOS transistor is hit by the particle. Fig. 4.6 illustrates this phenomenon
in which the parasitic bipolar effect in the PMOS device is enhanced by the close
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Fig. 4.6 Recovery current reinforcement induced by the increased parasitic bipolar effect due to
the close proximity NMOS device. (Adapted from [29])

proximity of the NMOS device. The design with the NMOS device with a distance
D .= 200 nm has nearly ten times the collected charge by N-well in the design with
D .= 1000 nm.

This collected charge is responsible for lowering the electrostatic potential in
N-well and activating the parasitic bipolar transistor. With the parasitic bipolar
transistor turned on, additional carriers will flow from the source to the drain of the
PMOS device (Path 2 in the Fig. 4.6), enhancing the recovery current. Although the
observed reduction in the SET pulse width, this technique can possibly worsen the
SEL resilience of the design, as shown in the TCAD simulations performed in [31].
Due to the activation of the parasitic bipolar transistor, the decrease of the anode-
to-cathode (A-C) spacing, i.e., the distance between the PMOS and NMOS devices,
has shown a decrease in the threshold LET and an increase in the saturation SEL
cross section. Therefore, the designer should have clear in mind the implications of
each hardening technique and the target effects intended to mitigate. For instance,
the substrate and well tap placement has shown a stronger impact on the SEL
sensitivity than the A-C spacing [31]. Thus, to counteract the negative effect of
the close proximity NMOS devices, substrate and well tap placement can be used
as described in [31].

Another layout technique that uses the transistor placement to improve the SEE
robustness is the layout design through error-aware transistor positioning (LEAP)
layout technique [30]. In this layout approach, the transistors are placed horizontally
in such a way that all the collecting nodes are aligned. The whole idea is to take
advantage of the charge collection by the on-state transistors to pull the output
voltage back to the expected value. One example of a LEAP-based layout for an
inverter gate is shown in Fig. 4.7.

Whenever the particle strikes horizontally, both drain regions will be collecting
the additional charges [2, 30]. Due to the horizontal transistor alignment, the charge
collected by the on-state NMOS transistor will counteract the charge collected by
the off -state PMOS transistor [30]. Overall, the resulting transient pulse is shortened
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Fig. 4.7 Illustration of the LEAP principle for an inverter gate. When a particle strikes both
NMOS and PMOS drain nodes simultaneously, the charge collected by the on-state transistor
reduces the overall transient pulse at the output of the gate. (Adapted from [30])

as the on-state NMOS is pulling the output voltage back to the logic 0, a similar
principle of the recovery current reinforcement from [29].

The transistor sizing (also known as gate sizing) is another well-known hardening
technique based on the radiation-induced transient dependency on the drive strength
and nodal capacitance of the circuit [32]. However, by increasing the transistor
width, the drain area is also increased, and it can induce a greater charge collection
process and increased SEE sensitivity. In the next chapter, the applications of gate
sizing, transistor stacking, and transistor folding are investigated.

4.3.2 Circuit-Based Techniques

In addition to layout techniques, radiation effects can be mitigated or partially hard-
ened using circuit-based techniques. As circuit complexity increases in advanced
technology, susceptibility to physical defects and environmental disturbances,
including radiation, necessitates fault tolerance techniques [33–36]. For instance,
safety- and mission-critical systems, such as satellites and aircraft flight control
systems, heavily rely on fault tolerance methods to enhance reliability. Fault
tolerance ensures system functionality remains intact even in the presence of
faults, with redundancy forming the cornerstone of many proposed techniques
[35]. Unlike hardening techniques aimed at preventing the generation of SEE, i.e.,
energy deposition and charge collection, fault tolerance focuses on masking the soft
errors. Various approaches exist, involving hardware, software, information, and
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Fig. 4.8 Diagram of the triple modular redundancy (TMR) fault tolerance technique. Combina-
tional and sequential logic are triplicated and output is connected to a majority voter

time redundancy [33]. Hardware redundancy, also known as spatial redundancy, is
particularly prevalent in space applications due to its ability to detect and/or correct
faults [34]. A notable example is triple modular redundancy (TMR), illustrated in
Fig. 4.8, renowned for its effectiveness in providing robustness against SEEs [35].

In this approach, the critical component is triplicated in the design, and all
the three output signals are connected to a majority voter (MJV) circuit where
the majority of the input signal determines the output signal. In other words,
whenever two of the triplicates are fault-free, the correct output will be propagated.
The main drawback of this technique is clearly the massive increase in area (two
duplicates .+ MJV circuit) and the consequent increase in power consumption. Also,
despite the good fault coverage, the technique relies on the robustness of the
MJV circuit, because, even if the three components are fault-free, whenever a
particle hits the voter and deposits sufficient charge, the SET or SEU will be
propagated. Various TMR variants have been proposed to address these challenges,
including diversity TMR (DTMR) [37], where different design implementations
are used for triplicated modules, and approximate TMR (ATMR) [38], which
employs approximate functions instead of exact replicas of the main function.
Both variants offer a balanced compromise between area/performance overhead and
fault tolerance against SEEs compared to traditional TMR schemes. For instance,
Fig. 4.9 presents an example of a temporal TMR, where delay units are added to
filter SET pulses to be latched in all flip-flops. This approach can surely reduce
the area overhead as the combinational logic is not triplicated, but can impact the
performance of the circuit.

While the redundancy technique was initially largely applied at the circuit level,
it has also found application in higher levels such as in field-programmable gate
arrays (FPGAs), system on chip (SoC), and software-based redundancy [33, 37, 38].
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Fig. 4.9 Diagram of the temporal triple modular redundancy (TMR) scheme. Only the sequential
logic is triplicated and output is connected to a majority voter, while delay units are used to offset
the clock signal and filter the SET pulse from propagating through the majority voter

In contrast to hardware-based TMR implementations, software-level redundancy
introduces concerns about execution time overhead.

Redundancy is a mitigation strategy that can be applied in several abstraction
levels, from physical and logical to temporal domain.

Another widely used approach at the circuit level is to harden memory cells
by using redundant reinforced feedback architectures such as the dual interlocked
storage cell (DICE) and Quatro circuits [39, 40]. These circuit topologies are
applied for the design of a 1-bit Static Random Access Memory (SRAM) cell and
are shown in Figs. 4.10 and 4.11. Instead of using a single cross-coupled inverter
pair as in the standard 6T SRAM design, both circuits have a feedback mechanism
sustained by interlocked structures that guarantee the correct output whenever a
single sensitive node collects charge. These structures ensure that the stored bit
in the memory cell is defined by more than a single pull-down/pull-up network.
Although a good radiation response can be achieved, these designs have degraded
read/write performance and high area overhead.

The radiation hardness of the DICE cell has been extensively validated through
simulations and experiments, being the main reference design for hardening tech-
nique in memory circuit designs in the literature [34, 41, 42]. The Quatro design
was proposed in [40] as an alternative to the traditional DICE cell with a lower
area overhead and better data stability. Some works have shown that flip-flops and
SRAM designs based on the Quatro topology have a higher SEU robustness than
the DICE cells [43–46]. However, with the close proximity of transistors in deeply
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scaled transistor technologies, the impact of charge sharing effects has shown to be a
concern for the reliability of these architectures. To address this issue, circuit-based
RHBD techniques can be combined along with the layout-based techniques shown
in the last section. For instance, the LEAP technique was applied in the DICE design
for flip-flops in [2, 30].

The LEAP-DICE flip-flops at 28 nm bulk technology have shown a reduction
of the SEU rate of approximately two orders of magnitude when compared to the
traditional DICE layout design [2]. Unlike the LEAP technique, which seeks to
position specific transistors closer together to leverage charge sharing for improving
overall SEE sensitivity, other design approaches focus on increasing nodal spacing.
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This strategy is aimed at mitigating the effects of multiple node charge collection
in critical nodes. By physically separating these nodes, the probability of a single
particle strike causing simultaneous charge collection at multiple sensitive areas is
reduced, thereby enhancing the resilience of the circuit to radiation-induced soft
errors [42, 47, 48]. With the transistor scaling, the layout design carries a stronger
influence on the circuit reliability when considering radiation effects. Accordingly,
more and more techniques have been adopted at the layout level to mitigate the effect
of multiple node collection and parasitic bipolar amplification [24, 26, 49–53].

4.4 Summary

The increased utilization of electronic systems in radiation environments, including
space, aviation, medical applications, and particle accelerators, has underscored
the need to explore various hardening techniques to ensure the reliability of these
systems. This chapter presented a comprehensive review of fundamental concepts
related to radiation hardening techniques against mostly single-event effects (SEE).
One approach to enhancing radiation hardness is through process modifications dur-
ing circuit fabrication, known as radiation hardening by process (RHBP) techniques.
These techniques involve altering the manufacturing process to improve radiation
resilience. However, with the growing demand for high-performance and low-power
solutions, radiation hardening by design (RHBD) techniques have emerged as a
promising alternative, particularly when integrated with commercial deeply scaled
technologies.

Layout-based RHBD techniques are particularly effective in addressing charge
collection mechanisms induced by particle strikes, as they directly impact the
charge collection efficiency in sensitive nodes of the circuit. At the circuit level,
techniques often utilize redundancy to reinforce logic bits in memory cells or
employ voting schemes to mask SEE occurrences. When designing a critical system
for a radiation environment, various parameters must be considered to select the
appropriate hardening techniques. Combining multiple techniques can achieve the
desired level of hardness, but it is important to carefully analyze the associated area,
power, and performance overheads to ensure that the reliability requirements are
met while respecting design constraints.

The subsequent chapter provides a detailed analysis of layout-based RHBD
techniques, offering valuable insights into their implementation and effectiveness.
By examining these techniques, designers and researchers can gain a deeper
understanding of their capabilities and limitations, enabling them to make informed
decisions when developing radiation-hardened systems.
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Highlights

• Radiation hardening by process (RHBP) techniques can be used in the
manufacturing process to increase the reliability of a transistor technology.

• Radiation hardening by design (RHBD) techniques can be adopted from
the physical layout level to the system level to reduce the radiation-induced
charge collection or to mitigate system failures.

• Despite the effectiveness of RHBP techniques, their limitations in terms of
fabrication cost and performance make the RHBD more attractive for most
applications.

• Layout-based techniques can reduce the efficiency of the charge collection
process, but one of their limitations is the increase in design area and
constraints in the transistor sizing.

• Redundancy is a popularly used mitigation technique that can be imple-
mented in different forms, in the physical, temporal, or information
domains, and, therefore, it can be adapted to the most diverse field of
applications.
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Chapter 5
Analysis of Layout-Based RHBD
Techniques

5.1 Introduction

Radiation robustness can be accomplished through the meticulous application
of reliability-aware logic and physical synthesis techniques within semi-custom
designs, utilizing the established standard cell methodology [1–4].

In essence, this approach enables the hardening of a circuit by selectively
employing logic gates that minimize the SET generation or propagation in the
most vulnerable nodes of a complex VLSI design. In semiconductor design, the
fundamental constituents known as “standard cells” serve as the elemental building
blocks for the physical realization of Boolean logic functions, including NAND,
NOR, inverter, among others. By adopting a cell-based design methodology, the
power and performance characteristics of these logic cells become readily acces-
sible, enabling the application of various synthesis algorithms aimed at optimizing
these metrics for the entire system design.

A standard cell library contains a group of available standard cells that can
be used to synthesize a whole system from the RTL description to the final
layout physical design.

In [1], three selective node hardening techniques were examined when applied
in the logic synthesis of different ISCAS85 benchmark circuits. Remarkably,
the findings underscored the remarkable efficacy of these hardening techniques
when deployed in standard cell-based VLSI designs. Furthermore, during physical
synthesis, the integration of hardening strategies within the cell placement phase
proves crucial in mitigating charge sharing effects and promoting pulse quenching
effects in electrically interconnected combinational circuits [2–4]. In a notable study
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by Du et al. [3], it was established that as the feature size diminishes, the influence of
cell placement on the susceptibility of complex VLSI designs to soft errors becomes
more pronounced due to the intricate multi-node collection process. Consequently,
there exists an inherent necessity to explore selective node hardening strategies that
can seamlessly be integrated into standard cell-based design methodologies. This
section offers a comprehensive comparative analysis of the application of gate sizing
and transistor stacking techniques within the context of a standard cell methodology,
shedding light on their respective merits and limitations.

5.2 Part I—Gate Sizing and Transistor Stacking

5.2.1 Gate Sizing (GS)

The performance of circuits is directly influenced by the feature sizes of transistors,
encompassing both the length (L) and width (W ) of the device channel. Transistor
and gate sizing techniques have gained widespread usage in numerous applications
to optimize the trade-off between delay and power consumption [5, 6]. Figure 5.1
provides a simplified illustration of a transistor layout. The diffusion area, repre-
sented by the green layer, corresponds to regions where p-n junctions are formed,
such as the source (S) and drain (D) of the transistor. The gate (G) of the device is
depicted by the red rectangular shape, which represents the polysilicon layer. The
blue color represents the metal 1 layer, while the yellow is a via, known as VIA0,
that connects metal 1 layer to the diffusion layer.

The electrical characteristics of a transistor device are determined by the width
(W ) and length (L) of its channel. This is evident in the relationship governing the
drain current .ID , as depicted by Eq. 5.1. Altering the .W/L ratio of transistors has a
significant impact on the nodal capacitance and drive strength of the circuit, thereby
influencing power consumption and propagation delay. In digital design, the length
(L) of the transistor is typically set to the minimum available value dictated by the
technology, as it is a process parameter constraint. Conversely, the width (W ) of the
transistor can be adjusted to fulfill the system design requirements. Increasing the
width (W ) reduces resistance, resulting in a higher drain current (.ID) and reduced
propagation delay. However, this increase in width also leads to an augmented
capacitance, consequently raising power consumption. Thus, the designer must seek
the optimal sizing that aligns with the circuit requirements.

.ID ∝ W

L
. (5.1)

In addition to their influence on power consumption and propagation delay, the
drive strength and nodal capacitance of a circuit also impact the radiation-induced
transient currents. Therefore, gate sizing has also been employed to enhance the
radiation robustness of VLSI circuits [7]. Let us analyze the radiation response
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Fig. 5.1 MOS transistor layout and its main feature sizing: width W and length L of the transistor
channel

Table 5.1 Gate sizing
scenarios for the SET
injection at an inverter

Wp (nm) Wn (nm)

Scenario 1 630 415

Scenario 2 945 415

Scenario 3 630 622

Scenario 4 945 622

of an inverter gate across different sizing scenarios (described in Table 5.1). The
inverter, designed in the Complementary MOS (CMOS) logic style, consists of a
single PMOS transistor in the pull-up network and a single NMOS transistor in the
pull-down network. Figure 5.2 illustrates the transistor schematics, truth table, and
the gate symbol of a CMOS inverter. The PMOS device is characterized by the
channel width denoted as Wp, while the NMOS device is denoted as Wn. When
an input signal at the low logic value (“0” or ground) is applied, the output of the
inverter assumes a high logic level (“1” or power supply) and vice versa.

Scenario 1 corresponds to the minimum available sizing for an inverter gate in the
45 nm OpenCell NanGate library, a standard cell library for 45 nm technology [8].
Scenarios 2 to 4 involve multiplying the Wp and/or Wn values by a factor of 1.5. To
explore the intricate relationship between gate sizing, nodal capacitance, restoring
current, and the resulting Single-Event Transient (SET) pulse, electrical simulations
are conducted using a SPICE circuit simulator, as described in Chap. 3. A double
exponential transient current with consistent arbitrary SET parameters is injected
across all sizing scenarios. The goal is to analyze the impact of gate sizing on the
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Fig. 5.2 Transistor schematics of a CMOS inverter, the truth table, and its symbol

Fig. 5.3 SET injection at the output of a CMOS Inverter with different sizing scenarios when the
NMOS device is sensitive

SET response. Figure 5.3 depicts the SET response for the injection campaign, with
the input of the gate set to a low logic level. In this configuration, the NMOS device
remains in the off state, while the PMOS device is responsible for maintaining the
output signal at a high logic level. As a reference for this analysis, the SET response
of the minimum sizing scenario (Scenario 1) is considered.

In Scenario 2, where only Wp is increased by a factor of 1.5, the resulting
SET pulse experiences a significant reduction in duration. However, the peak of
the pulse does not reach half of the supply voltage, suggesting that it may be
effectively masked in the subsequent gate stage. Conversely, in Scenario 3, when
only Wn is upsized, the SET pulse remains nearly unchanged compared to the
minimum sizing configuration in Scenario 1. Since the PMOS device is responsible
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Fig. 5.4 SET injection at the output of a CMOS inverter with different sizing scenarios when the
PMOS device is sensitive

for supplying the restoring current, increasing the width of the NMOS transistor
(Wn) does not contribute to SET recovery in this case. In this analysis, the same
parameters were utilized for defining the current source, resulting in the same
amount of collected charge for all sizing scenarios. Nevertheless, by upsizing the
transistor, a larger collection area is achieved, potentially enhancing the efficiency
of charge collection. Therefore, if the charge collection mechanism were taken into
account in this analysis, the resulting SET in Scenario 3 would likely be larger due
to the increased collection efficiency facilitated by the augmented width (Wn) of
the NMOS transistor. In Scenario 4, where both transistors are upsized, a similar
response to Scenario 2 is observed. This outcome further confirms that, when the
input signal is at a low logic level, the PMOS device should be upsized to mitigate
radiation-induced transient pulses within the inverter gate.

Figure 5.4 presents the same analysis, but with the PMOS device in the off state,
corresponding to an input signal at a high logic level. Notably, the SET pulse
is significantly shortened only when the width of the NMOS transistor (Wn) is
increased, as observed in Scenarios 3 and 4. Consequently, Scenario 4 emerges
as the optimal sizing choice for enhancing the robustness of the inverter in both
input cases. However, it is important to consider that upsizing transistors not only
increases capacitance and restoring current but also enlarges the sensitive area. This
can potentially compromise the reliability of the circuit by intensifying particle
incidence probability and enhancing charge collection efficiency. Standard cell
libraries provide cells with varying drive strengths, starting from the minimum-
sized implementation (denoted by X1) and incrementing discretely to higher drive
strengths like X2, X4, and so on. Due to the regular layout structure of standard
cells and the availability of multiple drive strength options, gate sizing within the
standard cell methodology is a discrete process. In a study by Cannon et al. [9],
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an RHBD cell library at 90 nm was evaluated under heavy-ion and high-energy
proton irradiation, focusing on inverters, NAND, and NOR logic gates. Different
drive strengths offered by the cell library were assessed, revealing that upsizing the
cells effectively reduced the SET cross section for the inverter and NOR logic gates.
However, in the case of the NAND2_X2 cell, the increased sensitive area dominated
the SET sensitivity, outweighing the benefits of increased nodal capacitance and
restoring current [9].

The efficiencies of layout-based techniques are closely dependent on the
transistor technology. Therefore, they should be carefully analyzed through
layout-based simulations and fault injection electrical characterization.

On the other hand, studies on FinFET-based circuits employing NAND and
NOR gates have revealed similar SET sensitivity [10]. The symmetrical sizing
of PMOS and NMOS transistors, achieved through strain engineering and width
quantization in FinFET technologies, results in comparable drain area and restoring
current, thereby leading to equivalent susceptibilities to soft errors for both gate
types. In this chapter, gate sizing is evaluated using the prediction methodology
elucidated in Sect. 3.4. By employing a comprehensive multi-physics prediction
methodology, the complex relationship between charge collection efficiency and
electrical characteristics involved in layout-based radiation hardening techniques is
examined, providing insights into their impact on the Single-Event Effects (SEE)
cross section.

5.2.2 Transistor Stacking (TS)

An alternative approach to gate sizing is the utilization of transistor stacking (TS)
to enhance the nodal capacitance [1]. Stacking devices is a well-known RHBD
technique used for SEU immunity in SOI designs [11, 12]. To illustrate the principle
behind this hardening technique, Fig. 5.5 depicts the transistor schematics of an
inverter and a simplified representation of the NMOS transistors at the device level
in a SOI technology. Instead of employing two transistors as shown in Fig. 5.2,
the TS-based CMOS inverter incorporates four transistors, with the additional
transistors connected in series with the original ones.

The use of shallow trench isolation (STI) and buried oxide (BOX) in SOI struc-
tures effectively mitigates charge sharing between stacked transistors, significantly
enhancing the overall resilience to soft errors [11]. In a TS inverter employing SOI
technology, if an incident particle strikes only transistor N2, the resulting SET is
unable to propagate to the output since transistor N1 is in off state and behaves as
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Fig. 5.5 Application of transistor stacking in an inverter design based on a SOI technology and
the representation of a heavy-ion ionization. The electron-hole pairs generated within the insulator
are omitted due to its negligible contribution to the SEE effects

an open circuit. Hence, for a soft error to manifest in the circuit, a single particle
impact must deposit a sufficient charge in both stacked devices, or at least in the
nearest one to the output. Recent studies have demonstrated that by exclusively
utilizing stacked NMOS devices in SOI latch designs, the SEU rate can be improved
by over 80% [13]. In contrast, bulk devices experience charge sharing effects among
adjacent transistors. Nonetheless, they still benefit from increased nodal capacitance
and the masking effect provided by stacked devices. Moreover, transistor stacking
enables power consumption reduction due to lower leakage current compared to
single transistors of the same size [14]. In terms of power consumption, transistor
stacking has been shown to outperform gate sizing while maintaining similar area
efficiency [1]. However, it is important to note that connecting transistors in series,
as done in the stacking technique, increases the effective (dis)charging resistance,
leading to increased delay and potential degradation of circuit performance.

One of the advantages of gate sizing and transistor stacking is their compatibility
with both full-custom designs and standard cell libraries. As explained earlier, a cell
library comprises various logic functions implemented in different drive strengths
and with varying numbers of input signals. Consequently, a 4-input NAND gate
(NAND4) can function as a 2-input NAND gate (NAND2) by incorporating stacked
devices, with the additional inputs connected to the original inputs, as illustrated
in Fig. 5.6. However, the transistor stacking technique is exclusively applied in
the pull-down network, while in the pull-up network, the additional transistors are
connected in parallel to enhance the overall driving strength. Similarly, employing
a 4-input NOR gate enables the creation of a 2-input NOR gate with PMOS stacked
devices.
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Fig. 5.6 Using 4-input NAND gate to achieve stacking transistors for a 2-input NAND function
with standard cell libraries

The following section examines the impact of circuit layout on the deposition
and charge collection process, specifically examining the radiation hardening
effectiveness of gate sizing and transistor stacking within a cell-based methodology.
With a focus on low-power reliable applications, the analysis centers on striking
a balance between power consumption and resilience against radiation-induced
effects, particularly SETs. As it will be shown, it is of significant importance the
exploration of the input dependency associated with each technique, which can
be leveraged to enhance the radiation reliability of hardened standard cell libraries
while minimizing area, power, and performance overhead.

5.2.3 Comparison of Power and Area Overhead

In terms of power consumption, adopting RHBD techniques often leads to an
increase in power, particularly in terms of static power consumption, which is
considered in this analysis. Figure 5.7 illustrates the static power consumption for
the NAND and NOR gates when employing gate sizing and transistor stacking
techniques. For both standard cells, gate sizing demonstrates the highest increase
in power consumption, with a factor of 2. This can be attributed to the increased
leakage current associated with the adoption of larger transistors.

In contrast, transistor stacking exhibits lower power consumption compared to
gate sizing. This is due to the reduction in leakage current resulting from the
transistor stacking effect. It is important to note that when adopting transistor
stacking using standard cells, the stacked devices for the NAND and NOR gates
are the NMOS and PMOS transistors, respectively. Since NMOS transistors in the
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Fig. 5.7 Static power consumption estimation for unhardened, gate sizing, and transistor stacking
implementations of the NAND and NOR gates

pull-down network generally have higher leakage current than PMOS transistors,
the reduction in static power consumption is more significant for the NAND gate,
which incorporates stacked NMOS devices. As a result, the NAND gate consistently
displays the lowest static power consumption among the three designs considered
in this analysis.

Layout-based hardening techniques can negatively impact the performance of
the circuits, leading to increase in power consumption or propagation delays.

5.2.4 Impact on the SET Cross Section

Figure 5.8 displays the log–log representation of the SET cross-section curves for
the NAND gates: unhardened, GS-based, and TS-based design versions. The cross
section is calculated for each input signal combination, and the arithmetic mean
for each particle LET is presented. At a particle LET of 2.5 .MeV.cm2/mg, gate
sizing achieves the highest reduction in SET cross section, approximately 78%,
while transistor stacking results in a reduction of around 24%. The effectiveness
of both techniques in enhancing radiation robustness diminishes as the particle LET
increases. Despite the increase in drain area, gate sizing still leads to a reduction in
the overall SET cross section, albeit only 3%, for a particle LET of 78 .MeV.cm2/mg.

Conversely, the transistor stacking technique increases the SET sensitivity of
the circuit by approximately 11.7%. This rise in cross section is attributed to the
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Fig. 5.8 Average of the SET cross section for each input signal the NAND logic gate: minimum
sized (unhardened), using gate sizing; and transistor stacking

Fig. 5.9 Average of the SET cross section for each input signal the NOR logic gate: minimum
sized (unhardened), using gate sizing; and transistor stacking

enlarged layout area and drain regions resulting from these layout-based hardening
techniques. For high particle LET, the dominant factor affecting circuit reliability is
the enhanced charge collection efficiency facilitated by the larger transistors. Similar
trends can be observed in the SET cross-section curves of the NOR gates depicted in
Fig. 5.9. However, both techniques exhibit higher efficiency compared to the NAND
gates. For instance, transistor stacking achieves an SET cross-section reduction of
approximately 60% for the TS-based NOR gate under particles of 2.5 .MeV.cm2/mg,
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Fig. 5.10 SET cross section for each input signal combination of the NAND gate under
78 .MeV.cm2/mg

twice the reduction observed for the NAND gate. This discrepancy can be attributed
to the reduced difference in drain area between the stacked-device NAND and NOR
gates and the interplay between the driving capabilities of the pull-up and pull-down
transistor networks in the two gates. To gain a deeper understanding of these results,
a closer examination of the input signal and layout design of each gate is necessary.

In Fig. 5.10, the SET cross section .σSET for each input signal combination is
shown for the NAND gate under a particle LET of 78 .MeV.cm2/mg. The input
signal combination (0, 0) exhibits the lowest sensitivity, while the input combination
(1, 1) is the most SET sensitive for the NAND gate. When the input signal
combination (0, 0) is applied to a NAND gate, both NMOS transistors are turned
off, and the two PMOS transistors supply the output signal. This configuration leads
to lower sensitivity due to the increased capacitance in the two series-connected
NMOS transistors and the strong recovery current from the two parallel-connected
PMOS transistors. Conversely, for the NOR gate, which is the complement of the
NAND gate, the opposite behavior can be observed in Fig. 5.11. In this case, the
input combination (0, 0) is the most SET sensitive, while the input combination (1,
1) is the least sensitive.

Notice that for the most sensitive input combination, both techniques provide a
higher cross section than the unhardened design, especially the transistor stacking.
In order to explain why the TS technique worsened the reliability in some input
scenarios, it is important to analyze the transistor schematics and its equivalent
driving strength of each transistor network. In Fig. 5.12, the transistor schematics
and the equivalent driving strength of each NAND design are depicted. The
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Fig. 5.11 SET cross section for each input signal combination of the NOR gate under
78 .MeV.cm2/mg

unhardened design (NAND2_X1) has its equivalent pull-up and pull-down driving
strengths labeled as .Wpeq and .Wneq , respectively. Based on the parallel and series
associations, an estimation of the driving strength for the GS-based and TS-based
designs is provided. As expected, the GS-based design (NAND2_X2) exhibits
twice the driving strength of the unhardened design for both the pull-up and pull-
down transistor networks. However, in the TS-based design (NAND4_X1), which
is logically used as a 2-input NAND gate, only the pull-up network experiences an
increase in driving strength, while the pull-down network has its strength reduced
by 1.5 times. This explains the observed results for the input combination (1, 1) in
Fig. 5.10.

Considering the worst-case input scenario for the transistor-stacked NAND
(NOR) design, where all radiation-sensitive transistors are PMOS (NMOS) devices,
the 4-stacked NMOS transistors in the NAND pull-down network serve to provide
the restoring current to counteract the parasitic SET pulse from the PMOS devices.
This configuration helps explain the increased cross section observed for certain
input scenarios in Figs. 5.10 and 5.11, particularly when the input combination
involves all ones or zeros.

However, transistors in series provide less current drive due to the increased
effective resistance, leading to performance degradation and also larger SET pulse
width and increased cross section. Additionally, the total drain area of PMOS
devices in the TS-based NAND design is twice the area of the unhardened one,
inducing a higher collected charge. These can also be confirmed in Fig. 5.13, which
the SET pulse width measurements for each technique applied on the NAND gate
are provided. The unhardened and gate-sized designs present similar pulse width
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Fig. 5.12 Transistor schematics and the equivalent driving strength of NAND2_X1 (unhardened),
NAND2_X2 (gate sizing) and NAND4_X1 (transistor stacking)

Fig. 5.13 SET pulse width measurements for the NAND and NOR gates under 78 .MeV.cm2/mg

mean and maximum, while the transistor stacking design can have a maximum SET
pulse width more than 2.× larger than the unhardened design. As expected from the
previous results, the transistor stacking technique increases the overall pulse width
mean due to the reduced drive strength of the stacked devices. The similar pulse
width features between the unhardened and gate sizing design can be attributed to
the balance between the increase of the recovering drain current and the collected
charge in the upsized transistors.

Another observation from Figs. 5.10 and 5.11 is that for the TS-based designs,
no SET is observed for the input (1, 0) and the input (0, 1) in the NAND and NOR
gates, respectively. To understand this result, we need to have a look in the transistor
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Fig. 5.14 Pull-down transistor network of the TS-based NAND gate and the implications of input
(1, 0) and (0, 1). Particle hits are represented by a red cross

stacking structure of each gate. In Fig. 5.14, the pull-down network of the TS-based
NAND is shown, containing the 4-stacked NMOS transistors. Considering the input
(1, 0), which no SET was observed in the output, the sensitive transistors are placed
next to the ground supply and far from the output. In this case, whenever a particle
hits the off transistor (red cross), the SET pulse is electrically masked by the 2-
stacked transistor series before reaching the output of the gate. On the other hand,
for the input (0, 1), the off transistors are placed just next to the output of the gate.
Thus, whenever a particle deposits sufficient charge near the off transistor next to
the output, one SET will be observed. This same analogy can be drawn to the NOR
gate where the 4-stacked PMOS transistors will mask any SET from the transistors
placed next to the VDD supply. In summary, when adopting transistor stacking: (1)
the transistors placed far from the output of the gate will be very likely hardened to
any SET due to the electrical masking effect inherent of the stacking structure; (2)
the worst-case input scenario is worsened due to the reduced driving capability of
the series transistors in the stacking structure.

5.3 Part II—Transistor Folding (TF) and Diffusion Splitting
(DS)

The transistor folding layout technique is a common practice in both digital and
analog circuit designs, aimed at enhancing performance and regularity in VLSI
circuits [15]. For instance, when larger transistors are required, exceeding the fixed
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Fig. 5.15 Transistor folding layout technique

cell height of a given circuit design, the folding technique is employed. This method
involves connecting parallel transistors with reduced channel width to achieve a
larger overall width. For a transistor with a channel width .W , the same .W/L

ratio, and thus the same drive strength, can be achieved by connecting .n transistors
with channel widths equal to .W/n. Figure 5.15 illustrates the principle of folded
transistor layouts, particularly in the case of a double-finger transistor. This layout
technique divides the drain and source area into smaller partitions, potentially
resulting in a significant reduction in drain area. For example, instead of using
the SDS connection shown in Fig. 5.15, the circuit designer could opt for the DSD
connection and limit the reduction in drain area.

In terms of radiation effects, this technique offers a reduced collecting drain area
while preserving the same drive strength. The transistor size of the folded designs
can be computed using Eq. 5.2, where .WF represents the width of each folded
transistor, .NF denotes the number of fingers, and .W stands for the transistor width
in the original design.

.WF = 1

NF

× W. (5.2)

The transistor folding technique can be combined with other hardening tech-
niques such as gate sizing or dummy transistors/gates. The work in [16] was the first
to propose transistor folding along with gate sizing to harden a circuit against both
SEUs and SETs. A 3D mixed-mode TCAD (Technology Computer-Aided Design)
simulation was carried out to analyze the SET pulse characteristics considering
alpha particle and heavy ions hit on the center of the drain junctions [16]. Different
from the sizing approach, which increases the circuit drive strength at the cost of
increased drain area, transistor folding is able to reduce the transistor drain area
while keeping the same drive strength. The transistor sizing was able to improve the
robustness only for low-energy particles, while the transistor folding showed also
improvement when considering high-energy particles [16, 17]. In [18], different well
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structures and layout topologies were studied to evaluate the Propagation-Induced
Pulse Broadening (PIPB) effect in inverter chains. Accordingly, a double-finger
inverter chain was compared against a single-finger inverter chain. In agreement
with [16], the heavy-ion results show a reduction on the overall SET pulse width,
but minimum influence in the PIPB effect. Inverter chains hardened with guard rings
were also evaluated using single- and double-finger layout configurations with laser
irradiation in [19]. Again, results showed an insignificant pulse broadening factor for
the folded inverter chain; however, a wider SET pulse width average was observed
in this case [19]. The authors attributed this to the larger spacing between the drain
junctions and the guard rings in the folded design, which limits the charge collection
reduction provided by the guard rings. Most studies have focused on inverter chain
analysis, primarily with 2-finger layout configurations. In this section, transistor
folding is applied to inverter, NAND, and NOR gates, with analysis conducted
through layout-based predictive Monte Carlo simulations [17, 20].

The target circuit layouts were fully designed following a commercial Process
Design Kit (PDK) in a bulk 65 nm technology. Additionally, all circuits are
compatible with a standard cell library approach. Minimum width, spacing, and
alignment/symmetry of each layer are carefully addressed to provide compatibility
among the standard cells of the target technology. The cell height is set to 13 tracks
of metal pitch, i.e., .2.6 μm high. To provide flexibility in cell routing, the metal
1 (M1) is primarily used for the intracell connections, except for some cases in
which metal 2 (M2) is used horizontally. The PMOS transistor width is 760 nm,
while the NMOS transistor width is 540 nm. To analyze exclusively the impact
of the folded layouts, the equivalent gate sizing was kept the same for all cases.
After all circuit designs are DRC (Design Rule Check) clean, LVS (Layout Versus
Schematic) checked, and logic and electrical characterization is performed, the
collecting drain area information can be extracted from the GDS (Graphical Design
System) format file and submitted to the MC-Oracle tool [21]. All circuits were
driving a fan-out 1 (FO1), i.e., an inverter was coupled to its output signal. Only
the SET pulses with peak voltage higher than 0.6 V (half the supply voltage) are
considered for the cross-section calculation. In addition to the double-finger designs
(Fig. 5.15), quadruple-finger layout configurations are also considered in this work
as shown in Fig. 5.16. However, one of the drawbacks of increasing the number
of fingers in the folding technique, while maintaining the same gate sizing, is the
increase in layout area due to the misuse of the fixed cell height. Thus, to address
the area overhead associated with multiple-finger designs, Diffusion Splitting (DS)
layout technique was first proposed in [17] and proven to enhance the radiation
robustness of the digital circuits. As shown in Fig. 5.16, instead of using a single
strip of active diffusion, a 2-row stacked diffusion transistor can be used. In [22],
TCAD simulations demonstrated the efficacy of DS-based layouts, termed Splitting
Active Area (SAA) layouts by the authors, in reducing charge collection efficiency,
particularly for PMOS devices. To deepen this analysis, the impact on the in-orbit
SET rates for heavy ions and protons is also presented later in this chapter.
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Fig. 5.16 Standard quadruple-finger folded transistor layout vs. folded transistor layout with
Diffusion Splitting (DS) technique in which the diffusion strip is split into two strips and placed
vertically aligned within each other

Notes
Besides reducing the area overhead of the folding technique, Diffusion Split-
ting (DS) technique improves the metal connection routability maintaining
the same W/L ratio and the number of gate fingers.

5.3.1 Impact on the SET Cross Section

For the three cells analyzed, the double-finger layout configuration exhibited an
area increase of approximately .1.5× the original unhardened single-finger layout
area. An area increase around .2.5× is expected when using quadruple-finger layout
designs. However, if DS is used, the area overhead for the four-finger designs can
be reduced to the same observed in the two-finger designs, that is, approximately
.1.5× greater than the original designs. Thus, DS provides an area reduction of
36% and 42% for the four-finger inverter and NAND/NOR cells, respectively. Once
again, both NAND and NOR gates provide the same layout area in the original
and folded designs due to the layout design regularity inherent of standard cell
libraries. In Fig. 5.17, the simplified layouts of the NAND designs containing only
M1, diffusion, and poly layers are shown. In standard cell methodology, a fixed cell
height is defined to provide regularity. Thus, as the number of fingers is increased,
the cell width is increased and, consequently, the cell layout increases. As the
transistor sizing is kept the same, the DS can be applied to reduce the impact on the
layout area, as shown in Fig. 5.17. For the sake of compactness, the layout designs
for the inverter and NOR gates are omitted.
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Fig. 5.17 Simplified layout design of NAND F0 (no folding, unhardened), NAND F2 (2-finger
design), NAND F4 (4-finger design), and NAND F4S (4-finger design with diffusion splitting).
For clarity, only the metal1 (blue), active diffusion (green), and poly layers (red) are shown

Fig. 5.18 SET cross section for the inverter designs under LET .= 78.23 .MeV.cm2/mg considering
input 0, input 1, and the mean value

The SET cross section .σSET for the inverter designs under particle LET of
78.23 .MeV.cm2/mg is shown in Fig. 5.18. The folded designs have shown similar
.σSET for input 1 and input 0. Thus, using transistor folding may reduce the SET
sensitivity dependence on the input signal in the inverter design at high LET.
On average, the folded designs provide lower sensitivity than the unhardened
design with the greatest .σSET reduction for the 2-finger layout configuration,
approximately 42%. The 4-finger inverter shows improvement solely for the input 1;
however, despite the area reduction, DS also reduced the .σSET . To analyze the fold-
ing impact for low particle LET irradiation, Fig. 5.19 presents the SET cross section
for the inverter designs considering heavy ions with LET .= 5.43 .MeV.cm2/mg. In
this case, the greatest .σSET reduction is observed for the 4-finger inverter with DS,
about 37%.
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Fig. 5.19 SET cross section for the inverter designs under LET .= 5.43 .MeV.cm2/mg considering
input 0, input 1, and the mean value

It can be observed that, for low LET, the .σSET reduces with the increase of
the number of fingers .NF , in agreement with 3D TCAD results obtained in [16].
As .NF increases, the collecting regions are reduced and sparsely distributed along
the layout, and then the charge sharing at low LET is limited. Thus, less folded
transistors are affected by a single particle hit, leading to an improvement in the
efficiency of the technique in reducing the .σSET .

Considering the NAND designs, Fig. 5.20 presents the SET cross section .σSET

for particle LET equals to 78.23 .MeV.cm2/mg. Except for the 2-finger design, the
folded designs provided a higher mean .σSET . At high LET, the hardening efficiency
of folded transistors is limited due to the complex input dependence observed on the
cross section. The folded NAND designs show a stronger input dependence than the
original unhardened version, leading to a similar or lower .σSET only for inputs (0,
0) and (0, 1). The worst-case input scenario for NAND gates is the input (1, 1), and,
in this case, transistor folding exacerbates the SET sensitivity up to approximately
62% in the 4-finger design.

As observed for the gate sizing and transistor stacking designs in the previous
section, the layout-based hardening techniques can worsen the SET robustness in
the worst-case input scenario. For input (1, 1), all PMOS devices are sensitive to
a particle hit, and besides the lower restoring capability of NMOS devices, PMOS
transistors collect more charge due to its larger drain area [23]. Similarly, in the NOR
case, the input (0, 0) is the worst-case input scenario, and it shows increased .σSET

when adopting folded transistors as shown in Fig. 5.21. To reduce the increased
sensitivity at the worst-case input scenarios, transistor folding can be applied only
in the pull-down (or pull-up) network to balance the overall SET sensitivity. The
asymmetric designs are also considered in this chapter, and it is discussed in the
following section. Despite the poor hardening performance for high particle LET,
the folded designs have shown great reduction on the overall SET cross section for
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Fig. 5.20 SET cross section for the NAND designs at LET .= 78.23 .MeV.cm2/mg for each input
signal and the mean value

Fig. 5.21 SET cross section for the NOR designs at LET .= 78.23 .MeV.cm2/mg for each input
signal and the mean value
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Fig. 5.22 SET cross section for the NAND designs at LET .= 5.43 .MeV.cm2/mg for each input
signal and the mean value

low LET. Considering the NAND design under particle LET of 5.43 .MeV.cm2/mg
shown in Fig. 5.22, the 4-finger design showed the lowest mean .σSET , and similar
sensitivity is obtained with DS. Thus, it is important to note that, for low LET,
increasing the .NF also improves the overall SET cross section .σSET as observed for
the inverter design.

However, the worst-case input scenario is still worsened by the technique, for
instance, in the F2 NAND design. The full understanding of the impact on the SET
cross section can be better visualized through the curves in Fig. 5.23. As previously
mentioned, for high LET, the folded designs may exhibit similar or even worse
radiation robustness than the original unfolded version (F0 designs). However, as
the LET decreases below 10 .MeV.cm2/mg, the folded designs start to demonstrate
improved or comparable cross sections to the observed for the F0 designs. For LET
lower than 10 .MeV.cm2/mg, the 4-finger design (F4) is preferred. Except for the
2-finger NAND (F2), all other folded designs provided a higher threshold LET than
the unfolded design.

5.3.2 Asymmetric Designs

As observed in the last subsection, transistor folding can induce a higher SET cross
section for the worst-case input scenario of the NAND and NOR circuits. Thus, in
this section, a deep analysis is provided in order to enable a better usage of the TF
technique. Figure 5.24 presents the transistor network of a NAND gate along with
its corresponding truth table. For the worst-case scenario, highlighted in red, the off
transistors, which are sensitive to particle hits, are issued from the pull-up network,
i.e., PMOS devices.
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Fig. 5.23 Log–log representation of the mean SET cross-section curves for the NAND designs
(F0: unfolded, F2: 2-finger, F4: 4-finger, F4S: 4-finger design with diffusion splitting). No event
was observed in the F4 and F4S designs (triangle and rhombus curves) for LET lower than
5.43 .MeV.cm2/mg

Fig. 5.24 Transistor network of an NAND gate and its truth table. On state and off state are
indicated for the transistors considering the worst-case input scenario, i.e., input (1, 1)

So far, the folding technique has been equally applied to both pull-up and
pull-down networks. However, in order to investigate the impact of asymmetric
designs, this analysis explores two specific configurations: the 2-finger design and
the 4-finger design with drain/source (DS) adopting folding in only one of the
networks, while the other network remains unfolded. By examining the effects
of asymmetric designs, a more comprehensive understanding of the impact of
transistor folding on SET cross sections can be obtained. This analysis aims to
determine the effectiveness of selectively applying the folding technique to either
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Fig. 5.25 SET cross section for symmetric and asymmetric designs of 2-finger and 4-finger with
diffusion splitting of NAND and NOR gates in the worst-case input scenario, i.e., input (1, 1) and
input (0, 0), respectively

the pull-up or pull-down network, taking into account the specific characteristics of
the worst-case scenario.

The folding technique was applied only in the NMOS devices for the NAND gate,
and only in the PMOS devices for the NOR gate. The SET cross sections are shown
in Fig. 5.25 for each design considering only the worst-case input scenario, i.e.,
the input combination (1, 1) and (0, 0) for the NAND and NOR, respectively. The
number indicates the fingers, N/P indicates when only NMOS/PMOS devices are
folded, and S indicates when diffusion splitting is adopted. For instance, the F4NS
circuit is the 4-finger design with only NMOS devices folded and with diffusion
splitting. This nomenclature is used in the remaining of this chapter for the sake of
compactness. For the LET .= 78.23 .MeV.cm2/mg, the asymmetric designs were able
to improve the SET robustness of the circuits. The greatest reduction on the cross
section was observed for the 4-finger designs. The NAND F4NS circuit provides a
reduction of 26.5% when compared to the NAND F4S circuit, while the NOR F4PS
circuit has approximately 29.7% of reduction compared to the NOR F4S.

However, when adopting the asymmetric designs, not only the worst-case input
SET cross section is affected but in all input scenarios. It can be seen in Figs. 5.26
and 5.27 in which the SET cross section .σSET for each input signal and the mean
value are shown for the NOR and NAND gate, respectively.

After examining the results of the asymmetric designs for NOR and NAND
circuits, it is evident that there is a slight increase in the cross section for specific
input combinations, such as (0, 1), (1, 0), and (1, 1). For the NOR F4PS circuit,
the mean SET cross-section reduction is approximately 13%, while the NOR F2P
circuit demonstrates a similar mean SET cross section to the NOR F2 circuit.
Similar observations can be made for the NAND designs, as depicted in Fig. 5.27.
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Fig. 5.26 SET cross section for the NOR designs at LET .= 78.23 .MeV.cm2/mg for each input
signal and the mean value

Fig. 5.27 SET cross section for the NAND designs at LET .= 78.23 .MeV.cm2/mg for each input
signal and the mean value

These findings reinforce the importance of considering input dependencies when
implementing radiation hardening techniques in digital logic circuits.

5.3.3 Voltage Variability

In addition to radiation effects, electronic circuits are also vulnerable to dynamic
environmental variability, including voltage fluctuations caused by voltage drops
and di/dt noise in current derivatives [24]. Previous studies have highlighted that
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Fig. 5.28 SET cross section considering a voltage drop of 10% over the nominal supply voltage
and a particle LET of 5 .MeV.cm2/mg. The percentage increase .ΔσSET in the cross section is also
shown in orange line

voltage variability can significantly impact circuit reliability, particularly in harsh
environments where radiation effects are present [25, 26]. For instance, in [25], it
was demonstrated that voltage variability reduces the threshold LET for various
XOR topologies in FinFET and Trigate devices. Moreover, [26] observed a decrease
in the electrical masking capability of gates and an increase in the SET pulse
width under voltage variability conditions. Therefore, to comprehensively assess
the impact of transistor folding, diffusion splitting, and asymmetric designs, the
influence of voltage variability on SET cross section is evaluated and shown in
Fig. 5.28.

The IR drops due to the parasitic resistance of the power grids can lead to .±10%
variation on the supply voltage. Accordingly, all circuits were analyzed considering
a voltage drop of −10% of the nominal supply voltage of the technology, i.e., 0.12 V.
The SET cross section and the variation .ΔσSET (in %) are shown for each circuit
in Fig. 5.28. As expected, a reduction on the supply voltage of the circuits reduces
the driving capability and consequently reduces the recovery efficiency, leading to a
higher .σSET . The usage of diffusion splitting technique induces insignificant impact
on the circuit robustness to voltage variability as similar SET cross sections are
obtained for the F4 and F4S circuits. However, for the 3 logic gates (inverter, NAND
and NOR), the F4 and F4S circuits showed the greatest .σSET increase, ranging
from 50% to 70%. Thus, as the number of fingers is increased, the circuit becomes
more sensitive to the voltage drops. However, the asymmetric designs have shown
to reduce the impact of voltage variability on the SET cross sections. Considering
only the inverter designs, the F4S circuit shows the lowest .σSET at nominal voltage,
but it is the most sensitive to voltage drops, along with the F4 circuit. On the other
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hand, the F2 circuit provides the lowest .σSET at −10% of the supply voltage, and
also the lowest variation on .σSET .

For the NAND gate, the F4 circuit provides the lowest .σSET at nominal voltage,
but it increases up to 66% with 10% reduction on the supply voltage. In this case,
the unhardened circuit is the least sensitive design to voltage variation, leading
to approximately 24% of increase in the .σSET . However, under voltage drop, the
lowest .σSET is observed for the asymmetric design F4NS circuit. Compared to the
unhardened NAND circuit, when the voltage fluctuation is considered, the F4NS
reduced the .σSET up to 35%. For the NOR gate, similarly to the NAND gate, the
F4 circuit provides the lowest .σSET at nominal voltage, but high sensitivity to the
voltage drops, resulting in approximately 49% increase in the .σSET . However, it still
provides the lowest .σSET during voltage fluctuation. The diffusion splitting used in
F4S increased its cross section, but it still provides a lower .σSET than the F2 circuit,
with the same area overhead. This initial analysis indicates that variability should be
carefully taken into consideration when adopting layout techniques as it is critical
for circuit-based techniques.

Process, Voltage, and Temperature variability, also known as PVT variabil-
ity, will also affect the sensitivity of your design and should be considered in
the design phase.

5.3.4 Impact on the In-Orbit SET Rate: LEO and ISS Orbits

To study the impact of adopting these techniques in a radiation environment, the in-
orbit SET rates were estimated for the Low-Earth Orbit (LEO) and International
Space Station (ISS) orbits. The OMERE software was used based on the SET
cross-section curves calculated with the current database provided by MC-Oracle.
OMERE is a tool dedicated to the analysis of space environment and radiation
effects on electronics developed by TRAD and CNES [27]. The Integral Rectangular
Parallelepiped (IRPP) approach is used to predict the SET rate, i.e., it is calculated
by the convolution of the heavy-ion cross-section data with the particle flux
in the aforementioned orbits. This approach is a standard method specified by
the European Cooperation for Space Standardization (ECSS) [28]. The NASA
AP8MIN trapped radiation model is used for the proton fluxes under solar minimum
conditions [29]. For the Galactic Comic Rays (GCR) fluxes, the international
standard ISO 15390 model is used [30]. A fixed shielding of 1 .g/cm2 is considered.
The calculated heavy-ions SET rates are shown in Fig. 5.29. Firstly, it can be noticed
that all folded designs exhibit lower rates than its unhardened version (F0 circuit)
for both orbits. In the case of the inverter, the F4S circuit provides the lowest
rate with a reduction of approximately 82% and 77% in the ISS and LEO orbits,
respectively. Similarly, for the NOR gate, the F4S showed the lowest SET rate. The
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Fig. 5.29 Heavy-ions SET rate estimated with OMERE [27] for each circuit and its hardened
version considering the LEO (800 km, 98.◦) and ISS (400 km, 51.64.◦) orbit. The SET cross-section
average of each input signal is used

folded transistor and diffusion splitting provided about 66% and 55% of reduction
on the SET rate for the ISS and LEO orbits, respectively.

On the other hand, the F2 circuit is expected to have a lower rate for the NAND
gate. Although the cross-section calculations were performed for heavy ions, the
protons are expected to dominate the SEE rates in the LEO and ISS orbits. Due
to its improved accuracy when compared to analytical models, the METIS method
[31–33] was used to predict the proton-induced SET cross-section curves from the
heavy-ions data. The sums of the SET rate induced by heavy ions and protons
are shown in Fig. 5.30. As expected, the overall SET rate increased considerably.
However, in this case, the F4 and F4S circuits are no longer the most hardened
designs. The F2 circuits have shown the lowest rate for the inverter and NAND gate,
for both orbits. For the NOR gate, the asymmetric design F2P provided the lowest
rate, about 10% reduction for the two orbits. Except for the F2N, one can notice that
whenever the asymmetric design approach is adopted, a reduction on the overall
SET rate is observed.

5.3.5 Transistor Scaling and Angular Dependence

As the demand for improved performance and low power in critical systems
grows, future missions are considering advanced technology nodes. However, the
effectiveness of hardening techniques may diminish with transistor scaling, as close
proximity increases charge sharing effects. Nevertheless, in FinFET technologies,
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Fig. 5.30 Total SET rate estimated with OMERE [27] for each circuit and its hardened version
for the LEO (800 km, 98.◦) and ISS (400 km, 51.64.◦) orbits considering heavy ions and protons.
Proton-induced SET rates are estimated with the METIS method [31]. The SET cross-section
average of each input signal is used

the three-dimensional structure of the transistor impacts on the charge collection
process, and a reduction on the charge sharing effects might be expected as shown
in [34]. Additionally, adoption of SOI technology could significantly enhance hard-
ening efficiency by eliminating diffusion contributions to charge collection [35].

Regarding angular effects on charge collection, research indicates that folded
transistors exhibit minimal angle dependence [36]. It was shown that only the
NMOS transistors experienced an increase in collected charge for angled strikes.
For the worst-case scenario, in which the particle strikes the center of the drain area
with a tilt angle of 60.◦, the total collected charge of a 4-finger NMOS transistor can
be 20% higher than the collected charge in the original design, without transistor
folding. Thus, a very weak angle dependence can be expected in the SET cross
section of the folded designs, especially for low LET due to the reduced charge
sharing between adjacent devices. Further, according to [37], deeply scaled CMOS
technologies present a marginal difference on the overall charge sharing effect
between normal and angled strikes.

5.4 Summary

Physical layout design influences the main SEE mechanisms in VLSI circuits such
as charge collection and charge sharing effects. Accordingly, RHBD techniques
can be adopted at layout level to improve the radiation robustness of electronic
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circuits. In this chapter, three RHBD techniques exploring layout modifications
were analyzed under heavy ions: gate sizing, transistor stacking, and transistor
folding. Firstly, the gate sizing and transistor stacking were studied based on pre-
designed standard cells. The idea is to investigate how conventional standard cell
libraries can be used to maximize the reliability of VLSI systems under radiation
effects. Besides the area and leakage current increase, both techniques were able
to provide a reduction on the overall SET cross section, especially for low particle
LET. The NOR gate shows the greatest improvements on the SET cross section even
though transistor stacking can increase the maximum SET pulse width to 2.× wider
than the original design. Gate sizing shows the best trade-off between area, power,
and reliability. However, the hardening efficiency of transistor stacking is strongly
dependent on the input signal of the gate. This is a reflection to the fact that, in the
stacking structure, the transistors placed far from the output of the gate will be likely
unable to induce a SET pulse in the output due to the electrical masking effect. Thus,
according to the application, this technique can possibly outperform gate sizing. In
the next chapter, signal probability will be used in order to enhance the hardening
efficiency of RHBD techniques.

After understanding the implications of adopting gate sizing and transistor
stacking, the efficiency of transistor folding layout in improving the SET immunity
of digital circuits was presented. The results have shown that folded designs can
provide lower SET cross section in addition to the higher threshold LET than the
observed for the unfolded designs. The number of fingers was also explored. At high
LET, the 2-finger designs showed the best performances. However, for LET lower
than 10 .MeV.cm2/mg, the hardening efficiency of the folded designs is expected
to increase as the number of fingers is increased. Increasing the number of fingers
increases greatly the final layout area. Thus, a layout technique was proposed to
overcome the area overhead of multiple-finger designs. In the diffusion splitting
approach, the active diffusion is split into two strips and placed vertically aligned
within each other. Besides reducing the layout area, diffusion splitting may also
improve the SET cross section depending on the circuit topology, input signal,
and ion LET. Due to the strong input dependence of these techniques, it was also
proposed to adopt asymmetric designs, i.e., applying the hardening techniques only
in the PMOS or NMOS devices, depending on the worst-case input scenario of the
logic gate. Voltage variability was also explored due to its impact on the reliability
of deeply scaled technologies. The folded designs have shown a higher sensitivity to
voltage fluctuation. However, the usage of asymmetric designs showed to reduce it.
And, lastly, the in-orbit SET rates were predicted for the LEO and ISS orbits. When
the SET rate is only calculated for heavy ions, all the folded designs provided lower
rate than the unfolded designs. However, the protons dominate the SEE rates in
the LEO and ISS orbits. When protons are taken into account, the 2-finger designs
(symmetric and asymmetric) and the asymmetric 4-finger design with DS are the
most hardened circuits. Overall, the chapter provides insights into the impact of
layout-level RHBD techniques on radiation robustness and explores the potential
trade-offs and considerations for their practical implementation.
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Highlights

• Physical layout design has a significant impact on the fundamental Single-
Event Effects (SEE) mechanisms in VLSI circuits, thereby providing an
opportunity to enhance radiation robustness through design-based harden-
ing techniques at the layout level.

• Gate sizing and transistor stacking were analyzed as RHBD techniques,
with both techniques reducing the overall SET cross section and improving
reliability, although the efficiency of transistor stacking is highly dependent
on the input signal.

• The evaluation of transistor folding layouts revealed their potential in
enhancing SET immunity by achieving lower SET cross sections and
higher threshold Linear Energy Transfer (LET) compared to unfolded
designs. The number of fingers utilized in the layout design plays a sig-
nificant role in the hardening efficiency, with 2-finger designs performing
well at high LET values.

• Diffusion splitting was proposed as a technique to reduce layout area in
multiple-finger designs, with potential SET cross-section improvements
depending on circuit topology, input signal, and ion LET.

• Asymmetric designs, applying hardening techniques to specific types of
devices, can enhance the efficiency of certain hardening techniques.

• When evaluating the efficiency of hardening techniques, it is essential
to consider variability factors, such as voltage fluctuations and process
variations, to ensure robustness in real-world scenarios.
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Chapter 6
Analysis of Circuit-Based RHBD
Techniques

6.1 Reliability-Driven Synthesis

The synthesis process is an essential stage in very-large-scale integration (VLSI)
system design using integrated circuits (ICs) as it determines critical performance
characteristics of the application, such as timing, power consumption, and area effi-
ciency. However, this process also significantly impacts the final circuit’s reliability,
especially when considering radiation effects such as soft errors. Consequently,
various approaches can be integrated into the synthesis flow to enhance this aspect.
This chapter analyzes and proposes mitigation strategies as a novel radiation
hardening by design (RHBD) approach applicable during both logical and physical
synthesis in VLSI systems, offering significant improvements in circuit robustness
under radiation effects.

Electronic circuit development for space and aviation can employ various design
methodologies, ranging from field programmable gate arrays (FPGAs) to full-
custom or cell-based application-specific integrated circuits (ASICs). While FPGA-
based designs offer fast prototyping, they often sacrifice area and performance
compared to full-custom designs [1, 2]. On the other hand, ASICs strike the best
balance between performance, power consumption, and circuit area. The standard
cell methodology is a primary approach in ASIC design, wherein thousands of
predesigned and characterized logic gates, known as “standard cell logic gates,” are
utilized for designing complex VLSI circuits. The synthesis of a Boolean function
can lead to varying combinations of logic cells, affecting the number of transistors
and layout design, which directly influences the radiation robustness of the circuit.
Once vulnerable nodes are identified within a circuit, hardening techniques such as
gate sizing or hardware redundancy can be employed to enhance overall reliability
[3, 4].

There is a growing trend within the research community to incorporate radiation
hardening techniques early in the VLSI circuit design flow [5–10]. The proposed
predictive single-event transient (SET) characterization methodology (discussed in
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Fig. 6.1 Integration of SET characterization of standard cell libraries for a reliability-driven logic
synthesis

Sect. 3.4) can be integrated into the logic synthesis of a cell-based circuit design,
as illustrated in Fig. 6.1. Starting from a register transfer level (RTL) description,
logic synthesis translates a function into a netlist description of logic gates using
a designated standard cell library. The logic synthesis of a VLSI circuit comprises
three main processes [11]:

1. Gate-level optimization independent of technology: Boolean equations
described in the RTL are optimized to minimize size and the number of literals.

2. Technology mapping: Transforms each logic function into a logic gate (NAND,
NOR, AND, OR, etc.) from the provided cell library.

3. Technology-dependent gate-level optimization: Optimizations on the gate
netlist are conducted to minimize delay in critical paths, power consumption,
and area usage.

RTL, or register transfer level, serves as an abstraction for digital circuits,
emphasizing the movement of data between registers. It offers a middle
ground between high-level concepts and low-level transistor details.

The gate netlist, a logic-level representation of the circuit, includes gate
instances from the standard cell library and their corresponding port connectivity.
Consequently, the logic synthesis has a major impact on the resulting gate netlist and
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thus on the single-event effect (SEE) immunity of the final circuit design. During
technology mapping, the technology-independent circuit is broken down into
fundamental primitive logic cells (e.g., INV, NAND, or NOR gates). Subsequently,
after the decomposition, a pattern-matching process identifies structural and
functional patterns to be utilized in the covering process. Here, the optimal patterns
are chosen based on a cost function considering factors such as delay, area, and
power consumption. Hence, by evaluating the SET immunity of basic logic cells
and their combinations, it becomes feasible to develop a reliability-driven cost
function and integrate it into the technology mapping process.

The physical design process translates the synthesized gate netlist into the
geometric representations used for manufacturing, known as the circuit layout. This
stage involves placing each logic cell layout and routing its connections to minimize
wire length and optimize power/performance. However, the study conducted by
Entrena et al. [3] proposed a cell placement approach focused on reducing charge
sharing effects, thereby improving the single-event rate (SER) performance of the
circuit.

Similarly, by leveraging the SET characterization methodology on a cell library,
a set of SET-aware logic transformations can be integrated into the logic synthesis
stage to enhance the SET immunity of the final synthesized gate netlist. Figure 6.2
illustrates the SET cross section of the six most commonly used standard cell logic
gates for two-particle linear energy transfer (LET) values.

The AND-OR inverter (AOI) and the OR-AND inverter (OAI) gates implement
a larger logic function, resulting in a larger layout area. Consequently, a higher SET
cross section is observed when compared with the primitive logic cells. Based on
this information, a SET-aware technology mapping could be adopted by assigning a
reliability cost to each logic gate. The weight or cost of each gate can be calculated
based on the radiation requirements of the mission and the SET cross section or the

Fig. 6.2 SET cross section for eight standard cell gates from 45 nm NanGate [12], for LET equal
to 78.23 and 9.94 .MeV.cm2/mg
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estimated in-orbit SET rate. This strategy would enable the selection of gate types
during technology mapping with consideration for their impact on circuit reliability
in radiation-prone environments.

6.1.1 Multiple Vth Cells and Voltage Scaling

A primary objective of logic synthesis is to minimize delay in critical paths. This
is achieved by selecting cells with lower propagation times, often facilitated by
the adoption of multiple threshold voltage (.Vth) circuits [13]. Devices with lower
.Vth values exhibit faster switching times, thereby accelerating circuit operation.
However, this comes at the expense of increased static power consumption due to
higher leakage currents. Conversely, employing high .Vth devices reduces leakage
currents but may lead to performance degradation. Consequently, multiple .Vth cells
are commonly utilized to optimize the gate netlist with respect to both delay and
power consumption [14].

An efficient SET characterization methodology can also address the assignment
of multiple .Vth values. Figure 6.3 illustrates the characterization of standard cells
using high-performance (HP) process technology, featuring low .Vth devices, and
low-power (LP) process technology, featuring high .Vth devices. As expected,
circuits based on LP technology exhibit a higher overall cross section. This aligns
with prior research demonstrating that increased threshold voltage degrades driving
strength [15–17]. Notably, NAND gates are the most sensitive to variations in .Vth,
with cross-section increase of 95%. Despite their higher cross sections, complex
logic gates such as AOI21 and OAI21 demonstrate relatively low increases.

Fig. 6.3 Impact of different threshold voltage devices: High-Performance (HP) vs. Low-Power
(LP) devices
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Besides impacting the SET cross section of logic gates, the different .Vth

devices can also impact the masking effects and the SEU cross section of
memory cells.

While dynamic voltage scaling is another technique for low-power systems
[18], reducing supply voltage increases delay and radiation sensitivity [19, 20]. In
Fig. 6.4, the SET cross section of each gate is estimated while considering supply
voltage scaling from 1V down to 0.4V, approaching the near-threshold regime.

Decreasing the supply voltage directly diminishes the critical charge necessary to
observe an SEE in the circuit output [19]. Notably, at nominal voltage, NAND gates
offer a lower SET cross section compared to NOR gates. However, under voltage
scaling to 0.4V, NOR gates exhibit a lower cross section. This discrepancy stems
from the varying impact of drive capability on the transistor networks present in
each gate design. Consequently, for low-power systems employing dynamic voltage
scaling, logic synthesis should favor NOR gates over NAND gates to enhance
radiation hardness.

Fig. 6.4 Estimation of the dynamic voltage scaling impact on the SET cross section of the standard
cells
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6.1.2 Technology Mapping

Reliability-aware logic synthesis, incorporating mitigation strategies for soft errors,
involves hardening a complex circuit by selectively employing logic gates that
minimize SET generation or propagation in the most vulnerable sub-circuits of
a complex VLSI design [5]. For example, the radiation robustness of the circuit
can be enhanced by selecting the optimal combination of standard cells that
facilitates the pulse quenching effect (PQE) induced by inter-cell charge sharing
in electrically related combinational circuits [21, 22]. As previously mentioned,
technology mapping is responsible for translating Boolean logic functions described
in RTL codes into actual physical logic gates available in a cell library.

Consider the buffer gate, a commonly used circuit amplifier in VLSI circuit
design, depicted in Fig. 6.5. Unlike the inverter gate, a digital buffer outputs a
signal of the same logic state as its input signal. Buffer insertion, also known
as repeater insertion, is a well-established technique in VLSI systems to enhance
circuit performance in submicron technology [23]. Moreover, with technology
scaling, buffer insertion becomes increasingly important due to the rise in wire
delays [24]. Consequently, it is crucial to assess the radiation robustness of buffer
gates provided by cell libraries.

From the RTL description of a circuit, the implementation of the buffer Boolean
function can be synthesized into either a single buffer (BUF) gate, typically available
in the cell library, or two interconnected inverter (INV) gates. Although both
implementations realize the same logic function, different radiation sensitivities
may be expected due to their distinct layout implementations provided by standard
cell design and the cell placement obtained in physical synthesis. Similar differences
can be anticipated when implementing the logic functions OR and AND. To analyze
which gate combination offers the best SET robustness, in the work developed at
[22], the BUF, AND, and OR gates were evaluated under heavy ions and compared
with INV, NAND, and NOR gates coupled with an inverter in their output.

Three distinct horizontal cell placement configurations were analyzed to assess
the effectiveness of charge sharing and its consequent pulse quenching effect.

Fig. 6.5 Transistor schematics, truth table, and symbol of a digital CMOS buffer gate
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Vertical placements (electrically connected cells in separate rows) were excluded
from this study as prior research has shown that they eliminate the pulse quenching
effect due to increased nodal separation and the presence of well contacts that
significantly reduce charge sharing efficiency [25]. All cells were minimum-sized
drive strength (X1) designs from the bulk 45nm technology cell library. The SET
cross section (.σSET ) for the BUF gate and the connected inverters (with the second
inverter placed four minimum cell widths, i.e., 1520 nm from the output of the first
inverter) are presented in Fig. 6.6. Clearly, the BUF design has a lower overall SET
cross section. This design places the two sensitive nodes closer together compared
to the INV .+ INV setup, enhancing the charge sharing effect. Due to the electrical
relationship between these sensitive nodes (inverting stage), pulse quenching effect
(PQE) is observed, reducing sensitivity to radiation-induced transient pulses.

Moreover, upon examining the layout design of the buffer gate, it becomes
apparent that the first-stage inverter has smaller transistor sizing than the second-
stage inverter, as depicted in Fig. 6.7. By reducing the transistor sizing of the first
stage, the SET pulse propagated to the second stage is shorter than in the INV+INV
design. As the drain collection area in the second inverter remains unchanged in both
designs, in the buffer gate, a shorter transient pulse is induced in the first inverter
stage while maintaining the same PQE effectiveness in the second-stage inverter,
demonstrating its superior robustness.

While the optimal implementation for the buffer boolean function has been
shown to be the BUF gate from the studied cell library, for the OR boolean
function, the NOR .+ INV circuit might present a lower SET cross section [22].
Despite the reduced transistor sizing in the internal NOR circuit within the OR
gate layout, the NOR+INV circuit continues to offer a lower .σSET , highlighting

Fig. 6.6 SET cross-section curve for the BUF gate and the INV .+ INV.3 circuit. The inverter gate
INV.3 is placed 1520 nm from the output of the first inverter
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Fig. 6.7 Comparison of the collecting drain area of the sensitive electrodes in the first and second
stage inverters from the BUF gate and INV .+ INV design. In the case of the INV .+ INV.3 circuit,
INV.3 is placed 1520 nm from the output of the first inverter, increasing the distance between the
collecting drain areas

its robustness. Unlike the inverter gate, NOR and NAND gates include transistors in
series, potentially degrading the recovering current of the circuit. Moreover, while
the NAND .+ INV circuits do not exhibit a lower .σSET compared to the NOR .+ INV
circuits, the NMOS device in the NAND gate’s output inverter dominates the pulse
quenching effect when the input vector is (1, 1), resulting in a different response
compared to the NOR .+ INV schemes. These findings highlight the importance of
evaluating different logic gate combinations during synthesis to achieve optimal
radiation hardness for reliable VLSI circuits.

In addition to the basic primitive logic gates (INV, NAND, NOR, etc.), standard
cell libraries also offer complex logic gates such as the AND-OR inverter (AOI)
and OR-AND inverter (OAI) cells. The usage of such standard cells reduces the
number of transistors in the circuit, resulting in denser layouts, decreased power
consumption, and smaller area requirements [26]. For instance, the Boolean logic
function represented in Eq. 6.1 can be realized using basic logic standard cells like
NOR and AND gates, or directly employing the complex gate AOI [27].

.Y = ¬(A1 ∧ (B1 ∨ B2)) (6.1)

Implementing Equation 6.1 with the AOI21 gate reduces the transistor count
by 40% compared to using an AND gate coupled with a NOR gate. Similarly, the
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OAI21 gate achieves the same reduction for the complement of Eq. 6.1. Although
the power consumption of complex logic gates is reduced, predicting their radiation
sensitivity is challenging. The radiation performance of complex logic gates AOI21
and OAI21 is compared with their corresponding implementations using only basic
logic gates such as AND, OR, NAND, and NOR.

The SET cross-section curves considering only P-hit interactions, is shown in
Fig. 6.8. In this scenario, all PMOS devices are turned off by setting the input
signals to (1, 1, 1). It clearly shows that the implementation containing the basic
logic cells AND .+NOR provides a lower SET cross section than the AOI21 for the
entire LET range. Both circuits present the same threshold LET, whereas there is
a SET cross-section difference of approximately a factor of 2. The charge sharing
effect and more importantly the logical masking between the AND gate and NOR
gate are responsible for this reduced number of observed SET in the output of the
AND .+NOR implementation [27].

Any SET induced at the AND gate will be filtered by the logic of the NOR gate as
observed in the truth table shown in Fig. 6.9. The output of the NOR gate will remain
at logic zero as long as the secondary input remains at logic one. This masking effect
is not observed for the N-hit configuration. However, by analyzing the structure of
the combinational logic and the electrical simulation results, the SETs observed for
the AND gate are logically masked by the NOR gate, thus reducing the overall drain
sensitive area to the PMOS devices issued in the NOR gate [27].

Fig. 6.10 presents the comparison between the SET cross section of the
AND .+NOR implementation and the standalone NOR gate. It can be observed
that logical masking is effective by reducing the sensitivity of the circuit close to
the sensitivity of the standalone NOR gate.

Fig. 6.8 SET cross-section curve of P-hit interactions for the complex logic AOI21 gate and
AND .+NOR implementation
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Fig. 6.9 Logical masking effect for the P-hit configuration in the combinational logic circuit
AND .+NOR. There is no logical masking when both inputs are set to logic zero

Fig. 6.10 Comparison of SET cross-section curve of the AND .+NOR implementation and the
standalone NOR gate

Considering only the N-hit interactions, the SET cross sections are approxi-
mately the same for high LET ions due to very similar N-hit sensitive areas. Further,
there is no contribution of logical masking effect for the input signals considered.
As shown in the truth table of the NOR gate in Fig. 6.9, its output is determined
whenever one of its input is at logic one. Then, as originally both inputs are set
to logic zero, whenever a generated SET at the AND gate propagates to the NOR
gate, it will be able to propagate to its output in the case of not being electrically
attenuated. In this case, only the electrical masking effect takes place.
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6.2 Pin Assignment

The SET characterization of logic gates presents an input dependence due to the
varying interplay between sensitive collecting drain areas and restoring current,
as previously discussed in Chap. 5. While signal switching activity has long been
used to estimate power consumption in VLSI circuit design, it can also support
reliability analysis, as demonstrated in [28–30]. Generally, the SET cross section of
a digital circuit is given for a specific input signal combination or for the arithmetic
mean between the cross section obtained for each input signal combination of
the truth table, i.e., the same probability to each input combination is considered.
However, the predictive SET characterization (described in Chap. 3) can incorporate
signal probability information from a given system application to estimate a
more realistic cross section. By considering signal probabilities, more application-
efficient mitigation transformations can be proposed in circuit synthesis (Fig. 6.1).

Signal switching activity in VLSI systems serves multiple purposes, including
estimating power consumption and performing timing analysis [31–33]. Given the
sensitivity of circuits to SET, which is influenced by layout and operational factors
such as input signals and internal states, signal probability can be leveraged to
enhance circuit reliability [34]. Signal probability-based reliability analysis (SPRA)
is an effective tool for analyzing the reliability of VLSI circuits at the gate level
[29, 35, 36]. Here, reliability refers to the confidence level that the output will be
functionally correct given a fault probability. Initially, SPRA methods focused on
physical defects due to wear-out mechanisms or process variability [35]. However,
with increasing interest in reducing soft error rates, research has expanded to analyze
SET [7, 9, 29, 36]. For instance, [9] proposed a cell placement strategy based on
defining bad and good pairs of logic gates to minimize circuit error rates. Similarly,
[7] suggested a cell placement approach considering signal probability and its
impact on the pulse quenching effect.

In this section, we will discuss how a reliability-driven pin assignment optimiza-
tion based on the input dependence of SET sensitivity of logic gates can be used to
improve the robustness of a given complex digital circuit.

6.2.1 Optimization of Pin Assignment for Single-Event
Transients

Pin assignment in logic synthesis enhances power and performance metrics in VLSI
circuit design by exploiting the functional equivalence of input pins of logic gates
[11, 37, 38]. Consider the NAND gate and its truth table in Fig. 6.11. A symmetric
input relationship is evident when both input signals are not identical (i.e., A .�=
B): the output signal is determined whenever one of its inputs is in the low logic
level, regardless of the input pin (a or b). The interchangeable input combinations
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Fig. 6.11 Schematic of the
transistor network of a
two-input NAND gate and its
truth table. The
interchangeable input
combinations are highlighted
by the red rectangle

are highlighted in Fig. 6.11 (red rectangle). This symmetric input relationship holds
true for all two-input basic standard cell gates.

As each input pin of a logic gate presents different electrical characteristics
depending on the transistor network, power-driven logic synthesis assigns the input
signal with lower switching activity to the pin with higher capacitance. Similarly,
a timing-driven optimization can apply pin permutation between symmetric input
pins such that the late-arriving signal is always connected to the input pin with
the lowest intrinsic delay [11]. This process is known as rewiring or pin swapping
[37, 38]. Considering that cross section of logic gates is dependent on the input
stimuli, a reliability-aware synthesis can be proposed based on the cell symmetric
inputs and signal probabilities to improve the vulnerability of the circuit through
optimal pin assignment.

The proposed SET-aware pin assignment optimization in a cell-based circuit
design flow is illustrated in Fig. 6.12. Beginning with a circuit description in RTL,
logic synthesis optimizes each Boolean function and maps it to logic gates available
in the standard cell library. The resulting gate netlist, typically optimized for timing,
area, and/or power, is then utilized alongside the standard cell library for the SET-
aware pin assignment optimization.

The first step involves the input-based SET characterization, where the sym-
metric input relationship of each standard cell is identified, and the SET cross
section for interchangeable input combinations is calculated. For example, the
cross section for input combinations (0, 1) and (1, 0) is determined. Based on the
SET characterization results, a set of pin assignment rules is defined. This entails
assigning an input pin for each standard cell so that the net with the lowest signal
probability is connected, ensuring that the most sensitive interchangeable input
combination has the lowest probability of occurrence.

In the second step, considering the switching activity of the primary inputs, the
calculation of signal probability can be performed for internal net connections, as
depicted in Fig. 6.13. Using the Boolean function of each gate, an equation is derived
to calculate the probability of the output signal being at logic value 1, denoted
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Fig. 6.12 SET-aware pin assignment optimization in a cell-based VLSI circuit design flow

as .PGAT E(output = 1). In this study, the Parker-McCluskey method [39] was
employed, assuming uncorrelated primary inputs with equal switching activity of
50% (signal probability equals 0.5). Although temporal and spatial correlations are
not considered in our analysis, more sophisticated and accurate signal probability
estimation methods can be seamlessly integrated into the development flow depicted
in Fig. 6.12. Utilizing basic probability theory, the output signal probability equa-
tions for the logic gates used in the combinational circuit in Fig. 6.13 are presented
in Table 6.1.

For instance, consider the inverter gate. Given the input probability .p(a = 1) =
1, i.e., the signal is always at logic value 1, considering its Boolean function, the
probability of the output signal to be at logic value 1 is 0 (.PINV (output = 1) = 0).
Thus, the signal probability equation for the inverter can be expressed by Eq. 6.2:

.PINV (output = 1) = 1 − p(a = 1) (6.2)
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Table 6.1 Signal probability estimation for the INV, NAND, NOR, and XOR gates

Cells Input signals Output signal probabilitya

INV 1: a .PINV = 1 − pA

NAND 2: a, b .PNAND = 1 − (pA × pB)

NOR 2: a, b .PNOR = (1 − pA) × (1 − pB)

XOR 2: a, b .PXOR = pA × (1 − pB) + pB × (1 − pA)

a Signal probability is the probability of the signal to be at logic value 1

For clarity, the probabilities .PGAT E(output = 1), .p(a = 1), and .p(b =
1) will be shortened to .PGAT E , .pA, and .pB . Following the signal probability
calculation step in the Fig. 6.12 is the pin swapping process. In this process, with
the pin assignment rules and the signal probabilities, an optimization algorithm
can identify which pin should be swapped in order to reduce the occurrence of the
interchangeable input combination with the higher SET cross section. After the pin
swapping, the standard design flow is performed with the optimized netlist.

In order to obtain important reliability information to be addressed in the
optimization process, the SET characterization methodology is aligned to the
identification of the input dependence [34, 40]. The sensitivity of each standard cell
is extracted from the layout design in the Graphical Design System (GSDII) file.
Thus, the Monte Carlo simulation tool, MC-Oracle [41], is used to obtain the SET
currents. In order to consider the input signal probabilities, Eq. 6.3 is used. Given n
input combinations, the overall gate SET cross-section .σGate can be estimated from
the input SET cross-section .σSET (i) and the input probability .p(i):

.σGate =
n

∑

i=0

σSET (i) × p(i) (6.3)
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The input cross-section .σSET (i) is provided by the SET characterization, while
the input probabilities are provided by the signal probability calculation in Fig. 6.13.
Then, this equation is used in the Pin Swapping process to evaluate when the input
pins assigned from the logic synthesis should be swapped to decrease the gate SET
cross section. Similarly, this process can also adopt the soft-error rate estimation for
a given mission orbit as shown in [40].

6.2.2 Impact on the SET Cross Section of Standard Cells

Based on the cross section of the interchangeable input combinations, an optimized
logic synthesis should prioritize the pin assignment of the lowest signal probability
in such a way the most sensitive interchangeable input combination obtains the
lowest probability of occurrence [40]. The input SET cross section for NAND,
NOR, and XOR gates under particle linear energy transfer (LET) of 5 .MeV.cm2/mg
is shown in Fig. 6.14. It is possible to identify the most sensitive input combinations
for each gate. Considering the interchangeable input, i.e., (0, 1) and (1, 0), the
NAND gate is the only cell to show the lowest cross section for (1, 0), while the
NOR and XOR gates present (0, 1). It implies that, considering low-particle LET,
the lowest signal probability should be assigned to the input B for the NAND gate
and to the input A for the NOR and XOR gates.

When adopting a three-input logic function such as AOI21 and OAI21, it is not
possible to obtain a complete symmetric input relationship as observed for the two-
input gates. It is necessary to identify the interchangeable input combinations and
also what we denominate as the controllable input pin, i.e., the pin that controls the

Fig. 6.14 Input SET cross section for the NAND, NOR, and XOR gates under a particle with
LET .= 5 .MeV.cm2/mg
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Fig. 6.15 Input SET cross section for the AOI21 and OAI21 gates under a particle with
LET .= 5 .MeV.cm2/mg

output of the function and the pin assignment cannot optimize it; otherwise, it will
interfere with the correct logic function of the circuit. In [40], this methodology is
explained in detail and the results for the AOI21 and OAI21 under an LET of 5
MeV.cm2/mg is shown in Fig. 6.15.

By applying Eq. 6.3, we can obtain the overall gate SET cross-section .σGate for a
given input scenario. Figure 6.16 provides the gate SET cross-section .σGate curves
for the NOR gate considering two signal probability scenarios [a: 0.9, b: 0.1] and
[a: 0.1, b: 0.9]. For high LET, a slight reduction is observed in the cross section
when the lowest signal probability is assigned to the input pin b as it reduces the
impact from the input combination (0, 1). However, for low LET, the cross section
can be drastically reduced if the lowest signal probability is assigned to the input
pin a, instead. With the reduction of the particle LET, the impact on the overall
gate sensitivity is dominated by the input combination (1, 0), being comparable to
the worst-case input scenario for this logic gate, the input (0, 0). For instance, a
SET cross-section reduction of solely 9% can be obtained for the pin assignment [a:
0.9, b: 0.1] when the LET is 78.23 .MeV.cm2/mg, while a reduction up to 86% is
expected for [a: 0.1, b: 0.9] under 2.53 .MeV.cm2/mg.

To verify this impact within a mission environment, the gate reliability can be
examined in terms of in-orbit SET rates. Figures 6.17 and 6.18 present the in-orbit
SET rates calculated using the OMERE tool [42], based on NOR gate SET cross-
section curves shown in Fig. 6.16. The standard method for calculating the SEE
rate, as specified by the European Cooperation for Space Standardization (ECSS),
employs the integral rectangular parallelepiped (IRPP) method [43]. The SEE rate
is derived through the convolution of the cross-section data with the particle flux in
the mission orbit.

In this study, the SET rates were computed for both a geostationary orbit (GEO)
and a low-Earth orbit (LEO) International Space Station (ISS) orbit. Employing a
fixed shielding of 1 .g/cm2, the international standard ISO 15390 model is utilized for
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Fig. 6.16 SET cross-section curves for the two-input NOR gate considering two signal probability
scenarios: Lowest signal probability assigned to input pin a [a:0.1, b:0.9]; lowest signal probability
assigned to input pin b [a:0.9, b:0.1]

Fig. 6.17 In-orbit SET rate calculated based on the proposed SET characterization considering
the International Space Station (ISS) orbit, 400 km, 51.64.◦

the galactic cosmic rays (GCR) [44], while the NASA AP8MIN trapped radiation
model is adopted for the trapped proton flux under solar minimum conditions [45].
The results are segmented into heavy-ion, proton, and total rates (combining heavy-
ion and proton rates).

The significant impact of the pin assignment is evident in heavy-ion rates,
showcasing a reduction of approximately 83% and 92% on the SET rate for the GEO
and ISS orbits, respectively. However, in the ISS orbit, protons are anticipated to
dominate the SEE rate, as depicted in Fig. 6.17. By accounting for the contributions
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Fig. 6.18 In-orbit SET rate calculated based on the proposed SET characterization considering a
Geostationary Orbit (GEO), 35,784 km

of heavy ions and protons to the SET rate of the two-input NOR gate, a SET-aware
pin assignment could yield a reduction of 37% and 16% in its total SET rate for the
GEO and ISS orbits, respectively.

This analysis can be extended to encompass every gate within a cell library
or a complex circuit. Such an approach facilitates the development of customized
rules-based optimization and a SET-aware pin assignment during logic synthesis.
For instance, in [40], this technique was applied in arithmetic benchmark circuits
and up to 28% reduction on the SET rate was observed, depending on the
circuit architecture and mission orbit. This optimization technique provides no area
overhead and can be used along with other hardening techniques. Additionally, it
does not impact the cell placement, and the net routing is impacted minimally and
locally.

This optimization technique holds the potential to significantly enhance the
benefits derived from the hardening techniques discussed earlier in this book, as
it has been shown that the efficacy of layout and circuit-level techniques often
exhibits input dependence. Consequently, pin assignment can be employed to
maximize their efficiency. For example, this approach has been verified for the
triple modular redundancy (TMR) optimization strategies discussed in [46]. In
this work, four majority voter architectures were studied, and signal probability
analysis was used to optimize TMR block insertion. While complex gate voters
offered a smaller layout footprint, they exhibited a higher overall SET cross section
due to increased charge collection area from upsized transistors. Conversely, basic
logic gate architectures displayed a higher dependence on input signal probabilities
due to logical masking effects. These findings suggest that incorporating an input
dependence analysis into SET assessment can guide selective TMR block insertion
in critical circuit nodes based on their signal probability distribution. This approach
can optimize radiation hardening while minimizing area overhead and others.
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6.3 Summary

In this chapter, the evaluation of circuit-level techniques is discussed, emphasizing
the significance of reliability-driven synthesis in the VLSI design flow. The appli-
cability of a detailed SEE characterization to support synthesis algorithms targeting
SEE resilience is discussed. In this sense, a cell-based characterization can provide
insights on the sensitivity of logic gates considering various device technologies
(e.g., high performance vs. low power) and operating conditions (e.g., dynamic
voltage scaling, input signal probability, etc.).

It was shown that the technology mapping process has a crucial role in determin-
ing the overall robustness of complex circuits. Since a single Boolean logic function
can be implemented in various ways using different logic gates, logic synthesis
in ASIC designs can benefit from incorporating logic transformations focused on
reliability cost functions to mitigate the occurrence of transient pulses. For instance,
the usage of complex logic gates might reduce the logical masking capabilities of a
given combinational circuit.

Given the input dependence of the SEE sensitivity of logic circuits, an opti-
mization methodology is proposed to improve the overall circuit hardness through
pin swapping based on the signal probability. As shown in Chap. 5, the input
dependence is attributed to the different driving capabilities and the influence of
the layout design on the SET robustness. Given that the influence of layout design
varies with LET, the relationship between input signal and gate SET cross section is
also demonstrated to be LET dependent. The impact of adopting signal probability
evaluation and pin assignment has shown the greatest cross-section reduction for
low-particle LET. Considering the two-input gates, the signal with the lowest
probability should be assigned to the input B for the NAND gate and to the input A
for the NOR and XOR gates. For the three-input gates, different conclusions can be
drawn based on the signal probability of the controllable input.

Pin assignment alone has the potential to reduce the SET rate, but it can also
serve as an optimization technique to maximize the effectiveness of other layout
and circuit hardening techniques. For example, a selective TMR block insertion can
be developed based on the signal probability of the critical nodes and the SET cross
section of several majority voter designs. The versatility of this optimization tech-
nique, grounded in input signal probability and input dependence analysis, offers a
multitude of possibilities for achieving a more reliable and robust electronic system.

Highlights

• The logical and physical synthesis processes of a VLSI circuit play a
significant role in determining the performance characteristics of a VLSI
circuit, from power, timing, and area consumption to the reliability against
soft errors.

(continued)
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• A Boolean logic function can be implemented in several ways during the
technology mapping process, and therefore, the overall SEE susceptibility
will be different for each design version.

• Using complex logic gates can reduce the logical masking capabilities
when compared with their counterpart design version using basic logic
gates such as NAND, NOR, and INV gates.

• The SET input dependence of logic gates can be used to optimize
the overall circuit reliability when the signal probability of its input is
considered.

• Reliability-aware pin assignment can improve the overall robustness of a
circuit on its own and, even more significantly, maximize the efficiency of
several other hardening techniques without introducing any area overhead.
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