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Let’s shake up education with a splash of AI magic! Imagine 
classrooms where creativity soars, collaboration thrives, and learning 
feels like an adventure. With smart tech by our side, we can turn the 
ordinary into the extraordinary and prepare students to tackle the 
future with confidence and flair!

Thomas K. F. Chiu

8.1 INTRODUCTION
AI has transformed K- 12 education in many ways (Chiu, 2023; 
Crompton et al., 2022). Students can use generative AI (GenAI) tools 
to obtain real- time feedback on their work, receive recommended 
learning content and assessment items, and visualize their thoughts 
(Chiu, 2024; Kong & Yang, 2024; Law, 2024; Mintz et al., 2023). 
Teachers can use learning analytics and performance predictors to 
monitor the development of their student learning. They can employ 
GenAI tools to generate innovative teaching ideas (Chiu, 2024; Chiu, 
Xia, et al., 2023; Moreno- Marcos et al., 2020), and collaborate with 
Gen AI tools to teach students effectively (Chiu, Moorhouse, et al., 
2024). Parents may use AI systems as teaching aides to facilitate their 
children’s learning process. In order to promote ethical, healthy, 
responsible, and productive usage of AI among kids, teachers, and 
parents, it is necessary for the government and schools to review and 
update the curriculum and policies (Chiu, 2023). While AI technolo-
gies offer advantages to K- 12 education, they also pose issues that 
necessitate significant educational reforms. (Arantes, 2023; Chiu, 
2023; Mintz et al., 2023).

This chapter examines the necessary actions that different 
stakeholders, including educational technology developers, students, 
teachers, parents, schools, policymakers, and educational researchers, 
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should take to reform the integration of AI in education. In addition, 
we provide an analysis of the challenges they encounter and the future 
research directions they contemplate.

8.2 AI EDUCATIONAL TECHNOLOGY DEVELOPERS
In K- 12 education, students are adolescents, and most of them require 
teacher guidance as well as well- designed digital resources to succeed 
in learning, particularly for low achievers (An & Reigeluth, 2011; 
Chiu, 2023; Zawacki- Richter et al., 2019). The quality of AI educa-
tion applications influences how well students and teachers learn and 
teach. Some applications are failing to recommend content that is 
appropriate for student needs (Zafari et al., 2022; Zawacki- Richter 
et al., 2019). Students may get disengaged and struggle to understand 
the content because what the applications can do is not what they 
expect (Bergdahl et al., 2020; Chiu, Xia, et al., 2023). For instance, 
an AI application in mathematics that was created with an inadequate 
knowledge structure may present mathematics questions that are either 
too complex or too elementary. An AI application for learning English, 
constructed using data from native speakers, may present unsuitable 
context for non- native speakers, as their approach to learning English 
may differ. Inadequate applications may fail to accommodate the 
unique learning needs of particular students, resulting in both stu-
dent and teacher frustration. High- quality applications have the ability 
to efficiently offer pertinent resources and monitor student advance-
ment, thereby actively engage students in their learning process (Chiu, 
Xia, et al., 2023; Pham & Sampson, 2022). The success of AI education 
applications is strongly reliant on their capacity to personalize content 
and adapt to individual student requirements (Moreno- Marcos et al., 
2020; Pham & Sampson, 2022).

The large language model- driven chatbot ChatGPT might not be 
able to adapt to the learning needs of young children (Chiu, 2024). 
The GenAI technology has been developed for general use and is 
not specifically designed for education or any other particular pur-
pose (Bommasani et al., 2021; Chiu, 2024; Pal et al., 2024). ChatGPT 
should be viewed as a foundational model rather than an educa-
tional technology. It may be more useful for higher education than 
K- 12 education students, particularly for getting new ideas and com-
pleting essay- based assignments (Chiu, 2024; Fauzi et al., 2023). 
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A plausible explanation is that higher education students who are 
more knowledgeable (in terms of both content knowledge and crit-
ical thinking) can make better judgments on the output. This implies 
ChatGPT may not adequately address the learning needs of students 
in K- 12. Therefore, the literature calls for researchers and developers 
to redevelop ChatGPT into EdGPT (Bommasani et al., 2021; Kasneci 
et al., 2023; UNESCO, 2023). EdGPT models undergo training using 
curated datasets specifically designed for educational applications, as 
stated by UNESCO in 2023. The model training should use education 
data that is both high quality and specialized to the relevant topic 
(Bommasani et al., 2021; Kasneci et al., 2023). For optimal training of 
EdGPT models, it is recommended to use data that pertains to Shulman 
(1986) and Kasneci et al.’s (2023) pedagogical content knowledge. 
EdGPT is anticipated to generate outputs with reduced general biases 
and errors, resulting in more favorable content compared to ChatGPT. 
ChatGPT can be seen as a standard version of GPT, whereas EdGPT is 
specifically designed for educational purposes. The development of 
EdGPT is in its early stages (Arefeen et al., 2024; Kasneci et al., 2023; 
Pal et al., 2024). Hence, the present progress of AI instructional tech-
nology needs significant enhancement.

Actions you should take to reform
• Co- design process: A collaborative effort among students, teachers, 

and educational researchers is necessary to design and create 
high- quality AI educational applications (Hutchins & Biswas, 
2024; Kyza & Agesilaou, 2022; Lee, 2008; Matuk et al., 2016). 
Developers ought to use a co- design process in order to incorp-
orate perspectives from various stakeholders, thereby augmenting 
their understanding of educational data. For instance, educational 
data includes the various interactions that occur among students, 
teachers, and content. Developers engage in a genuine co- design 
process to create applications that specifically cater to the needs of 
students and teachers, rather than building them solely for their 
own convenience.

• Domain- specific: Developers should co- design AI educational 
applications with teachers and students for a specific domain 
(Arefeen et al., 2024; Hutchins & Biswas, 2024; Kasneci et al., 
2023; Pal et al., 2024). They should use data that is more pertinent 
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for the purpose of training the model. In order to produce appro-
priate and relevant learning materials such as content and tests, the 
applications must be in accordance with the curriculum (Arefeen 
et al., 2024; Pal et al., 2024). AI tools should primarily be used by 
teachers and students to prevent irrelevant users from introducing 
data that could compromise the accuracy of the model training.

• Learning sciences: To optimize the efficacy and value of their 
artificial intelligence applications for student learning outcomes, 
it is essential for developers to incorporate learning theories and 
principles into the development process. For instance, developers 
can apply learning theories such as Mayers’ multimedia learning to 
create high- quality educational material (Chiu & Churchill, 2015; 
Chiu & Mok, 2017; Chiu et al., 2020). It is also important to expand 
beyond just content knowledge and incorporate more pedagogical 
strategies, and to foster positive connections between teachers and 
students, as well as among students themselves (Luckin & Cukurova, 
2019). Developers should take into account psychological elem-
ents including motivation, needs satisfaction, and social learning to 
increase the educational value of AI applications (Chiu, 2024; Chiu, 
Moorhouse et al., 2024).

• Transferability: The primary objective of most contemporary AI edu-
cation applications is to facilitate student learning and enhance teacher 
instruction. The data and trained model used in the applications can 
be applied to other educational domains, such as counseling, edu-
cational psychology, and parenting. For instance, they can be used 
to screen for the risk of dyslexia (Chen & Perez, 2023) and provide 
career counseling (Muhammad, 2023; Zaidi et al., 2021).

• Ethics: To create AI education applications of high quality, a sub-
stantial volume of data from both students and teachers is neces-
sary (Nguyen et al., 2023). Developers ought to ethically gather 
data pertaining to students and teachers. This entails obtaining suf-
ficient consent and safeguarding the privacy and security of the 
acquired data. Furthermore, it is crucial for developers to be open 
regarding the utilization of the data and establish clear guidelines 
for its keeping and safeguarding (Griffin et al., 2024; Rhodes et al., 
2003). Developers may cultivate trust among users and create AI 
educational applications that are advantageous to both students and 
teachers by following ethical data collection standards.
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Co- design brings together educational technology developers, 
teachers, students, and researchers to develop better solutions based 
on direct user feedback (Hutchins & Biswas, 2024; Kyza & Agesilaou, 
2022; Matuk et al., 2016) (i.e., the users are involved in the design 
and development). This co- design process highlights common goals, 
shared values, equity of voice, and a commitment to ongoing enhance-
ment while taking into account student and teacher experiences. This 
process will shift from “technology for education” to “educational 
technology”: technology for education expects teachers to incorp-
orate what technology can do into education, whereas educational 
technology expects technology to match the demands of education. 
However, user opinions may not be feasible in development, and 
conflicting opinions from various people involved in the develop-
ment make decision- making more complicated. So, it could be time- 
consuming, resource- intensive, and cost- ineffective (Lee, 2008). Thus, 
the big questions include: How can developers effectively co- design 
AI apps for education purposes? How can developers protect students 
and teachers when their data are collected during the development?

Challenges you may face
• Educational gap in application: Most AI applications are not spe-

cifically designed for educational purposes and do not sufficiently 
cater to the learning needs of K- 12 students.

• Inauthentic co- design process: The design and development of 
AI educational technology does not sufficiently consider educa-
tional perspectives in a comprehensive manner. We may be lacking 
a genuine co- design process.

• Lack of data protection procedures for K- 12 education: Student 
and teacher data are required for the development process. The data 
protection measures require enhancement.

Future research directions you could pursue

• Co- design framework: Co- design may lack equal involvement and 
representation of all stakeholders due to the possibility of a cost- 
ineffective and time- consuming approach (Hutchins & Biswas, 
2024; Kyza & Agesilaou, 2022; Matuk et al., 2016). Future studies 
are needed to build a co- design framework for the development of 
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AI educational technologies, so as to promote genuine collaboration. 
Incorporating transparency and accountability into the co- design pro-
cess is recommended to address power imbalances and guarantee that 
all perspectives are acknowledged and respected.

• Ethical guidelines for schools: There exist multiple ethical 
standards; however, they are not exclusive to schools (Nguyen et al., 
2023). The standards can offer broad direction; yet, school environ-
ments should be more protected and distinct from the commercial 
realm. Further investigation is required to comprehend the ethical 
procedures by which developers and schools might gather and ana-
lyze data.

8.3 STUDENTS
By leveraging AI, educational technology has the potential to trans-
form one- size- fits- all learning into customized learning that caters to 
the unique needs of each student. AI has the capability to examine 
data regarding students’ progress, accomplishments, and preferences. 
It may provide personalized feedback and challenges to engage each 
student (Chiu, Xia, et al., 2023; Moreno- Marcos et al., 2020). It also 
can uncover or predict students’ strengths and areas for improvement 
through the examination of learning patterns, namely by recognizing 
and recommending what students are knowledgeable about and what 
they lack knowledge in. For instance, in the field of language, there 
is a platform called Amira that uses AI to aid students by offering 
guidance, resources, and immediate assistance in case of misreading 
(Chen & Perez, 2023). The platform produces a comprehensive report 
on the students’ reading skills and needs. Intelligent tutors in math-
ematics generate personalized and diverse problems by considering 
students’ knowledge, interests, and experiences (del Olmo- Muñoz 
et al., 2023; Walkington & Bernacki, 2019), resulting in enhanced stu-
dent engagement. Personalized mathematics problems have the poten-
tial to promote positive emotional states and discourage negative ones 
in all students. The main benefit of AI- powered learning platforms for 
students is personalized learning (Ayeni et al., 2024).

GenAI tools enhance human- like interaction compared to traditional 
AI, hence expanding possibilities for student self- regulated learning 
(Chiu, 2023; Chiu, Moorhouse, et al., 2024). These resources are 
readily accessible for students. Students can directly request solutions, 
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feedback, and digital resources from GenAI tools according to their 
own needs and preferences (Chiu, 2024; Fauzi et al., 2023; Kasneci 
et al., 2023). These tools enable students to get new perspectives 
and ideas from other fields of study, while also empowering them to 
produce multimedia resources that they believe they cannot develop 
on their own. Nevertheless, the majority of these tools are not spe-
cifically tailored for K- 12 education and yield biased, inaccurate, or 
inappropriate outcomes (Kasneci et al., 2023; UNESCO, 2023). To use 
these tools effectively for educational purposes, students must possess 
a strong understanding of the subject matter and acquire various lit-
eracies and abilities, including AI literacy, critical thinking, and fact- 
checking (Chiu, 2023; Ciampa et al., 2023; Xia et al., 2023). Hence, 
AI educational technologies have the potential to revolutionize stu-
dent learning by enhancing self- regulated and integrated learning in 
K- 12 education and adding more prerequisite knowledge.

Actions you should take to reform
• Self- regulated learning: Students have the opportunity to receive 

recommendations from adaptive and predictive learning systems, 
feedback from GenAI, as well as access to articles and questions 
generated by GenAI (Chiu, 2024; Kong & Yang, 2024; Molenaar 
et al., 2023; Wang & Lin, 2023). Consequently, AI applications 
function as round- the- clock student learning partners and advisors 
during the process of self- regulated learning. Additional informa-
tion was provided in Chapter Four.

• Interdisciplinary learning: Although interdisciplinary education, 
including sustainability and STEM education, has been advocated 
for in K- 12 schools, there is still a lack of explicit recommendations 
for integrating many disciplines (Chiu & Li, 2023; Gibson et al., 
2023; Hopcan et al., 2023). One potential reason is that students 
may not be able to obtain prompt and relevant feedback to break 
the subject boundaries, leading to confusion and a perception of 
the process as being time- consuming. Teachers in classrooms are 
knowledgeable and authoritative in their specific subjects. They may 
lack the capacity to offer comprehensive guidance to students across 
several fields of study. Moreover, being human, they are unable to 
provide regular and ongoing feedback to students due to phys-
ical constraints. AI educational tools operate tirelessly, providing 
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students with round- the- clock access. These technologies can facili-
tate students in acquiring diverse concepts and knowledge during 
interdisciplinary learning (Chiu, 2023; Chiu & Li, 2023; Gibson 
et al., 2023; Hopcan et al., 2023). For further details, refer to 
Chapter Four. Interdisciplinary learning entails the synthesis and 
integration of unfamiliar content and theories from other fields. 
Thus, this learning approach fosters the acquisition of students’ 
advanced problem- solving abilities, enabling them to effectively 
tackle intricate real- world challenges spanning multiple fields of 
study. Moreover, it equips them with the necessary skills to excel in 
their future professional endeavors and academic pursuits.

Although AI tools have the potential to support self- regulated and 
interdisciplinary learning, students frequently have difficulties in 
understanding the information they receive. For example, students may 
have insufficient prerequisite subject knowledge and digital competen-
cies to effectively learn with AI chatbots (Chiu, Moorhouse, et al., 2024). 
In addition to acquiring knowledge and skills, it is crucial for students to 
cultivate ethical behavior and maintain good physical and mental well- 
being in the era of AI. They can develop excessive dependence on AI and 
unquestioningly embrace the information provided by AI. These pertain 
to the beliefs and attitudes of students regarding the use of AI, as well as 
their comprehension of AI and ethics. The issue of student well- being in 
AI- powered learning environments needs to be acknowledged and dealt 
with (Ayeni et al., 2024). Thus, the big questions include: What pre-
requisite or prior knowledge should students have before learning with 
AI? How do students gain AI competencies? How do students avoid 
becoming addicted to AI? How can students be ethical, responsible, 
healthy, and productive learners in the AI era?

Challenges you may face
• Insufficient prerequisites or prior knowledge: Students must 

possess a solid understanding of the relevant prior subject know-
ledge to properly regulate their learning with AI or engage in 
interdisciplinary learning. The challenge is in the extensive and 
comprehensive understanding of prerequisites knowledge, which 
can be overwhelming for students with low academic performance.
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• Balancing AI use: Preventing addiction involves setting bound-
aries and balancing AI use with human interaction and independent 
problem- solving. Exercising self- discipline and being conscious of 
one’s actions can be challenging, particularly in light of the growing 
integration of AI into everyday routines.

• Ethical considerations: Ethical considerations in the field of AI, 
such as privacy, prejudice, transparency, and responsibility, present a 
challenge. Students must be taught to analyze these areas in a critical 
manner, necessitating thorough and subtle curriculum design.

• Productivity and health: Maintaining productivity and health 
involves balancing screen time, managing stress, and ensuring phys-
ical activity. The challenge is to integrate these learning practices 
into an AI- heavy learning environment without compromising 
their outcomes.

Future research directions you could pursue
• Models for self- regulated or socially regulated learning using 

AI: Several established models of self- regulated learning have been 
proposed in the literature (Greene & Azevedo, 2007; Hadwin & 
Oshige, 2011; Molenaar et al., 2023; Panadero, 2017). These were 
designed using psychological perspectives and have a significant 
influence on student learning; however, AI tools have provided 
new opportunities for advancement in self- regulated learning. 
Consequently, future studies should see AI as learning partners 
of students. Future research should explore the functions of AI in 
student- led learning (e.g., self- regulated learning), considering 
both individual and social perspectives. It also aims to develop the 
models that can assist teachers and researchers in designing AI- 
empowered learning environments that promote self- regulation 
and social interaction.

• AI- powered interdisciplinary learning: AI revolutionizes inter-
disciplinary learning, just like self- regulated learning does (Chiu & 
Li, 2023; Gibson et al., 2023; Hopcan et al., 2023). Future studies 
should examine the roles of AI in promoting interdisciplinary 
learning among students. Specifically, we suggest exploring how 
students use AI to establish connections across different study fields 
and effectively express their interdisciplinary concepts.
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• Student well- being: Further research should be undertaken to 

investigate the impact of AI technology on the well- being of 
students. The proposed research areas include balancing AI support 
with human interaction, the roles of ethical awareness in student 
well- being, the examination of mental health in AI learning, and the 
creation of inclusive learning environments.

8.4 TEACHERS
In K- 12, teacher instruction has a significant impact on the aca-
demic achievements of students. Teacher support is necessary for 
most students, especially those who have lower academic perform-
ance (An & Reigeluth, 2011; Chiu et al., 2024). Teachers should 
use AI- powered learning analytics to accurately identify a student’s 
academic strengths and weaknesses, enabling them to design a 
personalized learning that addresses their individual needs and 
intervene proactively before the student becomes overwhelmed 
with frustration and stress. Furthermore, teachers should transi-
tion from being experts in their subjects to assuming the role of 
facilitators and mediators in student- centered learning, using GenAI 
(Chiu, 2024). Please refer to Chapter Four for more informa-
tion. To facilitate student self- regulated learning with GenAI tools, 
teachers should assume several roles, including observer, co- learner, 
co- designer, advisor, and endorser (Chiu et al., 2024). The GenAI 
tools serve as facilitators, providers of alternative intelligence, and 
developers of material to promote interdisciplinary learning among 
students (Chiu, 2023).

Actions you should take to reform
• Changing teacher roles: AI technology can work as teaching 

assistants, delivering step- by- step solutions to mathematical 
problems, explaining how things work, and giving feedback on 
written articles. They can also serve as learning partners for students. 
Teachers should expand their duties beyond being only providers of 
resources, instructors, and facilitators. AI serves as a catalyst for the 
transformation of teacher instruction and mindsets.

• Designing interdisciplinary teaching: AI applications enable 
teachers to transcend disciplinary barriers and generate a greater 
number of interdisciplinary assignments (Chiu & Li, 2023). They 
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enhance their competencies and convictions toward interdiscip-
linary education.

• Using new assessments: AI tools have the capacity to autono-
mously offer solutions and responses to students, reducing teacher 
workloads in grading and marking written work (Chiu, 2023). 
Teachers should prioritize student engagement through increased 
use of student verbal sharing and oral presentation, as opposed to 
relying heavily on written assignments, examinations, and tests. 
Interdisciplinary teaching frequently incorporates real- life situ-
ations, and it requires authentic assessment. Consequently, teachers 
should enhance their assessment literacy to foster greater collabor-
ation with AI in evaluating student performance.

• Using learning analytics: AI- driven learning analytics offers 
objective suggestions to teachers by detecting patterns and trends, 
identifying students requiring support, giving feedback, and 
tailoring instruction to meet their specific needs. Teachers are 
encouraged to acquire the skills necessary to use learning analytics 
to deliver highly effective, tailored instructions to their students.

• Engaging in the co- design process: Teachers who engage in the 
co- design process to develop AI educational technology might 
enhance their understanding of student learning by analyzing 
comprehensive and varied data. This interaction with educational 
technology developers has the potential to improve teacher AI 
competency.

• Screening tools for special education needs: Identifying students 
with special education needs is a challenge for teachers (Chen & 
Perez, 2023; Hopcan et al., 2023). A diagnosis system enhanced 
with AI could assess students who may be at risk of dyslexia or who 
exhibit exceptional intellectual abilities (Mullet & Rinn, 2015). This 
system has the capability to examine the performance of students 
on tests and detect patterns that may suggest the necessity for add-
itional assessment. Teachers can use the system as a screening tool to 
identify students who have specific needs.

Implementing AI technologies in education has the promise to trans-
form the way teachers teach and assess students. Technologies can 
efficiently perform certain teaching responsibilities, such as grading 
and prediction, allowing teachers to allocate their time to more 
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important duties that enhance student learning. Teachers should adapt 
their responsibilities to engage in collaboration with technology in 
effort to enhance student learning experiences and performance. 
Nevertheless, teachers are not ready to transform their own practices 
(Chiu, 2023). Thus, the big questions include: What competencies 
should teachers have in the AI era? Do teachers have the competen-
cies to use AI? How do teachers design appropriate assessments in 
AI- empowered environments? What are the roles of teachers in these 
environments?

Challenges you may consider
• Defining and assessing teacher AI competency: Defining a 

defined set of teacher AI competencies can be challenging due to 
the ever- changing and interdisciplinary nature of AI. The compe-
tencies include technical skills, pedagogical knowledge, and eth-
ical understanding. Various subjects may also necessitate specific AI 
competencies. Moreover, we lack reliable and validated assessment 
tools to evaluate the ability of teachers to use AI for education and 
are unable to establish a baseline for this competency.

• Redefining teacher roles: Teachers should shift from being 
providers of knowledge to being facilitators. They should adjust 
to a role that prioritizes guiding students in collaborating with 
AI tools rather than serving as the primary repository of informa-
tion. To maintain a harmonious balance, it is essential to ensure 
that AI enhances rather than replaces critical teacher– student 
relationships.

Future research directions you could pursue
• Teacher assessment literacy: Increased use of self- evaluation and 

authentic assessment methods is expected to evaluate student pro-
gress in self- regulated and interdisciplinary learning. Teachers 
should acquire the skills to effectively collaborate with GenAI to 
assess student learning. Future research should undertake a redefin-
ition of the concept of teacher assessment literacy, accompanied by 
illustrative examples.

• Teacher AI competency: In Chapter Three, we provided a definition 
of teacher AI competency and proposed a matrix for evaluating it. 
This field of research is now in its nascent stage and undergoing 
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continuous development. Additional empirical investigations are 
required to further enhance the definition and matrix in the future.

• Teacher roles: We proposed the roles of a teacher in AI- powered 
learning environments in Chapter One. Similarly, this research area 
is still in its infancy. Additional empirical studies are required to val-
idate or modify the roles.

8.5 PARENTS
The literature provides limited discussion on the impact of AI on 
parenting; yet, parents play a crucial role in the development of 
students. AI tools facilitate parental involvement by (i) acting as 
teaching assistants for parents, thereby extending classroom learning 
to the home environment, (ii) providing improved visibility of stu-
dent academic progress for continuous monitoring and support, and 
(iii) granting access to personalized learning resources.

Actions you should take to reform
• Using AI in supporting your children: Parents can use AI tools 

and systems to facilitate their children’s learning at home. For 
example, parents can enhance their children’s mathematical 
skills by using an AI- powered mathematics application, such as 
Photomath, which offers comprehensive explanations for each 
step of a math problem. Similarly, parents can enhance their 
children’s English pronunciation skills by using an AI- powered 
English- speaking application like ELSA, which assesses and helps 
improve pronunciation.

• Seeking help or collaboration from schools: Parents should con-
sult with schools to obtain guidance on effectively using AI to 
enhance their children’s educational experience and explore oppor-
tunities for collaboration. Children’s learning is influenced by their 
school environment.

We believe that studies on how parents might collaborate with AI to boost 
student learning are overlooked. Thus, the big questions include: What 
competencies should parents have in the AI era? Do parents have the 
competencies to use AI? What are the roles of teachers in the envir-
onments? How do parents identify appropriate applications for their 
children?
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Challenges you may consider

• Developing parents’ AI competency: Many parents have a 
limited understanding of AI and its applications in educa-
tion. They might face difficulties keeping abreast of the rapid 
advancements in AI.

• Changing parental roles: AI systems facilitate more parental 
involvement in education, necessitating a significant investment of 
time and effort to successfully participate. Parents must adapt to 
new learning paradigms.

• Collaborating with teachers: Parents may struggle to align 
their understanding and use of AI with teachers’ approaches and 
expectations. Inconsistent integration of AI across schools can lead 
to confusion for parents.

Future research directions you could pursue
• Parent AI competency: This research area is infrequently explored 

in literature. Future study should establish a clear definition of the 
competencies that parents require.

• Parent roles: Similarly, this research area is less discussed. Future 
study should investigate the specific responsibilities that parents 
play in facilitating AI e learning.

• Home– school collaboration: This research area is not novel. 
Nevertheless, AI transforms the way parents understand their 
children’s learning progress. Consequently, schools should proactively 
engage in communication with parents regarding the methods to 
assist children’s use of AI. Further research should explore the impact 
of AI on the collaboration between homes and schools.

8.6 SCHOOLS AND UNIVERSITIES
AI will be integrated into a wide range of digital devices, including 
computers and mobile phones. In the future, it will be essential for 
everyone to possess skills in effectively collaborating with AI. This 
may entail employing AI to analyze data for the purpose of generating 
reports, proofreading articles before publication, composing email 
responses, and predicting customer behaviors. Schools are intended 
to provide students with the essential skills and knowledge for their 
personal and professional lives. Schools must rethink the learning 
outcomes that students require, while teacher training institutions 
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(universities) must rethink the competencies that teachers need to 
attain these student learning outcomes.

Actions you should take to reform
• Revising lifelong learning outcomes: The advent of AI has led to 

a reevaluation of the skills that our future workforce must possess, 
prompting a need to reconsider the desired lifelong learning 
outcomes that should be cultivated in schools. It is recommended 
that learning outcomes prioritize 21st- century skills, specifically 
creativity and critical thinking. Additionally, it is suggested that new 
abilities such as fact- checking, learning, and working with AI in 
certain fields should be included (Bukartaite & Hooper, 2023; Chiu, 
2023; George, 2023).

• Redesign teacher education: Pre-  and in- service teacher edu-
cation programs should incorporate AI competencies, necessi-
tating the restructuring of professional development programs 
and teacher training by universities and providers (Chiu, 2023; 
Falloon, 2020). For instance, the current pedagogy may not be 
sufficient for classrooms that rely on AI. To address this, teacher 
education programs should provide AI training to all teachers and 
incorporate innovative pedagogy and assessment (Celik, 2023; 
Kim et al., 2021).

• Redesigning curriculum redesign: Schools ought to redesign their 
existing curriculum framework by including AI literacy, data lit-
eracy, media literacy, and applied mathematics, and fostering greater 
transdisciplinary learning (George, 2023).

The school curriculum and policies related to AI are not well 
established (Chiu, 2023; Schiff, 2022). The big questions 
include: What are the future skills needs in the AI era? What are 
effective curricula for teaching AI in schools and teacher training 
institutions? How should effective professional development for AI 
competencies be designed?

Challenges you may consider
• Identifying future skills: Striking a balance between technical 

expertise and essential soft skills, while also ensuring that education 
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keeps up with the industry’s expectations for AI- related skills, is a 
formidable challenge.

• Developing effective AI curricula: The challenges include a defi-
ciency of standardized curricula and assessments for AI education, a 
shortage of competent teachers to teach AI, and a need for effective 
methods to integrate AI across various subjects (interdisciplinary 
teaching).

• Designing professional development for AI competencies: 
The challenges include the necessity of addressing the varied 
backgrounds and proficiency levels of teachers, guaranteeing 
that professional development translates into efficient classroom 
practices, and providing comprehensive training within limited 
timeframes and financial resources.

Future research directions you could pursue
• Curriculum revamp: The current teacher training activities pri-

marily emphasize specific subjects, and there is a need to enhance 
teachers’ competence in AI through an interdisciplinary approach 
(Chiu, 2023; Chiu et al., 2021; Falloon, 2020). Future research 
should investigate the implementation of interdisciplinary 
methods to overhaul the curriculum for pre- service teachers and 
the programs for professional development of in- service teachers. 
The research should suggest criteria and structures for integrating 
different disciplines in the context of enhancing the professional 
growth of teachers. The standards and guidelines should include 
AI education in several topics, ensuring that teachers possess the 
necessary knowledge and abilities to integrate AI concepts into their 
teaching methods.

• Future skills: AI changes the essential competencies required for 
the future workforce. For future research, it is recommended that 
schools engage in partnerships with universities and industry 
to get insight into the requirements of prospective students and 
employees (Bukartaite & Hooper, 2023; Chiu, 2023). Schools 
might utilize the discoveries to adapt school missions and learning 
accordingly.

• 21st- century skills assessment: Evaluating the 21st- century abil-
ities of students is frequently carried out in a subjective manner, 
relying on rubrics provided by students or observations made by 
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teachers (Chiu, 2023). This suggests that schools do not have a reli-
able and widely accepted approach for evaluating students. Future 
research should include scenarios as a method for developing self- 
assessment tests. Through the use of scenarios, students can show-
case their aptitude in applying 21st- century abilities in practical 
contexts, thereby offering a more precise evaluation of their compe-
tence (Darling- Hammond et al., 2010). This strategy can also foster 
students’ self- reflection and enable them to discern areas in which 
they might enhance their skills.

8.7 POLICYMAKERS AND EDUCATION RESEARCHERS
Policymakers engage in collaboration with educational researchers 
to formulate and execute policies pertaining to AI. Educational 
researchers contribute to policy decisions by generating empirical evi-
dence and formulating innovative methodologies through research. 
Policymakers utilize the evidence to revise policies. The policies are 
implemented through the identification and elimination of barriers, 
ensuring that the integration of AI in education is fully and effect-
ively achieved with high quality. Policy development is essential for 
sustaining this initiative.

Actions you should take to reform
• Collaboration between policymakers and educational 

researchers: They should establish regular channels of communi-
cation and collaboration, such as joint working groups or advisory 
panels to develop and revise AI policies in education. They also 
should work together to develop frameworks for evaluating the 
effectiveness of AI policies in education.

• Professional teacher standard: Professional standards for teachers 
and leaders should explicitly include AI competency (Chiu, 2023). 
These standards provide valuable benchmarks for the teaching 
profession in the areas of school leadership development, teacher 
training, and continuous professional development. It is crucial for 
the standards to provide positive and forward- thinking expectations 
for how teachers and leaders may fulfill the requirements of modern 
education. The requirements should encompass AI, computational, 
and media literacy, which involve critical thinking and the ability to 
understand and utilize information and communication effectively. 
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They would encourage school organizations to design professional 
development on AI and teacher training institutions to include 
teacher AI competencies in their curriculum. These standards would 
benefit school and teacher development.

Developing policies is crucial for ensuring the continued integration 
of artificial intelligence (AI) in K- 12 education. The policy should 
explicitly focus on ensuring the provision of education of high quality. 
Therefore, the big questions include: Will AI widen student education 
inequity (the digital divide)? How do we measure AI literacy inter-
nationally? How do we make sure that students and teachers are eth-
ical, responsible, healthy, and productive AI users?

Challenges you may consider
• Ensuring equitable education: AI has the potential to widen educa-

tion inequity, such as the digital divide. Students from disadvantaged 
schools or low- income families may not derive any advantages from 
the integration of AI in education. This discrepancy can worsen 
existing educational inequity.

• Developing standardized metrics for AI literacy and competency: 
Developing comparable and culturally relevant metrics for assessing 
AI literacy and competency across various nations and educational 
systems poses a significant challenge. The challenge of developing 
standardized criteria for testing AI literacy arises from differences 
in curriculum, educational agendas, and the usage of technology. 
Moreover, cultural and linguistic differences must be considered 
to ensure that AI literacy assessments are inclusive and relevant to 
diverse populations.

• Promoting ethical and responsible AI use: It is essential to inte-
grate ethics education and promote digital well- being among 
students and teachers. Ensuring that both students and teachers 
understand the ethical implications of AI use, such as data privacy, 
algorithmic bias, and responsible usage, is crucial. Moreover, pro-
moting healthy and balanced use of AI technologies to prevent 
over- reliance and potential addiction is essential for maintaining 
digital well- being. Designing comprehensive ethics education for 
students and continuous professional development for teachers 
poses a challenge.
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Future research directions you could pursue
• Digital divide: AI tool is a form of digital resource. The integra-

tion of AI technology in education may either worsen or alleviate 
the digital divide, a widely discussed topic (Celik, 2023; Shakina 
et al., 2021). Therefore, it is crucial for future studies to investigate 
the effects of AI on the digital divide by identifying the influential 
factors that have an impact. Several factors that should be considered 
are the availability of AI technology, the level of digital competence, 
the socioeconomic situation, the education level of parents, and the 
geographic location (Timotheou et al., 2023).

• Education inequity: AI is typically considered a field within STEM 
or engineering, and its educational programs can worsen educa-
tional inequity (Celik, 2023; Xia et al., 2023). Further investigation 
is necessary to examine approaches for enhancing the involve-
ment of underrepresented populations, including girls and those of 
African origin, in the domain of AI education.

• AI careers: AI generates novel employment prospects that neces-
sitate proficiency in AI (Chen et al., 2022; Zhang et al., 2023). 
The prediction of students’ choice in AI careers is influenced by 
their interest and identity toward AI. Future studies should inves-
tigate how to effectively cultivate student interest and identity 
by role models, mentorship programs, community engagement, 
and exposure to practical applications of AI (Chiu, Ismailov et al., 
2023). By fostering curiosity and a sense of belonging in the field 
of AI at an early stage, we can facilitate students to gain the neces-
sary expertise and enthusiasm to pursue prosperous AI- related 
careers.

• International AI literacy assessment: AI literacy is a newly 
developed proficiency that is crucial for every student. The evalu-
ation of mathematics, language, science, and digital literacy was 
carried out using well- established international assessments such 
as the Programme for International Student Assessment (PISA), the 
Trends in International Mathematics and Science Study (TIMSS), and 
the International Computer and Information Literacy Study (ICILS) 
to measure mathematics, language, science, and digital literacy. 
Hence, it is essential to build an international assessment framework 
to assess AI literacy (Chiu & Sanusi, 2024).
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• Human- centered mindset: AI is a disruptive technology that has 

the potential to pose risks to human well- being (UNESCO, 2023). 
Students should emphasize the well- being of humans over AI tech-
nologies and embrace the idea that AI is to be used for the betterment 
of society. Guidelines are essential for educational technology 
developers and teachers to proficiently build and use AI solutions in 
education. Future studies should put out explicit recommendations 
for the application of AI in education. The findings could guarantee 
that students develop into ethical, healthy, responsible, and pro-
ductive learners of AI.

8.8 FINAL THOUGHTS
To examine the impact of AI on education, we thoroughly analyzed the 
available research, a sample of curricula and professional development 
programs, and offered empirical evidence. As this final chapter reveals, 
there is still much to learn about the design, development, and deploy-
ment of integrating AI in education. We hope this chapter will inspire 
you to take actions to reform your practices, schools, universities, and 
communities, and to conduct more studies to advance our know-
ledge. We acknowledge that positive transformation is challenging and 
time- consuming. Teachers, parents, government officers, researchers, 
developers, and other stakeholders should collaborate to empower K- 
12 education with AI to prepare for the future of education and work.
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