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Foreword

This book is a slightly extended and improved version of the lecture notes of
a course I have given for several years to PhD students at SISSA. In its most
recent form, it was called “Quantum Field Theory II”, or QFT2 for short, and
covered mostly non-perturbative phenomena. To a student who has struggled
through some complicated one- or two-loop calculation in perturbative QFT,
the notion that one may be able to compute some nonperturbative effect could
sound at first preposterous. In fact, if some phenomenon can be explained
in perturbation theory, the first few perturbative orders (often just the first)
are enough. Any non-perturbative effect is practically negligible in that case.
The only cases when one may have to study non-perturbative effects are those
when the effect itself is absent in perturbation theory. Then, even a non-
perturbative contribution may give rise to some detectable effect. Such cases
are more common in condensed matter physics than in particle physics. For
this reason the course contained, in addition to the material presented here,
also a part on critical phenomena. Only a few sections of that part remain
here, in those places where they serve to illustrate some specific applications
of the general notions.

The study of the non-perturbative effects that we will be concerned with
relies to a large extent on the use of semiclassical methods. The simplest
example is spontaneous symmetry breaking. One finds in that case that the
zero field, though solving the classical field equations, is not stable and the
lowest energy state involves a non-zero field. This classical solution is a first
approximation to the vacuum expectation value of the quantum field. One
can then study the effect of quantum fluctuation (or, in statistical field theory,
thermal fluctuations) around this state. The case of spontaneous symmetry
breaking involves only homogeneous vacuum states. We will be interested
in cases when there exist classical solutions of the equations of motion that
have a nontrivial shape in space (solitons) or in spacetime (instantons). These
give rise to more complicated effects. The existence of solitons in the classical
theory signals that the quantum theory contains, in addition to the usual
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particle states that are accessible in perturbation theory, also other heavier
particles. Instantons give rise to tunnelling in the quantum theory, also a
nonperturbative phenomenon. In both cases, the topology of the configuration
space plays an important role. There is a third type of topological effect, leading
to the quantization of a parameter that appears in the Lagrangian. It is to all
these effects that this book is devoted. There are other nonperturbative ways
of studying QFT, such as lattice field theory, or conformal field theory. They
are not covered here.

The notions discussed in this book played an important role in the devel-
opment of theoretical physics in the second half of the 20th century, with a
peak of activity in the late 1970’s and early 1980’s. (It is probably not a coinci-
dence that those were also the author’s formative years.) They involved a large
number of contributors, but a few names recur frequently: A. Polyakov, (vari-
ous solitons and instantons); R. Jackiw (theta vacua, anomalies); G. ’t Hooft
(monopoles, quantum fluctuations around the instanton); E. Witten (anoma-
lous actions). One notable feature of these topics is that they gave rise to
an intense dialog between physicists and mathematicians, that would have
been unthinkable just a few decades earlier. M. Atiyah and I. Singer were
particularly instrumental in explaining to physicists the deeper meaning of
what they were doing and opening the mathematical community to ideas
coming from physics.

There exist already several excellent resources on this subject.
• Between 1966 and 1979Coleman gave several courses in Erice on various
topics, including solitons and instantons, that have become classics. His
lecture notes, written in an inimitable style, are collected in the book
“Aspects of Symmetry” [Col85].

• R. Jackiw wrote two extended review papers: “Field theoretic investi-
gations in current algebra” [Jac72] and “Topological investigations of
quantized gauge theories” [Jac83]. Both are reprinted, together with
several important papers by Treiman, Zumino and Witten, in [Tre86].

• Rajaraman’s “Solitons and instantons” [Raj82] was the earliest book on
the subject and in spite of its age is still a very good introduction.

• Shifman’s “Advanced topics in quantum field theory” [Shi12] is a more
modern and more detailed book, including a second part on supersym-
metry.

• Finally, the readers who want to look more deeply into the dynamics
of solitons will find a lot of information in Manton and Sutcliffe’s book
“Topological solitons,” [Man04].

ii



While relying heavily on these sources, this book differs mainly in the way the
material is presented. Whereas often one tends to organize the topological
effects on the basis of the dimension of the space they occur in, it is somewhat
more natural to group them according to the connectedness properties of
the configuration space 𝒬. A vector space is an example of a space without
topological features. The simplest nontrivial thing that can happen is that a
space consists of several connected components. These are counted by the
zeroth homotopy set 𝜋0(𝒬). The next thing that can happen is that the space
is not simply connected. This is measured by the first homotopy group 𝜋1(𝒬).
Going still further, a space can contain non-contractible two-dimensional
spheres, a property that is measured by the second homotopy group 𝜋2(𝒬).
In each of these cases there exists a simple, finite dimensional, quantum
mechanical system that exhibits peculiar properties due to this topology, and
the quantum field theoretic phenomena that we will be interested in are direct
generalizations of these phenomena to the case when the configuration space
is infinite dimensional.

The organization of the book reflects this logic. Chapter 1 is introductory
and contains miscellaneous material that many readers will already be at least
partly familiar with. It could be skipped and consulted only when needed.
Chapters 2, 3 and 4 are the core of the book and present phenomena that
happen when the configuration space has nontrivial zeroth, first or second
homotopy group, respectively, while Chapter 5 is devoted to situations when
more than one of these groups is nontrivial. Finally, Chapter 6 is devoted to
anomalies. Even though they form a separate subject, they have many con-
nections with the topics of the preceding chapters that are worth pointing out.

It should be clear that in this whole subject a central role is played by
topology, a topic that is not part of the traditional toolkit of particle physi-
cists. In the main text I make free use of notions of geometry, homotopy and
cohomology. The geometry is mostly of the type that one learns in a course
on General Relativity. Homotopy is in many cases just a natural way to en-
code the boundary conditions imposed on the fields, and cohomology is a
generalization of notions that every physicist has encountered in the study of
thermodynamics and electromagnetism. On the other hand I have tried to
avoid or at least minimize the use of fiber bundles: even though they are the
naturalmathematical framework for gauge theories, a proper treatment would
put too much emphasis on the geometry. Since this is not a mathematical
textbook, I have collected the main mathematical notions and some useful
results in several appendices, which can be consulted whenever needed. For
a much more extended introduction aimed specifically at physicists, see for
example [Nak03]. However, readers who want to properly learn these notions
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should turn directly to the mathematical literature. Excellent pedagogical
treatments can be found in [SiT67] or, more avanced, in [BoT82].

It would be impossible to properly acknowledge all the people that have,
directly or indirectly, contributed to this book. Much of my understanding
of this subject has been shaped during collaborations with R. Floreanini,
J. Mickelsson, N. Pak, R. Rajaraman and E. Sezgin. The preparation of these
notes has taken place over a long period of time and I am especially indebted
to L. Griguolo for help in an earlier attempt at systematizing the material,
in particular Chapter 6. Of course, this book would not exist were it not for
all the students who followed my course over the years and whose questions
helped me improve the presentation. In addition I wish to thank M. Fabrizio,
V. Naso, M. Serone, G.P. Vacca, O. Zanusso for comments and suggestions
during the final preparation of the manuscript, and especially D. Buccio for
much help with the exercises. Last but not least, many thanks to Cristiana
Prever of SISSA Medialab for her gentle prodding. Some projects never get
finished unless someone sets deadlines.

Trieste, November 2024
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Chapter 1

Fields and symmetries

Here we begin by recalling some basic notions, setting up the notation and
introducing the models whose topological properties will be discussed in
the following chapters: linear and nonlinear scalar theories and gauge fields,
possibly coupled to fermions. For eachmodelwe shall also give some examples
of physical application, either in particle physics or in condensed matter
physics. There ismuchmore to be said on each of thesemodels. The treatment
here is very concise, giving only the essential notions that are needed in the
following chapters.

Whereas in quantum field theory one almost always works in a covariant
formulation, in the end of the chapter we shall introduce the canonical ap-
proach, where (quantum) field theories are viewed as infinite dimensional
(quantum) mechanical systems. This will allow us, in later chapters, to cate-
gorize different types of topological effects on the basis of the homotopy or
cohomology groups of their configuration space, and to understand them as
infinite dimensional versions of simple quantum mechanical phenomena.

We shall focus mostly on bosons, since the nontrivial topology resides en-
tirely in the bosonic sector. There is a nontrivial interplay between the effects
of topology and fermions, that will emerge later, in particular in Section 2.1.4,
and in Chapter 6.

1.1 Noether’s theorems

There are two Noether theorems. The first applies to finite dimensional
invariance groups, the second to infinite dimensional invariance groups. Here
we discuss the first theorem. The second will be the subject of Section 1.5.2.

1
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The action of a theory is the time integral of the Lagrangian:

𝑆 = ∫ 𝑑𝑡 𝐿

and for a field theory the Lagrangian is the space integral of a Lagrangian
density:

𝐿 = ∫ 𝑑𝑑𝑥ℒ.

This is more often written in covariant form

𝑆(𝜙) = ∫ 𝑑𝑛𝑥ℒ(𝜙, 𝜕𝜇𝜙)

with 𝑛 = 𝑑 + 1 the dimension of spacetime. Notice that the action is viewed
as a functional of the field, whereas in the Lagrangian density it is customary
to indicate separately the dependence on the field and its derivatives. For our
purposes it will be sufficient to consider Lagrangian densities that depend on
the field and its first derivatives only.

The nature of the field is unspecified at this stage: it could be a fermion or
a boson, and carry any number of internal or spacetime indices, that we need
not write. We define the conjugate momentum vector

𝜋𝜇 = 𝜕ℒ
𝜕𝜕𝜇𝜙

, (1.1)

whose time component is the usual canonical momentum

𝜋 ≡ 𝜋0 = 𝜕ℒ
𝜕�̇�

(1.2)

where, as usual, �̇� = 𝜕0𝜙. By considering variations of the field that vanish at
infinity, so that integrations by parts are allowed, and demanding invariance of
the action under such transformations, leads to the Euler–Lagrange equations,
that can be written in the form

𝜕ℒ
𝜕𝜙 = 𝜕𝜇𝜋𝜇. (1.3)

On the other hand let 𝛿𝜖𝜙 be an infinitesimal transformation of the field
with constant transformation parameter 𝜖. The variation of the Lagrangian
density is

𝛿𝜖ℒ = 𝜕ℒ
𝜕𝜙 𝛿𝜖𝜙 +

𝜕ℒ
𝜕𝜕𝜇𝜙

𝛿𝜖(𝜕𝜇𝜙). (1.4)
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One assumes that 𝛿𝜖(𝜕𝜇𝜙) = 𝜕𝜇𝛿𝜖𝜙. Then, if one can show, without using the
equations of motion, that this variation is a total derivative 𝜕𝜇Ω

𝜇
𝜖 , the action

will be invariant and we call the transformation a symmetry.
Using the Euler–Lagrange equation (1.3), the variation (1.4) can be written

in another form that is true irrespective of 𝛿𝜙 being a symmetry:

𝛿𝜖ℒ = 𝜕𝜇(𝜋𝜇𝛿𝜖𝜙). (1.5)

If 𝛿𝜖𝜙 is a symmetry, we also have 𝛿𝜖ℒ = 𝜕𝜇Ω
𝜇
𝜖 , so equating these two expres-

sions we arrive at the conclusion that

𝜕𝜇(𝜋𝜇𝛿𝜖𝜙 −Ω𝜇
𝜖 ) = 0, (1.6)

in other words the current

𝑗𝜇𝜖 = 𝜋𝜇𝛿𝜖𝜙 −Ω𝜇
𝜖 (1.7)

is conserved. One can define the current also in the case when 𝛿𝜖𝜙 is not a
symmetry, in which case its divergence is

𝜕𝜇𝑗
𝜇
𝜖 = 𝛿𝜖ℒ. (1.8)

Integrating the time component of the current on a constant-time surface
we obtain a charge

𝑄𝜖 = ∫ 𝑑𝑑𝑥 𝑗0𝜖 (1.9)

that does not change in time:

𝑑𝑄𝜖
𝑑𝑡 = 0. (1.10)

This is the statement of Noether’s first theorem: to each one-parameter con-
tinuous group of symmetries there corresponds a conserved quantity.

The finite transformations form a Lie group 𝐺 and the corresponding
infinitesimal transformations span its Lie algebra 𝔤. Thus the transformation
itself has as many parameters as the dimension of 𝐺. We can write 𝜖 = 𝜖𝑎𝑇𝑎,
where 𝑇𝑎 are a basis of 𝔤, then the current and charge can be written

𝑗𝜇𝜖 = 𝜖𝑎𝑗𝜇𝑎 , 𝑄 = 𝜖𝑎𝑄𝑎.

It is common to write the components of the current with the parameter 𝜖
stripped off.
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For internal transformations one has Ω𝜖 = 0 and the Noether current is
just 𝑗𝜇𝑎 = 𝜋𝜇𝛿𝑎𝜙. Let us consider the case of a bosonic field carrying a linear
representation of 𝐺, with infinitesimal transformation1

𝛿𝑎𝜙𝑚 = −(𝑇𝑎)𝑚𝑛𝜙𝑛. (1.11)

Then the Noether current is

𝑗𝜇𝑎 = −𝜋𝜇𝑚(𝑇𝑎)𝑚𝑛𝜙𝑛, (1.12)

where we now make the index explicit in 𝜋𝜇𝑚 = 𝜕ℒ
𝜕𝜕𝜇𝜙𝑚

. In particular, the time
component of the current is

𝑗0𝑎 = −𝜋𝑚(𝑇𝑎)𝑚𝑛𝜙𝑛, (1.13)

where 𝜋𝑚 is the momentum conjugate to 𝜙𝑚. We have the canonical equal
time commutation relations

[𝜙𝑚(𝑡, 𝑥), 𝜋𝑛(𝑡, 𝑦)] = 𝑖𝛿𝑚𝑛 𝛿(𝑑)(𝑥 − 𝑦) (1.14)

(we work in natural units) and the commutation relations of the generators

[𝑇𝑎, 𝑇𝑏] = 𝑓𝑎𝑏𝑐𝑇𝑐. (1.15)

(The generators are assumed antihermitian and the structure constants 𝑓𝑎𝑏𝑐
are real). Using these, one easily finds that

[𝑗0𝑎(𝑡, 𝑥), 𝑗0𝑏(𝑡, 𝑦)] = −𝑖𝑓𝑎𝑏𝑐𝑗0𝑐 (𝑡, 𝑥)𝛿(𝑑)(𝑥 − 𝑦). (1.16)

In particular, the charges 𝑄𝑎 = ∫ 𝑑𝑑𝑥𝐽0𝑎 satisfy

[𝑄𝑎, 𝑄𝑏] = −𝑖𝑓𝑎𝑏𝑐𝑄𝑐. (1.17)

The additional factor of 𝑖 in the r.h.s. of (1.17), compared to (1.15), comes from
the quantum theory: it is required because the charges are physical observables
and must be hermitian operators. If we computed classical Poisson brackets
of currents we would find that they satisfy the same algebra as the generators
𝑇𝑎 themselves. The − sign is conventional: it follows from the choice of sign
in (1.11).

1We use indices from the beginning of the latin alphabet for the Lie algebra and the adjoint
representation, and from the middle of the latin alphabet for other representations.
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For a fermion multiplet 𝜓𝑚 carrying the same representation of 𝐺, from
the free Lagrangian densityℒ = −�̄�𝛾𝜇𝜕𝜇𝜓 one finds that 𝜋𝜇 = −�̄�𝛾𝜇, and the
Noether current is given by the formula

𝑗𝜇𝑎 = 𝜋𝜇𝑚(𝑇𝑎)𝑚𝑛𝜓𝑛 = �̄�𝑚𝛾𝜇(𝑇𝑎)𝑚𝑛𝜓𝑛. (1.18)
In the case of global 𝑈(1) transformations 𝛿𝜓 = −𝑖𝜖𝜓 the abelian current is

𝑗𝜇 = 𝑖�̄�𝛾𝜇𝜓. (1.19)
The factor 𝑖 makes the current real. In fact, it is not too obvious that these
currents are hermitian operators, so this is left as Exercise 1.1

The momentum canonically conjugated to 𝜓 is 𝜋0 = −�̄�𝛾0 = 𝑖𝜓†. There-
fore

{𝜓𝐴𝑚(𝑥, 𝑡), �̄�𝐵𝑛(𝑦, 𝑡)} = 𝑖(𝛾0)𝐴𝐵𝛿
𝑚
𝑛 𝛿(𝑑)(𝑥 − 𝑦), (1.20)

where 𝐴, 𝐵 are spinor indices. Using these canonical anticommutation rela-
tions, one finds that the currents (1.18) also satisfy the current algebra (1.16).

Notice that these calculations do not require knowledge of the Lagrangian
but follow purely from canonical arguments. Furthermore, these relations
hold independently of whether the current is conserved or not. While very
general, they are also formal and do not take into account the difficulties that
may arise, for example, when we multiply two field operators at the same
point. For this reason, one should not be too surprised that relations (1.17)
can be violated in certain situations. We will discuss this point in Section 1.6
and then more extensively in Chapter 6.

1.2 Linear scalar theories
A scalar field is a map from space, or spacetime, to some target space. If the
target space is a linear space, we shall call the field a linear scalar field; if the
target space is some other manifold, we shall call the field a nonlinear scalar
field. The distinction is purely kinematical. In both cases we will be interested
in interacting fields, so the field equations will be nonlinear, but the type of
interactions that arise in the two cases are quite different. In this section we
discuss linear scalar theories. In Section 1.3.1 we shall see how they give
rise to nonlinear theories in some limiting situations, and then discuss the
nonlinear theories per se.

1.2.1 The 𝑶(𝑵)models

We consider a multiplet of𝑁≥1 scalar fields 𝜙𝑚 (𝑚=1, … ,𝑁) in 𝑛 spacetime
dimensions. Assuming symmetry under 𝑂(𝑁), the action is

𝑆 = ∫ 𝑑𝑛𝑥[−12𝜕𝜇𝜙
𝑚𝜕𝜇𝜙𝑚 − 𝑉(|𝜙|)], (1.21)
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where |𝜙|=
√
𝜙𝑚𝜙𝑚 and repeated indices are summed over. The case 𝑁 = 1

is in some respect different from the others because the group 𝑂(1) is discrete,
being isomorphic to the group ℤ2 generated by the reflection 𝜙 → −𝜙. Here
we consider only quartic potentials that can be parametrized as

𝑉(|𝜙|) = 1
2𝑚

2|𝜙|2 + 𝜆
4 |𝜙|

4 +𝑈, (1.22)

where 𝑈 is an arbitrary constant (at least as long as we are not interested in
gravity). The minimum of the potential is the classical vacuum state of the
system and in the following we shall loosely refer to it as the vacuum, or, in
the quantum context, the vacuum expectation value (VEV) of the field.2

The system can be in two phases, depending on the minimum of the
potential, which in turn depends on the sign of the mass term. When𝑚2 > 0
the minimum is in the origin and we can put 𝑈 = 0. The vacuum is unique
and the linearization of the action around the vacuum, which correponds to
just dropping the quartic term in the potential, shows that there are 𝑁 free
scalar fields, with mass matrix

𝜕2𝑉
𝜕𝜙𝑟𝜕𝜙𝑠

|||||||||𝜙=0
=

⎛
⎜
⎜
⎜
⎝

𝑚2 … 0 0
… … … …
0 … 𝑚2 0
0 … 0 𝑚2

⎞
⎟
⎟
⎟
⎠

. (1.23)

This is called the symmetric phase, and in this phase the symmetry 𝑂(𝑁) is
said to be linearly realized.

When 𝑚2 < 0 the minimum is not unique: the minima form an 𝑁 − 1-
dimensional sphere 𝑆𝑁−1 of radius

𝑓 =
√

|𝑚2|
𝜆 . (1.24)

In this casewe put𝑈 = 𝑚4

4𝜆
and the potential can be rewritten in the convenient

form
𝑉(|𝜙|) = 𝜆

4
(
|𝜙|2 − 𝑓2

)2
. (1.25)

2We shall follow here the standard presentation of this topic, but the reader should be aware
that in this way we overlook some subtleties. Both in QFT and in statistical mechanics the
potential one usually minimizes is not the one appearing in the classical action, but rather the
potential in the effective action and in the free energy, respectively. Both functionals are defined
by Legendre transform and therefore must be convex, which is not the case with (1.22) when
𝑚2 < 0. The point is that the potential (1.22) gives the energy for homogeneous configurations,
whereas the free energy isminimized by spatially inhomogeneous configurations. Furthermore,
for𝑚2 < 0 the perturbative evaluation yields an effective potential that is complex near the
origin. The physical significance of this fact is clarified in [Wei87].
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Since all the minima have zero energy, the vacuum state is not unique. Each
point on the sphere defines a different vacuum state, and once that state has
been chosen, it will remain the same throughout the history of the system.
Even though the action of the system is𝑂(𝑁)-invariant, any one of the vacuum
states is only invariant under a subgroup 𝑂(𝑁 − 1) (and in fact the locus of
the minima is the coset space 𝑂(𝑁)∕𝑂(𝑁 − 1) = 𝑆𝑁−1). For this reason,
the symmetry is said to be spontaneously broken (as opposed to the case of
a symmetry that is explicitly broken by the presence of some non-invariant
term in the action) and this phase is called the broken symmetry phase. That
the breaking is only due to the choice of state is confirmed by the fact that the
Noether currents are conserved also in the broken phase, see Exercise 1.2.

Without loss of generality we can choose the vacuum to be the “north pole”

𝜙∗ = (0,… , 0, 𝑓).

Linearizing the action around this vacuum we find again 𝑁 free scalars, but
this time the mass matrix is

𝜕2𝑉
𝜕𝜙𝑟𝜕𝜙𝑠

|||||||||𝜙=𝜙∗
=

⎛
⎜
⎜
⎜
⎝

0 … 0 0
… … … …
0 … 0 0
0 … 0 2|𝑚2|

⎞
⎟
⎟
⎟
⎠

. (1.26)

We thus have 𝑁 − 1massless particles called the Goldstone bosons, that cor-
respond simply to the fields 𝜙1,. . .𝜙𝑁−1, and one massive particle that is de-
scribed by the shifted field 𝜙𝑁 − 𝑓. Note that the mass of this particle is

√
2

times themass of the particles in the symmetric phase. Also note that the iden-
tification of the Goldstone bosons with the fields 𝜙1,. . .𝜙𝑁−1 is only valid in
an infinitesimal neighborhood of the north pole, where we can think of them
as belonging to the tangent space to the sphere at the north pole. The true
configuration space of the Goldstone bosons is the sphere 𝑆𝑁−1. Thus a more
appropriate description of the broken phase would use spherical coordinates
in ℝ𝑁 , with the angular coordinates describing the Goldstone bosons and the
(shifted) radial coordinate being the massive field. We shall therefore refer
to the massive particle as the radial mode. The appearance of a number of
massless particles equal to the number of broken generators of the symmetry
group is the content of Goldstone’s theorem.

The model we have just described is called the 𝑂(𝑁)model in statistical
physics and the linear sigma model in nuclear physics. We will discuss these
two applications in more detail in the next two sections. The 𝑂(𝑁) model
is suitable to describe any situation in which a system exhibits a global (as
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Figure 1. Spontaneous magnetization as a function of temperature. At a given
𝑇 < 𝑇𝑐, the ℤ2 symmetry of the action is spontaneously broken: there are two
possible, energetically degenerate states, and which one the system is in depends on
it earlier history.

opposed to local, or gauged) 𝑂(𝑁) symmetry, that is spontaneously broken
to 𝑂(𝑁 − 1). It can be generalized in a straightforward way to the case of any
global symmetry 𝐺 spontaneously broken to a subgroup 𝐻. In this case the
multiplet of fields 𝜙𝑎 carries some representation of 𝐺, the potential has to be
𝐺-invariant and the minima form a coset space 𝐺∕𝐻. For the construction of
𝐺-invariant quartic potentials see e.g. [Mic79].

1.2.2 The Ginzburg–Landau theory of phase transitions

If we replace 𝑛-dimensional spacetime by 𝑛-dimensional Euclidean space, the
functional (1.21), with the overall sign changed, is used as an approximate
form of the free energy of a statistical system in 𝑛 space dimensions. In
this context, this theory is known as the Ginzburg–Landau model, and has
important applications to the description of phase transitions.

To illustrate this type of application we consider the theory of magnetism
andwe focus on the simplest case of the uniaxial ferromagnet as a paradigmatic
example. It corresponds to the 𝑁 = 1 case of the models of the previous
section, and we recall that𝑂(1) = ℤ2. The macroscopic state of the material is
described by the averagemagnetization𝑀, which depends on the temperature
𝑇 and on the external magnetic field 𝐻. When 𝐻 = 0 and the temperature
is below a critical temperature 𝑇𝑐, called the Curie temperature, there is a
residual (or “spontaneous”) magnetization. This is called the ferromagnetic
state. The spontaneous magnetization depends upon the earlier history of the
system (hysteresis). Thus for example, if at some earlier time the magnetic
field had been pointing up, and then had been monotonically reduced to
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zero, then the residual magnetization will point up. If one continuously
turns on a magnetic field pointing down, the magnetization also follows
and has a discontinuous jump. Actually, the material will remain for some
time in a metastable state with the direction of magnetization opposite to
that of𝐻, but if one waits long enough it will align itself with the magnetic
field. These transitions between the two macroscopic states of magnetization
are discontinuous transitions, or first order transitions.3 As the temperature
increases, the discontinuity in magnetization across the transition decreases,
until the Curie temperature is reached, where the discontinuity vanishes, see
Figure 1.

Above the Curie temperature the system is in a paramagnetic state, where
the magnetization changes smoothly as a function of the magnetic field, and
𝑀 = 0 when𝐻 = 0. Exactly at the critical temperature there is still a phase
transition, but a continuous one. At this point, the specific heat has a discon-
tinuity and the magnetic susceptibility

𝜒 = 𝜕𝑀
𝜕𝐻

|||||||𝐻=0

diverges. So, we have a line of first order transitions that ends at a second
order transition. A remarkable property of systems near a critical point is that
many quantities exhibit a characteristic power law behavior. It is convenient
to define a reduced temperature

𝑡 = |𝑇 − 𝑇𝑐|
𝑇𝑐

that is zero at the critical point. Then, the residual magnetization at 𝐻 = 0
scales as

𝑀 ∼ (−𝑡)𝛽, (1.27)

the magnetic susceptibility diverges as

𝜒 ∼ |𝑡|−𝛾 (1.28)

and at 𝑡 = 0
𝑀 ∼ 𝐻1∕𝛿. (1.29)

The exponents 𝛽, 𝛾, 𝛿 (and others that we shall not discuss) are called critical
exponents.

3In the classification proposed by Ehrenfest, a transition is of 𝑛-th order if an 𝑛-th derivative
of the free energy is discontinuous. This terminology is now considered obsolete but is still
widely used.
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These phenomena are due to the interaction of spins on the lattice with the
external magnetic field. The microscopic model for the uniaxial ferromagnet
is the Ising model. It consists of spins pointing in a fixed direction, with values
𝑆𝑎 = ±1, on a 𝑑-dimensional lattice, with Hamiltonian

ℋ = −𝐽
∑

𝑎,𝑏
𝑆𝑎𝑆𝑏 − 𝜇𝐻

∑

𝑎
𝑆𝑎 (1.30)

where the first sum extends over all nearest neighbors. When 𝐻 = 0, the
Hamiltonian has a globalℤ2 symmetry that flips the signs of all spins. If 𝐽 > 0,
it is energetically favorable for the neighboring spins to have the same sign,
while the second term tends to align the spins with the magnetic field.

Then, the various states of the system result from the competition between
these interactions, that tend to bring the system into a state where all spins
are aligned, and the effect of thermal fluctuations, that tend to randomize
them. In the paramagnetic state thermal fluctuations dominate, whereas in
the ferromagnetic state they are small. Thus, the paramagnetic state is called
the disordered state and is also a state in which the ℤ2 symmetry of the Ising
model is unbroken. The ferromagnetic state is an ordered state in which the
ℤ2 symmetry of the Ising model is spontaneously broken.

At a macroscopic level, all this is well described by the Ginzburg–Landau
theory, that is just a linear scalar theory of the type discussed in the previous
section. In terms of the Ising model, the average magnetization in a given
volume is the sum𝑀 = ⟨∑𝑎 𝑆𝑎⟩ over the sites in that volume, but we need
not refer to the microscopic spins at all. The important feature is that for
𝐻 = 0 both models have ℤ2 symmetry. Although the true free energy may be
a very complicated function, given that we are interested in the macroscopic
(infrared) properties of the system, it is enough to retain the leading terms in
a derivative expansion. Including the linear coupling to the magnetic field,
that acts as an external source, these are

𝐹 = ∫ 𝑑𝑛𝑥[12𝑟𝑀
2 + 𝑢

4𝑀
4 −𝐻𝑀 + 1

2𝜕𝑖𝑀𝜕𝑖𝑀 + …], (1.31)

This is just a Euclidean version of (1.21) with 𝑁 = 1, where the field has been
renamed𝑀, the squared mass has been renamed 𝑟 and the quartic coupling
𝑢. The average magnetization is dictated by the potential and the kinetic term
is needed only for the two point function. One can derive this form of the free
energy in a mean field treatment of the Ising model, see Exercise 1.3, but here
we treat it as a valid model per se.

One of the crucial properties of the critical point is that the correlation
length 𝜉, which is defined by the behavior of the two point function

𝐺(𝑥 − 𝑦) = 𝑒−|𝑥−𝑦|∕𝜉
|𝑥 − 𝑦|𝑛−2 ,
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Figure 2. Potentials corresponding to 𝑢 = 1, 𝑟 = −0.6 and𝐻 = 0, 0.1, 0.182, 0.28 in
blue, green, red, pink, respectively.

tends to infinity when 𝑇 → 𝑇𝑐. The correlation length is the inverse of
the mass, so this suggests that we think of 𝑟 and 𝑢 as analytic functions of
temperature, with 𝑟 having a simple zero at the critical temperature:

𝑟(𝑇) = 𝑟0(𝑇 − 𝑇𝑐) + … , 𝑢(𝑇) = 𝑢0 + …

The ground state of the system is a stationary point of the free energy, so it
satisfies

𝑀(𝑟 + 𝑢𝑀2) = 𝐻. (1.32)
Above the critical temperature, 𝑟 > 0 and we are in the symmetric phase, that
corresponds to the paramagnetic state, where𝑀 = 0 is the unique minimum
for 𝐻 = 0. Below the critical temperature, 𝑟 < 0 and we are in the broken
phase. For𝐻 = 0 the ground states are

𝑀 = ±
√
− 𝑟𝑢 . (1.33)

For small positive𝐻 the positive minimum is the stable ground state whereas
the negative minimum is a metastable state (green curve in Figure 2). For
sufficiently large𝐻 thismetastable state ceases to exist (pink curve in Figure 2).
The plot of the solutions for 𝑀 as function of 𝐻 correctly reproduces the
hysteresis curves of actual ferromagnets, see Figure 3.

At a quantitative level, the Ginzburg–Landau model gives predictions for
the critical exponents. From (1.33), since 𝑟 ∼ 𝑡, we see that 𝛽 = 1∕2. In order
to calculate the magnetic susceptibility, we differentiate (1.32) and find that

𝜕𝑀
𝜕𝐻 = − 1

𝑟 + 3𝑢𝑀2 .
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Figure 3. The solution of (1.32) for 𝑢 = 1, 𝑟 = −0.6. The stable branches are drawn in
black, the metastable branches in dashed blue and the unstable branch in dotted red.

At𝐻 = 0,𝑀 is given by (1.33), the susceptibility is

𝜕𝑀
𝜕𝐻

|||||||𝐻=0
= 1
2𝑟 ∼ 𝑡−1,

so 𝛾 = 1. At the critical temperature 𝑟 = 0 and (1.32) gives𝑀 ∼ 𝐻1∕3, which
implies that 𝛿 = 3. The following table compares these values to the ones
measured in actual systems, in three space dimensions. The agreement is not
impressive, but it is reasonably good, considering the simplicity of the model.

Ginzburg–Landau measured (𝑑 = 3)
𝛽 0.5 0.326419(3)
𝛾 1 1.237075(10)
𝛿 3 4.78984(1)

One of the most striking features of critical phenomena is universality.
This means that different materials have the same critical exponents, as long
as they are in the same dimension and have the same global symmetries.
Consider for example the critical point of a fluid, that is found at the end
of the line separating liquid and vapor. The order parameter of this system,
whose value defines the phase, (and is analogous to the magnetization) is
∆𝜌, the difference in densities between the liquid and vapor. The free energy
is an even function of ∆𝜌 near the critical point, so the fluid also has a ℤ2
symmetry that consists of changing the sign of ∆𝜌. Every thermodynamic
quantity of the magnetic system has a fluid analog (for example, the analog of
the magnetic susceptibility is isothermal compressibility) and it is observed
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experimentally that the critical exponents of the two systems are the same, in
spite of their very different nature. One says that these critical systems are in
the same universality class.

The Ginzburg–Landau model explains universality, but it is too coarse: for
example it predicts critical exponents that do not depend on the dimension of
the system, whereas experimentally one finds that they do. In fact, the predic-
tions of the Ginzburg–Landau models are valid in (space) dimension four or
higher, and become progressively worse as the dimension decreases. This is
because the Ginzburg–Landau models ignore fluctuations, and fluctuations
are more important in lower dimensions.

A better quantitative understanding of critical phenomena came with
Wilson’s use of the renormalization group [Wil73]. Recall that in theGinzburg–
Landau model the mass is zero at the critical temperature, in such a way
that the system becomes scale invariant. In Wilson’s description, the critical
state is described by an infrared-attractive fixed point of the renormalization
group, where scale invariance is realized also in the presence of fluctuations,
and where the features of the system become largely independent of the
microscopic Hamiltonian: the only properties that are remembered are those
that determine the universality class, namely the dimension and the global
symmetries. A proper discussion of this would take us too far afield. The
interested reader is directed towards the excellent books [Gol92] or [Car96].

There are magnetic systems where the magnetization lies in a plane, or
points anywhere in three dimensional space.4 These systems are described at
microscopic level by the so-called XY model and Heisenberg model respec-
tively, but on scales that are much larger than the lattice spacing they have
effective descriptions by Ginzburg–Landau models that are just the Euclidean
versions of the 𝑂(2) and 𝑂(3) linear scalar models of the previous section.
They differ from the uniaxial ferromagnet in having a continuous symmetry
group, so that when symmetry breaking occurs, Goldstone bosons appear.
Apart from this, the phase transition in these theories has the same general
features described above, but different values of the critical exponents. These
models define the 𝑂(2) and 𝑂(3) universality classes.

1.2.3 The linear sigma model

One of the most important applications of the linear scalar model in particle
physics is in the theory of the strong interactions at low energy. The lightest
baryons are the proton and neutron, that can be put together into a “nucleon”

4The dimension of the space spanned by the spins should not be confused with the dimen-
sion of the lattice.
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doublet 𝑁 = ( 𝑝𝑛 ), transforming in the fundamental (spinor) representation of
the isospin group 𝑆𝑈(2):

𝛿𝑣𝑁 = −𝑣𝑎𝜏𝑎𝑁, (1.34)

where 𝑣𝑎 is the infinitesimal transformation parameter and 𝜏𝑎 =
𝑖
2
𝜎𝑎, where

𝜎𝑎 are the Pauli matrices (see Appendix A for notation and conventions). The
lightest mesons are the pions 𝜋± and 𝜋0, that can be put together into a triplet
(𝜋1, 𝜋2, 𝜋3) (with 𝜋± = 𝜋1 ± 𝑖𝜋2), transforming in the adjoint representation
of the isospin group 𝑆𝑈(2):

𝛿𝑣𝜋𝑎 = −𝑣𝑏 𝑎𝑑(𝑇𝑏)𝑎𝑐𝜋𝑐

= −𝑣𝑏𝜖𝑎𝑏𝑐𝜋𝑐. (1.35)

The Noether current associated to these transformations is

𝑗𝜇𝑉𝑎 = �̄�𝛾𝜇𝜏𝑎𝑁 + 𝜖𝑎𝑏𝑐𝜋𝑏𝜕𝜇𝜋𝑐. (1.36)

The isospin, or “vector” current 𝑗𝜇𝑉𝑎 is conserved in the strong interactions,
and the masses of the two nucleons and those of the three pions are almost
degenerate. Thus, isospin is a symmetry of the strong interactions at low
energy.

If the nucleons were massless, their free Lagrangian

ℒ = −�̄�𝛾𝜇𝜕𝜇𝑁 (1.37)

would additionally be invariant under the “axial 𝑆𝑈(2)” transformations

𝛿𝛼𝑁 = −𝛼𝑎𝜏𝑎𝛾𝐴𝑁, (1.38)

where 𝛼𝑎 is the transformation parameter and 𝛾𝐴 = −𝑖𝛾0𝛾1𝛾2𝛾3 is the chirality
operator. The associated current is

𝑗𝜇𝐴𝑎 = �̄�𝛾𝜇𝛾𝐴𝜏𝑎𝑁, (1.39)

where 𝐴 stands for “axial”. Note that axial transformations do not close.
However, if we put together the vector and axial currents of the nucleon, they
form a closed algebra:

[𝑗0𝑉𝑎(𝑥, 𝑡), 𝑗
0
𝑉𝑏(𝑦, 𝑡)] = 𝑖𝜖𝑎𝑏𝑐𝑗0𝑉𝑐(𝑥, 𝑡)𝛿

(3)(𝑥 − 𝑦). (1.40a)
[𝑗0𝑉𝑎(𝑥, 𝑡), 𝑗

0
𝐴𝑏(𝑦, 𝑡)] = 𝑖𝜖𝑎𝑏𝑐𝑗0𝐴𝑐(𝑥, 𝑡)𝛿

(3)(𝑥 − 𝑦). (1.40b)
[𝑗0𝐴𝑎(𝑥, 𝑡), 𝑗

0
𝐴𝑏(𝑦, 𝑡)] = 𝑖𝜖𝑎𝑏𝑐𝑗0𝑉𝑐(𝑥, 𝑡)𝛿

(3)(𝑥 − 𝑦). (1.40c)
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The vector and axial transformations are entangled and it is convenient to
reshuffle them in a different way. Since the chirality operator 𝛾𝐴 satisfies
(𝛾𝐴)2 = 𝟏, the operators

𝑃± =
1 ± 𝛾𝐴
2 (1.41)

are projectors and can be used to decompose the Dirac spinors as the sum of
a left handed (negative chirality) and right handed (positive chirality) part:
𝑁 = 𝑁+ +𝑁−, where 𝑁± = 𝑃±𝑁. Defining

𝑗𝜇𝐿𝑎 =
𝑗𝜇𝑉𝑎 − 𝑗𝜇𝐴𝑎

2 = �̄�𝛾𝜇𝑃−𝜏𝑎𝑁, (1.42a)

𝑗𝜇𝑅𝑎 =
𝑗𝜇𝑉𝑎 + 𝑗𝜇𝐴𝑎

2 = �̄�𝛾𝜇𝑃+𝜏𝑎𝑁, (1.42b)

we can rewrite (1.40) as

[𝑗0𝐿𝑎(𝑥, 𝑡), 𝑗
0
𝐿𝑏(𝑦, 𝑡)] = 𝑖𝜖𝑎𝑏𝑐𝑗0𝐿𝑐(𝑥, 𝑡)𝛿

(3)(𝑥 − 𝑦) ; (1.43a)
[𝑗0𝐿𝑎(𝑥, 𝑡), 𝑗

0
𝑅𝑏(𝑦), 𝑡] = 0 ; (1.43b)

[𝑗0𝑅𝑎(𝑥, 𝑡), 𝑗
0
𝑅𝑏(𝑦, 𝑡)] = 𝑖𝜖𝑎𝑏𝑐𝑗0𝑅𝑐(𝑥, 𝑡)𝛿

(3)(𝑥 − 𝑦), (1.43c)

showing that the global symmetry group is the so-called chiral group 𝑆𝑈(2)𝐿×
𝑆𝑈(2)𝑅, whose two factors act separately on the left and right components of
the fermions:

𝑁𝐿 → 𝑔−1𝐿 𝑁𝐿, �̄�𝐿 → �̄�𝐿𝑔𝐿 (1.44a)
𝑁𝑅 → 𝑔−1𝑅 𝑁𝑅, �̄�𝑅 → �̄�𝑅𝑔𝑅. (1.44b)

The axial transformations are badly broken by themass termof the nucleon
−𝑚𝑁�̄�𝑁. However, let us focus on their action on the pions. A priori, it is not
clear what this action should be, but historically some hints came from the
weak decay of the charged pions. In the Fermi theory the weak interactions
are of the form

𝐺𝐹√
2
(𝑉𝜇𝑎 − 𝐴𝜇𝑎)(𝑉

𝜇
𝑎 − 𝐴𝜇

𝑎), (1.45)

where 𝑉 and 𝐴 are suitable vector and axial currents. Because the pion is a
pseudoscalar, its decay 𝜋− → 𝜇− + �̄�𝜇 must be mediated by an axial current.
Since the only vectorial property of a pion is its momentum, the relevant
matrix element must be of the form

⟨0|𝐴𝜇
𝑎(𝑥)|𝜋𝑏(𝑝)⟩ = 𝑖𝐹𝜋𝑝𝜇𝛿𝑎𝑏𝑒𝑖𝑝⋅𝑥 (1.46)
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where 𝐹𝜋 = 92.4MeV is called the pion decay constant. Taking the divergence
and then using the Klein–Gordon equation for the pion we obtain that

⟨0|𝜕𝜇𝐴
𝜇
𝑎(𝑥)|𝜋𝑏(𝑝)⟩ = 𝐹𝜋𝑚2

𝜋𝛿𝑎𝑏𝑒𝑖𝑝⋅𝑥. (1.47)

Since the squared mass of the pions is considerably smaller than that of the
nucleons, this relation suggests that it may be a reasonable approximation
to assume that the axial current is conserved. This is referred to as partial
conservation of the axial current or PCAC. These relations also suggested that
the axial current of the pion could be identified with

𝐴𝑎
𝜇 = 𝐹𝜋𝜕𝜇𝜋𝑎. (1.48)

The divergence of the nucleon axial current follows from (1.8)

𝜕𝜇(�̄�𝛾𝜇𝛾𝐴𝜏𝑎𝑁) = −2𝑚𝑁�̄�𝛾𝐴𝜏𝑎𝑁, (1.49)

and being proportional to the nucleon mass, is large. However, given that
the nucleon interacts strongly with the pions, it may be more significant to
consider the total axial current5

�̄�𝛾𝜇𝛾𝐴𝜏𝑎𝑁 + 𝐹𝜋𝜕𝜇𝜋𝑎. (1.50)

If we demand that this current be exactly conserved, we obtain

□𝜋𝑎 = 2𝑚𝑁
𝐹𝜋

�̄�𝛾𝐴𝜏𝑎𝑁, (1.51)

which is the Klein–Gordon equation for a massless pseudoscalar triplet cou-
pled to the nucleon. If, as required by the PCAC relation, we demand only
that this current be almost conserved, we obtain

(□ −𝑚2
𝜋)𝜋𝑎 =

2𝑚𝑁
𝐹𝜋

�̄�𝛾𝐴𝜏𝑎𝑁, (1.52)

which is the Klein–Gordon equation for a massive pseudoscalar triplet inter-
acting with the nucleons. If the interaction is written conventionally in the
form

ℒ𝜋𝑁𝑁 = −2𝑔𝜋𝑁𝑁𝜋𝑎�̄�𝛾𝐴𝜏𝑎𝑁, (1.53)
the pion-nucleon coupling is predicted to be

𝑔𝜋𝑁𝑁 = 𝑚𝑁
𝐹𝜋

. (1.54)

5The nucleon axial current has a correction factor 𝑔𝐴 ≈ 1.25 due to the weak interactions,
that we ignore here for simplicity. See [Wei95], Section 19.4 for more details.
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This is known as the Goldberger–Treiman relation. It relates the mass of the
nucleons to the pion-nucleon coupling (both properties of the strong inter-
actions) via the pion decay constant (a property of the weak interactions).
It is satisfied with a 5% precision, which is somewhat surprising, and sup-
ports the notion that the dynamics of the strong interactions is, within some
approximaton, invariant under the chiral group.

On the other hand, chiral invariance would require that for each multiplet
of baryons and mesons there should exist another multiplet with the same
masses but opposite parity. Since such particles do not exist, the spectrum
of the strongly interacting particles does not exhibit chiral symmetry. One
concludes that 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅 is a symmetry of the Lagrangian but not of
the vacuum, or in other words it is a spontaneously broken symmetry. From
Goldstone’s theorem, then, there should exist 3massless particles (Goldstone
bosons) with negative parity, zero spin and unit isospin. Since the pions are
much lighter than the other strongly interacting particles and have all the
right quantum numbers, it is reasonable to identify them with the Goldstone
bosons, but since they are not exactly massless, they are usually referred to as
pseudo-Goldstone bosons.

All this can be understood better from the more modern perspective of
QCD, from which, in principle, all the above properties could be derived.
There are six known types (or flavors) of quarks: 𝑢 (up), 𝑑 (down), 𝑠 (strange),
𝑐 (charm), 𝑏 (bottom) and 𝑡 (top), in order of increasing mass. Each of them
is described by a Dirac spinor. We can collect these quark fields into a column
vector 𝑞𝛼, where 𝛼 is an index that runs over the six flavors. The free quark
part of the QCD Lagrangian is

−
∑

𝛼
�̄�𝛼
(
𝛾𝜇𝜕𝜇 +𝑚𝛼

)
𝑞𝛼. (1.55)

The masses of the quarks are distributed over a large range, but for many
purposes one can pretend that the lightest ones are massless. This is a good
approximation for the 𝑢 and 𝑑 quarks and, to a lesser extent, also for the 𝑠
quark. Let us focus on the isospin doublet 𝑞 =

( 𝑢
𝑑
)
. For 𝑚𝑢 = 𝑚𝑑 = 0, the

Lagrangian (1.55) is invariant under the chiral group, generated by currents
that have the form (1.42), except for the replacement of 𝑁 by 𝑞. By the same
argument used above, the chiral symmetry must be broken spontaneously to
its vector (isospin) subgroup, and again we end up concluding that the pions
can be regarded as the resulting pseudo-Goldstone bosons. In this case we
learn that the smallness of the pion masses is related to the smallness of the 𝑢
and 𝑑 masses.

In QCD we can also deduce the transformation properties of the pions
from those of their constituent quarks. Since the quarks have the same isospin
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transformation properties as the nucleons, and the pions𝜋𝑎 have the quantum
numbers of �̄�𝛾𝐴𝜏𝑎𝑞, from the vector transformation (1.34) we obtain (1.35),
whereas from the axial transformation (1.38) we obtain

𝛿𝛼(�̄�𝛾𝐴𝜏𝑎𝑞) = 𝛼𝑎 12 �̄�𝑞. (1.56)

Thus the pions transform into a hypothetical scalar isosinglet meson 𝜎 = 1
2
�̄�𝑞,

which would be a singlet under vector transformations. In turn,

𝛿𝛼𝜎 =
1
2𝛿𝛼(�̄�𝑞) = −𝛼𝑏�̄�𝛾𝐴𝜏𝑏𝑞 = −𝛼𝑏𝜋𝑏. (1.57)

The spontaneous breaking of the chiral symmetry must occur in QCD
via the formation of a condensate ⟨�̄�𝑞⟩. This is a difficult nonperturbative
problem, because the dynamics of QCD at low energy is strongly coupled, so
the spontaneous breaking of chiral symmetry is usually described by simple
ad hoc models. One of the earliest and most successful ones was proposed in
1960 by Gell–Mann and Levy [GML60]. It describes the interactions of the
pions and 𝜎 with the heavy nucleons. The group 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅 is locally
isomorphic to 𝑆𝑂(4) and the unbroken group 𝑆𝑈(2)𝑉 is locally isomorphic to
𝑆𝑂(3), thus the bosonic part of the model is simply the 𝑆𝑂(4)model described
in Section 1.2.1. The perturbative description of the pions is by a triplet of
pseudoscalar fields 𝜋𝑎 in the adjoint representation of 𝑆𝑈(2)𝑉 , transforming
under 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅 by

𝜋𝑎𝜏𝑎 ↦→ 𝑔−1𝐿 (𝜋𝑎𝜏𝑎) 𝑔𝑅. (1.58)

The model contains another scalar field 𝜎 that is a singlet of 𝑆𝑈(2)𝑉 , such
that (𝜋1, 𝜋2, 𝜋3, 𝜎) form a vector of 𝑆𝑂(4). The Lagrangian is6

ℒ𝐺𝑀𝐿 = −12𝜕𝜇𝜋
𝑎𝜕𝜇𝜋𝑎 − 1

2𝜕𝜇𝜎𝜕
𝜇𝜎 − �̄�𝛾𝜇𝜕𝜇𝑁

− 𝜆
4 (𝜋

𝑎𝜋𝑎 + 𝜎2 − 𝑓2)2 − 𝑔�̄�(𝜎 + 2𝜋𝑎𝜏𝑎𝛾𝐴)𝑁. (1.59)

The first line gives the free part of the Lagrangian. The nucleons are a priori
massless. The purely bosonic terms are manifestly 𝑆𝑂(4) invariant, with a
potential that has the standard form leading to symmetry breaking. The pions
couple linearly to the axial charge density with a coupling of the form (1.53)
and 𝜎 couples to the baryon charge density. The invariance of the last term is

6It is also instructive to see this Lagrangian written in terms of “spinorial” variables, see
Exercise 1.4.
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not so evident. For convenience we write here the complete form of the chiral
transformations:

𝛿𝑣𝑁 = −𝑣𝑎𝜏𝑎𝑁, 𝛿𝑣�̄� = �̄�𝑣𝑎𝜏𝑎, 𝛿𝑣𝜋𝑎 = 𝜖𝑎𝑏𝑐𝑣𝑏𝜋𝑐, 𝛿𝑣𝜎 = 0,
(1.60a)

𝛿𝛼𝑁 = −𝛼𝑎𝜏𝑎𝛾𝐴𝑁, 𝛿𝛼�̄� = −�̄�𝛾𝐴𝛼𝑎𝜏𝑎, 𝛿𝛼𝜋𝑎 = 𝛼𝑎𝜎, 𝛿𝛼𝜎 = −𝛼𝑎𝜋𝑎.
(1.60b)

The vector transformations correspond to the subgroup 𝑆𝑂(3) ⊂ 𝑆𝑂(4) while
the axial transformations correspond to the generators 𝑇𝑚4 with𝑚 = 1, 2, 3,
rotating the pions into 𝜎 and𝜎 to the pions. Note that the axial transformations
of the bosons correctly reproduce (1.56) and (1.57), that we expect from QCD.

The notation has been chosen so that it is natural to choose the vacuum
in the 𝜎 direction:

⟨𝜋𝑎⟩ = 0, ⟨𝜎⟩ = 𝑓.

Then expanding 𝜎 = 𝑓 + 𝜒 the Lagrangian becomes

ℒ = −12𝜕𝜇𝜋
𝑎𝜕𝜇𝜋𝑎 − 1

2𝜕𝜇𝜒𝜕
𝜇𝜒 −𝑚2𝜒2 − �̄�(𝛾𝜇𝜕𝜇 + 𝑔𝑓)𝑁

− 𝜆
4 (𝜋

𝑎𝜋𝑎 + 𝜒2)2 − 𝜆𝑓𝜒(𝜋𝑎𝜋𝑎 + 𝜒2) − 𝑔�̄�(𝜒 + 2𝜋𝑎𝜏𝑎𝛾𝐴)𝑁 . (1.61)

Only the 𝑆𝑈(2)𝑉 symmetry is still manifest. We see that the pions are exactly
massless, the 𝜒 field has squared mass 2𝑚2, as usual for the radial mode in
the 𝑂(𝑁)models, and the fermions have acquired mass 𝑚𝑁 = 𝑔𝑓 from the
Yukawa interaction with 𝜎. The Goldberger–Treiman relation (1.54) can be
satisfied by simply choosing 𝑓 = 𝐹𝜋. The bosonic Noether axial current is

−𝜕𝜇𝜋𝑎𝜎 + 𝜋𝑎𝜕𝜇𝜎 . (1.62)

whose vacuum expectation value reproduces the PCAC relation (1.48).
We can make the model a bit more realistic by introducing a new term in

the Lagrangian
∆ℒ = 𝑎𝜎, (1.63)

that breaks the chiral symmetry and leaves the vector subgroup unbroken,
exactly like the VEV of 𝜎. The difference is that ∆ℒ is an explicit breaking
because it spoils the symmetry of the Lagrangian, whereas the VEV does not.

For small 𝑎 the VEV of 𝜎 gets shifted to

𝜎∗ = ⟨𝜎⟩ = 𝑓 + 𝑎
2𝜆𝑓2 + 𝑂(𝑎2) (1.64)
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We can demand that this is still equal to 𝐹𝜋, so as to preserve the Goldberger–
Treiman relation, by choosing

𝑓 = 𝐹𝜋 −
𝑎

2𝜆𝑓2 . (1.65)

The 𝜎 mass gets shifted slightly, and the pion now becomes massive, with

𝑚2
𝜋 =

𝜕𝑉
𝜕𝜋2

|||||||||𝜎=𝐹𝜋
= 𝑎
𝐹𝜋

, (1.66)

which fixes 𝑎 = 𝐹𝜋𝑚2
𝜋.

1.3 Nonlinear scalar theories

1.3.1 From linear to nonlinear theories

Let us return to the general 𝑂(𝑁)models of Section 1.2.1. In the broken phase
its excitations consist of 𝑁 − 1massless Goldstone bosons and one massive
radial mode with mass 2𝑚. Suppose we probe the system at energies much
below 2𝑚. Then, we will not be able to excite the radial mode and all we will
see are the massless Goldstone bosons. In such a situation, we can dispense
with the radial mode altogether and remain with a theory that describes only
the dynamics of the Goldstone bosons. Formally, this can be achieved by
taking the limit 𝜆 → ∞ with 𝑓 kept constant, in which case the potential
becomes sharply peaked around the orbit of the minima, where it remains
equal to zero. Thus in the strong coupling limit the potential constrains the
field to lie on that particular orbit. This is illustrated in Figure 4.

It is not very elegant to have a potential that diverges almost everywhere.
A mathematically more sensible way of studying the limit is to introduce an
auxiliary field Λ and consider the action

𝑆 = ∫ 𝑑𝑛𝑥[−12𝜕𝜇𝜙
𝑎𝜕𝜇𝜙𝑎 − 2Λ

√
𝜆

√
𝑉 + Λ2

𝜆 ]. (1.67)

The equation of motion for Λ is Λ =
√
𝜆𝑉 and when this equation is used

in (1.67) it gives back (1.21), with the potential (1.25). Thus (1.67) is classically
equivalent to (1.21). The advantage of the action (1.67) is that it remains well
defined in the limit 𝜆→∞. In fact, it reduces to

𝑆 = ∫ 𝑑𝑛𝑥[−12𝜕𝜇𝜙
𝑎𝜕𝜇𝜙𝑎 − Λ(|𝜙|2 − 𝑓2)]. (1.68)
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ϕ

V

Figure 4. The potential with increasing 𝜆.

The auxiliary field Λ has become a Lagrange multiplier enforcing the con-
straint 𝜙2=𝑓2. This is called a nonlinear sigma model with values in 𝑆𝑁−1, or
a 𝑂(𝑁)-nonlinear sigma model. Since the action of 𝑂(𝑁) on the Goldstone
bosons is nonlinear, one says that in this model 𝑂(𝑁) is nonlinearly realized,
but the unbroken group 𝑂(𝑁−1) is still linearly realized on the tangent space
of the sphere at the north pole.

This procedure can be generalized to linear scalar theories that are invari-
ant under any Lie group 𝐺, whose potential has minima on a coset space 𝐺∕𝐻.
Then, taking the strong coupling limit will give a nonlinear sigma model with
values in𝐺∕𝐻. In the physical literature these are often described as nonlinear
realizations of 𝐺, linear for𝐻.

1.3.2 Geometric formulation

It is usually quite inconvenient to work with constrained fields. This can be
avoided by working directly with the coordinates of the target space. Let us
illustrate how this works for the 𝑂(3) model. We can solve the constraint
𝜙𝑎𝜙𝑎 = 𝑓2 expressing the three fields 𝜙𝑎 in terms of only two independent
fields 𝜑𝛼. There are infinitely many ways of doing this, that correspond to
choosing coordinates on the sphere, see Exercise 1.5. For example we could
choose 𝜑𝛼 to be the spherical coordinates (𝜑1=Θ , 𝜑2=Φ):

𝜙1 = 𝑓 sinΘ cosΦ, (1.69a)
𝜙2 = 𝑓 sinΘ sinΦ, (1.69b)
𝜙3 = 𝑓 cosΘ. (1.69c)
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Introducing into (1.68), we find the action

𝑆 = −𝑓
2

2 ∫ 𝑑𝑛𝑥 (𝜕𝜇Θ𝜕𝜇Θ + sin2Θ𝜕𝜇Φ𝜕𝜇Φ). (1.70)

Another way to proceed is to solve the constraint |𝜙|2 = 𝑓2 by

𝜙3 =
√
(𝜙1)2 + (𝜙2)2 (1.71)

and use 𝜑𝛼 = 𝜙𝛼∕𝑓, 𝛼 = 1, 2, as coordinates. (This coordinate system covers
only one hemisphere.) In this case the action reads

𝑆 = −𝑓
2

2 ∫ 𝑑𝑛𝑥 (𝛿𝛼𝛽 +
𝜑𝛼𝜑𝛽

1 − 𝜑21 − 𝜑22
) 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽 . (1.72)

Another very useful choice are the stereographic coordinates 𝜑1=𝜔1 , 𝜑2=𝜔2:

𝜙1 = 𝑓 4𝜔1
𝜔21 + 𝜔22 + 4

, (1.73a)

𝜙2 = 𝑓 4𝜔2
𝜔21 + 𝜔22 + 4

, (1.73b)

𝜙3 = 𝑓
𝜔21 + 𝜔22 − 4
𝜔21 + 𝜔22 + 4

. (1.73c)

Introducing in (1.68),

𝑆 = −𝑓
2

2 ∫ 𝑑𝑛𝑥
𝜕𝜇𝜔1𝜕𝜇𝜔1 + 𝜕𝜇𝜔2𝜕𝜇𝜔2

(1 + 𝜔21
4
+ 𝜔22

4
)
2 . (1.74)

We see that in each case the action has the form

𝑆 = −𝑓
2

2 ∫ 𝑑𝑛𝑥 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽ℎ𝛼𝛽(𝜑), (1.75)

where ℎ𝛼𝛽(𝜑) is the standard metric on the sphere 𝑆2 of unit radius, written in
the chosen coordinate system. The following features have to be noted: since
fields have themeaning of coordinates of 𝑆2 and themetric is a nonpolynomial
function of the coordinates, the fields have to be dimensionless. In dimensions
𝑛 > 2 the prefactor 𝑓 is needed for dimensional reasons, to compensate the
noncanonical dimension of the fields. Even though the action looks verymuch
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like a kinetic term, it is really a closed package containing both kinetic term
and interactions, as we shall discuss in Section 1.4.1. This is another reason for
the appearance of the constant 𝑓, that in the linear theory was closely related
to the mass, but here plays the role of coupling constant. Finally, the form of
the action (1.75) is invariant under coordinate transformations, but the metric
is not, as is evident from the preceding examples. Coordinate transformations
change the form of the interactions and therefore are not symmetries of the
theory. The only symmetries are those transformations that leave the form of
the metric invariant, i.e. the isometries of ℎ𝛼𝛽 .

We have derived the action for a nonlinear 𝑂(𝑁)model but it is now obvi-
ous that one can generalize the models by considering a completely arbitrary
target manifold 𝑁, endowed with a metric ℎ𝛼𝛽. This degree of generality
is relevant for example in string theory, where the nonlinear sigma model
describes the dynamics of the worldsheet, and the target space is reinterpreted
as spacetime. However, we will not need to consider such models here: for us
the target space will always be a coset space, and the nonlinear sigma model
will always be a theory of Goldstone bosons.

In this intrinsic formulation where the fields are coordinates on the target
space manifold, one has to use tools of differential geometry that should be
familiar to anyone who has studied General Relativity. For example, in the
case of a 𝐺∕𝐻 model, 𝐺-invariance of the action can be proven as follows. Let
us first consider a general variation of the field. We have

𝛿𝑆 = −𝑓
2

2 ∫ 𝑑𝑛𝑥
[
2𝜕𝜇𝛿𝜑𝛼𝜕𝜇𝜑𝛽ℎ𝛼𝛽 + 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽𝜕𝛾ℎ𝛼𝛽𝛿𝜑𝛾

]
. (1.76)

Assume that 𝛿𝜑𝛾 = 𝜖𝑎𝐾𝛾
𝑎(𝜑), where 𝜖𝑎 are constant infinitesimal parameters

(which can be thought of as an element of the Lie algebra of 𝐺) and 𝐾𝑎 are
vector fields, satisfying the Killing equation

𝐾𝛾
𝑎𝜕𝛾ℎ𝛼𝛽 + ℎ𝛼𝛾𝜕𝛽𝐾

𝛾
𝑎 + ℎ𝛽𝛾𝜕𝛼𝐾

𝛾
𝑎 = 0. (1.77)

Then is it easy to check that 𝛿𝑆 = 0. On the other hand, if we keep the
variation arbitrary, but impose that it vanishes at infinity (so that integrations
by parts do not leave any boundary term), then one obtains the field equation

𝜕𝜇𝜕𝜇𝜑𝛾 + 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽𝛤
𝛾
𝛼𝛽(𝜑) = 0, (1.78)

where 𝛤𝛾𝛼𝛽 are the Christoffel symbols of ℎ𝛼𝛽 .
The manifest nonpolynomiality is the price we pay in order to minimize

the number of fields.
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1.3.3 The nonlinear chiral models

Tvectohe main drawback of the linear sigma model of Section 1.2.3 is that
the 𝜎 field cannot be identified with any one of the existing mesons. For this
reason we can send its mass to infinity by taking the 𝜆 →∞ limit with 𝑓 fixed
and we remain with the so-called chiral nonlinear sigma model, that describes
just the pions and their interactions with the nucleons.7 Instead of trying to
rewrite the linear sigma model action in this limit, we will just take the basic
idea that the model has to describe the low energy dynamics of Goldstone
bosons with values in the coset

𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅
𝑆𝑈(2)𝑉

and try to write a general Lagrangian consistent with these symmetries. We
note that, even though it lacks a group structure, the coset is diffeomorphic
to the group 𝑆𝑈(2). The identification comes by picking an arbitrary point
in the coset, namely the point that we shall take as the vacuum state, and
identifying it with the identity of the group. It is then natural to parametrize
the Goldstone bosons by a 𝑆𝑈(2)-valued field 𝑈, and the action of the chiral
group on this field is

𝑈 → 𝑔−1𝐿 𝑈 𝑔𝑅, (1.79)
in such a way that the field 𝑈 = 𝕀 (that we identify as the vacuum state) is
invariant under the vector transformations 𝑔𝐿 = 𝑔𝑅.

This is supposed to be a description of strong interactions at low energy, and
at low energy the terms with the lowest number of derivatives will dominate.
There cannot be any potential term, and the term with the lowest number of
derivatives is

𝑆 =
𝐹2𝜋
4 ∫ 𝑑4𝑥 tr

(
𝑈−1𝜕𝜇𝑈𝑈−1𝜕𝜇𝑈

)
. (1.80)

The invariance of this action under (1.79) is immediately clear. To relate this to
the geometric description of the preceding section, given a coordinate system
on 𝑆𝑈(2), we call 𝜑𝛼(𝑥) the coordinates of the group element 𝑈(𝑥) and we
decompose

𝑈−1𝜕𝜇𝑈 = 𝜕𝜇𝜑𝛼𝐿𝑎𝛼(𝜑)𝜏𝑎, (1.81)
where 𝐿𝑎𝛼 are the components of the Maurer–Cartan form on 𝑆𝑈(2), given
explicitly in Appendix D. The basis in the Lie algebra, in the fundamental
representation, is given by 𝜏𝑎 =

𝑖
2
𝜎𝑎, where 𝜎𝑎 are the Pauli matrices, and

7In the case 𝑁 = 3, when also the 𝑠-quark is treated as if it were massless, the model
describes the dynamics of the octet of mesons, including the pions, the kaons and the 𝜂meson.
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we have tr 𝜏𝑎𝜏𝑏 = − 1
2
𝛿𝑎𝑏. Then we define a Riemannian metric on 𝑆𝑈(2) by

declaring one half of the Maurer–Cartan forms to be an orthonormal field of
co-frames:

ℎ𝛼𝛽 =
1
4𝐿

𝑎
𝛼𝐿𝑏𝛽𝛿𝑎𝑏. (1.82)

In this way we see that the action (1.80) is identical to the nonlinear sigma
model action (1.75). The advantage of the form (1.80) is that it makes the
chiral invariance of the theory very transparent. When the action is written in
the form (1.75), its invariance is less evident. It follows from the fact that the
metric ℎ𝛼𝛽 is both left- and right-invariant, which can be proven by showing
that the vector fields with components 𝐿𝛼𝑎 and 𝑅𝛼𝑎 , that generate right- and
left-multiplications, respectively, are Killing vectors for ℎ.

In order to recover the perturbative description in terms of pion fields it is
useful to adopt normal coordinates 𝜋𝛼, defined by:

𝑈(𝑥) = 𝑒2𝜋𝑎(𝑥)𝜏𝑎∕𝐹𝜋 = 𝟏 + 2𝜋𝑎(𝑥)𝜏𝑎∕𝐹𝜋 + … . (1.83)

Note that the coordinates have been scaled so as to have the canonical dimen-
sion of mass. The action (1.80) has an expansion

∫ 𝑑4𝑥 [−12𝜕𝜇𝜋
𝑎𝜕𝜇𝜋𝑎 + 1

6𝐹2𝜋

(
𝜋𝑎𝜋𝑎𝜕𝜇𝜋𝑏𝜕𝜇𝜋𝑏 − 𝜋𝑎𝜕𝜇𝜋𝑎𝜋𝑏𝜕𝜇𝜋𝑏

)
+ …] ,

(1.84)
where the leading term is a canonically normalized kinetic term, that is fol-
lowed by infinitely many interaction terms. One observes again that in this
model the pions are massless and all interactions contain derivatives of the
fields: this is as it should be, since a potential for 𝜋 would certainly break the
global invariance of the theory.

In the linear model the mass of the nucleons is generated when the VEV of
the field 𝜎 is inserted in the Yukawa coupling. Now that 𝜎 is frozen to its VEV,
thismechanism is less visible, but we can still recover the Goldberger–Treiman
relation in the following way. The nucleon mass term

−𝑚𝑁�̄�𝑁 = −𝑚𝑁(�̄�𝐿𝑁𝑅 + �̄�𝑅𝑁𝐿) (1.85)

is invariant under isospin transformations, namely those transformations (1.44)
with 𝑔𝐿 = 𝑔𝑅. We can rewrite it in a way that is invariant under the full set of
chiral transformations as follows:

−𝑚𝑁(�̄�𝐿𝑈𝑁𝑅 + �̄�𝑅𝑈−1𝑁𝐿). (1.86)
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The leading term in the expansion (1.83) then reproduces the mass term, and
the term linear in 𝜋 generates a pion-nucleon interaction

−𝑚𝑁
𝐹𝜋

𝜋𝑎�̄�𝜏𝑎𝛾𝐴𝑁 (1.87)

that automatically satisfies the Goldberger–Treiman relation.

1.3.4 Sigma models with gauge invariance

We have discussed two types of formulations of nonlinear scalar theories: a
geometric formulation where the fields are coordinates in the target space,
and another where the target space is embedded in a linear space and the
linear fields are subjected to some constraints. There is a third way that can be
used when the target space 𝑁 is the quotient of another space 𝑃 by the action
of a group 𝐾.8 Then, one can write an action for fields that are coordinates
on 𝑃 and if the action is invariant under local 𝐾 transformations, only the
coordinates of𝑁 are physical degrees of freedom. So this is another equivalent
way of describing the dynamics of an𝑁-valuedmodel. One should not confuse
this with the coupling of the nonlinear sigma model to independent gauge
fields, that we shall discuss in Section 1.5.3.

A large subclass of models of this type have values in a Lie group 𝐺 and
are invariant under local transformations of a subgroup𝐻, and thus are equiv-
alent to a 𝐺∕𝐻-valued model. In this form, these models have been studied
in two dimensions, where, in many cases, they are integrable dynamical
systems [DLD78, Eic79]. In four dimensions, they are known as phenomeno-
logical Lagrangians for nonlinear realizations [CWZ69, CCWZ69].

Let 𝑔(𝑥) be a function with values in 𝐺. We define a composite gauge
potential to be the pullback of the component of the left-invariant Maurer–
Cartan form in the subalgebra 𝔥 of𝐻:

𝐵𝜇 = 𝑔−1𝜕𝜇𝑔
|||||𝔥. (1.88)

Consider a local gauge transformation

𝑔′(𝑥) = 𝑔(𝑥)ℎ(𝑥). (1.89)

Under such a transformation, 𝐵𝜇 transforms as a gauge potential

𝐵′𝜇 = ℎ−1𝐵𝜇ℎ + ℎ−1𝜕𝜇ℎ. (1.90)

8Thus 𝑃 is a principal bundle over 𝑁, see Appendix C.
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We can therefore define a covariant derivative

𝐷𝜇𝑔 = 𝜕𝜇𝑔 − 𝑔𝐵𝜇 (1.91)

that transforms in the same way as 𝑔:

𝐷𝜇𝑔′ = ℎ−1𝐷𝜇𝑔. (1.92)

As in the chiral models, we can then write an action

𝑆 = 𝑓2
4 ∫ 𝑑𝑛𝑥 tr(𝑔−1𝐷𝜇𝑔 𝑔−1𝐷𝜇𝑔). (1.93)

This action is manifestly invariant under the global left action of 𝐺 and under
local transformations of𝐻 acting on the right.

A closely related class of models where the space 𝑃 is not a group, are the
ℂℙ𝑁 models. Recall that the real projective space ℝℙ𝑁−1 is the space of lines
through the origin in ℝ𝑁 . Since every line crosses the unit sphere in exactly
two points, it can also be thought of as 𝑆𝑁−1∕ℤ2. Thinking of the sphere as
the coset 𝑂(𝑁)∕𝑂(𝑁 − 1) and ℤ2 = 𝑂(1),

ℝℙ𝑁−1 = 𝑂(𝑁)
𝑂(𝑁 − 1) × 𝑂(1)

.

In a similar way one defines the complex projective space ℂℙ𝑁−1 to be the
space of complex lines inℂ𝑁 . By a similar reasoning as above, it is the quotient

ℂℙ𝑁−1 = 𝑈(𝑁)
𝑈(𝑁 − 1) ×𝑈(1)

= 𝑆2𝑁−1∕𝑈(1),

where we used the fact that odd-dimensional spheres are cosets of unitary
groups. It is a complex manifold of complex dimension 𝑁 − 1. A special
case is ℂℙ1 = 𝑆2. We are in the situation described in the beginning of this
section, with 𝑃 = 𝑆2𝑁−1 and 𝐾 = 𝑈(1). One could describe the model with
geometric 𝑆2𝑁−1-valued fields 𝜑𝛼, but it is more common in the literature to
embed 𝑆2𝑁−1 in ℂ𝑁 and then take the quotient by the action of 𝑈(1). Thus,
let 𝑧 = (𝑧1,… , 𝑧𝑁) ∈ ℂ𝑁 , where 𝑧𝑖 are complex scalar fields. We impose the
constraint

𝑧†𝑧 = 1, (1.94)
so 𝑧 defines a map into 𝑆2𝑁−1. The group 𝑈(1) acts on 𝑧𝑎 multiplying all
fields by the same phase. The group 𝑈(𝑁) also acts on the multiplet 𝑧𝑎 in the
standard way. Define the covariant derivative

𝐷𝜇𝑧 = 𝜕𝜇𝑧 + 𝑖𝐵𝜇𝑧 (1.95)
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where 𝐵𝜇 is an auxiliary 𝑈(1) gauge field. Consider the action

𝑆(𝑧, 𝐵) = −𝑓
2

2 ∫ 𝑑𝑛𝑥 𝐷𝜇𝑧†𝐷𝜇𝑧. (1.96)

The equation of motion for 𝐵 says that

𝐵𝜇 = 𝑖𝑧†𝜕𝜇𝑧. (1.97)

Inserting back this solution, the action becomes that of a nonlinear sigma
model with hermitian metric (the barred index multiplies a 𝑑𝑧∗)

𝑔𝑚�̄� = 𝛿𝑚�̄� − 𝑧∗𝑚𝑧�̄�. (1.98)

In its most general form, the construction of nonlinear sigma models with
gauge symmetry works as follows. We start with coordinates 𝑦𝛼 on 𝑁, �̃��̃�
on 𝑃 and a basis 𝑇𝑎 in the Lie algebra 𝔨 of 𝐾. Let 𝐹�̃�𝑎 be a set of vectorfields
satisfying the Lie algebra of 𝐾 and generating the right action of 𝐾 on 𝑃.
They are called the fundamental vectorfields. Let 𝜔 be a one-form on 𝑃
with values in 𝔨, transforming in the adjoint representation, in the sense that
𝜔(𝑝 ⋅ 𝑘) = 𝐴𝑑(𝑘−1)𝜔(𝑝), and such that 𝜔(𝐹𝑎) = 𝑇𝑎. The space spanned
by the fundamental vectorfields at a point 𝑝 is called the vertical space at 𝑝.
The kernel of 𝜔(𝑝) is the complement of the vertical space, and is called the
horizontal space at 𝑝.

Let 𝜑𝛼(𝑥) be a field with values in 𝑁 and let �̃��̃� be a field with values in 𝑃
such that 𝑝◦�̃� = 𝜑, where 𝑝 ∶ 𝑃 → 𝑁 is the natural projection. We say that �̃�
is a lift of 𝜑. The group 𝐾 acts on the lifted field by

𝛿�̃��̃� = 𝜖𝑎𝐹�̃�𝑎 . (1.99)

We define the covariant derivative of the lifted field by

𝐷𝜇�̃��̃� = 𝜕𝜇�̃��̃� − 𝐵𝑎𝜇𝐹�̃�𝑎 , (1.100)

where
𝐵𝑎𝜇 = 𝜕𝜇�̃�𝛽𝜔𝑎𝛽 . (1.101)

Next, define a metric ℎ̃�̃�𝛽 in 𝑃 as follows.9 Assume that the basis 𝑇𝑎 is
orthonormal, so that it defines an invariant metric in 𝐾. The inner product
in the vertical spaces is given by the metric in 𝐾, the one in the horizontal

9This construction is used in Kaluza–Klein theories, where 𝑃 is interpreted as a higher
dimensional spacetime and 𝑁 is four-dimensional spacetime.
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spaces is given by the metric in 𝑁 and the vertical and horizontal spaces are
orthogonal. We can now write the action for the lifted fields:

𝑆(�̃�) = −𝑓
2

2 ∫ 𝑑𝑛𝑥 𝐷𝜇�̃��̃�𝐷𝜇�̃�𝛽ℎ̃�̃�𝛽 . (1.102)

In order to see that this is equivalent to the action of the 𝑁-valued field,
consider a coordinate system on 𝑃 that is adapted to its bundle structure, in
the sense that a subset of coordinates 𝑦𝛼 is in one-to-one correspondence with
coordinates on 𝑁 and is constant on each orbit of 𝐾, while another subset �̂��̂�
are coordinates in the orbits. Then we have 𝐹𝛼𝑎 = 0, 𝜔𝑎𝛽 = 0 and 𝜔𝑎

𝛽
𝐹�̂�𝑎 = 𝛿�̂�

𝛽
.

Thus

𝐷𝜇�̃�𝛼 = 𝜕𝜇�̃�𝛼 − 𝜕𝜇�̃�𝛽𝜔𝑎𝛽𝐹
𝛼
𝑎 − 𝜕𝜇�̃�𝛽𝜔𝑎𝛽𝐹

𝛼
𝑎 = 𝜕𝜇𝜑𝛼, (1.103)

𝐷𝜇�̃��̂� = 𝜕𝜇�̃��̂� − 𝜕𝜇�̃�𝛽𝜔𝑎𝛽𝐹
�̂�
𝑎 − 𝜕𝜇�̃�𝛽𝜔𝑎𝛽𝐹

�̂�
𝑎 = 0. (1.104)

In these coordinates (1.102) reduces to (1.75).

1.4 Fundamental vs. effective field theories
In the application of quantum field theory to particle physics, the criterion of
renormalizability has played historically an important role. Some of the mod-
els that we discussed in this chapter are renormalizable in four dimensions,
and some are not. The linear scalar theories with quartic potential, the scalar-
fermion systems with Yukawa couplings (such as the linear sigma model)
and Yang–Mills theories are renormalizable. The proof of renormalizability
of gauge theories in the Higgs phase by ’t Hooft was one of the main reasons
that led to widespread acceptance of the Weinberg–Salam model, even before
the direct detection of the𝑊 and 𝑍 bosons. On the other hand, the nonlinear
sigma models are non-renormalizable. For a long time it was believed that
suchmodels could notmake sense as quantumfield theories, and their relative
success in describing low energy physics was a bit of a mystery. It eventually
emerged that also these theories can be used as quantum field theories, as long
as they are applied only in a finite energy range. We will now see briefly how
the nonlinear sigma models can be treated in perturbation theory, and then
how they constitute paradigmatic examples of effective field theories (EFTs).

1.4.1 Power counting in nonlinear sigma models

We consider a generic nonlinear sigma model in the geometric formulation,
and define 𝑓 = 1∕𝑔. Since the metric ℎ𝛼𝛽 is in general a nonpolynomial
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function, the fields have to be dimensionless. Therefore the constant 𝑔2 must
have dimension𝐿𝑛−2, where𝑛 is the dimension of spacetime. In two spacetime
dimensions, and only in two, we can choose 𝑔2 = 1. In order to give the scalar
fields their canonical dimension, we first absorb the constant 𝑔2 in the fields,
defining �̃�𝛼 = 𝜑𝛼∕𝑔. The dimension of �̃� is then [�̃�𝛼]=𝐿

2−𝑛
2 and the action

reads
𝑆 = −12 ∫ 𝑑𝑛𝑥 𝜕𝜇�̃�𝛼𝜕𝜇�̃�𝛽ℎ𝛼𝛽(𝑔�̃�). (1.105)

Themetric ℎ𝛼𝛽(𝑔�̃�) is still dimensionless. In order to separate the kinetic term
from the interaction terms we have to fix some constant background �̃�𝛼0 , write
�̃�𝛼= �̃�𝛼0+𝜂

𝛼, and expand the metric in Taylor series in 𝜂:

ℎ𝛼𝛽(𝑔�̃�)=ℎ𝛼𝛽(𝑔�̃�0)+𝑔𝜕𝛾ℎ𝛼𝛽(𝑔�̃�0)𝜂𝛾 +
1
2𝑔

2𝜕𝛾𝜕𝛿ℎ𝛼𝛽(𝑔�̃�0)𝜂𝛾𝜂𝛿 +⋯ (1.106)

where we write 𝜕𝛾 for
𝜕
𝜕𝜑𝛾

. The coefficients of this expansion are now field-
independent and represent the coupling constants of the theory. Note that
there is in general an infinite number of couplings, and all the corresponding
interactions involve derivatives of the fields. (In most models of interest, a
ℤ2 invariance under the transformation 𝜂 → −𝜂 forbids terms with an odd
number of fields.)

The dimension of the coupling constant in the 𝑚-th term, i.e. the coef-
ficient of 𝜕𝜂 𝜕𝜂 𝜂𝑚, is [𝑔𝑚]=𝐿

𝑚
2
(𝑛−2). In spite of the infinite number of cou-

plings, this theory is renormalizable in a generalized sense for 𝑛=2 [Fri80]
and non-renormalizable for 𝑛 > 2. We note that in some cases, such as the
sphere, the metric is entirely determined, up to an overall scale, by symmetry
requirements. In these cases there is really only one independent coupling
constant 𝑔: all the coefficients of the expansion of the metric are determined
by the requirement of 𝐺-invariance.

The non-renormalizability of the theory means that if we compute a one
loop diagram with the Lagrangian (1.105) we will have to introduce countert-
erms of the form

𝑇𝛼𝛽𝛾𝛿𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽𝜕𝜈𝜑𝛾𝜕𝜈𝜑𝛿,

and at higher loops also terms with still higher derivatives. It seems that such
a theory is completely out of control.

1.4.2 Chiral Perturbation Theory

The key to managing theories of this type is to use them only in a low ener-
gy/momentum expansion, that is equivalent to the expansion in derivatives
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Figure 5. One loop contribution from ℒ2.

of the Lagrangian. Let us see this in the paradigmatic example of the chiral
nonlinear sigma model, in which case the expansion is known as chiral per-
turbation theory (𝜒PT). The first two terms of the derivative expansion of the
chiral Lagrangian are

𝑆 = ∫ 𝑑4𝑥
[
ℒ2 +ℒ4 + 𝑂(𝜕6)

]
(1.107a)

ℒ2 = 𝐹2𝜋tr(𝑈−1𝜕𝑈)2 (1.107b)
ℒ4 = 𝓁1tr(((𝑈−1𝜕𝑈)2)2) + 𝓁2(tr(𝑈−1𝜕𝑈)2)2. (1.107c)

This theory describes well the dynamics of pions at low energy, but at high
energy it is superseded by QCD. Even if we didn’t know QCD we could still
make a good guess of the scale at which the chiral model must break down
(what is often called the “scale of new physics”): by dimensional analysis it
must be related to the pion decay constant. A more accurate diagnostic for
the breakdown of pion theory is the violation of unitarity by the tree level
scattering cross section, occurring at the scale 𝑀 = 16𝜋𝐹𝜋 which is of the
order of the GeV.

Let us make some rough estimates for the contribution of various terms
in (1.107) to a 2𝜋 → 2𝜋 scattering process. A crucial point is that all interaction
terms contain derivatives. Assuming that all the momenta of the external
particles are of order 𝑝, ℒ2 will give at tree level a contribution of order

𝑔2𝑝2 ≈ (𝑝∕𝑀)2

while ℒ4 gives a contribution of order

𝓁𝑔4𝑝4 ≈ 𝓁(𝑝∕𝑀)4

which is evidently subleading at low momenta.
Now we may try to estimate the effect of the diagram in Figure 5, con-

structedwith vertices taken fromℒ2. The integrand is of the form 𝑔4∫𝑑4𝑞𝐹(𝑞,𝑝)
where 𝐹(𝑞, 𝑝) is a fraction involving combinations of 𝑞 or 𝑝 to fourth power
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in the numerator (coming from the vertices) and combinations of 𝑞 or 𝑝 to
fourth power in the denominator (coming from the propagators). It is at most
quartically divergent. When the integral is regulated, for example by means of
dimensional regularization, it leaves behind something that for dimensional
reasons can only involve 𝑝4. Thus the diagram gives a contribution to the
process of order 𝑔4𝑝4 = (𝑝∕𝑀)4. The important point here is that loop effects
involving the leading term of the expansion are of the same order as tree level
effects involving the subleading term.

It turns out that this is all one needs for low-energy meson physics. Terms
with more derivatives, or higher loop effects involving ℒ2 and ℒ4, would give
effects that are unmeasurably small for the current experiments. Thus we
need to know only the parameters 𝐹𝜋, 𝓁1, 𝓁2 and a bunch of others that are
related to the quark masses. Calculations at one loop in 𝐹𝜋 and at tree level
in 𝓁1, 𝓁2 successfully describe a rich phenomenology [GaL83].

The same formalism can be applied to electroweak physics, see section 1.5.5.
Before the discovery of the Higgs particle in 2012, the Higgs sector of the SM
could be described by a Lagrangian of the form (1.107), with suitable couplings
to the gauge fields and fermions [ApB80, Lon80]. The reason is that the Higgs
doublet can be parametrized by four real fields, and suppressing the hitherto
unobserved radial mode leaves one with three scalars parametrizing a three-
sphere. The three-sphere is both topologically and geometrically equivalent to
𝑆𝑈(2). These three degrees of freedom are the electroweak Goldstone bosons,
which, via the Higgs mechanism, manifest themselves as the longitudinal
components of the𝑊 and 𝑍 bosons. The existence of these degrees of freedom
had been known since the discovery of the𝑊 and 𝑍 in 1983. The main differ-
ence between the electroweak chiral model and the QCD one is the value of
the coupling 𝐹𝜋, that in the electroweak case is replaced by the Higgs VEV,
𝜐 ≈ 246GeV.

A still simpler low energy description of the weak interactions is Fermi’s
non-renormalizable current-current interaction, that comes with a coupling
𝐺𝐹 = 1.16 × 10−5GeV−2. In the Weinberg–Salam model there is no four-
fermion interaction but there is a renormalizable interaction between the
fermions and gauge bosons. In this case the heavy state is the𝑊, and inte-
grating it out one is left with the current-current interaction, where the Fermi
constant is now related to the mass of the𝑊 by 𝐺𝐹 =

√
2𝑔2∕8𝑚2

𝑊 , where 𝑔 is
the gauge coupling. As long as the fermion momenta are much smaller than
80GeV, the Fermi theory is a good description.
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1.4.3 The Effective Field Theory paradigm

Chiral perturbation theory and Fermi theory are prototypical examples of a
general philosophy that has deeply changed the way we think about quantum
field theories and now pervades the field of particle physics. It is based on
the so-called decoupling theorem [ApC74], stating that the effect of heavy
particles, say with mass𝑀, on the dynamics of lighter ones, is to contribute to
the effective action of the latter with generally non-renormalizable terms that
are suppressed by inverse powers of𝑀. These non-renormalizable interactions
are not problematic, because this effective action should only be used at energy
below𝑀, so that𝑀 acts in practice as an UV cutoff for the effective theory of
the light states.

The contribution of the non-renormalizable terms to a low-energy scatter-
ing process of the light particles is suppressed, relative to the contribution of
renormalizable interactions, by powers of 𝐸∕𝑀. This suggests using the ratio
𝐸∕𝑀 as an expansion parameter. At sufficiently low energy, it will be enough
to keep the leading term in this ratio, when one approaches𝑀 more terms
in the expansion will be needed and above 𝑀 one has to consider the full
theory involving also the massive fields. This may be a renormalizable theory,
or perhaps it will be another effective theory where still heavier states have
been integrated out. There are thus two complementary ways to learn more
about the physics at high energies: one is simply to “go there” by increasing
the energy of the accelerators and the other is to increase the precision, in
order to measure the coefficients of the non-renormalizable terms. These
considerations are the basis of the Effective Field Theory (EFT) approach.

Suppose for example that we have to compute some cross section for
a process involving only the light particles that will be measured in a new
accelerator. As in the examples mentioned above, the QFT describing the light
particles contains a hint of the “scale of new physics” via some large mass
scale𝑀 that appears in its non-renormalizable interactions. The informations
we need about the experiment are the energy of the beam, 𝐸, and the precision
of the apparatus. Since 𝐸 ≪ 𝑀, we use the small ratio 𝐸∕𝑀 as an expansion
parameter. For example, if 𝐸 = 𝑀∕10 and the cross-section is going to be
measured with a 1% precision, we will need to compute the cross section in
the EFT at order (𝐸∕𝑀)2. Power-counting arguments show that at any finite
order in 𝐸∕𝑀 there will be only a finite number of terms contributing to the
process. Generalizing what we saw above for chiral perturbation theory, a
systematic analysis [Wei78] shows that at order 𝑛 in (𝐸∕𝑀)2 one must take
into account diagrams with 𝑛 − 1 loops constructed from 𝐿2, 𝑛 − 2 loops
constructed from 𝐿4, down to tree diagrams from 𝐿𝑛.
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If the underlying fundamental theory is known, one may try to calculate
the couplings of the EFT from first principles. (See Exercise 1.3 for a simple
case where this works.) It is more frequently the case that either the funda-
mental theory is unknown or if it is known, this calculation proves too hard.
In these cases, the coefficients of these terms can be measured by a finite num-
ber of experiments and these values can then be used in the formula for the
cross-section. The theoretical prediction for the cross section can be compared
to the result of the experiment. The cross section is only measured at finitely
many data points, but it is clear that in principle there can be many more data
points than undetermined coefficients. In this way even a non-renormalizable
EFT can be predictive.

The EFT logic puts the notion of renormalizability in a different perspec-
tive. For example, in comparing the linear and the nonlinear sigma model,
one may be tempted to think that the former is preferable because it is renor-
malizable, but applying the EFT logic we see that the latter is equally useful
in practice, and insofar as it does not contain the spurious 𝜎 meson it better
reflects the physics of strong interactions at low energy. Conversely, the fact
that a theory is renormalizable does not guarantee that it is really fundamental.
Indeed, if the separation between the scale of the observations and the UV
scale𝑀 is very large, all the non-renormalizable terms will be very tiny and
may escape observation. This may very well be the case in the StandardModel.

All these considerations concerning the applicability of quantum field
theory to particle physics have a parallel in condensed matter physics, as we
have already seen to some extent. The main difference is that in condensed
matter physics one never tries to make sense of a theory up to infinite energy,
because these phenomena have a clear lenght scale below which the very
notion of field makes no sense. This is generically the size of molecules, but
in particular in solids, the lattice spacing provides a natural UV cutoff for
all momenta. In spite of this, also in condensed matter physics one makes a
clear distinction betweenmicroscopic theories, describing the interactions of
the molecular degrees of freedom at the lattice scale, and effective theories
that apply at mesoscopic or macroscopic scales. Examples of the former
are the Ising model and BCS theory, while examples of the latter are the
various Ginzburg–Landau theories. Readers are referred to [Wei96, Wei09]
and [Gol23] for further thoughts on these issues.
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1.5 Gauge theories

1.5.1 Yang–Mills theories

We limit ourselves here to a local description of gauge fields interacting with
matter, i.e. a description that is valid in some open neighborhood of a point.
A more geometrical description, that is valid globally on a manifold with
arbitrary topology, would use the language of fiber bundles. Although useful
in some cases (such as the monopole of Section 4.1), it is mostly not necessary
and we shall try to avoid it as much as possible.

A Yang–Mills (YM) field for a Lie group 𝐺 is a one-form with values in the
Lie algebra 𝔤 of 𝐺:

𝐴=𝐴𝑎
𝜇 𝑑𝑥𝜇 ⊗ 𝑇𝑎.

It is sometimes convenient to exhibit or hide some of the indices, for exam-
ple 𝐴𝜇 = 𝐴𝑎

𝜇𝑇𝑎 or 𝐴𝑎 = 𝐴𝑎
𝜇𝑑𝑥𝜇. We refer to Appendix B for notation and

conventions regarding Lie groups and Lie algebras.
Let 𝑉 be a vectorspace carrying a representation 𝜌 of the gauge group 𝐺.

The generators 𝑇𝑎 have an explicit representation as matrices 𝜌(𝑇𝑎) acting on
𝑉 and satisfying

[𝜌(𝑇𝑎), 𝜌(𝑇𝑏)]=𝑓𝑎𝑏𝑐𝜌(𝑇𝑐). (1.108)

A matter field 𝜓 in the representation 𝜌 is a field with values in 𝑉. Also in this
case indices may be shown or hidden. If 𝑒𝑚 is a basis in 𝑉, the field carries
the index 𝑚 and the action of the algebra consists of matrices with indices
𝑚𝑛, for example

(𝜌(𝑇𝑎)𝜓)𝑚 = 𝜌(𝑇𝑎)𝑚𝑛𝜓𝑛.
Unscaled version. In perturbation theory it is convenient to have the cou-

pling constant appearing explicitly in the definition of the covariant derivative
and curvature. The covariant derivative of a matter field 𝜓𝐴 in the representa-
tion 𝜌 is

𝐷𝜇𝜓𝑚 = 𝜕𝜇𝜓𝑚 + 𝑒𝐴𝑎
𝜇 𝜌(𝑇𝑎)𝑚𝑛𝜓𝑛. (1.109)

Indices of thematter representation have beenmade explicit here, but they are
often omitted to avoid clutter. Furthermore, when there are no ambiguities the
symbol 𝜌 specifying the representation can also be omitted and the covariant
derivative becomes simply

𝐷𝜇𝜓 = 𝜕𝜇𝜓 + 𝑒𝐴𝜇𝜓. (1.110)

The nonabelian field strength is

𝐹𝑎𝜇𝜈=𝜕𝜇𝐴𝑎
𝜈 − 𝜕𝜈𝐴𝑎

𝜇+𝑒𝑓𝑏𝑐𝑎𝐴𝑏
𝜇𝐴𝑐

𝜈 (1.111)
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and the YM action is

𝑆𝑌𝑀 = −14 ∫ 𝑑𝑛𝑥 𝐹𝑎𝜇𝜈𝐹𝑎𝜇𝜈. (1.112)

In the notation of (1.110), where 𝐴𝜇 is thought of as a matrix in a given
representation of 𝐺, one can also write

𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇 + 𝑒[𝐴𝜇, 𝐴𝜈] (1.113)

and using the normalization (B.2) for the generators

𝑆𝑌𝑀 = 1
2 ∫ 𝑑𝑛𝑥 tr𝐹𝜇𝜈𝐹𝜇𝜈. (1.114)

The theory is invariant under the local gauge transformations

𝜓′ = 𝑔−1𝜓, (1.115a)

𝐴′
𝜇 = 𝑔−1𝐴𝜇𝑔+

1
𝑒 𝑔

−1𝜕𝜇𝑔, (1.115b)

which imply

𝐷𝜇𝜓′ = 𝑔−1𝐷𝜇𝜓, (1.116a)
𝐹′𝜇𝜈 = 𝑔−1𝐹𝜇𝜈𝑔. (1.116b)

Note that “local” can have here a double meaning: the transformation is local
in the sense that the transformation parameter 𝑔 is a function of spacetime,
as opposed to a constant, and also in the sense that 𝑔 is only defined in the
neighborhood of some point. This second meaning is sometimes relevant
when discussing topological properties.

An infinitesimal gauge transformation is a function 𝜖 = 𝜖𝑎𝑇𝑎 with values
in 𝔤 and the infinitesimal version of (1.115) is

𝛿𝜖𝜓′ = −𝜖𝑎𝜌(𝑇𝑎)𝜓, (1.117a)

𝛿𝜖𝐴𝜇 =
1
𝑒𝐷𝜇𝜖, (1.117b)

where 𝐷𝜇𝜖 = 𝜕𝜇𝜖 + 𝑒[𝐴𝜇, 𝜖] or, more explicitly

𝐷𝜇𝜖𝑎 = 𝜕𝜇𝜖𝑎 + 𝑒𝑓𝑏𝑐𝑎𝐴𝑏
𝜇𝜖𝑐. (1.118)

Rescaled version. In many cases, and in particular to discuss geometrical
properties, it is more convenient to rescale the field 𝐴 by a factor 1∕𝑒. Then,
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the covariant derivative of the matter field is (in the streamlined notation
of (1.110))

𝐷𝜇𝜓 = 𝜕𝜇𝜓 + 𝐴𝜇𝜓 (1.119)

and the nonabelian field strength is

𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇 + [𝐴𝜇, 𝐴𝜈]. (1.120)

In this case the YM action reads

𝑆𝑌𝑀 = − 1
4𝑒2

∫ 𝑑𝑛𝑥 𝐹𝑎𝜇𝜈𝐹𝑎𝜇𝜈, (1.121)

and the nonabelian gauge transformations are

𝜓′ = 𝑔−1𝜓, (1.122a)
𝐴′
𝜇 = 𝑔−1𝐴𝜇𝑔+ 𝑔−1𝜕𝜇𝑔. (1.122b)

Abelian case. Electromagnetism is a special case of YM theory. The Lie
algebra of 𝑈(1) consists of the purely imaginary numbers and one can take as
a basis element 𝑇 = −𝑖. In this case 𝐴𝜇 is usually meant to represents the real
and unscaled field, not the Lie algebra-valued field −𝑖𝐴𝜇. Thus the abelian
covariant derivative is

𝐷𝜇𝜓 = 𝜕𝜇𝜓 − 𝑖𝑒𝐴𝜇𝜓. (1.123)

Finite gauge transformations are 𝑔(𝑥) = 𝑒𝑖𝛼(𝑥). The gauge transformations of
−𝑖𝐴𝜇 are still given by (1.115), thus we have

𝐴′
𝜇 = 𝐴𝜇 −

1
𝑒 𝜕𝜇𝛼, (1.124a)

𝜓′ = 𝑒−𝑖𝛼(𝑥)𝜓. (1.124b)

These formulas are valid in natural units, as commonly used in particle physics.
In the discussion of quantummechanical systems we will use Heaviside units.
Then, the second term in the r.h.s. of (1.123) has an additional factor 1∕ℏ𝑐
and the gauge transformation is 𝐴′

𝜇 = 𝐴𝜇 −
ℏ𝑐
𝑒
𝜕𝜇𝛼.

1.5.2 Gauge currents

Noether’s first theorem associates a conserved current to each generator of a
finite dimensional Lie group that leaves the action invariant. There is a second
theorem of Noether that applies to infinite dimensional invariance groups.
It says that if a theory is invariant under transformations parameterizd by 𝑁
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functions 𝜖𝑎(𝑥), with 𝑎 = 1,… , 𝑁, then there exist 𝑁 differential relations be-
tween the Euler–Lagrange equations, and furthermore there exist 𝑁 currents
that are conserved without using the Euler–Lagrange equations.

We will prove this theorem in a special case when the variation of the field
is purely internal and depends only on the transformation parameter 𝜖𝑎(𝑥)
and its first derivatives:

𝛿𝜖𝜙 = 𝑅𝑎𝜖𝑎 + 𝑅𝜇𝑎𝜕𝜇𝜖𝑎 (1.125)

and furthermoreΩ𝜖 = 0 (i.e. 𝛿𝜖ℒ = 0 rather than a total derivative). As in the
discussion of the first theorem, we omit to write all the indices that the field
carries. The coefficients 𝑅𝑎 and 𝑅

𝜇
𝑎 also carry the same set of hidden indices.

Following the steps of the first theorem, the variation of the Lagrangian is

0 = 𝛿𝜖ℒ = 𝐸 ⋅ 𝛿𝜖𝜙 + 𝜕𝜇𝐾
𝜇
𝜖 (1.126)

where 𝐾𝜇
𝜖 = 𝜋𝜇𝛿𝜖𝜙, 𝐸 is the l.h.s. of the Euler–Lagrange equation 𝐸 = 0 (car-

rying indices contravariant to those of 𝜙) and the sign ⋅means that all hidden
indices are contracted. Notice that for constant transformation parameter
(𝜕𝜇𝜖𝑎 = 0), 𝐾𝜇

𝜖 is Noether’s current as defined in the first theorem.
The first term on the r.h.s. can be rewritten:

𝐸 ⋅ 𝛿𝜖𝜙 = 𝐸 ⋅ (𝑅𝑎𝜖𝑎 + 𝑅𝜇𝑎𝜕𝜇𝜖𝑎)
= 𝜖𝑎(𝑅𝑎 ⋅ 𝐸 − 𝜕𝜇(𝑅

𝜇
𝑎 ⋅ 𝐸)) + 𝜕𝜇(𝜖𝑎𝑅

𝜇
𝑎 ⋅ 𝐸). (1.127)

Then we define
𝑄𝑎 = 𝑅𝑎 ⋅ 𝐸 − 𝜕𝜇(𝑅

𝜇
𝑎 ⋅ 𝐸) (1.128)

in such a way that (1.126) becomes

0 = 𝜖𝑎𝑄𝑎 + 𝜕𝜇(𝐾
𝜇
𝜖 + 𝜖𝑎𝑅𝜇𝑎 ⋅ 𝐸). (1.129)

Let us assume that the transformation parameter and its derivatives go to zero
sufficiently fast that the integral of the total derivative on the r.h.s. is zero.
Then we find that ∫ 𝑑𝑛𝑥𝜖𝑎𝑄𝑎 = 0, and since 𝜖𝑎(𝑥) is arbitrary,

𝑄𝑎 = 0. (1.130)

This means that there are differential relations between the Euler–Lagrange
equations, that hold identically also off-shell. In other words, not all Euler–
Lagrange equations are independent

Furthermore, without using the equations of motion, the current

𝑘𝜇𝜖 = 𝐾𝜇
𝜖 + 𝜖𝑎𝑅𝜇𝑎 ⋅ 𝐸 (1.131)
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is identically conserved:
𝜕𝜇𝑘

𝜇
𝜖 = 0. (1.132)

We leave it to Exercise 1.6 to verify that in the case of YM theory

𝑄𝑎 = 𝐷𝜇𝐷𝜈𝐹𝜇𝜈𝑎, (1.133)

which is identically zero, and furthermore the current conservation rela-
tion (1.132) reduces to

𝜕𝜇𝜕𝜈(𝜖𝑎𝐹𝜇𝜈𝑎) = 0, (1.134)

which is also identically true. Thus, these currents are not particularly useful
in this context.

Of greater significance are covariantly conserved currents. Recall that in
YM theories the matter current that couples to the YM field can be defined as

𝐽𝜇𝑎 =
𝛿𝑆𝑚(𝜙,𝐴)
𝛿𝐴𝑎

𝜇
, (1.135)

where 𝑆𝑚 is the matter action. When the free bosonic and fermionic actions
considered in Section 1.1 are minimally coupled to gauge fields, and one puts
𝐴 = 0 after the variation, the currents defined in this way agree with (1.12)
and (1.18). From the invariance of the matter action under gauge transforma-
tions, with a parameter 𝜖 that tends to zero at infinity, one deduces

0 = 𝛿𝜖𝑆 = ∫ 𝑑𝑛𝑥 (
𝛿𝑆𝑚
𝛿𝜙 𝛿𝜖𝜙 +

𝛿𝑆𝑚
𝛿𝐴𝑎

𝜇
𝛿𝜖𝐴𝑎

𝜇)

= ∫ 𝑑𝑛𝑥 𝐽𝜇𝑎𝐷𝜇𝜖𝑎

= − ∫ 𝑑𝑛𝑥 𝜖𝑎𝐷𝜇𝐽
𝜇
𝑎 , (1.136)

where we used the matter equation of motion 𝛿𝑆𝑚
𝛿𝜙

= 0. Since 𝜖 is arbitrary, we
derive that the current must be covariantly conserved:

𝐷𝜇𝐽
𝜇
𝑎 = 0. (1.137)

This is consistent with the YM equation of motion

𝐷𝜇𝐹𝜇𝜈𝑎 = 𝐽𝜈𝑎 (1.138)

and the relation 𝐷𝜇𝐷𝜈𝐹𝜇𝜈𝑎 that is Noether’s second theorem. The relations
(1.137) do not give rise to conserved charges: this is because the YM field
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also carries charge, and there can be transfer of charge between the YM field
and matter. In fact, suppressing the algebra indices, we can rewrite the YM
equation as

𝜕𝜇𝐹𝜇𝜈 = 𝐽𝜈 − [𝐴𝜇, 𝐹𝜇𝜈], (1.139)

and the expression on the r.h.s. must then be conserved in the normal sense.
In fact, 𝑗𝜈 = 𝐽𝜈−[𝐴𝜇, 𝐹𝜇𝜈] is just the Noether current deriving from invariance
of the full action (gauge fields plus matter) under global gauge transformation,
see Exercise 1.6.

1.5.3 The Higgs phenomenon

We work at the semiclassical level and focus on the simple example of the
gauged 𝑂(𝑁) model, that consists of a 𝑂(𝑁) gauge field 𝐴𝜇 coupled to a
multiplet of scalar fields 𝜙𝑚 in the fundamental representation of𝑂(𝑁). Since
the Lie algebra of 𝑂(𝑁) is isomorphic to the algebra of antisymmetric 𝑁 ×𝑁
matrices, the Lie algebra index 𝑎 consists here of an antisymmetric pair of
indices𝑚, 𝑛, as in General Relativity:

𝐴𝜇 =
1
2

𝑁∑

𝑚,𝑛=1
𝐴𝑚𝑛
𝜇 𝑇𝑚𝑛 =

∑

𝑚<𝑛
𝐴𝑚𝑛
𝜇 𝑇𝑚𝑛.

The Lagrangian of this theory is the sum of the YM Lagrangian, and the
Lagrangian of the 𝑂(𝑁) model, where we replace ordinary derivatives by
covariant derivatives:

ℒ = −14
∑

𝑚<𝑛
𝐹𝑚𝑛𝜇𝜈 𝐹𝑚𝑛𝜇𝜈 −

1
2𝐷𝜇𝜙

𝑚𝐷𝜇𝜙𝑚 − 1
2𝑚

2|𝜙|2 + 𝜆
4 |𝜙|

4 +𝑈, (1.140)

where
𝐷𝜇𝜙𝑚 = 𝜕𝜇𝜙𝑚 + 𝑒𝐴𝑚𝑛

𝜇 𝜙𝑛. (1.141)

As in the ungauged case, this theory can be in two phases, depending on
the sign of𝑚2. If𝑚2 > 0 the state of minimum energy has 𝐹𝑚𝑛𝜇𝜈 = 0,𝐷𝜇𝜙𝑎 = 0
and |𝜙| = 0. The small excitations around this state are 𝑁(𝑁−1)

2
massless

vectors and 𝑁 massive scalar fields. If𝑚2 < 0 the state of minimum energy
has 𝐹𝑚𝑛𝜇𝜈 = 0, 𝐷𝜇𝜙𝑚 = 0 and |𝜙| = 𝑓 ≡

√
−𝑚2∕𝜆 everywhere. This does

not imply that 𝜙𝑚 is necessarily constant, because the covariant derivative
of 𝜙𝑚 can be zero without the field being constant. However, the action of
𝑂(𝑁) on the 𝑆𝑁−1 is transitive, meaning that every point can be moved to any
other point by some element of the group. This can be done continuously
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throughout spacetime, which means that we can find a gauge transformation
𝑔(𝑥) that aligns the field, for example, in the 𝑁-th direction:

𝑔(𝑥)−1𝜙(𝑥) = (0,… , 0, 𝑓).

This is called the unitary gauge and it leaves a residual local gauge freedom
𝑂(𝑁 − 1). In this gauge one can most easily understand the spectrum of the
theory. All theGoldstone boson (angular) degrees of freedomof the scalar have
been fixed; only the radial mode remains and it has mass𝑚𝑆 =

√
2𝑚 =

√
2𝜆𝑓,

as in the ungauged case. As for the YM field, we note that in this gauge the
kinetic term of 𝜙 becomes

−12𝑒𝑓
2∑

𝑚
𝐴𝑚𝑁
𝜇 𝐴𝜇𝑚𝑁 . (1.142)

Thus, the (𝑚𝑁) components of the gauge field have a mass 𝑚𝐴 =
√
𝑒𝑓,

whereas the components (𝑚𝑛) with 𝑚, 𝑛 = 1,… , 𝑁 − 1, remain massless.
This is called the Higgs phase of the theory. It is a misnomer to call it a spon-
taneusly broken phase, as in the ungauged case, because gauge invariance is
never broken, unless we decide to do so by fixing the gauge.

As in Section 1.3.1, let us now imagine probing the system at energies that
are much below the mass of the radial mode, so that it cannot be excited. If
𝑒 ≪ 2𝜆, there is a regime in which the massive vectors will still be present,
alongwith themassless𝑂(𝑁−1)YMfield. Instead of a linear scalar𝜙𝑎 coupled
to gauge fields, one now has a nonlinear, 𝑆𝑁−1-valued scalar coupled to gauge
fields. In the intrinsic formulation where the scalars 𝜑𝛼 are coordinates on
𝑆𝑁−1, the covariant derivatives are defined by

𝐷𝜇𝜑𝛼 = 𝜕𝜇𝜑𝛼 − 𝑒𝐴𝑎
𝜇𝐾𝛼

𝑎 (𝜑), (1.143)

where 𝐾𝛼
𝑎 are the vector fields that generate the action of 𝑂(𝑁) on 𝑆𝑁−1. This

formula can be made plausible by noting that if the action of the group on the
target space was linear,

𝐾𝛼
𝑎 (𝜑) = −(𝑇𝑎)𝛼𝛽𝜑𝛽, (1.144)

where (𝑇𝑎)𝛼𝛽 are the matrices representing the Lie algebra generators, we
would recover the usual definition of covariant derivative of a linearly trans-
forming field.10 In the case of the two-sphere, one can easily prove this formula

10The minus sign in the definition of 𝐾𝑎 ensures that the Lie brackets of these vectorfields
are isomorphic to the commutators of the generators 𝑇𝑎.
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by starting from the covariant derivative of the fields 𝜙𝑚 and transforming to
spherical coordinates (see Exercise 1.7).

The Lagrangian of the gauged nonlinear sigma model is

ℒ = −14
∑

𝑎<𝑏
𝐹𝑎𝑏𝜇𝜈𝐹𝑎𝑏𝜇𝜈 −

𝑓2
2 𝐷𝜇𝜑

𝛼𝐷𝜇𝜑𝛽ℎ𝛼𝛽(𝜑). (1.145)

Because the action of 𝑂(𝑁) on the sphere is transitive, the Goldstone bosons
𝜑𝛼 are gauge degrees of freedom. By going to the unitary gauge 𝜑 = 𝜑∗ (where
𝜑∗ are the coordinates of the north pole) and using

𝐾𝛼
𝑎 (𝜑∗)𝐾

𝛽
𝑏 (𝜑∗)ℎ𝛼𝛽(𝜑∗) = 𝛿𝑎𝑏, for 𝑎, 𝑏 = 1,… , 𝑁 − 1

the Lagrangian (1.145) reduces to the mass term (1.142). All the Goldstone
bosons have disappeared and the only propagating particles are vectors, of
which 𝑁 − 1 are massive. Unlike the standard Higgs phenomenon, in this
case there is no Higgs particle. Thus one may call this a Higgsless Higgs
phenomenon.

It is worth mentioning the connection between this construction and
another one that goes under the name of Stückelberg construction. It was
first proposed in the context of electrodynamics, so let us discuss it first in
that context. While the Maxwell Lagrangian is invariant under 𝑈(1) gauge
transformations (1.124), the Proca Lagrangian for a massive spin 1 field

ℒ𝑃 = −14𝐹𝜇𝜈𝐹
𝜇𝜈 − 1

2𝑚
2
𝐴𝐴𝜇𝐴𝜇 (1.146)

is not. However, it can be made invariant by introducing a 𝑈(1)-valued field
𝜑 that transforms by a shift

𝜑 ↦→ 𝜑 − 1
𝑒 𝛼. (1.147)

One can define
𝐷𝜇𝜑 = 𝜕𝜇𝜑 − 𝐴𝜇, (1.148)

that is 𝑈(1) invariant. Then the Lagrangian

ℒ = −14𝐹𝜇𝜈𝐹
𝜇𝜈 − 1

2𝑚
2
𝐴𝐷𝜇𝜑𝐷

𝜇𝜑 (1.149)

is invariant under local 𝑈(1) transformations and reduces to (1.146) in the
unitary gauge 𝜑 =constant. Thus the Stückelberg construction is a way of
rewriting a gauge non-invariant action in gauge invariant form. For a Proca
field, the result is a gauged nonlinear sigma model with values in 𝑈(1).
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Similarly, the gauged 𝑆𝑁−1-model action (1.145) can be seen as the result
of having applied the Stückelberg construction to the Lagrangian

ℒ𝑃 = −14
∑

𝑚<𝑛
𝐹𝑚𝑛𝜇𝜈 𝐹𝑚𝑛𝜇𝜈 −

1
2
∑

𝑛
𝑚2
𝐴𝐴

𝑛𝑁
𝜇 𝐴𝑛𝑁𝜇, (1.150)

where 𝑁 − 1 of the YM fields are Proca-like rather than Maxwell-like.
All the constructions in this section can be repeated with minimal changes

for any group 𝐺 and subgroup𝐻. In the next sections we discuss two promi-
nent examples of Higgs phenomenon: superconductivity, and the Weinberg–
Salam theory of electroweak interactions.

1.5.4 Superconductivity

This was one of the earliest applications of the Higgsmechanism.11 Themicro-
scopic description of superconductivity is due to Bardeen–Cooper–Schrieffer
(BCS). In the BCS theory the charge carriers are weakly bound pairs of elec-
trons. Such pairs can be described by a complex scalar field transforming
under 𝑈(1) as

𝜙(𝑥)→ 𝑒𝑖
2𝑒
ℏ
𝛼(𝑥)𝜙(𝑥), (1.151)

where −𝑒 is the electron charge and 𝛼 is identified mod2𝜋. The field is invari-
ant under transformations with 𝛼 = 𝜋ℏ∕𝑒, so a nontrivial VEV for this field
would break 𝑈(1) to ℤ2. In the ungauged case, the phase of 𝜙 would then be
a Goldstone boson with values in 𝑈(1)∕ℤ2. It is a real field identified modulo
𝜋ℏ∕𝑒 and transforming under 𝑈(1) by

𝜑 → 𝜑 + 𝛼. (1.152)

At low energy, the BCS description can thus be replaced by an effective
Ginzburg–Landau theory, whose free energy is

𝐹 = ∫ 𝑑3𝑥 [𝜆4 (|𝜙|
2 − 𝑓2)2 + 1

4𝐹𝜇𝜈𝐹
𝜇𝜈 + 1

2𝐷𝜇𝜙
∗𝐷𝜇𝜙 + …] , (1.153)

The potential has already been written in a form that is suitable for the Higgs
phase, where the radial Higgs mode has mass 𝑚𝑆 =

√
2𝜆𝑓, the photon has

mass 𝑚𝐴 =
√
𝑒𝑓 and the phase of 𝜙 (the Goldstone boson) is a pure gauge

degree of freedom that can be set to zero by going to the unitary gauge. Still
further in the infrared, namely at energies much below𝑚𝑆, the radial mode
can be ignored and we remain just with the Lagrangian (1.149) that describes

11For this discussion we follow mostly [Wei86], also reported in [Wei95], Volume II.
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a massive photon. The dynamics of this theory is extremely simple: we have
Maxwell’s equations

𝜕𝜇𝐹𝜇𝜈 = 𝐽𝜈 (1.154)

with
𝐽𝜈 = −𝑚2

𝐴𝐷
𝜈𝜑, (1.155)

while the equation of motion of 𝜑 is just the statement of current conservation
𝜕𝜇𝐽𝜇 = 0.

This very simple theory of a Goldstone boson coupled to the electromag-
netic field is sufficient to explain all the main features of a superconductor.12
As usual, the ground state is defined by the conditions 𝐹𝜇𝜈 = 0 and 𝐷𝜇𝜑 = 0.
Now assume that there are some external currents that produce a magnetic
field with potential 𝐴𝑖, and that a superconducting sample is placed in it.
While now 𝐹𝜇𝜈 is no longer zero, it is reasonable to assume that, at least for
sufficiently weak external sources, the energy will still be minimized by

𝐷𝜇𝜑 = 0. (1.156)

(We shall givemore quantitative conditions for this to happen in Section 2.6.2.)
In a static situation with 𝜕0𝜑 = 0 and 𝐴0 = 0, the space component of (1.156)

𝐴𝑖 = 𝜕𝑖𝜑 (1.157)

implies that the magnetic field in the sample must be zero:

𝐵𝑖 = 0. (1.158)

This is known as theMeissner effect. If there is an external magnetic field, it
can only be tangential to the surface of the sample and it decays exponentially
in the interior with a characteristic length called the London penetration depth
𝜆𝐿 ∼ 1∕𝑚𝐴 (see Exercise 1.8). This is just a consequence of the photon being
massive in the bulk of the superconductor. In the gauge invariant formalism
one can interpret the effect by saying that the Goldstone boson gives rise to
currents that flow in the boundary layer so as to exactly cancel the magnetic
field. Either way, the net effect is that field lines will be deformed so as to
avoid going through the bulk of the sample.13

Absence of electrical resistance can be gleaned from the following argu-
ment. In any simply connected piece of superconductor, 𝜑 can be set to any

12Actually, it is not even necessary to assume that the Lagrangian has exactly the form (1.149):
it is enough to assume that it is gauge invariant and that the energy is minimized by 𝐷𝜑 = 0.

13It is worth emphasizing that in the full Ginzburg–Landau model, the condition 𝐷𝜇𝜙 = 0
implies the Meissner effect only when the VEV of 𝜙 is nonzero.
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fixed constant by a transformation (1.152). Now consider a thick torus made
of superconductor and let 𝓁 be a closed loop deep in the material. Integrat-
ing (1.157) on this loop and using Stokes’ theorem we find that

∆𝜑 = ∫
𝓁
𝐴 = ∫

𝑆
𝐵 = Φ, (1.159)

whereΦ is the magnetic flux through a surface 𝑆 bounded by the loop 𝓁. Since
the Goldstone field is periodically identified, it can jump by integral multiples
of 𝜋ℏ∕𝑒. We thus find that flux must be quantized:

Φ = 𝜋ℏ
𝑒 𝑛. (1.160)

Because of this, the current in the superconductor cannot decay continuously.
A more general way of showing this is to note that the momentum conju-

gate to 𝜑 is 𝜋 = 𝑚2
𝐴𝐷0𝜑 = −𝐽0, so that Hamilton’s equation for 𝜑 is

�̇� = 𝜕𝐻
𝜕𝜋 = −𝜕𝐻𝜕𝐽0 . (1.161)

The change of the energy due to a change in the charge density at a point is
just the electrostatic potential 𝑉 at that point, so that

�̇�(𝑥) = −𝑉(𝑥). (1.162)

Now consider a superconducting wire carrying a steady current, with time-
independent electromagnetic field. From (1.155), if the current and elec-
tromagnetic potential are time-independent, also the gradient of 𝜑must be
time-independent. But then, from (1.162) we see that

0 = 𝜕𝑡(𝜕𝑖𝜑) = 𝜕𝑖�̇� = −𝜕𝑖𝑉 (1.163)

which implies that the potential must be constant. A nonzero current with
zero voltage difference is the definition of zero resistance.

Finally, we can get an understanding of the Josephson effect. Suppose
two superconductors are separated by a thin gap (this is called a Josephson
junction). If there are no gauge potentials and no gradients along the gap, the
Goldstone boson in the gap gives a contribution to the Lagrangian of the form

𝐿 = 𝐴𝐹(∆𝜑),

where 𝐴 is the area of the junction, and 𝐹 is a function whose exact form
we need not know, but that must be periodic with period 𝜋ℏ∕𝑒.14 If there

14The leading quadratic term (𝐷𝜇𝜑)2 that is written in (1.149) would lead to 𝐹(∆𝜑) = (∆𝜑)2,
but this has to be interpreted as the first term in the expansion of a cosine or some other
periodic function.
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is a magnetic potential 𝐴𝑖, by gauge invariance the argument of 𝐹 must be
replaced by ∆𝐴𝜑, which is defined as the line integral of 𝐷𝜑 across the gap.
Then from (1.155), the current is equal to 𝐹′(∆𝐴𝜑) and points across the
gap. This means that for 𝐴𝑖 = 0 the current must be proportional to 𝐹′(∆𝜑).
Suppose that the two superconductors are kept at a fixed potential difference
∆𝑉. By (1.162), the difference of the Goldstone boson field across the gap
must grow linearly with time:

∆𝜑 = −𝑡∆𝑉 + const.

Since 𝐹 is periodic, this implies that also the current must be periodic with a
frequency

𝜈 = 𝑒
𝜋ℏ |∆𝑉|. (1.164)

This exact linear relation between the frequency of the Josephson current and
the potential difference gives a direct and very accurate method to measure
the ratio 𝑒∕ℏ.

In Section 2.6.2 we shall discuss in more detail the phase diagram of
superconductivity and the role of vortices.

1.5.5 Electroweak theory

The bosonic sector of the Weinberg–Salam (WS) model of the electroweak
interactions consists of YM fields𝑊𝑎

𝜇 and 𝐵𝜇 for the group 𝑆𝑈(2)𝐿 ×𝑈(1)𝑌
and of a Higgs field𝐻 =

( 𝜑+
𝜑0
)
in the fundamental representation of 𝑆𝑈(2)𝐿.

The charge associated to 𝑆𝑈(2)𝐿 is called weak isospin and that of𝑈(1)𝑌 weak
hypercharge. The dynamics for this sector is given by the Lagrangian15

ℒ𝑊𝑆 = −14𝑊
𝑎
𝜇𝜈𝑊𝑎𝜇𝜈− 1

4𝐵𝜇𝜈𝐵
𝜇𝜈−𝐷𝜇𝐻†𝐷𝜇𝐻−𝑚2𝐻†𝐻−𝜆(𝐻†𝐻)2, (1.165)

with the curvatures

𝑊𝑎
𝜇𝜈 = 𝜕𝜇𝑊𝑎

𝜈 − 𝜕𝜈𝑊𝑎
𝜇 − 𝑔2𝜖𝑎𝑏𝑐𝑊𝑏

𝜇𝑊𝑐
𝜈, (1.166a)

𝐵𝜇𝜈 = 𝜕𝜇𝐵𝜈 − 𝜕𝜈𝐵𝜇 (1.166b)

and the covariant derivative

𝐷𝜇𝐻 = 𝜕𝜇𝐻 + 1
2 𝑖𝑔1𝐵𝜇𝐻 + 𝑔2𝑊𝑎

𝜇𝜏𝑎𝐻. (1.167)

15We follow here a common convention for the parametrization of the Higgs potential, that
differs slightly from our standard.
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Here 𝑔1 is the 𝑈(1)𝑌 coupling constant and 𝑔2 is the 𝑆𝑈(2)𝐿 YM coupling.
When𝑚2 < 0 the system is in the Higgs phase, with

𝐻†𝐻 = 1
2𝜐

2, 𝜐 = 𝑚
√
𝜆
. (1.168)

We can choose the gauge

𝐻 = (
0

𝜐∕
√
2
) (1.169)

Inserting in the kinetic term of𝐻, we find the following mass matrix for the
gauge bosons

1
4𝑔2𝜐

2𝑊+
𝜇𝑊𝜇− + 1

8𝜐
2
(
𝑊3

𝜇 𝐵𝜇
)
(

𝑔22 −𝑔1𝑔2
−𝑔1𝑔2 𝑔21

) (
𝑊𝜇3

𝐵𝜇
) . (1.170)

The mass eigenstates are the charged gauge bosons

𝑊±
𝜇 = 1

√
2
(𝑊1

𝜇 ∓𝑊2
𝜇) (1.171)

and the following linear combinations of neutral gauge bosons

𝑍𝜇 = cos 𝜃𝑊𝑊3
𝜇 − sin 𝜃𝑊𝐵𝜇 (1.172)

𝐴𝜇 = sin 𝜃𝑊𝑊3
𝜇 + cos 𝜃𝑊𝐵𝜇 (1.173)

where tan 𝜃𝑊 = 𝑔1∕𝑔2. Their masses are

𝑚𝑊 = 1
2𝜐𝑔2, 𝑚𝑍 =

1
2𝜐
√
𝑔21 + 𝑔22, 𝑚𝐴 = 0 (1.174)

and𝑚𝑊 = 𝑀𝑍 cos 𝜃𝑊 .
If we decompose 𝜑+ and 𝜑0 in their real and imaginary parts, we see that

𝐻†𝐻 = (Re(𝜑+))2 + (Im(𝜑+))2 + (Re(𝜑0))2 + (Im(𝜑0))2

is invariant under 𝑆𝑂(4), and so is the Higgs potential. This is a larger symme-
try than the one of the gauge and fermion sector. It can be better understood
if, as in Exercise 1.4, we construct a matrix

Σ = (
𝜑+ −𝜑0∗

𝜑0 𝜑+∗
) (1.175)
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in terms of which
𝐻†𝐻 = 1

2tr Σ
†Σ. (1.176)

Writing the potential in terms of Σ shows explicitly that it is invariant under
𝑆𝑈(2)𝐿×𝑆𝑈(2)𝑅 ∼ 𝑆𝑂(4). Here 𝑆𝑈(2)𝐿 is the weak isospin group and 𝑆𝑈(2)𝑅
is a global symmetry of the Higgs sector only. It makes it very similar to the
linear sigma model of the strong interactions. Then, at energies below the
mass of the Higgs particle, we can remove the radial mode from the spectrum
and we remain with a nonlinear sigmamodel coupled to the gauge fields. This
is the basis of an electroweak chiral perturbation theory (EW𝜒PT), that is very
similar to the one of the strong interactions, except for the replacement of 𝐹𝜋
by 𝜐 and for the coupling to the gauge fields [Fer93, HeR94].

In this theory the ground state is characterized by

𝐷𝜇𝜑𝛼 = 0, (1.177)

where 𝜑𝛼 are the electroweak Goldstone bosons, that have values in the coset
𝑆𝑈(2)𝐿 ×𝑈(1)𝑌∕𝑈(1)𝑄 ≈ 𝑆3. As in superconductivity, this implies that the
field strengths𝑊𝜇𝜈 = 𝐵𝜇𝜈 = 0, which is an analog of the Meissner effect.

1.6 Status of symmetries
Symmetries play a crucial role in modern physics, but the terminology that
is used is sometimes contradictory and possibly confusing, so at the cost of
appearing pedantic, we shall review here various ways in which symmetries
appear in physical systems, and fix our terminology.

One has to start at a kinematical level with a group 𝐺 of transformations
acting on the dynamical variables 𝜙 of a system. For notational simplicity we
shall simply write this action as 𝜙 ↦→ 𝑔𝜙. Then one defines the dynamics
by giving an action 𝑆(𝜙). We will say that 𝐺 is an invariance of the classical
theory if 𝑆 is invariant under the transformations of 𝐺, meaning that

𝑆(𝑔𝜙) = 𝑆(𝜙).

This is a purely mathematical statement.
At a physical level, we need to distinguish the situation when the trans-

formations of 𝐺 correspond to physical operations on the system, from the
situation when they do not. In other words, we have to ask whether a configu-
ration 𝜙 and the transformed configuration 𝑔𝜙 are physically distinguishable
or not. Somewhat surprisingly, there does not seem to be a universally agreed
upon terminology for this important distinction. In Hamiltonian mechanics
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the term gauge transformations is used to denote unphysical transformations,
irrespective whether they form a finite or infinite dimensional group. See
Section 1.7. In particle physics the term “gauge transformation” is gener-
ally used for all the internal transformations of YM theories. However, one
distinguishes between global gauge transformations (also referred to as rigid
gauge transformations or gauge transformations of the first kind), that have a
constant transformation parameter, and local tranformations (also referred to
as gauge transformations of the second kind) whose parameters are functions
on spacetime.

More precisely, if𝑀 is spacetime, let 𝒢 be the infinite dimensional group
of all maps from 𝑀 to the YM group 𝐺 and let 𝒢∗ be the normal subgroup
of maps that tend asymptotically to the identity at infinity. The quotient
𝒢∕𝒢∗ is isomorphic to 𝐺 and can be identified with the global, or rigid, gauge
transformations. It is a group of physical transformations, because changing
the fields at infinity changes the charges, that are physically observable. The
group 𝒢∗, instead, consists of unphysical transformations.

Since there is a broad tendency to identify “gauge transformations” with
“unphysical transformations”, it would be better not to call gauge transforma-
tions the global YM transformations and to reserve this name only for the
transformations in 𝒢∗. Without going so far, we will refer to an invariance
group as a symmetry group if it consists of “physical” transformations, and as
a gauge invariance if it consists of “unphysical” transformations. Note that if
one adopts this definition, the term “gauge symmetry” becomes an oxymoron.

Let us now focus on a group of “physical” transformations of some system.
It may or may not be a symmetry, depending on whether 𝑆 is invariant or not.
Sometimes there are terms in the action that are invariant and others that are
not. In this case one says that the latter explicitly break the invariance. This
notion is useful when there is only one symmetry breaking term, or when the
symmetry breaking terms are, in some appropriate sense, small compared to
the rest. A typical example is the term (1.63) in the chiral model.

Assuming that the action is invariant, we next consider a specific instance
of the system that finds itself in a given state, and askwhether it is left invariant
by the transformations of 𝐺 or not. If it is, we say that the symmetry in
unbroken, and if it is not we say that the symmetry is broken in that state. One
expects that the latter situation is quite generic. For example, in a translation
invariant theory, translation invariance will be broken in any state containing
a particle in some position. The question is of greater significance when
referred to the ground state of the system: if it is not invariant under 𝐺, one
says that 𝐺 is spontaneously broken. The subgroup 𝐻 ⊂ 𝐺 that leaves the
system invariant is called the unbroken group.
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In quantum mechanics, the states of the system are rays in a Hilbert space
and groups of transformations are linearly realized as operators acting on this
space:

𝜓 → 𝜓′ = 𝒰(𝑔)−1𝜓.

A symmetry group is unbroken if the vacuum state 𝜓0 is invariant and sponta-
neously broken otherwise. Invariance means that for every generator 𝑇 of the
group’s algebra,

𝑇𝜓0 = 0.

Thus both in classical and quantummechanics, onemust first have a symmetry
group leaving the action invariant, and the question whether it is broken or
not depends on the vacuum.

The term “spontaneously broken” is often applied also to YM gauge trans-
formations, but this is misleading. When such transformations are present, it
means that the variables 𝜙 we are using to describe the system are redundant:
in classical mechanics the physical state of a system with a gauge invariance
is not given by 𝜙 but by the equivalence class of 𝜙 under the action of 𝒢∗.
Similarly in quantum mechanics, the Hilbert space of physical states can
be defined as the quotient of some pre-Hilbert space, on which the gauge
transformations act, by the gauge group. But then, in both cases, the trans-
formations of 𝒢∗ leave the physical states invariant by definition, and hence
this group can never be broken. The better terminology for these situations
is to say that the theory is in the Higgs phase. On the other hand, when the
Higgs phenomenon occurs, the global gauge group 𝒢∕𝒢∗ ≈ 𝐺, that consists of
physical transformations, is indeed broken.

Finally, there are the anomalies. These are situations when a group of
transformations leaving the dynamics of a classical system invariant cannot be
realized in the corresponding quantum mechanical system. Again one must
distinguish between the case of physical and unphysical transformations. For
example, for a global symmetry group, an anomaly implies that the Noether
current is conserved in the classical theory but not in the quantum theory.
This can have interesting physical implications and is not a pathology. On
the other hand in the case of a group of gauge transformations, breaking the
invariance in the quantum theory typically spoils its good properties such as
unitarity and renormalizability. This can manifest itself at various levels. Very
generally, an anomaly in a gauge group means that certain degrees of freedom
that are unphysical at the classical level, become physical in the quantum
theory. These new degrees of freedom then lead to pathological behavior.
In the covariant formalism, the anomaly manifests itself as a failure of the
covariant conservation law (1.137). In the canonical formalism, the anomaly
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manifests itself in extensions in the algebra of the group generators, as already
remarked in the end of Section 1.1. In the simplest cases these are just central
extensions, but more generally they involve functions of the field operators

[𝑄𝑎, 𝑄𝑏] = 𝑖𝑓𝑎𝑏𝑐𝑄𝑐 +Ω𝑎𝑏(𝜙). (1.178)

Then, if one defines physical states to be the ones annihilated by the gauge
generators

𝑄𝑎𝜓𝑝ℎ𝑦𝑠 = 0, (1.179)

the presence of the nontrivial extension implies that 𝜓𝑝ℎ𝑦𝑠 = 0. We shall
discuss anomalies in Chapter 6.

* * *
This may be a good place to highlight the different ways in which sym-

metries appear in various theories. This will also serve as a very high level
summary of the models we have introduced in this chapter. We consider
three classes of phenomena: the strong force, superconductivity and the elec-
troweak forces. These are related to the chiral group 𝑆𝑈(2) × 𝑆𝑈(2) (a proper
symmetry, not gauged), 𝑈(1) (gauged) and 𝑆𝑈(2) × 𝑈(1) (gauged), respec-
tively. The following table summarizes the ways these groups are realized in
each case and emphasizes the (necessarily imperfect) similarities between
these phenomena.

Strong Superconductivity ElectroWeak
Fundamental QCD BCS Weinberg–Salam
description
Linear EFT Linear 𝜎 model Ginzburg–Landau Weinberg–Salam

Low energy EFT of Chiral model Ginzburg–Landau Electroweak
Goldstone bosons with |𝜙| = 𝑓 chiral model

In the fundamental description, holding at short length scales, the group
is always realized linearly, and in the strong and electroweak case, the theory
is even renormalizable. At some energy scale, the theories in the second and
third columns give rise dynamically to a condensate that breaks the symmetry
(in the case of a true symmetry, as in QCD) or puts it in Higgs phase (in the
case of a gauge invariance, in the last two columns). The formation of the
condensate can be described by an effective field theory where the group is
still linearly realized. This is a model containing an order parameter, whose
VEV decides what phase the theory is in. For the strong interactions, this is
the linear sigma model of Section 1.2.3. In condensed matter models it is a
Ginzburg–Landau theory. The regime in which these effective models work
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best is near the phase transition. The Weinberg–Salam model is already in
Ginzburg–Landau form: its order parameter is regarded as a fundamental field.
In fact the table suggests that at high energy the WS model may be replaced
by a more fundamental model where the order parameter is a fermionic
condensate. In the past this ideawent under the nameof Technicolor, but these
theories are now ruled out and there is currently no experimental evidence
for a composite Higgs.

In all these linear models, in the broken (or Higgs) phase the order pa-
rameter is a massive field. When one looks at the theory at energies below its
mass, the order parameter is frozen at its VEV and only the Goldstone boson
degrees of freedom are still active. In this domain the group is nonlinearly
realized and the relevant models are nonlinear sigma models. For the strong
interactions, this is the chiral perturbation theory, discussed in Sections 1.3.3
and 1.4.2. In the other two models the Goldstone boson is a gauge degree
of freedom and is only needed if one wants a gauge-invariant description of
physics. By choosing the unitary gauge, the Goldstone boson is eliminated
and one remains just with a massive gauge field. One can also see the gauge
invariant description as a result of the Stückelberg construction applied to the
massive gauge theory. Either way, the theory is non-renormalizable, but one
does not need that for a description that has a clear upper bound in energy.

1.7 Canonical formalism

1.7.1 Field theory as infinite dimensional mechanics

In our discussions of topological effects in quantum field theory, we will study
the configuration space of the theory, defined as the (infinite dimensional,
generally nonlinear) space of field configurations at a fixed time 𝑡.

In a field theory, the field is usually regarded as a function on spacetime
of the form 𝜙(𝑡, 𝑥𝑖), where 𝑥𝑖 are the coordinates of the hypersurface 𝑡= const.
The tautological redefinition

𝜙(𝑥𝑖, 𝑡) = (𝜙(𝑡))(𝑥𝑖) (1.180)

allows us to think of 𝜙 as a map from time into the space of maps from space
to 𝑁. Let us say this in a more formal way. We must assume that spacetime
has, at least locally, the structure Σ ×ℝ, where Σ is space, with coordinates 𝑥𝑖,
and ℝ is the time axis. Then we define 𝒬 = Γ(Σ, 𝑁) the space of maps from Σ
to𝑁. We call this the configuration space of the theory.16 Then, (1.180) means

16Actually, one has to impose boundary conditions on the fields. We will specify 𝒬more
precisely on a case by case basis.



1.7. CANONICAL FORMALISM 53

that we can think of 𝜙 as a map from ℝ (time) to 𝒬.
At a given 𝑡 = 𝑡, 𝜙(𝑡) ∶ Σ→ 𝑁 is an instantaneous state of the field, and

can be thought of as a point in 𝒬. As time runs, 𝜙(𝑡) traces out a curve in
𝒬. Recall that in Lagrangian and Hamiltonian mechanics, the configuration
space of a system is parametrized by generalized coordinates 𝑞𝑖. In the field
theory the role of the 𝑞𝑖 is played by the map 𝜙(𝑥𝑗), and the role of the index 𝑖
is played by the coordinates 𝑥𝑗 and by any other Lorentz or internal indices
that 𝜙may be carrying, that we have suppressed here for notational simplicity.
The fact that there are infinitely many values for the coordinates 𝑥𝑗 is a precise
way of saying that a field theory is an infinite dimensional mechanical system.

When a classical field theory is thought of as a mechanical system, one
can think of quantum field theory as the Schrödinger quantization of this
system. In other words, the quantummechanical state of the system would be
given by a wave functional 𝜓(𝜙) satisfying a functional Schrödinger equation

𝑖ℏ𝜕𝜓𝜕𝑡 = 𝐻𝜓, (1.181)

where 𝐻 is the field’s Hamiltonian. This formalism is not convenient for the
calculation of typical quantum field theoretic observables. Furthermore, a
mathematically rigorous formulation of quantum field theory along these
lines would require overcoming several technical difficulties. For example,
in order to turn the space of wave functonals ℋ into a Hilbert space, one
would have to define an inner product that would already involve a functional
integral:

(𝜓1, 𝜓2) = ∫
𝒬
(𝑑𝜙)𝜓∗1(𝜙)𝜓2(𝜙). (1.182)

We will not need any of this because we shall only use this formulation at a
heuristic level. The topological effects we shall encounter have finite dimen-
sional analogs that are clearly related to the lowest homotopy or cohomology
groups of the configuration space. Then, whenever the configuration space
of a field theory has the same nontrivial homotopy or cohomology groups, a
similar effect is expected to take place. Any rigorous definition of the inner
product, for example, must reflect the topological properties of 𝒬. This ap-
proachwill allow us to have a clear classification of various types of topological
effects.

1.7.2 Constrained Hamiltonian dynamics

Let us consider a mechanical system with generalized coordinates 𝑞𝑖, with
𝑖 = 1,…𝑁, and a Lagrangian quadratic in �̇�𝑖. As we have just discussed,
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this could also be a field theory. In order to calculate the time evolution of
the system, one has to give initial conditions consisting of the positions and
velocities at some time 𝑡0: 𝑞𝑖(𝑡0) and �̇�𝑖(𝑡0). The equations of motion contain
𝑞𝑖 and allow us to calculate 𝑞𝑖(𝑡0+𝑑𝑡) and �̇�𝑖(𝑡0+𝑑𝑡). Inmany cases of interest,
it happens that some equations do not contain 𝑞𝑖. Such equations do not help
in solving the time evolution, and have to be regarded as constraints that
must be satisfied by the initial conditions. They are therefore called constraint
equations.

The Hamiltonian formulation of systems with constraints can be dealt
with in general using the so-called Dirac–Bergmann algorithm. A detailed
discussion is outside the scope of this book, but it will be useful to review
some of the main points and to see how they apply to the theories we are
interested in.

We consider dynamical systems with Lagrangians of the general form

𝐿 = 1
2𝑔𝑖𝑗(𝑞)�̇�

𝑖�̇�𝑗 +𝒜𝑖(𝑞)�̇�𝑖 − 𝑉(𝑞), (1.183)

where 𝑞𝑖 are coordinates in some configuration space 𝒬. The system is said to
be regular if 𝑔𝑖𝑗 is nondegenerate, and singular otherwise. For regular systems,
the standard Hamiltonian formalism applies. Let us therefore assume that 𝑔𝑖𝑗
has rank 𝑟 < 𝑁. We assume that the coordinates are labeled in such a way
that the first 𝑟 coordinates correspond to the nondegenerate part of the metric
and 𝑔𝑖𝑗 = 0 for 𝑖, 𝑗 > 𝑟. We split the indexing set so that indices 𝑎, 𝑏… (from
the first part of the alphabet) run from 1 to 𝑟 and indices 𝑚, 𝑛,… (from the
second part of the alphabet) run from 𝑟 to 𝑁. Our singular Lagrangian then
reads

𝐿 = 1
2𝑔𝑎𝑏(𝑞)�̇�

𝑎�̇�𝑏 +𝒜𝑎(𝑞)�̇�𝑎 +𝒜𝑚(𝑞)�̇�𝑚 − 𝑉(𝑞), (1.184)

with the summation convention applying to repeated indices running over
the appropriate ranges.

To begin with, the phase space is the cotangent bundle ℱ = 𝑇∗𝒬, a 2𝑁-
dimensional manifold parametrized by the coordinates 𝑞𝑖 and momenta 𝑝𝑖.17
We compute the momenta 𝑝𝑖 =

𝜕𝐿
𝜕�̇�𝑖
. For the first 𝑟 momenta we have

𝑝𝑎 = 𝑔𝑎𝑏(𝑞)�̇�𝑏 +𝒜𝑎(𝑞) (1.185)

and this relation can be inverted

�̇�𝑎 = 𝑔𝑎𝑏(𝑝𝑎 −𝒜𝑎(𝑞)). (1.186)
17The cotangent bundle of a manifold𝑀 is just the space of all covariant vectors.
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On the other hand, the remaining momenta 𝑝𝑚 = 𝒜𝑚(𝑞) do not depend on
the velocities. Let us define the functions of phase space

Φ𝑚(𝑞𝑖, 𝑝𝑛) = 𝑝𝑚 −𝒜𝑚(𝑞). (1.187)

The conditions
Φ𝑚 = 0 (1.188)

are called the primary constraints. They define a 𝑁 + 𝑟-dimensional subspace
ℱ𝑃 ⊂ ℱ. We can define the canonical Hamiltonian

𝐻𝐶 = 𝑝𝑎�̇�𝑎 + 𝑝𝑚�̇�𝑚 − 𝐿(𝑞𝑖, �̇�𝑎, �̇�𝑚)

= 1
2𝑔

𝑎𝑏(𝑝𝑎 −𝒜𝑎(𝑞))(𝑝𝑏 −𝒜𝑏(𝑞)) + 𝑉(𝑞) + �̇�𝑚Φ𝑚. (1.189)

Since the velocities �̇�𝑚 cannot be expressed as functions of the momenta,
𝐻𝐶 has to be thought of as a function of all the coordinates 𝑞𝑖, of the first
momenta 𝑝𝑎 and of the remaining velocities �̇�𝑚. However, these velocities
appear multiplied by the constraint Φ𝑚 and therefore this dependence is
absent on ℱ𝑃.

With a little work, and using as usual the Euler–Lagrange equations in
the form 𝜕𝐿

𝜕𝑞𝑖
= �̇�𝑖, one finds the system of equations

�̇�𝑎 = 𝜕𝐻𝐶
𝜕𝑝𝑎

, (1.190a)

�̇�𝑖 = −𝜕𝐻𝐶
𝜕𝑞𝑖

+ �̇�𝑚 𝜕𝒜𝑚
𝜕𝑞𝑖

. (1.190b)

These look like Hamilton’s equations, but there are only𝑁+𝑟 of them, instead
of 2𝑁: the 𝑁 − 𝑟 velocities �̇�𝑚 remain undetermined. Furthermore, there is
an additional term in the r.h.s. of the second set of equations.

Let us say that a function 𝐹(𝑞𝑖, 𝑝𝑖) is weakly zero, and write 𝐹 ≈ 0, if it
vanishes on ℱ𝑃. It can be shown (see Exercise 1.9) that if a function is weakly
zero, it is a linear combination of the primary constraints:

𝐹 = 𝜕𝐹
𝜕𝑝𝑚

Φ𝑚. (1.191)

In order to have a full system of equations we need a Hamiltonian that is
defined on all of ℱ, does not depend on velocities and is weakly equal to the
canonical Hamiltonian. This is achieved by defining the primary Hamiltonian

𝐻𝑃 = 𝐻𝐶 + 𝜇𝑚Φ𝑚, (1.192)
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where 𝜇𝑚 are𝑁− 𝑟 functions that we shall try to determine and the canonical
Hamiltonian is the one given in (1.189) with the last term set to zero (since it is
alreadyweakly zero). The time evolution of any function on phase space is now
given by the Poisson bracket of that function with the primary Hamiltonian.
In particular,

�̇�𝑖 = 𝜕𝐻𝑃
𝜕𝑝𝑖

, (1.193a)

�̇�𝑖 = −𝜕𝐻𝑃
𝜕𝑞𝑖

. (1.193b)

These now look much more like Hamilton’s equations, but they still depend
on the arbitrary functions 𝜇𝑚 so that the time evolution of the variables 𝑞𝑚 is
still undetermined.

To proceed, we observe that consistency of the dynamics requires that the
primary constraints, once imposed at some initial time, remain valid at all
later times. Thus we must impose

0 ≈ {Φ𝑚, 𝐻𝑃}. (1.194)

At this point several things may happen: these relations may either be an
identity 0 ≈ 0, or determine some of the multipliers 𝜇𝑚, or give rise to new
functional relations between the phase space variables, that are called sec-
ondary constraints. When secondary constraints arise, they must also be
conserved by the time evolution. This may again determine some of the 𝜇𝑚
or give rise to further constraints. The procedure has to be iterated until no
new constraints arise.

Let Ψ𝑖 be all the constraints, with 𝑖 = 1,… , 𝑛 < 2𝑁. They all satisfy

Ψ𝑖 ≈ 0, and {Ψ𝑖, 𝐻𝑃} ≈ 0.

We now say that a constraint is first class if its Poisson bracket with all other
constraints is weakly zero, and second class otherwise. These two classes of
constraints have very different meaning, so let us discuss them in turn.

The number of second class constraints is even and they represent inessen-
tial pairs of canonical variables that can be readily eliminated. If the system
has only 2𝑠 second class constraints Ψ𝑖, the physical phase space ℱ′ ⊂ ℱ
defined by these constraints is 2(𝑁 − 𝑠)-dimensional. The question arises of
how to define a Poisson bracket in ℱ′. Let 𝑓 and 𝑓′ be two functions on ℱ
that are equal on ℱ′, so that 𝑓′ = 𝑓 +∑

𝑖 𝜌𝑖Ψ𝑖. The Poisson bracket of these
functions with any other function 𝑔 are not the same:

{𝑓′, 𝑔} = {𝑓, 𝑔} +
∑

𝑖
{𝜌𝑖, 𝑔}Ψ𝑖 +

∑

𝑖
𝜌𝑖{Ψ𝑖, 𝑔}.
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The second term vanishes on ℱ′, but the third, in general, does not, so this
bracket does not depend only on the values of the functions in ℱ′. The way
around this difficulty is to define a new bracket that “respects the constraints”.
One can show that the matrix of Poisson brackets of the second class con-
straints𝑀𝑖𝑗 = {Ψ𝑖,Ψ𝑗} is nondegenerate. We define the Dirac bracket of two
functions on phase space

{𝑓, 𝑔}𝐷 = {𝑓, 𝑔} − {𝑓,Ψ𝑖}𝑀−1
𝑖𝑗 {Ψ𝑗, 𝑔}. (1.195)

It has the property that the Dirac bracket of any second class constraint with
any other function on phase space is zero. Therefore, in the example discussed
above, the Dirac bracket is {𝑓′, 𝑔}𝐷 = {𝑓, 𝑔}𝐷 , and it depends only on the values
of 𝑓 and 𝑔 in the constrained subspace.

This property is also useful when the system has to be quantized. Under
the normal correspondence that maps the Poisson bracket of two classical
observables to 𝑖ℏ times the commutator of the corresponding quantum opera-
tors, the quantization of a constrained system would run into difficulties. For
example, if 𝑓(𝑞, 𝑝) is any classical observable and Ψ(𝑞, 𝑝) = 0 is a constraint,
and 𝑓 and Ψ̂ are the corresponding quantum operators, it is natural to assume
that Ψ̂ = 0. But then [𝑓, Ψ̂] = 0, whereas in general {𝑓, Ψ̂} ≠ 0. On the
other hand, if we postulate that the correspondence maps the Dirac bracket
of two classical observables to 𝑖ℏ times the commutator of the corresponding
quantum operators, then this difficulty does not arise.

Let us come to the first class constraints. It can be shown that, after all
the constraints have been found, the number of multipliers 𝜇𝑚 that remain
undetermined is equal to the number of primary first class constraints. So,
when there are primary first class constraints, there are still residual ambigui-
ties in the time evolution: given an initial condition for the 𝑞𝑖 and 𝑝𝑖, their
values at a later time will be different if they are evolved with two Hamiltoni-
ans that have different multipliers 𝜇𝑚. The only way to reconcile this with
a deterministic evolution is to assume that the variables whose evolution is
affected by this ambiguity are unphysical. We conclude that the primary first
class constraints generate transformations that leave the physics unchanged,
or, in the terminology of Section 1.6, they generate gauge transformations.
(Note that this term is used even when the system has finitely many degrees
of freedom.)

It is then important to understand the structure of the gauge group 𝒢: its
parameters, the gauge algebra etc. The gauge parameters associated to the
primary first class constraints are just the multipliers 𝜇𝑚. However, there may
exist other gauge transformations. Since infinitesimal gauge transformations
must form a closed algebra, the Poisson bracket of two primary first class
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constraints must be a gauge generator, but the Poisson bracket of two primary
first class constraints need not be a primary first class constraint: it may
well be a secondary first class constraint. In fact it turns out that under
certain conditions, that are satisfied in the cases of most interest to us, all first
class constraints are generators of gauge transformations. We shall therefore
assume that this is the case.

To summarize, a generic constrained system may contain both first and
second class constraints. Then, the canonical variables can be grouped into
three disjoint sets:

1. 2𝑠 functions that can be eliminated by the second class constraints and
do not carry physical information.

2. 𝑚 first class constraints and, for each of these a corresponding gauge
variable, whose time evolution is arbitrary. Also these 2𝑚 variables do
not carry physical information.

3. 2(𝑁 − 𝑠 − 𝑚) independent functions that have weakly zero Poisson
bracket with all the constraints. These are the physical variables of the
system.

Under suitable regularity conditions, the second class constraints define
a 2(𝑁 − 𝑠)-dimensional submanifold ℱ′ ⊂ ℱ whose symplectic structure
is given by the Dirac brackets. Likewise, the first class constraints define a
2(𝑁 − 𝑠) −𝑚-dimensional submanifold ℱ′′ on which the gauge group acts.
The gauge variables parameterize the orbits of the gauge group in ℱ′′. The
final reduced phase space is the quotientℱ′′′ = ℱ′′∕𝒢. If this action is suitably
regular, it is a smooth 2(𝑁 − 𝑠 −𝑚)-dimensional manifold. Thus we observe
that every second class constraint reduces the dimension by one, and each first
class constraint reduces the dimension by two. An alternative way to see this
is to construct a copy of the reduced phase space by choosing a representative
in each gauge orbit, i.e. to choose a gauge.18 A gauge condition is a set of𝑚
functions such that, together with the𝑚 first class constraints, they form a
second class system. At this point we have a total of 2(𝑠 + 𝑚) second class
constraints and the symplectic structure in the gauge fixedmanifold is given by
the Dirac brackets. Since each first class constraint must have a corresponding
gauge condition, we see again that each first class constraint reduces the
dimension of phase space by two.

18The projection 𝑝 ∶ ℱ′′ → ℱ′′′ given by taking gauge equivalence classes, in the best
situation, is a principal 𝒢 bundle (see Appendix C). The choice of gauge is then a (local) section
of this bundle, i.e. a map 𝑠 ∶ ℱ′′′ → ℱ′′ such that 𝑝◦𝑠 is the identity of ℱ′′′.
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To make this discussion more concrete, we will now look at two examples
of constrained systems: a formulation of the nonlinear sigma model where
only second class constraints appear, and YM theory, where only first class
constraints appear.

1.7.3 The 𝑶(𝟑)-nonlinear sigma model

The 𝑂(3)-nonlinear sigma model in the geometric formulation discussed in
Section 1.3.2 is a Lagrangian system of the form (1.183), where𝒜𝑖 = 0, 𝑉 = 0
and the metric 𝑔𝑖𝑗 is nondegenerate. It is therefore a regular system. Here we
consider instead the 𝑂(3)-nonlinear sigma model in the form (1.68). Since in
this form the Lagrangian already contains a constraint, it is hardly surprising
that the same happens in the canonical formulation. All the essential features
can already be seen when we consider what happens at a single point. This is
equivalent to choosing a space of dimension zero (i.e. 𝑑 = 0 or 𝑛 = 1). The
Lagrangian is then

𝐿 = 1
2

3∑

𝑚=1
(𝑑𝜙

𝑚

𝑑𝑡 )
2
− Λ

⎛
⎜
⎝

3∑

𝑚=1
𝜙𝑚𝜙𝑚 − 𝑓2

⎞
⎟
⎠
. (1.196)

When space has dimension 𝑑 ≥ 1, the nonlinear sigma model has one such
set of degrees of freedom per space point. The only new ingredient in the
analysis is that coordinates and momenta at different points commute, which
leads to the presence everywhere of delta functions of 𝑥−𝑦, say, but otherwise
the structure of the constraints is the same.

There are four Lagrangian variables 𝜙𝑚 and Λ and the corresponding
momenta are

𝜋𝑚 = �̇�𝑚 (1.197)

and
Π = 0. (1.198)

This is a case where the Lagrangian does not depend on Λ̇ at all, so the primary
constraint is Ψ1 = Π. The canonical Hamiltonian is (summation convention
is now used)

𝐻𝐶 =
1
2𝜋𝑚𝜋𝑚 + Λ(𝜙𝑚𝜙𝑚 − 𝑓2), (1.199)

and the primary Hamiltonian is

𝐻𝑃 = 𝐻𝐶 + 𝜇Ψ1. (1.200)
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The derivation of all the secondary constraints is now a straightforward exer-
cise in calculating Poisson brackets. We find three secondary constraints

Ψ̇1 = {Ψ1, 𝐻𝑃} ≈ 𝑓2 − 𝜙𝑚𝜙𝑚 ≡ Ψ2 (1.201a)
Ψ̇2 = {Ψ2, 𝐻𝑃} ≈ −2𝜙𝑚𝜋𝑚 ≡ Ψ3 (1.201b)
Ψ̇3 = {Ψ3, 𝐻𝑃} ≈ −2𝜋𝑚𝜋𝑚 + 4Λ𝜙𝑚𝜙𝑚 ≡ Ψ4 (1.201c)
Ψ̇4 = {Ψ4, 𝐻𝑃} ≈ 4𝜇𝑓2 (1.201d)

and the time-independence of the last one fixes 𝜇 = 0. Thus, the Hamiltonian
on the constrained submanifold is just

𝐻 = 1
2𝜋𝑎𝜋𝑎. (1.202)

The matrix of Poisson brackets of the constraints is

𝑀 =

⎛
⎜
⎜
⎜
⎝

0 0 0 −4𝑓2

0 0 4𝑓2 0
0 −4𝑓2 0 32𝑓2Λ
4𝑓2 0 −32𝑓2Λ 0

⎞
⎟
⎟
⎟
⎠

and it is nondegenerate. From here one can calculate the Dirac brackets
between the canonical variables

{𝜙𝑚, 𝜙𝑛}𝐷 = 0, (1.203a)

{𝜙𝑚, 𝜋𝑛}𝐷 = 𝛿𝑚𝑛 − 1
𝑓2𝜙

𝑚𝜙𝑛, (1.203b)

{𝜋𝑚, 𝜋𝑛}𝐷 = − 1
𝑓2 (𝜙𝑚𝜋𝑛 − 𝜙𝑛𝜋𝑚). (1.203c)

As in the Lagrangian treatment, this is a case where the constraints can be
explicitly solved leaving a smooth phase space that is itself the cotangent
bundle of a configuration space. For example if we choose polar coordinates
as in (1.69), we define the momenta

𝜋1 =
𝜋Θ cosΘ cosΦ

𝑓 − 𝜋Φ sinΦ
𝑓 sinΘ , (1.204a)

𝜋2 =
𝜋Θ cosΘ sinΦ

𝑓 + 𝜋Φ cosΦ
𝑓 sinΘ , (1.204b)

𝜋3 = −𝜋Θ sinΘ𝑓 , (1.204c)



1.7. CANONICAL FORMALISM 61

where 𝜋Θ and 𝜋Φ are the momenta conjugate to Θ and Φ. These momenta
satisfy the constraint Ψ3 = 0 and the Hamiltonian (1.202) becomes

𝐻 = 1
2𝑓2 (𝜋

2
Θ +

1
sin2Θ

𝜋2Φ) , (1.205)

that is the correct Hamiltonian for the particle on the sphere in spherical
coordinates.

It is left as an exercise to verify that the Dirac brackets (1.203) just reduce
to the Poisson brackets, when the constraints are solved in terms of Θ, Φ, 𝜋Θ,
𝜋Φ (see Exercise 1.10).

1.7.4 Canonical treatment of Yang–Mills theory

Yang–Mills theory is the paradigm of a theory with gauge invariance, and in
the canonical formulation this gauge invariance corresponds to the gauge
transformations defined by first class constraints. In fact, as we shall see, this
is an example of a theory where all constraints are first class.

Separating the space and time components of the field strength, the Yang
Mills Lagrangian in 𝑑 dimensions is

𝐿𝑌𝑀 = ∫ 𝑑𝑑𝑥 (12𝐸
𝑎
𝑖 𝐸

𝑎
𝑖 −

1
4𝐹

𝑎
𝑖𝑗𝐹

𝑎
𝑖𝑗) , (1.206)

where 𝐸𝑎𝑖 = 𝐹𝑎0𝑖 = 𝜕0𝐴𝑎
𝑖 − 𝐷𝑖𝐴𝑎

0 is the nonabelian “electric” field (we have
used the notation

𝐷𝑖𝐴𝑎
0 = 𝜕𝑖𝐴𝑎

0 + 𝑒𝑓𝑎𝑏𝑐𝐴𝑏
𝑖 𝐴

𝑐
0 (1.207)

for the covariant derivative with respect to time independent gauge transfor-
mations). The space components of the field strength 𝐹𝑖𝑗 are related to the
nonabelian “magnetic” field: in 𝑑 = 3 we define 𝐹𝑖𝑗 = 𝜀𝑖𝑗𝑘𝐵𝑘, while in 𝑑 = 2,
𝐹𝑖𝑗 = 𝜀𝑖𝑗𝐵.

The momenta canonically conjugate to the potentials 𝐴𝑎
0 and 𝐴

𝑎
𝑖 are

𝑃0𝑎 ≡
𝜕𝐿𝑌𝑀
𝜕�̇�𝑎

0
= 0, (1.208a)

𝑃𝑖𝑎 ≡
𝜕𝐿𝑌𝑀
𝜕�̇�𝑎

𝑖
= 𝐸𝑎𝑖 . (1.208b)

The second relation can be readily inverted, but the first defines the primary
constraints

Ψ𝑎 = 𝑃0𝑎. (1.209)
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The canonical Hamiltonian can be written

𝐻𝐶 = ∫ 𝑑𝑑𝑥 [12𝑃
𝑎
𝑖 𝑃

𝑎
𝑖 +

1
4𝐹

𝑎
𝑖𝑗𝐹

𝑎
𝑖𝑗 + 𝑃𝑖𝑎𝐷𝑖𝐴𝑎

0], (1.210)

and the last term can be integrated by parts to become −𝐴𝑎
0𝐺𝑎 where

𝐺𝑎 = 𝐷𝑖𝑃𝑖𝑎 = 𝐷𝑖𝐸𝑎𝑖 . (1.211)

We have to impose that the primary constraints hold for all time. This means
that {𝑃0𝑎(𝑥), 𝐻} = 0, which results in the “secondary constraint”

𝐺𝑎(𝑥) = 0, (1.212)

that is nothing but the Gauss law. We see that in the Hamiltonian formalism
the fields 𝐴𝑎

0 play the role of Lagrange multipliers enforcing the Gauss law
constraint. It is useful to smear the constraint with a function 𝜖𝑎 having values
in the Lie algebra of the gauge group:

𝐺𝜖 = ∫ 𝑑𝑑𝑥 𝜖𝑎(𝑥)𝐺𝑎(𝑥).

A short calculations shows that

{𝐺𝜖, 𝐻𝐶} = 0, (1.213)

so that no further constraints arise. The Gauss law commutes with 𝑃𝑎0 , and
furthermore

{𝐺𝑎(𝑥, 𝑡), 𝐺𝑏(𝑦, 𝑡)} = 𝑓𝑎𝑏𝑐𝐺𝑐(𝑥, 𝑡)𝛿(𝑑)(𝑥 − 𝑦), (1.214)

or equivalently
{𝐺𝜖1 , 𝐺𝜖2} = 𝐺[𝜖1,𝜖2], (1.215)

so that all the constraints commute weakly and we have a system of first class
contraints only.

The primary constraints generate shifts of 𝐴𝑎
0 , that is seen therefore to be

a gauge variable. This is one example where we can see easily that also the
secondary constraints generate gauge transformations. In fact

{𝐺𝜖, 𝐴𝑎
𝑖 } = 𝐷𝑖𝜖𝑎, {𝐺𝜖, 𝑃𝑖𝑎} = −𝑓𝑎𝑏𝑐𝜖𝑏𝑃𝑖𝑐. (1.216)

Remembering that 𝜖 depends on 𝑥 but not on 𝑡, we conclude that the Gauss
law generates time-independent gauge transformations.
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When studying the canonical formulation of a YM theory it is most natural,
and very convenient, to choose the gauge 𝐴0 = 0.19 In this way 𝐴𝑎

0 and
𝑃0𝑎 can be removed from the list of canonical variables, without changing
the brackets between the other variables (their Dirac bracket is the Poisson
bracket). However, this is only a partial gauge fixing: it leaves the freedom
of performing time-independent gauge transformations. At an abstract level,
the resulting phase space can be described as follows (we now assume 𝑑 = 3).
After fixing the gauge 𝐴0 = 0, the configuration space is 𝒞, the “space of
connections” parametrized by the 3𝑛 fields 𝐴𝑎

𝑖 (where 𝑛 is the dimension
of the gauge group) and the phase space is its cotangent bundle ℱ′ = 𝑇∗𝒞,
parametrized by the 6𝑛 functions (𝐴𝑎

𝑖 , 𝑃
𝑖
𝑎). The physical configuration space is

the quotient𝒬 = 𝒞∕𝒢 representing the equivalence classes of gauge potentials
modulo gauge transformations. Since the gauge group is parametrized by 𝑛
functions, 𝒬 is parametrized by 2𝑛 functions, in agreement with the counting
in perturbation theory. Following the Dirac–Bergmann procedure, we now
define a space ℱ′′ of fields satisfying the Gauss law, that is parametrized by
5𝑛 functions. Then we observe that if 𝑃 satisfies the Gauss law with respect to
𝐴, 𝑃 + 𝛿𝑃 satisfies the Gauss law with respect to 𝐴 + 𝛿𝐴, where 𝛿𝐴 and 𝛿𝑃
are given in (1.216). Thus the action of the gauge group preserves the Gauss
law and we define the physical phase space to be the quotient ℱ′′∕𝒢, that is
parametrized by 4𝑛 functions. It consists of the gauge equivalence classes of
pairs (𝐴𝑎

𝑖 , 𝑃
𝑎
𝑖 ) satisfying the Gauss law, and is the cotangent bundle of 𝒬.

For the quantization of the theory there are also, in principle, various
possibilities. In practice the procedure that is closest to the perturbative one
is to gauge fix, compute the Dirac brackets of all variables and quantize by
replacing them with quantum commutators. In principle the most elegant
procedure would be to quantize only the degrees of freedom of the physical
phase space. In this way the wave functions would have the form 𝜓([𝐴]),
where the square bracket denotes the gauge equivalence classes. In practice
this is not possible, because the physical degrees of freedom are equivalence
classes of gauge potentials and their momenta. An intermediate procedure
is to quantize the variables in the intermediate phase space ℱ′, with wave
functionals 𝜓(𝐴). One would then define the physical wave functionals to be
those that are invariant under gauge transformations, i.e.

𝐺𝜖𝜓𝑝ℎ𝑦𝑠(𝐴) = 0. (1.217)
19This can be done by performing the gauge transformation

𝑔(𝑥, 𝑡) = P exp
(
−𝑒 ∫

𝑡

𝑑𝑡′ 𝐴0(𝑥, 𝑡′)
)
,

where P stands for path ordering.
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1.8 Exercises

Exercise 1.1: Fermionic Noether currents

Check that the currents (1.18) and (1.19) are Hermitian operators. Use
the conventions for Fermi fields described in Appendix A.

Exercise 1.2: Noether currents of the 𝑂(𝑁)maodel

Write the Noether currents of the 𝑂(𝑁) transformations for the 𝑂(𝑁)
model of Section 1.2.1 and verify their conservation. Do the same in
the broken symmetry phase, reparametrizing the fields as 𝜙𝑎 = 𝜋𝑎 for
𝑎 = 1,… , 𝑁 − 1 and 𝜙𝑁 = 𝑓 + 𝜒. (This particular parametrization is
used in Section 1.2.3.)

Exercise 1.3: Reductionism at work

The Ising model, in any dimension, can be easily solved in the mean
field approximation, that consists in neglecting fluctuations. Define the
average magnetization per site𝑚 = 1

𝑁
∑

𝑖 𝑆𝑖 and expand 𝑆𝑖 = 𝑚 + 𝛿𝑆𝑖.
In the Hamiltonian (1.30) keep only terms linear in 𝛿𝑆𝑖, then reexpress
it in terms of 𝑆𝑖. At this point

ℋ = −𝐽
∑

𝑖,𝑗
(−𝑚2 + 2𝑚𝑆𝑖) − 𝜇𝐻

∑

𝑖
𝑆𝑖.

The double sum over 𝑆𝑖 can be written as a single sum times 𝑧 (the
number of nearest neighbors) times one half (to compensate double
counting). Discarding a constant, we have

ℋ = 1
2𝐽𝑧𝑁𝑚

2 − 𝜇�̄�
∑

𝑖
𝑆𝑖,

where𝑁 =∑
𝑖 1 is the total number of spins and �̄� = 𝐻+𝐽𝑧𝑚∕𝜇. This

is the Hamiltonian of 𝑁 decoupled spins interacting with an effective
magnetic field �̄�, which is the sum of the external field and a term
representing the mean magnetic field generated by all the other spins.

The partition function of𝑁 decoupled spins is the partition function
of a single spin raised to the power 𝑁:

𝑍 = 𝑒−𝛽𝐽𝑁𝑧𝑚2∕2 (2 cosh(𝛽(𝜇𝐻 + 𝐽𝑧𝑚)))𝑁 .
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From here one gets the free energy density, or free energy per site

𝑓 = −
log𝑍
𝛽𝑁 = 𝐽𝑧

2 𝑚
2 − 1

𝛽 log (2 cosh(𝛽(𝜇𝐻 + 𝐽𝑧𝑚))) .

The magnetization𝑚 must minimize the free energy. This leads to the
equation

𝑚 = tanh (𝐽𝑧𝑇 𝑚) .

This equation can be solved graphically. It has nonzero solutions for𝑚
provided 𝑇 ≤ 𝐽𝑧. We thus identify 𝐽𝑧 with the critical temperature:

𝐽𝑧 = 𝑇𝑐.

Expanding the free energy in𝑚, ℎ and 𝑇 − 𝑇𝑐 we obtain

𝑓(𝑚) = 𝐶 − ℎ𝑚 + 1
2𝑟𝑚

2 + 1
3𝑠𝑚

3 + 1
4𝑢𝑚

4 + …

that we recognize as the Ginzburg–Landau free energy, with

ℎ = 𝑇𝑐
𝑇 𝜇𝐻 ; 𝑟 = 𝑇 − 𝑇𝑐 ; 𝑠 = (𝑇𝑐𝑇 )

3
𝜇𝐻 ; 𝑢 = 1

3
𝑇4𝑐
𝑇3 .

So this is a case in which the parameters of the low energy theory
can be calculated, at least in some approximation, from those of the
microscopic theory.

Exercise 1.4: Alternative chiral Lagrangian

In the linear chiral model, define the matrix-valued field

Σ = 𝜎𝕀 + 𝑖𝜋𝑎𝜎𝑎 = (
𝜎 + 𝑖𝜋3 𝜋2 + 𝑖𝜋1

−𝜋2 + 𝑖𝜋1 𝜎 − 𝑖𝜋3
) ,

where 𝜎𝑎 are the Pauli matrices. Check that the Lagrangian

ℒ𝐺𝑀𝐿 = −14tr𝜕𝜇Σ
†𝜕𝜇Σ − 𝜆

4 (
1
2trΣ

†Σ − 𝑓2)
2

(1.218)

− �̄�𝐿𝛾𝜇𝜕𝜇𝑁𝐿 − �̄�𝑅𝛾𝜇𝜕𝜇𝑁𝑅 − 2𝑔(�̄�𝐿Σ𝑁𝑅 + �̄�𝑅Σ†𝑁𝐿).
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is equal to the Lagrangian (1.59). Verify that the transformations

Σ ↦→ 𝑔−1𝐿 Σ𝑔𝑅,

together with the fermion transformation (1.44), leave the action in-
variant, and are equivalent to the transformations (1.35), (1.34), (1.38).
In this formulation chiral invariance is very easy to see.

This form of the Lagrangian is also useful to make contact with the
nonlinear sigma model. In fact, when 𝜋𝑎𝜋𝑎 + 𝜎2 = 𝑓2, we can write

Σ = 𝑓𝑈

where 𝑈 ∈ 𝑆𝑈(2). and then the Lagrangian (1.218) becomes identical
to the sum of (1.80) and (1.86). However, the pion field in the two
cases are not the same, because the matrix 𝑈 defined above is linear
in the pion field, whereas the matrix 𝑈 in (1.83) is exponential in the
pion field. The two pion fields agree at linear level, but differ by a
field redefinition. Such redefinitions do not affect physical observables.
See [DGH22] for more details.

Exercise 1.5: Coordinates on the sphere

The sphere 𝑆𝑁−1 of radius 𝑟 is the subset of ℝ𝑁 with

𝑧21 + … + 𝑧2𝑁 = 𝑟2.

This embedding induces a metric on 𝑆𝑁−1 with isometry group
𝑂(𝑁). Write the metric ℎ𝛼𝛽 in the coordinate systems defined
in (1.69), (1.71), (1.73) and confirm equations (1.70), (1.72), (1.74).

1. The first coordinate system are the familiar spherical coordinates
colatitude and longitude. They are well defined everywhere ex-
cept at the poles. One would need at least one other coordinate
chart to cover the whole sphere (for example spherical coordi-
nates where the 𝑥𝑁 axis is rotated) but in practice this is never
needed.

2. The second coordinate system is defined as follows: given a point
𝑃 on the sphere project it vertically on the equatorial plane. Use
the Cartesian coordinates of the projection 𝑥1,. . . , 𝑥𝑁−1, with
𝑥21 + … + 𝑥2𝑁−1 < 𝑟2 as independent coordinates. The map is
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not invertible at the equator, so these coordinates cover only
one hemisphere. There is a similar coordinate system for every
hemisphere. How many such coordinate systems does one need
to cover the whole sphere?

3. The third coordinate system are the stereographic coordinates,
defined as follows: for any point 𝑃 on 𝑆𝑁−1 except the north pole,
draw the line passing through that point and the north pole. The
stereographic coordinates of 𝑃 are the Cartesian coordinates of
the intersection of that line with the tangent plane at the south
pole. This coordinate system leaves out only the north pole, so to
cover the whole sphere one typically uses another stereographic
system based at the south pole. One could project the point on
the equatorial plane instead of the plane tangent to the opposite
pole, resulting in a simple rescaling of the coordinates by factors
of two.

Exercise 1.6: Noether’s theorems for Yang–Mills theory

For a YM theory minimally coupled to a fermion and a scalar field in
arbitrary representations of the group, calculate the currents 𝐾𝜇 and
𝑘𝜇 defined in equations (1.126) and (1.131) and verify equations (1.133)
and (1.134).

From Noether’s first theorem, calculate the conserved current 𝑗𝜇𝜖
that is associated to global gauge transformations. It is the same as
the current 𝐾𝜇

𝜖 for constant gauge parameter. Compare to the Noether
currents (1.12) and (1.18) in the absence of gauge fields, and to the
covariantly conserved current 𝐽𝜇𝜖 defined by (1.135). Show that the
covariant conservation of 𝐽𝜇𝜖 together with the YM equation of motion
implies ordinary conservation of 𝑗𝜇𝜖 .

Exercise 1.7: Covariant derivatives of nonlinear fields

Rewrite the second term in the Lagrangian (1.145) in spherical co-
ordinates 𝜌, Θ, Φ. Identify the covariant derivatives 𝐷𝜇𝜌, 𝐷𝜇Θ, 𝐷𝜇Φ
and show that they agree with the general formula (1.143), where the
Killing vectors 𝐾𝛼

𝑖 are the usual generators of angular momentum.
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Exercise 1.8: London penetration depth

Use the field equations of the action (1.146) for a superconducting half-
space 𝑥 > 0. Assume that outside the superconductor (𝑥 < 0) there
is a constant magnetic field. Show that the orthogonal component of
the magnetic field 𝐻𝑥 must be zero for 𝑥 > 0, whereas a tangential
magnetic field will penetrate the superconductor. If the magnetic field
is𝐻𝑥 = 𝐻𝑦 = 0,𝐻𝑧 = 𝐻 for 𝑥 < 0, in the interior it is𝐻𝑒−𝑥∕𝜆𝐿 where
𝜆𝐿 = 1∕𝑚𝐴 is called the London penetration depth.

Exercise 1.9: Weakly vanishing functions

Let Σ be the submanifold of phase space defined by the primary con-
straints Φ𝑚. Show that if a function 𝐹(𝑞, 𝑝) on phase space is weakly
zero, i.e. it is zero on the surface Σ, it satisfies (1.191).

Exercise 1.10: Dirac brackets

Using the spherical coordinates (1.69), verify that the Dirac brack-
ets (1.203) are equivalent to the canonical Poisson brackets

{Θ,Θ} = {Θ,Φ} = {Φ,Φ} = 0,
{𝜋Θ, 𝜋Θ} = {𝜋Θ, 𝜋Φ} = {𝜋Φ, 𝜋Φ} = 0,
{Θ, 𝜋Φ} = {Φ, 𝜋Θ} = 0, {Θ, 𝜋Θ} = {Φ, 𝜋Φ} = 1.



Chapter 2

𝝅𝟎(𝒬) and solitons

A soliton is a classical solution of nonlinear field equations that

• is nonsingular,

• has finite energy and

• is localized in space.

We will only consider static solitons. In this case the field equations can be
obtained by varying a functional that we will call the static energy. In some
cases, the solitons are local minima of the static energy, and are separated
from the absolute minimum (the vacuum) by a finite energy barrier. Such
solitons are called “nontopological solitons”. We will only be interested in
another class of solitons, which either cannot be deformed continuously into
the vacuum, or if they can, are separated from the vacuum by an infinite
energy barrier. Such solitons are called topological solitons.

In order tomake this conceptmathematicallymore precise, it is convenient
to think of a field theory as a mechanical system with an infinite dimensional
configuration space. Let us define the classical configuration space of the
theory, 𝒬, to be the space of smooth, finite energy configurations of the field at
some instant of time. Note that𝒬 defines the kinematics of the theory, but also
knows about the form of the energy. The theories that we will consider in this
chapter will have the common characteristic that their configuration space
is not connected. Instead, it will be the disjoint union of several connected
components, indexed by a set 𝜋0(𝒬) (the reason for this notation is explained
in Appendix E.1):

𝒬 =
⋃

𝑖∈𝜋0(𝒬)
𝒬𝑖,

69
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where𝒬𝑖 are connected. Having determined the structure of the configuration
space, the natural problem will be to find (if it exists) the absolute minimum
of the static energy in each connected component. Such minima will auto-
matically be solutions of the classical equations of motion. The minimum
of the energy in some connected components will be the classical vacuum
configuration, but in others it will correspond to nontrivial solutions; these
will be our topological solitons.

The nonconnectedness of the configuration space 𝒬 will manifest itself
analytically in the existence of a conserved current known as the topological
current. This current is not related to any symmetry of the theory and, unlike
Noether currents, is conserved even without making use of the equations
of motion. Associated to the topological current is the topological charge,
which is a functional on 𝒬 that is locally constant. It is zero in the connected
components containing the vacuum, and nonzero in those containing solitons.

When the system is quantized in the Schrödinger picture, the wave func-
tions are complex functionals on 𝒬. If 𝒬 has several connected components,
the Hilbert spaceℋ will split into subspaces called the topological sectors:

ℋ =
⨁

𝑖∈𝜋0(𝒬)
ℋ𝑖,

where ℋ𝑖 consists of wave functionals that are nonzero only on 𝒬𝑖. Each
subspaceℋ𝑖 will be an eigenspace of the topological charge with eigenvalue
𝑖. It is clear that with any sensible definition of the measure the spacesℋ𝑖
will be orthogonal to each other. The topological charge therefore defines a
superselection rule: if the state vector belongs initially to the subspaceℋ𝑖, it
will never leave it in the course of the time evolution. This fact can also be
easily understood from the point of view of Feynman’s path integral, because
there are no paths joining 𝒬𝑖 to 𝒬𝑗 when 𝑖 ≠ 𝑗, so the transition amplitude
between states in different sectors must vanish.

2.1 Scalar solitons in 1+1 dimensions
2.1.1 Classical kinks

We begin by discussing the simplest case, that of a single scalar field in one
space dimension, with action:

𝑆(𝜙) = ∫ 𝑑2𝑥[−12𝜕𝜇𝜙𝜕
𝜇𝜙 − 𝑉(𝜙)]. (2.1)

The signature of themetric is such that 𝜕𝜇𝜙𝜕𝜇𝜙=−(𝜕0𝜙)2+(𝜕1𝜙)2. We demand
that the potential 𝑉 be bounded from below, and we assume without loss
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of generality that the minimum value of 𝑉 be zero. We call 𝑦𝑖, 𝑖 ∈ 𝒥, the
minimum points. For definiteness one can think of the quartic potential

𝑉= −12𝑚
2𝜙2 + 𝜆

4𝜙
4 + 𝑚4

4𝜆 = 𝜆
4
(
𝜙2 − 𝑓2

)2
, (2.2)

with 𝑓= 𝑚
√
𝜆
and𝑚 real and positive, with minima at points 𝑦± = ±𝑓.

With these assumptions, the energy:

𝐸 =
∞

∫
−∞

𝑑𝑥 [12(𝜕0𝜙)
2 + 1

2(𝜕1𝜙)
2 + 𝑉(𝜙)] (2.3)

is positive semidefinite, and is zero only for the constant field configurations
𝜙(𝑥, 𝑡)=𝑦𝑖. These are the absolute minima of 𝐸; they are the classical vacua
of the theory. Note that in (2.3) the first term represents the kinetic energy;
the rest

𝐸𝑆 =
+∞

∫
−∞

𝑑𝑥[12(𝜕1𝜙)
2 + 𝑉] (2.4)

will be called static energy. We will reserve the name potential energy for the
second term in 𝐸𝑆, while the first term could be called elastic energy.

The field 𝜙 belongs to the space Γ(ℝ,ℝ) of smooth real functions of one
variable. (In general we will use the notation Γ(𝑋,𝑌) for the space of smooth
maps from𝑋 to𝑌, where𝑋 and𝑌 aremanifolds. This space is itself an infinite
dimensional smooth manifold, See Appendices G and G.1.) Finiteness of the
energy demands that when |𝑥| tends to infinity, 𝜙 tends to one of the classical
vacua, for otherwise 𝐸𝑆 would diverge. We will call 𝒬 the subspace of Γ(ℝ,ℝ)
for which the static energy 𝐸𝑆 is finite:

𝒬 = {𝜙 ∈ Γ(ℝ,ℝ)|𝐸𝑆 <∞}.

If 𝑉 has more that one minimum, 𝒬 will not be connected. In fact, let

𝒬=
⋃

𝑖,𝑗
𝒬𝑖𝑗, 𝒬𝑖𝑗 = {𝜙 ∈ 𝒬 ∣ 𝜙 ,→

𝑥→−∞
𝑦𝑖, 𝜙 ,→

𝑥→+∞
𝑦𝑗}.

Every path in Γ(ℝ,ℝ) joining 𝒬𝑖𝑗 to 𝒬𝑖′𝑗′ (with 𝑖𝑗≠ 𝑖′𝑗′) must necessarily pass
through the complement of 𝒬. In fact, to change the asymptotic behaviour
of 𝜙 one has to go through fields which do not tend to one of the minima at
infinity, and these have infinite energy. So, the spaces 𝒬𝑖𝑗 are separated by
infinite energy barriers. For example in the case of the potential (2.2) there are
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four connected components of 𝒬, labelled 𝒬++, 𝒬+−, 𝒬−+, 𝒬−−. In general,
the set 𝜋0(𝒬) of connected components of 𝒬 is the cartesian product of two
copies of the set indexing the minima: 𝜋0(𝒬) = 𝒥 × 𝒥.

Every 𝜙 ∈ 𝒬𝑖𝑗 can be written as the sum of an arbitrary given 𝜙0 ∈ 𝒬𝑖𝑗
(which we call the basepoint of𝒬𝑖𝑗) plus a function 𝜓 that tends asymptotically
to zero at ±∞. The function 𝜓 can be regarded as a function 𝑆1→ℝ, where
𝑆1=ℝ ∪ {∞} is the one-point compactification of space. The space of such
functions will be denoted Γ∗(𝑆1,ℝ). The subscript ∗ is there to remind us that
we are dealing with functions which map a selected basepoint of 𝑆1 (namely
∞) to the basepoint of ℝ (namely 0). Therefore all connected components of
𝒬 are vectorspaces isomorphic to Γ∗(𝑆1,ℝ).

The natural problem is then to find the minimum of the energy in each
connected component, if it exists. It is clear that in the “diagonal” connected
components 𝒬𝑖𝑖 the minima are the constant fields 𝜙=𝑦𝑖. These are also the
absolute minima of 𝐸 on all 𝒬. The minima of the energy in the other sectors
will be the sought-after solitons. They will interpolate between two different
minima of the potential. It turns out that, of all the infinitely many degrees of
freedom of the field, the crucial one is the “size of the soliton” (denoted 𝓁), i.e.
the length of the region where the field is significantly different from either
minimum. The following argument then indicates that with the dynamics
considered above there is an optimal size that minimizes the static energy.
For definiteness let us consider the potential (2.2), The elastic energy is of
order 𝑓2∕𝓁, and hence decreases with 𝓁, while the potential energy is of order
𝜆𝑓4𝓁, and hence increases with 𝓁. The static energy will have a minimum
at some finite value of order 𝓁 ≈ 1∕(

√
𝜆𝑓). Inserting in the formula for the

energy we also find that both elastic and potential energy of the soliton are
of order

√
𝜆𝑓3. The soliton will therefore be the result of a balance between

elastic and potential energy.
In order to find the explicit form of the soliton we have to solve the differ-

ential equation
𝑑2𝜙
𝑑𝑥2 =

𝜕𝑉
𝜕𝜙 , (2.5)

with the appropriate boundary conditions. For the potential (2.2) the solutions
of (2.5) in the sectors 𝒬−+ and 𝒬+− are

𝜙(𝑥)=± 𝑚
√
𝜆
tanh [ 𝑚√

2
(𝑥 − 𝑥0)] , (2.6)

with the upper sign in the first case, the lower sign in the second. These
solutions are known as the kink and the antikink respectively. Note that they
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Figure 6. The kink of 𝜙4 theory.

are not isolated solutions: they come in one-parameter families, parametrized
by the center of mass coordinate 𝑥0. This is a reflection of the translational
invariance of the action. Figure 6 shows a plot of 𝜙∕𝑓 as a function of 𝑥

√
2∕𝑚

for the kink at 𝑥0 = 0. (The horizontal lines correspond to the minima of the
potential.)

Inserting (2.6) in (2.4) we obtain

𝐸𝑆 =
2
√
2𝑚3

3𝜆 = 2
√
2

3 𝑓3
√
𝜆. (2.7)

It is useful to note that there is equipartition between elastic and potential
energy (i.e. each of the two terms in (2.4) contributes exactly 𝐸𝑆∕2). To see
this, multiply both sides of the equation of motion (2.5) by 𝑑𝜙

𝑑𝑥
. The resulting

equation can be written

𝑑
𝑑𝑥 [

1
2 (

𝑑𝜙
𝑑𝑥)

2
− 𝑉] = 0,

implying that the quantity in square brackets is constant. We can evaluate
the constant for 𝑥 ±∞, and we find that it must be zero. Thus, the density of
elastic energy and the density of potential energy are equal. In particular, the
total elastic and potential energies are equal.

In the theory with potential (2.2), consider the current

𝐽𝜇𝑇 =
1
2𝑓𝜀

𝜇𝜈𝜕𝜈𝜙 ; (2.8)
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Figure 7. The kink of the sine–Gordon model.

clearly we have
𝜕𝜇𝐽

𝜇
𝑇 = 0. (2.9)

This current is conserved without recourse to the equations of motion, and it
is not related to any symmetry of the theory. It will be called the topological
current. The integral

𝑄𝑇 =
∞

∫
−∞

𝑑𝑥 𝐽0𝑇 =
1
2𝑓

[
𝜙(+∞) − 𝜙(−∞)

]
(2.10)

is known as the topological charge. It is clear that all fields in 𝒬−+ have 𝑄𝑇=1,
those in 𝒬+− have 𝑄𝑇=−1 and those in 𝒬++ and 𝒬−− have 𝑄𝑇=0. Thus 𝑄𝑇
is a measure of the nontriviality of the boundary conditions of the fields.

Another interesting potential is

𝑉(𝜙) = 𝑚4

𝜆 [1 − cos(
√
𝜆
𝑚 𝜙)]. (2.11)

This corresponds to the so called “sine–Gordon” (SG) model. The indexing
set of minima is the set of the integers 𝒥 = ℤ, so there is a double infinity
(ℤ×ℤ) of connected components. The topological current and the topological
charge are given again by (2.8) and (2.10), where 𝑓, which is half the distance
between two successive minima of the potential, is now equal to 𝜋𝑚∕

√
𝜆. We

give the form of the solitons with 𝑄𝑇=±1, which minimize the energy in 𝒬0 1
and 𝒬0−1

𝜙(𝑥) = ±4𝑚√
𝜆
arctan

{
exp

[
(𝑥 − 𝑥0)𝑚

]}
. (2.12)
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This solution is plotted in Figure 7. Its static energy is

𝐸𝑆 =
8𝑚3

𝜆 . (2.13)

Just adding 2𝑛𝑓, we get the soliton and antisoliton, still with 𝑄𝑇 = ±1,
which minimize the energy in 𝒬𝑛 𝑛+1 and 𝒬𝑛 𝑛−1. What about the sectors
𝒬𝑛 𝑛±𝑘, with 𝑘 > 1? If in the field equation (2.5) we reinterpret 𝑥 as time and
𝜙 as the coordinate of a particle on a line, then we can regard it as Newton’s
equation of motion of the particle moving in a gravitational potential −𝑉.
Formula (2.12) represents a particle rolling from one maximum of the gravita-
tional potential to the next. This motion takes infinite time, so the particle can
never reach beyond that point. Using this analogy it becomes intuitively clear
that there cannot be any static soliton of the SG model with |𝑄𝑇| > 1. Note
that this reinterpretation links a field theory in 1+1 dimensions to mechanics
(a field theory in 0 + 1 dimensions). In Chapter 3 we shall frequently use this
trick of relating theories differing by one in dimension.

2.1.2 Quantum kinks

The kink is a solution of the equations of motion in a classical field theory.
We now discuss the meaning of the kink in the quantum theory [DHN74a,
DHN74b, GoJ74]. We start by recalling that when the potential is written in
terms of the mass𝑚 and coupling constant 𝜆, the nontrivial vacua occur at
fields

�̄� = 𝑎 𝑚
√
𝜆
, (2.14)

with 𝑎 = 1 for the 𝜙4 theory and 𝑎 = 2𝜋 for the SG model. The occurrence
of the inverse coupling is a sign that the nontrivial vacua, and the ensuing
symmetry breaking, are of nonperturbative nature. These vacua are usually
described in a semiclassical way by assuming that the constant classical field
�̄� is an approximation of the true vacuum expectation value of the quantum
field, ⟨𝜙⟩. Then one splits the full quantum field into a classical and quantum
part

𝜙(𝑥) = �̄� + 𝜑(𝑥). (2.15)

The standard perturbative quantization procedure applied to the small fluctu-
ations around the vacuum state 𝜑 = 0 gives a Fock space of scalar particles,
that we shall call “pions” with mass

𝑚𝜋 =
√
𝑉′′(�̄�) = 𝑏𝑚. (2.16)
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with 𝑏 =
√
2 for the 𝜙4 theory and 𝑏 = 1 for the SG model. Note that 𝜙 is

dimensionless and 𝜆 has dimensions of mass squared. In these theories weak
coupling means 𝜆 ≪ 𝑚2

𝜋.
This procedure deals with the “diagonal” classical sectors 𝒬𝑖𝑖, that contain

the absolute minima of the energy. It can be extended also to the nontrivial
soliton sectors, where the minimum energy is attained at the kinks. The
properties of the kink are such that it is natural to interpret it as a particle.
First of all, it is a localized excitation of the field with finite energy, and it
is stable due to the conservation of the topological charge. Since the theory
is Lorentz invariant, applying a boost to a static kink one obtains another
solution describing a kink with finite momentum. Thus kinks can move in
space, like any particle. If we think of the kink as a particle, its rest mass is
the total energy of the solution. From (2.7), (2.13) and (2.16), the mass of the
kink is

𝑚𝑘 = 𝑐
𝑚3
𝜋
𝜆 . (2.17)

where 𝑐 = 1∕3 for 𝜙4 and 𝑐 = 8 for SG. Considering the ratio𝑚𝑘∕𝑚𝜋, we see
that the solitons are much heavier than the pions at weak coupling.

It is natural to interpret all this by saying that the quantum theory contains,
in addition to the pions, also another type ofmuchheavier particles that are not
accessible in perturbation theory. Indeed, like the vacua that they interpolate,
the kink solutions are themselves of order 𝑚∕

√
𝜆, see (2.6), (2.12). We can

use again the background field split

𝜙(𝑥) = �̄�(𝑥) + 𝜑(𝑥), (2.18)

andwrite a functional integral over the shifted field𝜑, that has trivial boundary
conditions 𝜑 → 0 for 𝑥 → ±∞. To this effect, we start by expanding the action
around the background:

𝑆(𝜙) = ∫ 𝑑𝑡 [12 ∫ 𝑑𝑥 (𝑑𝜙𝑑𝑡 )
2
− 𝐸𝑆(𝜙)]

= 𝑆(�̄�) + ∫ 𝑑𝑡 𝑑𝑥 [12 (
𝑑𝜑
𝑑𝑡 )

2
− 1
2𝜑𝐿𝜑 − 𝜆 (�̄�𝜑3 + 1

4𝜑
4)]

(2.19)

where
𝐿 = − 𝑑2

𝑑𝑥2 + 𝑉′′(�̄�). (2.20)

The terms on the r.h.s. of (2.19) are ordered in powers of 𝜆: the term
𝑆(�̄�) = −𝑚𝑘 ∫ 𝑑𝑡 is of order 𝜆−1 and hence non-perturbative; the first two
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Figure 8. The potential in the operator 𝐿.

terms in the square bracket are of order 𝜆0, the term cubic in 𝜑 is of order√
𝜆 (�̄� contains a factor 𝜆−1∕2) and the term quartic in 𝜑 is of order 𝜆. We are

going to evaluate quantum corrections at order 𝜆0, which is equivalent to a
standard saddle point (one-loop) evaluation of the path integral.

We need to know the spectrum of the operator 𝐿:
𝐿𝜂𝑛 = 𝜔2𝑛 𝜂𝑛. (2.21)

(We use a notation that is appropriate to a discrete spectrum, as would be
obtained if the system was put in a box, but in infinite space the spectrum is
actually mixed, as we shall see shortly.)

In the diagonal sectors 𝒬𝑖𝑖, 𝑉′′(�̄�) is just a mass term, so the spectrum of
𝐿 is 𝜔2𝑝 = 𝑚2

𝜋 + 𝑝2, with −∞ < 𝑝 < ∞. The eigenfunctions are left- and
right-moving plane waves that describe the motion of free particles. All the
technical complications of the soliton problem derive from the fact that the
“mass” term in the operator 𝐿 is actually a function of 𝑥. In 𝜙4 theory

𝑉′′(�̄�) = 𝜆(3�̄�2 − 𝑓2)

= 1
2𝑚

2
𝜋
⎛
⎜
⎝
2 − 3

cosh2
(𝑚𝜋𝑥

2

)
⎞
⎟
⎠
. (2.22)

This function is shown in Figure 8. Away from the position of the kink it
tends quickly to𝑚2

𝜋, but near the kink it has a dip and becomes even negative.
In the SG model we have 𝑉′′(�̄�) = 𝑚2 cos[arctan(𝑒𝑚𝑥)], that can be rewritten
in the form

𝑉′′(�̄�) = 𝑚2 (1 − 2
cosh2(𝑚𝑥)

) , (2.23)

and is qualitatively very similar to the one in Figure 8.



78 CHAPTER 2. 𝝅𝟎(𝒬) AND SOLITONS

The presence of the kink deforms the spectrum but in a rather simple way.
By simple rescalings, the eigenvalue problems of the operator 𝐿 in the two
theories are special cases of the equation

[− 𝑑2
𝑑𝑧2 + 𝜈2 − 𝜈(𝜈 + 1)

cosh2 𝑧
] 𝜂𝑛 = 𝜔2𝑛 𝜂𝑛, (2.24)

with 𝜈 = 2 for 𝜙4 and 𝜈 = 1 for the SG model. This can be interpreted as the
Schrödinger equation for a particle in the potential 𝑈(𝑥) = 𝑉′′(�̄�(𝑥)) of the
Pöschl–Teller form. This is a classic problem in quantum mechanics. The
operator 𝐿 is a self-adjoint, second order differential operator and therefore
its eigenfunctions 𝜂𝑛 form a basis for the space of square-integrable functions
on the real line. The spectrum for the 𝜙4 theory consists of the following:

• an isolated eigenvalue 𝜔20 = 0 with eigenfunction 𝜂0 =
1

cosh2
(𝑚𝜋𝑥

2

) ;

• an isolated eigenvalue 𝜔21 =
3
2
𝑚2 with eigenfunction 𝜂1 =

sinh
(𝑚𝜋𝑥

2

)

cosh2
(𝑚𝜋𝑥

2

) ,

• a continuous spectrum �̄�2𝑝 = 𝑚2
𝜋 + 𝑝2, with −∞ < 𝑝 <∞.

In the SG theory the spectrum is almost the same, except that the zero mode
is 𝜂0 =

1
cosh(𝑚𝑥)

and the isolated mode with eigenvalue 𝜔21 is absent.
The discrete mode 𝜂1 has to be interpreted as an excited state of the kink.

The continuous spectrum corresponds to pions propagating in the background
of the kink and can be described as follows. A “right-moving” mode with
momentum 𝑝 > 0 is given for large negative 𝑥 by 𝜂𝑝(𝑥) ≈ 𝑒𝑖𝑝𝑥. Near the
soliton the solution is more complicated, but it must have again a similar
form for large positive 𝑥. It turns out that there is no reflected wave, and the
transmitted wave, for large positive 𝑥 is simply

𝜂𝑝(𝑥) ≈ 𝑒𝑖𝑝𝑥+𝑖𝛿𝑝 (2.25)

where the phase shift is given, for 𝜙4 theory, by

𝑒𝑖𝛿𝑝 = (
1 + 𝑖𝑝∕𝑚𝜋
1 − 𝑖𝑝∕𝑚𝜋

) (
1 + 2𝑖𝑝∕𝑚𝜋
1 − 2𝑖𝑝∕𝑚𝜋

) . (2.26)

See Exercise 2.3. There is another eigenfunction with the same eigenvalue 𝜔2,
which is given by the “left-mover” 𝜂𝑝(−𝑥). The general solution with given 𝑝
is a linear combination of left- and right-moving waves:

𝐴𝜂𝑝(𝑥) + 𝐵𝜂𝑝(−𝑥). (2.27)
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For later use, we put the system in a box of size 𝐿 ≫ 𝑚−1 and impose boundary
conditions on the pions, discretizing the continuous part of the spectrum.
Imposing that (2.27) vanishes at 𝑥 = ±𝐿∕2 leads to 𝐴 = ±𝐵 and 𝜂𝑝(𝐿∕2) =
±𝜂𝑝(−𝐿∕2). Then, using the asymptotic behavior of the solutions, one obtains
exp

(
𝑖𝑝𝐿 − 𝑖𝛿𝑝

)
= ±1, or

𝑝 = �̄�𝑛 ≡
𝜋𝑛
𝐿 +

𝛿𝑝𝑛
𝐿 with 𝑛 = 0, 1, 2…

We denote �̄�2𝑛 = 𝑚2
𝜋 + �̄�2𝑛 the corresponding eigenvalues. We denote

𝑝𝑛 =
𝜋𝑛
𝐿 with 𝑛 = 0, 1, 2…

the momenta, and 𝜔2𝑛 = 𝑚2
𝜋 + 𝑝2𝑛 the eigenvalues, in the absence of the kink.

It is natural to expand the quantum field 𝜑 on the basis of eigenfunctions
of 𝐿, instead of ordinary Fourier modes:

𝜑(𝑡, 𝑥) = 𝑏0(𝑡)𝜂0(𝑥) + 𝑏1(𝑡)𝜂1(𝑥) +
∑

𝑛
𝑎𝑛(𝑡)𝜂𝑛(𝑥), (2.28)

where the first two terms correspond to the isolated modes and the sum to
the “continuous” spectrum. In the SG model the second term is absent. Then,
the quadratic part of the Hamiltonian of the fluctuation field becomes a sum
of independent oscillators:

𝐻 = ∫ 𝑑𝑥 [12 �̇�
2 + 1

2𝜑𝐿𝜑]

= 1
2 �̇�

2
0 +

1
2
(
�̇�21 + 𝜔21𝑎

2
𝑛
)
+ 1
2
∑

𝑛

(
�̇�2𝑛 + �̄�2𝑛𝑎2𝑛

)
. (2.29)

By working in the basis of eigenfunctions of 𝐿we havemanaged to decompose
the system into infinitely many decoupled degrees of freedom. Almost all of
these are harmonic oscillators, but there is only one, namely the zero mode,
which is not. Since the potential for this mode is zero, its wave function will
not remain localized near the center of the soliton. This would invalidate our
interpretation of the kink as a localized quantum state. Furthermore, it would
give an infrared divergence in the evaluation of the effective action for the
theory. The physical origin of the zero mode can be understood by noting
that 𝜂0 is proportional to the derivative of the classical solution. Among all
possible deformations of the kink field, there is one that corresponds simply
to an infinitesimal translation of the kink by 𝛿𝑥:

𝛿𝜙(𝑥) = 𝛿𝑥𝑑�̄�𝑑𝑥 . (2.30)
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Such a deformation does not change the energy, because a translated kink is a
solution of the field equations with the same energy as the original kink. This
particular direction in the functional space of the fields corresponds to the
bottom of a flat valley for the energy.

This suggests that instead of quantizing the zero mode 𝑏0, we quantize the
position of the center of the kink. To do this, let us consider a slowly moving
kink, which can be described by the solution (2.6), with 𝑥0 replaced by 𝑥0(𝑡):
𝜙(𝑥, 𝑡) = �̄�(𝑥 − 𝑥0(𝑡)).1 Inserting in the action we find

𝑆 = ∫ 𝑑𝑡 𝑑𝑥 (12 �̇�
2 − 1

2𝜙
′2 − 𝑉)

= ∫ 𝑑𝑡 [�̇�20
1
2 ∫ 𝑑𝑥𝜙′2 − ∫ 𝑑𝑥 (12𝜙

′2 + 𝑉)] ,

where a prime denotes derivative with respect to 𝑥. Now we recall that the
energy of the kink is equally divided between elastic and potential energy.
Thus the coefficient of �̇�20 is𝑚𝑘∕2 and the second integral is𝑚𝑘:

𝑆 = ∫ 𝑑𝑡 [12𝑚𝑘�̇�20 −𝑚𝑘] . (2.31)

The correspondingHamiltonian is therefore that of a free particlewithmass𝑚𝑘:

𝐻 = 𝑚𝑘 +
𝑝2
2𝑚𝑘

. (2.32)

This collective degree of freedom can be quantized simply imposing the stan-
dard commutation relation [𝑥0, 𝑝] = 𝑖ℏ.2 When the motion of the kink is
taken into account in this way, in order to avoid double counting, we must
remove the zero mode from (2.29).

2.1.3 Renormalization of the kink mass

As a concrete calculation, we shall now investigate the quantum corrections
to the kink mass. For definiteness we consider 𝜙4 theory. The theory is

1The condition of slow motion is necessary to ensure that the classical field remains at least
approximately a solution of the equations of motion. Since the field equations are Lorentz-
invariant, a kink in motion will be obtained by operating on the static kink with a boost, and
not simply by giving a time dependence to its center. For sufficiently low velocity, however,
the two coincide.

2In the functional integral the transformation of the integration variable from 𝑎0 to 𝑥0 has
to be accompanied by a Jacobian. We will not need to compute it here, but it will play a role
later in other models.
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Figure 9. Renormalization of the pion mass.

superrenormalizable. The only divergence is logarithmic and renormalizes the
pion mass, see Figure 9. Evaluation of this diagram gives for the renormalized
mass

𝑚2
𝜋𝑅 = 𝑚2

𝜋 −
3𝜆
2𝜋 log ( Λ

2

𝑚2
𝜋
) , (2.33)

where we employed a simple momentum cutoff Λ. Now recall that the kink
mass is related to pion mass by

𝑚𝑘 =
𝑚3
𝜋

3𝜆 . (2.34)

We may wonder what happens to this relation when the pion mass gets renor-
malized.

From the discussion in the previous section, the energy of the quantum
state describing a kink at rest, with the pion field in the Fock vacuum, is

𝐻 = 𝑚𝑘 +
√
3
4 𝑚𝜋 +

∑

𝑛

1
2 �̄�𝑛, (2.35)

where the first term is energy of the classical solution, the second is the vacuum
energy of the isolated non-zero mode and the sum extends on the vacuum
energies of all the oscillators in the discretized continuous spectrum. For large
𝑛, �̄�𝑛 ∼ 𝑛, so the sum is quadratically divergent. This is the usual divergent
contribution to the vacuum energy that one also encounters in any quantum
field theory. It is also present in the vacuum sectors𝒬++ and𝒬−−. We are thus
led to define the renormalization of the kink mass as the difference between
the sum of the vacuum energies of all the oscillators in the presence of the
kink and the sum of the vacuum energies of all the oscillators in the absence
of the kink. Both sums are quadratically divergent, and in the difference
the quadratic divergences cancel. The renormalization of the kink mass is
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therefore

𝛿𝑚𝑘 =
√
3
4 𝑚𝜋 +

1
2
∑

𝑛
(�̄�𝑛 − 𝜔𝑛)

=
√
3
4 𝑚𝜋 +

1
2
∑

𝑛

𝑝𝑛𝛿𝑝
𝐿𝜔𝑛

, (2.36)

where, in view of taking the limit 𝐿 →∞, in the second step we expanded:

�̄�2𝑛 = 𝑝2𝑛 + 2
𝛿𝑝𝑛
𝐿 𝑝𝑛 + 𝑂(1∕𝐿2).

At this point we can take the limit 𝐿 → ∞ and we return to continuous
momenta:

𝛿𝑚𝑘 =
√
3
4 𝑚𝜋 +

1
2𝜋 ∫ 𝑑𝑝

𝑝𝛿𝑝
√
𝑚2
𝜋 + 𝑝2

=
√
3
4 𝑚𝜋 +

1
2𝜋 lim

Λ→∞
𝛿𝑝
√
𝑚2
𝜋 + 𝑝2|||||

Λ

0
− 1
2𝜋 ∫ 𝑑𝑝

√
𝑚2
𝜋 + 𝑝2

𝑑𝛿𝑝
𝑑𝑝 ,

where in the last line we have performed an integration by parts. Since we
are only interested in a logarithmically divergent term, we neglect the first
two terms, that are finite (𝛿Λ ∼ 1∕Λ).

Using the explicit form of the phase shift given in (2.26), we find
𝑑𝛿𝑝
𝑑𝑝 = 2

𝑚𝜋
( 1
1 + 𝑝2∕𝑚2

𝜋
+ 2
1 + 4𝑝2∕𝑚2

𝜋
) .

A direct calculation then yields for the renormalized kink mass, up to finite
terms,

𝑚𝑘𝑅 = 𝑚𝑘 + 𝛿𝑚𝑘 = 𝑚𝑘 −
3
4𝜋𝑚𝜋 log (

Λ2

𝑚2
𝜋
) . (2.37)

For the unrenormalized mass on the r.h.s. we now use equation (2.34), which
we can reexpress in terms of the renormalized pion mass, to first order in
𝜆∕𝑚2

𝜋, as

𝑚𝑘 =
𝑚3
𝜋𝑅
3𝜆 + 3

4𝜋𝑚𝜋𝑅 log (
Λ2

𝑚2
𝜋
) .

We see that the logarithmic divergence cancels, so that the relation (2.34) is
preserved under renormalization:

𝑚𝑘𝑅 =
𝑚3
𝜋𝑅
3𝜆 . (2.38)
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2.1.4 Fractional charge

Peculiar phenomena happen when fermions propagate in the background
of a kink. In this section we consider the scalar theory with potential (2.2)
and couple it to a Dirac fermion, a complex two-component field 𝜓 with
Lagrangian

ℒ𝐹 = −�̄�(𝛾𝜇𝜕𝜇 + 𝑔𝜙)𝜓 (2.39)

The theory is invariant under global 𝑈(1) transformations

𝜓 → 𝑒𝑖𝛼𝜓 ; �̄� → 𝑒−𝑖𝛼�̄� (2.40)

as well as the discrete transformation

𝜙 → −𝜙 ; 𝜓 → 𝛾𝐴𝜓 ; �̄� → −�̄�𝛾𝐴 (2.41)

where 𝛾𝐴 = 𝛾0𝛾1 is the chirality operator. This ℤ2 symmetry is broken in the
scalar vacuum 𝜙 = ±𝑓, where the fermion acquires a mass𝑚𝐹 = 𝑔𝑓.3

In the sectors 𝒬−− and 𝒬++, i.e. in scalar vacuum, the fermion field can
be decomposed in plane waves

𝜓 = ∫ 𝑑𝑝
2𝜋

1
√
2𝐸

[
𝑏𝑝𝑒−𝑖𝐸𝑡𝑢𝑝(𝑥) + 𝑑†𝑝𝑒𝑖𝐸𝑡𝑣𝑝(𝑥)

]
. (2.42)

If we choose the representation 𝛾0 = 𝑖𝜎2, 𝛾1 = −𝜎3, 𝛾𝐴 ≡ 𝛾0𝛾1 = 𝜎1, the
elementary spinor solutions are

𝑢𝑝(𝑥) = 𝑒𝑖𝑝𝑥
⎛
⎜
⎝

√
𝐸

−𝑝−𝑖𝑚𝐹√
𝐸

⎞
⎟
⎠
; 𝑣𝑝(𝑥) = 𝑒−𝑖𝑝𝑥

⎛
⎜
⎝

√
𝐸

−𝑝+𝑖𝑚𝐹√
𝐸

⎞
⎟
⎠
. (2.43)

The field is quantized by imposing the canonical anticommutation relations

{𝑏𝑝, 𝑏†𝑝′} = 2𝜋𝛿(𝑝 − 𝑝′) ; {𝑑𝑝, 𝑑†𝑝′} = 2𝜋𝛿(𝑝 − 𝑝′).

which are equivalent to canonical equal-time anticommutation relations for
𝜓 and 𝜓†.

For the fermion current it is best to use the definition

𝑗𝜇 = 1
2
(
�̄�𝛾𝜇𝜓 − �̄�𝑐𝛾𝜇𝜓𝑐

)
, (2.44)

3In general, the sign of the mass term in the fermionic Lagrangian is not physically signifi-
cant because it can be changed by the field redefinition 𝜓 → 𝛾𝐴𝜓, �̄� → −�̄�𝛾𝐴.
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where 𝜓𝑐 = 𝜓∗ is the charge conjugate field, obeying the same equation as
𝜓. This expression has the advantage of avoiding the infinite charge of the
Dirac sea that is present in the more familiar expression 𝑗𝜇 = �̄�𝛾𝜇𝜓. Indeed
we have

𝑄 = ∫ 𝑑𝑝
2𝜋

(
𝑏†𝑝𝑏𝑝 − 𝑑†𝑝𝑑𝑝

)
, (2.45)

whereas the Hamiltonian is given by

𝐻 = ∫ 𝑑𝑝
2𝜋𝐸𝑝

(
𝑏†𝑝𝑏𝑝 + 𝑑†𝑝𝑑𝑝

)
. (2.46)

Let us now see what happens in the presence of a kink. In the chosen repre-
sentation of the gamma matrices, the Dirac operator has the form

(
𝑃† 𝜕𝑡
−𝜕𝑡 𝑃

) where 𝑃 = 𝜕𝑥 + 𝑔�̄�, 𝑃† = −𝜕𝑥 + 𝑔�̄�. (2.47)

Normally squaring the Dirac operator (with a change of sign for themass term)
produces the Klein–Gordon operator times the unit matrix. This calculation
requires commuting the mass with derivatives. Now, however, the mass
has been replaced by the field 𝑔�̄�, which does not commute with the space
derivative. We thus find:

(
−𝑃 𝜕𝑡
−𝜕𝑡 −𝑃†

) (
𝑃† 𝜕𝑡
−𝜕𝑡 𝑃

) = (
−𝜕2𝑡 − 𝑃𝑃† 0

0 −𝜕2𝑡 − 𝑃†𝑃
) (2.48)

where

𝑃†𝑃 = −𝜕2𝑥 + 𝑔2�̄�2 − 𝑔𝜕𝑥�̄�, 𝑃𝑃† = −𝜕2𝑥 + 𝑔2�̄�2 + 𝑔𝜕𝑥�̄�. (2.49)

The square of the Dirac operator therefore reads −(𝜕2𝑡 1 + 𝐿). where 𝐿 is the
self-adjoint operator

𝐿 = (
𝑃𝑃† 0
0 𝑃†𝑃

) (2.50)

Unlike the normal case, it is not proportional to the unit matrix.
As with the scalar field, it will prove convenient to decompose the spinor

on the basis of eigenfunctions of this operator, instead of ordinary Fourier
modes. We make the ansatz

𝜓 = 𝑒−𝑖𝐸𝑡 (
�̃�1(𝑥)
�̃�2(𝑥)

)
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and demand that these functions are annihilated by 𝜕2𝑡 1+𝐿. This implies that
�̃�1 must be an eigenfunction of 𝑃𝑃† with eigenvalue 𝐸2 and �̃�2 must be an
eigenfunction of 𝑃†𝑃 with the same eigenvalue.

One easily sees that if 𝑢 is an eigenfunction of 𝑃𝑃† with a given eigenvalue,
𝑃†𝑢 is an eigenfunction of 𝑃†𝑃 with the same eigenvalue. The converse is also
true, so these operators have the same eigenfunctions. If we choose the upper
spinor component to be �̃�1(𝑥), the corresponding lower spinor component
must be �̃�2(𝑥) = 𝐶2𝑃†�̃�1(𝑥), where 𝐶2 is some normalization constant. In
the same way we find that if we choose the lower component �̃�2(𝑥), the
upper component must be �̃�1(𝑥) = 𝐶1𝑃�̃�2(𝑥). For these two relations to be
compatible we must have 𝐶1𝐶2 = 1∕𝐸2.4

The spectrum of 𝐿 can be computed analytically, but we shall not need it
in the following. Suffice it to say that it consists of a continuum of scattering
states and a discrete spectrum with energies 𝐸2 = 2𝑟𝑔 − 𝑟2, where 𝑟 = 0, 1…
are integers less than 𝑔. The continuum and the discrete states with 𝑟 ≥ 1
come in pairs, as described above. The modes 𝑟 = 0, which have zero energy,
behave in a drastically different way. The equation 𝑃�̃�0 = 0 has solution

�̃�0(𝑥) ∼ 𝑒−𝑔 ∫
𝑥 𝑑𝑦�̄�(𝑦).

This is a normalizable zero-mode of 𝑃†𝑃, due to the asymptotic behavior of
the function �̄�. On the other hand the solution of the equation 𝑃†�̃�0 = 0 is

�̃�0(𝑥) ∼ 𝑒𝑔 ∫
𝑥 𝑑𝑦�̄�(𝑦).

which is not normalizable, for the same reasons. Therefore 𝑃𝑃† does not have
a (normalizable) zero mode.

We can now decompose a spinor in the background of the kink as

𝜓 = 𝑏0 (
0

𝑢0(𝑥)
) + ∫ 𝑑𝑝

2𝜋
1

√
2𝐸

[
𝑏𝑝𝑒−𝑖𝐸𝑡�̃�𝑝(𝑥) + 𝑑†𝑝𝑒𝑖𝐸𝑡𝑣𝑝(𝑥)

]
. (2.51)

where �̃�𝑝 and 𝑣𝑝 are the eigenfunctions of 𝐿 described above. When this
decomposition is used, the Hamiltonian still has the form (2.46), with the
integral extending over all the non-zero modes. The zero mode is a discrete
fermionic degree of freedom, so its creation and annihilation operators satisfy
{𝑏0, 𝑏†0} = 1. It can be in only two quantum states: either free or occupied.
The peculiar fact is that the occupied state has zero energy like the empty
state. Therefore, the system has two degenerate vacua |0⟩ and |0′⟩ = 𝑏†0|0⟩.

4In the case �̄� = 𝑓 these relations are satisfied by the solutions in (2.43), with 𝐶2 = −𝑖∕𝐸.
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The surprise comes when we consider the charge of these states. When
the decomposition (2.51) is inserted in the fermionic charge

𝑄 = ∫ 𝑑𝑥
(
𝜓†𝜓 − 𝜓𝑇𝜓∗

)
,

due to the fact that they still come in degenerate pairs, the non-zero modes
work out as in the absence of the kink and give back (2.45). However, the zero
mode does not have a partner and its contribution is different:

1
2
(
𝑏†0𝑏0 − 𝑏0𝑏†0

)
= 𝑏†0𝑏0 −

1
2 (2.52)

In the vacuum state where the zero mode is empty

𝑄|0⟩ = −12 |0⟩ (2.53)

while in the vacuum state where the zero mode is occupied

𝑄|0′⟩ = 1
2 |0

′⟩ (2.54)

So we find that in the presence of the kink the fermionic field does not have
a state of zero charge, and the charges are fractional. Creating fermions or
antifermions will add integer charges to that of the vacuum, so all the states
have a fractional charge. We can say that in the presence of the fermion field
the kink itself carries a charge equal to ±1∕2.

This phenomenon has analogues for the other, more complicated solitons
that we will introduce in the following, but we shall not discuss it further.

2.2 Linear scalar fields in other dimensions

2.2.1 Domain walls

There is a way to use kinks in higher dimensions. Consider the case of a single
scalar field in 𝑑 > 1 space dimensions. The equation of motion for a static
solution is ∑

𝑖
𝜕2𝑖 𝜙 = 𝑉′, (2.55)

If we make an ansatz for the field

𝜙(𝑥1,… , 𝑥𝑑) = 𝜙(𝑥1), (2.56)
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the equation of motion reduces to that of a scalar in one dimension. Thus,
inserting in the ansatz the solutions we found in Section 2.1.1, we obtain a
solution of the higher dimensional equations.

These kinks in higher dimensions are called domain walls. They separate
two half-spaces where the scalar is in different vacua. The location of the
wall is a linear subspace of codimension one where the scalar field vanishes.
Domain walls are not solitons, because the energy of the solution is infinite:

𝐸𝑆 = ∫
𝑊
𝑑𝑑−1𝑥 ℰ where ℰ = ∫ 𝑑𝑥1[

1
2(𝜕1𝜙)

2 + 𝑉(𝜙)]

represents a surface density of energy. For example, for the potential (2.2),
one has from (2.7)5

ℰ = 2
√
2

3 𝑓3
√
𝜆. (2.57)

Domain walls can appear in cosmology when the universe undergoes a transi-
tion involving breaking of ℤ2 symmetry.

2.2.2 No go theorems

The existence of topological solitons requires that the configuration space has
more than one connected component and that the equations of motion admit
smooth, localized, finite energy solutions. These are separate conditions. In
this section we show that linear scalar theories with the usual two-derivative
kinetic term and a potential, do not satisfy either of them.

We begin with a single scalar in 𝑑 > 1 space dimensions. Finiteness of the
static energy

𝐸𝑆 = ∫ 𝑑𝑑𝑥 [12
∑

𝑖
(𝜕𝑖𝜙)2 + 𝑉(𝜙)]

demands that when 𝑟= |�⃗�|→∞, 𝜙 tends to one of the minima of 𝑉. Thus the
configuration space 𝒬 will consist again of various connected components:

𝒬=
⋃

𝑖∈𝒥
𝒬𝑖, 𝒬𝑖={𝜙 ∈ 𝒬 ∣ 𝜙 ,→

𝑟→∞
𝑦𝑖}

and 𝒥 is the set of the minima of 𝑉. The absolute minimum of 𝐸𝑆 in each
𝒬𝑖 is given by the constant 𝜙 = 𝑦𝑖. These are just the classical vacua of the
model. The essential difference with the case of the previous section is that in
𝑑=1 the “sphere at infinity” 𝑆0∞ defined by the limit 𝑟→∞ consists of two

5One has to bear in mind that the dimension of 𝑓 and 𝜆 is now different from Section 2.1.1,
so that ℰ has the correct dimension 𝑑 in mass.
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disconnected points, and the field can take different values at these two points,
whereas in 𝑑≥2 the “sphere at infinity” 𝑆𝑑−1∞ is connected. By continuity, the
value of the field at infinity must be constant and there cannot be solutions
with nontrivial boundary conditions.

Let us next consider the 𝑂(𝑁) model (1.21) with potential (1.25). The
locus of the minima of the potential is a sphere 𝑆𝑁−1. The static energy is now

𝐸𝑆 = ∫ 𝑑𝑑𝑥[12𝜕𝑖𝜙
𝑎𝜕𝑖𝜙𝑎 + 𝑉(|𝜙|)]. (2.58)

We are interested in the subspace 𝒬 ⊂ Γ(ℝ𝑑,ℝ𝑁) for which the static energy
is finite. This demands again that as 𝑟→∞, 𝜙 tends to one of the minima of 𝑉.

One can ask whether it is necessary to allow 𝜙 to go to an arbitrary point
of 𝑆𝑁−1 when 𝑟→∞, or does it suffice to consider fields that tend to a specific
point of 𝑆𝑁−1? Let 𝜙 and 𝜙′ be two field configurations such that 𝜙 ,→

𝑟→∞
𝑦

and 𝜙′ ,→
𝑟→∞

𝑦′, where 𝑦 and 𝑦′ are two different points on 𝑆𝑁−1. Since all
maps from ℝ𝑑 to ℝ𝑁 are homotopic, there exists a one-parameter family of
maps 𝜙𝜏(𝑥), with 0 ≤ 𝜏 ≤ 1, such that 𝜙0 = 𝜙 and 𝜙1 = 𝜙′ (for the general
definition of homotopy theory see Appendix E.1). It is convenient to redefine
the homotopy parameter to go from −∞ to∞ instead of 0 to 1. For example,
we can define

𝜏 = 1
2 +

1
𝜋 arctan 𝑡. (2.59)

Writing 𝜙𝜏(𝑥)= �̂�(𝑥, 𝑡), we can interpret 𝑡 as time and �̂�∈Γ(ℝ𝑑+1,ℝ𝑁) as a
spacetime field. The energy of this field is 𝐸=𝐸𝐾+𝐸𝑆 where

𝐸𝐾 =
1
2 ∫ 𝑑𝑑𝑥 (

𝑑�̂�
𝑑𝑡 )

2

is the kinetic energy. Since 𝑑�̂�
𝑑𝑡
does not tend to zero as 𝑟 → ∞, it is clear

that for finite 𝑡, 𝐸𝐾 is divergent. We conclude that to go from 𝜙 to 𝜙′ one
must go through configurations with infinite kinetic energy, so the boundary
value of 𝜙 cannot change in the course of the time evolution. For this reason,
we will always assume that the configuration space consists of fields with a
fixed boundary condition at infinity. Using the 𝑂(𝑁) invariance of the theory,
we can assume without loss of generality that the value of 𝜙 as 𝑟 → ∞ is
𝑦0=(0, 0,… , 0, 𝑓).

The limit 𝑟→∞ defines a “sphere at infinity” 𝑆𝑑−1∞ and since the map 𝜙
must be constant on 𝑆𝑑−1∞ , all its points may be identified to a single point∞.
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Then 𝜙may be regarded as a map from the one-point compactification

ℝ𝑑 ∪ {∞}=𝑆𝑑

intoℝ𝑁 , mapping the “basepoint”∞ of 𝑆𝑑 to the “basepoint” 𝑦0 ofℝ𝑁 . There-
fore 𝒬 = Γ∗(𝑆𝑑,ℝ𝑁). All maps with these properties are homotopic to one
another, so the space 𝒬 is connected.

Some remarks are in order at this point:

1. Fixing the boundary conditions is physically natural, and it is also natu-
ral from the point of view of homotopy theory, because maps preserving
the basepoints have better properties, see Appendix E.1.

2. Having fixed the boundary conditions, the vacuum becomes unique.
The only constant field in 𝒬 is the field that is everywhere equal to its
boundary value.

3. The group 𝑂(𝑁)maps 𝒬 to a space 𝒬′ characterized by different bound-
ary conditions. Fixing the boundary conditions breaks the symmetry
group 𝑂(𝑁) to 𝑂(𝑁 − 1).

These results imply that linear scalar field theories in dimensions 𝑑≥ 2
cannot have topological solitons. There is an independent result, known as
Derrick’s theorem, implying that linear scalar field theories with action (1.21)
do not admit nontrivial static solutions (whether topological or not) when
𝑑≥2. The proof is based on a scaling argument.

Let us rewrite equation (2.58) as 𝐸𝑆 = 𝐸1 + 𝐸2, where 𝐸1 and 𝐸2 are the
elastic and potential energy, in the terminology introduced in the previous
section. Let 𝜙𝜆 be a one-parameter family of configurations defined by 𝜙𝜆(𝑥)=
𝜙1(𝜆𝑥). We have

𝐸1(𝜙𝜆)=𝜆2−𝑑𝐸1(𝜙1), 𝐸2(𝜙𝜆)=𝜆−𝑑𝐸2(𝜙1). (2.60)

In order for 𝜙1 to be a stationary point of 𝐸𝑆 it is necessary that

0= 𝑑
𝑑𝜆𝐸𝑆(𝜙𝜆)

|||||𝜆=1=(2−𝑑)𝐸1(𝜙1) − 𝑑𝐸2(𝜙1). (2.61)

Since 𝐸1 and 𝐸2 are positive semidefinite, for 𝑑≥3 this implies 𝐸1(𝜙1)=0 and
𝐸2(𝜙1)=0, which is only satisfied by the trivial vacuum configuration.

For 𝑑=2 we get 𝐸2(𝜙1)=0. This means that the field must be everywhere
in the minimum of 𝑉, which implies that 𝜕𝑉

𝜕𝜙𝑎
=0. Inserting in the equation

of motion we obtain 𝜕𝜇𝜕𝜇𝜙𝑎 = 0, which, together with the given boundary
conditions, implies again 𝜙=constant.



90 CHAPTER 2. 𝝅𝟎(𝒬) AND SOLITONS

To escape the negative conclusions derived in this section, one has to
modify either the kinematics or the dynamics of the theory, or both. One way
is to couple the scalars to gauge fields. This will be discussed in Sections 2.6
and 2.7. Another way is to consider nonlinear scalar theories, and this is what
we do next.

2.3 The 𝑶(𝟑) nonlinear scalar in 𝒅 = 𝟐
Derrick’s theorem forbids the existence of solitons in linear scalar theories in
𝑑 > 1. As discussed in Section 1.3.2, the 𝑂(𝑁) nonlinear sigma models can be
viewed as low energy limits of the linear𝑂(𝑁)models in the broken symmetry
phase. Let us ask whether the nonlinear sigma models could have nontrivial
solutions in 𝑑 > 1. All solutions of the nonlinear sigma model have 𝐸2 = 0,
so (2.61) implies that if 𝑑 > 2 the only static solution of the field equations is
constant, but in 𝑑 = 2 nontrivial solutions are possible.

For the existence of topological solitons one also needs a suitable target
space. The simplest example is 𝑆2, so we now turn to the 𝑆2-nonlinear sigma
model in 𝑑 = 2.

2.3.1 Topology

We start by discussing the configuration space. We work with unconstrained
fields 𝜑 representing a map from ℝ2 to 𝑆2. Finiteness of the static energy

𝐸𝑆 =
𝑓2
2 ∫ 𝑑2𝑥 𝜕𝑖𝜑𝛼𝜕𝑖𝜑𝛽ℎ𝛼𝛽(𝜑) (2.62)

demands that 𝜕𝑖𝜑→ 0 as 𝑟→∞. Thus 𝜑 must tend to a constant at infinity.
Without loss of generality we can take this constant value to be the north pole.
In spherical coordinates it is given by Θ=0; in stereographic coordinates it is
given by

√
𝜔21+𝜔

2
2→∞. Since from now on we will restrict our attention to

this particular class of maps, we can compactify space to a sphere by adding a
point at infinity: 𝑆2 = ℝ2∪{∞}. In homotopy theory it is often very convenient
to pick a special point in each space, called the “basepoint”. In the present
context it is natural to choose the basepoint of the spatial 𝑆2 to be the point
∞, and the basepoint of the internal 𝑆2 to be the north pole. There follows
that any finite energy configuration can be regarded as a map from 𝑆2 to 𝑆2
preserving basepoints. The space of such maps is denoted 𝒬=Γ∗(𝑆2, 𝑆2). This
space consists of infinitely many connected components, each one consisting
of maps that belong to a given homotopy class:

𝜋0(𝒬)=𝜋2(𝑆2)=ℤ
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(see Appendix E.3). So we can write

𝒬=
⋃

𝑛∈ℤ
𝒬𝑛.

The integer 𝑛 labelling the homotopy classes is known as the winding
number. In any coordinate system, it can be written as

𝑊(𝜑𝛼) = 1
8𝜋 ∫ 𝑑2𝑥 𝜀𝑖𝑗𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽

√
detℎ 𝜀𝛼𝛽 . (2.63)

For example, in the coordinate systems defined in (1.69), (1.71), (1.73), it has
the expressions

𝑊(Θ,Φ) = 1
4𝜋 ∫ 𝑑2𝑥 sinΘ𝜀𝑖𝑗𝜕𝑖Θ𝜕𝑗Φ, (2.64a)

𝑊(𝜑1, 𝜑2) =
1
4𝜋 ∫ 𝑑2𝑥 1

√
1 − 𝜑21 − 𝜑22

𝜀𝑖𝑗𝜕𝑖𝜑1𝜕𝑗𝜑2, (2.64b)

𝑊(𝜔1, 𝜔2) =
1
4𝜋 ∫ 𝑑2𝑥 4

(
𝜔21 + 𝜔22 + 1

)2 𝜀
𝑖𝑗𝜕𝑖𝜔1𝜕𝑗𝜔2, (2.64c)

respectively. It is not obvious from these formulae that𝑊 is an integer. How-
ever, we can easily prove that it is locally constant. To this effect, let us write

√
detℎ(𝜑)𝜖𝛼𝛽 = 𝜔𝛼𝛽(𝜑) (2.65)

for the components of the volume form of 𝑆2. Varying infinitesimally we get

𝛿𝑊 = 1
8𝜋 ∫ 𝑑2𝑥 𝜀𝑖𝑗

[
2𝜕𝑖𝛿𝜑𝛼𝜕𝑗𝜑𝛽𝜔𝛼𝛽 + 𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽𝛿𝜑𝛾𝜕𝛾𝜔𝛼𝛽

]
.

Since the variation is supposed to preserve the boundary conditions, it must
vanish at infinity. Thus we can integrate the first term by parts. Factoring 𝛿𝜑𝛾
and antisymmetrizing the first term, we arrive at

𝛿𝑊 = 1
8𝜋 ∫ 𝑑2𝑥 𝜀𝑖𝑗𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽𝛿𝜑𝛾

(
𝜕𝛼𝜔𝛽𝛾 + 𝜕𝛽𝜔𝛾𝛼 + 𝜕𝛾𝜔𝛼𝛽

)
= 0,

since the exterior derivative of the form 𝜔 vanishes. Thus𝑊 is a functional
on 𝒬 that is constant on each connected component 𝒬𝑛. We shall encounter
in the next section explicit solutions of the field equations for which one can
check, by explicit calculation, that𝑊 = 𝑛 is an integer. Then,𝑊 is constant
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and equal to 𝑛 for all fields belonging to the same connected component 𝒬𝑛.
A more general definition of the winding number and a theorem proving its
integrality are discussed in Appendix E.2.

Since the time evolution is a continuous curve in 𝒬, the value of the
winding number cannot change: it must be a constant of motion of the theory.
This can be confirmed by the following argument. We define a topological
current

𝐽𝜆𝑇 =
1
8𝜋𝜀

𝜆𝜇𝜈𝜕𝜇𝜑𝛼𝜕𝜈𝜑𝛽𝜔𝛼𝛽, (2.66)

which is identically conserved:

𝜕𝜆𝐽𝜆𝑇 =
1
8𝜋𝜀

𝜆𝜇𝜈𝜕𝜆𝜑𝛾𝜕𝜇𝜑𝛼𝜕𝜈𝜑𝛽𝜕𝛾𝜔𝛼𝛽 = 0, (2.67)

again because the form 𝜔 is closed. One sees immediately that the topological
charge is equal to the winding number:

𝑄𝑇 = ∫ 𝑑2𝑥 𝐽0𝑇 =
1
8𝜋 ∫ 𝑑2𝑥 𝜀𝑖𝑗𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽𝜔𝛼𝛽 =𝑊(𝜑). (2.68)

(There is no contribution to the boundary integral coming from spatial infinity,
because 𝐽0 is proportional to spatial derivatives, that are required to vanish at
infinity.) There follows that 𝑄𝑇=𝑊 is a constant of motion.

2.3.2 Dynamics

Let us look at the absolute minimum of the static energy (2.62) in each topo-
logical sector 𝒬𝑖. Consider the following inequality [Pol75]

0 ≤ ∫ 𝑑2𝑥 ℎ𝛼𝛽
(
𝜕𝑖𝜑𝛼 ± 𝜀𝑖𝑘𝜕𝑘𝜑𝛾𝜔𝛾𝛼

)(
𝜕𝑖𝜑𝛽 ± 𝜀𝑖𝑗𝜕𝑗𝜑𝜖𝜔𝜖𝛽

)

= ∫ 𝑑2𝑥[2ℎ𝛼𝛽𝜕𝑖𝜑𝛼𝜕𝑖𝜑𝛽 ∓ 2𝜀𝑖𝑗𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝜖𝜔𝛼𝜖]

= 4
𝑓2𝐸𝑆 ∓ 16𝜋𝑊, (2.69)

where in the product of the last two terms we used

𝜔𝛾𝛼𝜔𝜖𝛼 = 𝜖𝛾𝛼𝜖𝜖𝛿ℎ𝛼𝛿 detℎ = ℎ𝛾𝜖.

If𝑊>0 (resp. 𝑊<0) the inequality with the upper sign (resp. lower sign) is
stronger. There follows that

𝐸𝑆 ≥ 4𝜋𝑓2|𝑊|. (2.70)
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Furthermore, equality holds if and only if

𝜕𝑖𝜑𝛼 = ∓𝜀𝑖𝑘𝜕𝑘𝜑𝛾𝜀𝛾𝛿ℎ𝛿𝛼
√
detℎ. (2.71)

The fields for which this equation is satisfied are the absolute minima of the
static energy and are also static solutions of the Euler–Lagrange equations of
the theory. Note that (2.71) are first order equations, and therefore simpler
than the Euler–Lagrange equations (1.78).

At this point it is convenient to specialize the discussion to stereographic
coordinates 𝜔1 and 𝜔2. Equation (2.71) reduces to

𝜕𝑖𝜔𝛼 = ∓𝜀𝑖𝑘𝜕𝑘𝜔𝛾𝜀𝛾𝛼, (2.72)

and spelling these out

𝜕1𝜔1 = ±𝜕2𝜔2,
𝜕2𝜔1 = ∓𝜕1𝜔2. (2.73)

If we define 𝜔=𝜔1+𝑖 𝜔2 and 𝑧=𝑥1+𝑖 𝑥2 we recognize (2.73) as the Cauchy–
Riemann equations for the function𝜔=𝜔(𝑧). The solutions are the analytic or
antianalytic functions, depending on the sign in (2.73). For example𝜔(𝑧) = 𝑧𝑛
and 𝜔(𝑧) = (𝑧∗)𝑛, with 𝑛 ≥ 0, are solutions of (2.73). Note that for large |𝑧|,
𝜔 does not tend to an angle-independent limit, but since |𝜔|→∞ it does not
matter since all these points represent the north pole of 𝑆2. These functions
describe smoothmaps𝜑∈Γ∗(𝑆2, 𝑆2)withwinding number𝑊=𝑛 and𝑊=−𝑛
respectively. They are absolute minima of the static energy in the sectors 𝒬𝑛
and 𝒬−𝑛 respectively (𝑛≥0).

The static energy (2.62) is invariant under space translations and rotations,
dilatations and internal 𝑂(3) rotations, so applying these transformations to
the solutions we get other solutions. The collective coordinates parameter-
izing the physically distinct soliton solutions are also called themoduli. In
principle there would seem to be seven moduli, corresponding to the num-
ber of generators of the symmetry group of the static energy. However, as
already noticed in Section 2.2.2, fixing the boundary conditions of the fields
reduces the internal symmetry group acting on 𝒬 to the unbroken group 𝑂(2).
Furthermore, combining such an internal 𝑂(2) transformation with a space
rotation by the same angle, will leave the solution invariant. This combined
transformation is a symmetry of the solution and it does not give rise to a
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modulus. Thus there can be only four moduli. The general solutions are

𝜔(𝑧) = ( (𝑧 − 𝑧0)𝑒𝑖𝛼
𝜆 )

𝑛
(2.74)

𝜔(𝑧) = ( (𝑧 − 𝑧0)∗𝑒−𝑖𝛼
𝜆 )

𝑛
(2.75)

where 𝑧0, 𝛼 and 𝜆 are the translational, rotational and dilatational moduli of
the soliton.

2.3.3 No ferromagnetic transition in 𝒅 = 𝟐
As we saw in Section 1.3.2, The nonlinear 𝑂(3)model can be regarded as the
low energy limit of a Ginzburg–Landau 𝑂(3) theory, which in turn is effective
continuum description of a planar ferromagnetic lattice, with unit spins al-
lowed to point in any direction in the three-dimensional embedding space.
Classically, the state of lowest energy of the system is a perfect ferromagnet
with all spins aligned in a fixed direction. It has winding number𝑊 = 0. The
direction of the spins breaks the rotational invariance of the system and from
Goldstone’s theorem one expects to find massless excitations in the spectrum.
The fields 𝜑𝛼 are the Goldstone bosons and their quanta are the fundamental
excitations of the system.

However, it is also possible to excite states with𝑊 ≠ 0, namely solitons.
Since a soliton with |𝑊| = 1 has mass 4𝜋𝑓2, at a fixed temperature 𝑇 there
will be a density of solitons of order 𝑒−𝑓2∕𝑘𝑇. If the solitons had fixed size (as
the kinks of Section 1.1), for very small 𝑇 this would describe an ordered state
with a few localized defects. But in this theory solitons can be arbitrarily large
without paying any price in energy. Thus in a given box of finite size there will
be solitons/antisolitons that occupy much of the (two dimensional) volume
and since a soliton has spins pointing in any direction, the ferromagnetic
order will be destroyed.

This is in accordance with the Mermin–Wagner theorem [Mer66], stat-
ing that in two (or less) space dimensions at temperature 𝑇 > 0, there can-
not be a phase where a continuous symmetry is spontaneously broken. See
also [Col73].

2.4 Skyrmions

2.4.1 Topology

Let us consider a general nonlinear sigma model with values in some target
space 𝑁. The scaling argument rules out static solitons for the action (1.75)
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in dimensions 𝑑 ≠ 2. Nevertheless let us ignore it for the moment and let us
see for what choices of space dimension and target space the configuration
space would have more than one connected component. Then we shall look
for some alternative action functional that could have stationary points in the
nontrivial topological sectors.

Following the same reasoning as in the case of the 𝑆2 sigma model, the
space of smooth finite energy configurations of the field is 𝒬 = Γ∗(𝑆𝑑, 𝑁).
Therefore, there is room for the existence of topological solitons whenever

𝜋0(𝒬) = 𝜋𝑑(𝑁) ≠ 0.

One important case iswhen𝑁=𝐺, a Lie group. This is sometimes called a prin-
cipal sigma model. If 𝐺 is semisimple, one has 𝜋3(𝐺) = ℤ, the fundamental
class being realized by a homomorphism 𝑆𝑈(2) = 𝑆3 → 𝐺. Phenomenologi-
cally, the most important cases are the chiral nonlinear sigma models in three
dimensions, discussed in Section 1.3.3.

Let us focus on the chiral 𝑆𝑈(2) case, whose target space is diffeomorphic
to 𝑆𝑈(2) = 𝑆3. The topological sectors in this case are classified by thewinding
number, which in terms of the fields 𝑈 can be written (see Exercise 2.6):

𝑊(𝑈) = − 1
24𝜋2

∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈tr
(
𝑈−1𝜕𝜆𝑈𝑈−1𝜕𝜇𝑈𝑈−1𝜕𝜈𝑈

)
. (2.76)

For other groups, the generator of 𝜋3(𝐺)=ℤ can be obtained by embedding
𝑆𝑈(2) in 𝐺 and then considering the composition of this embedding with a
map 𝑆3→𝑆𝑈(2) of winding number one.

A peculiar feature of the principal sigmamodels is that their configuration
space is itself a group. The product of two field configurations is defined
by pointwise multiplication: (𝑈1𝑈2)(𝑥) = 𝑈1(𝑥)𝑈2(𝑥). One can then verify
directly from (2.76), that (see Exercise 2.6)

𝑊(𝑈1𝑈2) =𝑊(𝑈1) +𝑊(𝑈2); 𝑊(𝑈−1) = −𝑊(𝑈). (2.77)

A field configuration with winding number one has the form

𝑈(�⃗�) = exp
[
�̂�𝑎𝜏𝑎𝑔(𝑟)

]
, (2.78)

where �̂�𝑎 = 𝑥𝑎

𝑟
and 𝑔 is a function which is equal to −2𝜋 in the origin (𝑈 =

−𝕀) and tends to zero as 𝑟 → ∞ (𝑈 = 𝕀). Each 2-sphere in space, having
radius 𝑟, is mapped in a one-to-one way to a 2-sphere in 𝑆𝑈(2). From (2.77),
configurations with arbitrary winding numbers can be constructed simply
taking powers of (2.78).
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2.4.2 Dynamics

Unfortunately, it follows from the discussion in Section 2.3 that such fields
cannot be solutions of the field equations obtained from the action (1.80). In
fact, from (2.61) we get

𝑑𝐸𝑆(𝜙𝜆)
𝑑𝜆

|||||𝜆=1 = −𝐸1(𝜙1) < 0,

so they are unstable against deformations that shrink the size of the soliton to
zero. The way of stabilizing the solitons is to add higher order terms to the
action [Sky61]. This may seem a bit artificial, but one has to bear in mind that
this theory is to be thought of as an effective low energy theory and hence
in principle one should consider all terms in the action consistent with the
desired symmetry properties, as in (1.107). The total action considered by
Skyrme was

𝑆 = ∫ 𝑑4𝑥 [
𝑓2
4 tr

(
𝑈−1𝜕𝜇𝑈𝑈−1𝜕𝜇𝑈

)

+ 1
32𝑒2 tr

[
𝑈−1𝜕𝜇𝑈,𝑈−1𝜕𝜈𝑈

][
𝑈−1𝜕𝜇𝑈,𝑈−1𝜕𝜈𝑈

]
], (2.79)

where 𝑒 is a new coupling constant. Out of all possible terms containing
four derivatives of the fields, only the one with the commutators was chosen,
because it contains only two time derivatives of the fields and is therefore
better amenable to canonical analysis. This is not essential for what follows,
however.

To see how the addition of the four-derivative terms circumvents the
scaling argument of Derrick’s theorem, suppose that the soliton has size 𝓁,
meaning that the function 𝑔 in (2.78) goes from −2𝜋 to zero within a distance
𝓁 of the origin. Then, the static energy is of the order

𝐸𝑆(𝓁) ≈ 𝓁3 [
𝑓2
𝓁2 +

1
𝑒2𝓁4 ] . (2.80)

The first term, that comes from the standard two-derivative Lagrangian, is
linear in 𝓁. It means that one can gain energy by shrinking the profile of
the field to zero. The second term has the opposite effect: it favors broad
field profiles. In the presence of both terms, the energy has a minimum
for some finite value of 𝓁, suggesting that solitons can exist. In fact, as in
Section 2.1.1, one can use this argument to derive some qualitative properties
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of the solutions: the minimum of the energy occurs at 𝓁 ≈ 1∕𝑓𝑒 and inserting
this back in the formula for the energy, the mass of the soliton is of the order
𝑓∕𝑒. For weak coupling (𝑒 ≪ 1), the soliton is much heavier than the pions.

In order to find the soliton with unit winding number, we have to insert the
Ansatz (2.78) in the equations of motion that come from (2.79), and solve for
the radial function 𝑔. Unfortunately the dynamics is sufficiently complicated
to prevent an explicit solution. However, solutions can be found numerically.

As in previous examples, the global symmetries of the action imply that
the solitons are not isolated solutions but come in families. Restricting our
attention to static fields, the energy is invariant under translations, rotations
and under 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅, acting on the field as in (1.79). Each of these
transformations could in principle give rise to moduli of solutions. However,
we must restrict our attention to transformations that preserve the boundary
condition lim𝑟→∞𝑈 = 𝕀 and this means that of 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅 we must
only consider the diagonal (isospin) subgroup 𝑆𝑈(2)𝑉 , acting as

𝑈 ↦→ 𝑔−1𝑈𝑔.

Regarding rotations, we observe that a rotation matrix 𝑅 ∈ 𝑆𝑂(3) corresponds
(up to a sign) to an 𝑆𝑈(2)matrix 𝐵 by the formula

(𝑅 ⋅ �̂�)𝑎𝑇𝑎 = 𝐵−1(�̂�𝑎𝑇𝑎)𝐵.

When used in the ansatz (2.78), this action exponentiates to

𝑈(𝑅 ⋅ 𝑥) = 𝐵−1𝑈(𝑥)𝐵.

We see that if we follow a rotation 𝐵 by an isospin transformation 𝑔 = 𝐵−1
the solution is invariant. This is a symmetry of the skyrmion.6 Thus the only
moduli are given by translations and either rotations or isospin transforma-
tions.

These solitons are known as skyrmions. Skyrme also suggested that they
could be interpreted as the baryons [Sky62]. In order to understand this claim,
we have to study the quantum numbers of the skyrmions. This we shall do
much later, in Sections 5.3 and 6.8.3.

6It is worth noting that this symmetry is a nontrivial mixing of internal and spacetime
transformations. It may thus seem to be in contrast with the Coleman–Mandula theorem.
It is not, because the Coleman–Mandula theorem only applies in the presence of Poincarè
invariance, and here translation invariance is broken by the soliton.
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2.5 Solitons in Yang–Mills theory

We now ask whether pure YM theory in 𝑑 space dimensions can have solitons.
In this sectionwe shall use the unscaled form of the theory, with action (1.112),
where 𝑛 = 𝑑 + 1. The canonical formulation of YM theory has been given in
Section 1.7.4. Separating the space and time components of the curvature, the
Lagrangian is

ℒ𝑌𝑀 = 1
2𝐸

𝑎
𝑖 𝐸

𝑎
𝑖 −

1
4𝐹

𝑎
𝑖𝑗𝐹

𝑎
𝑖𝑗,

where 𝐸𝑎𝑖 = 𝐹𝑎0𝑖 = 𝜕0𝐴𝑎
𝑖 −𝐷𝑖𝐴

𝑎
0 is the nonabelian “electric” field. There are

primary constraints 𝑃0𝑎 = 0, where 𝑃0𝑎 are the momenta conjugate to 𝐴𝑎
0 , and

secondary constraints 𝐺𝑎 = 0, where 𝐺𝑎 = 𝐷𝑖𝑃𝑖𝑎 = 𝐷𝑖𝐸𝑎𝑖 . The canonical
Hamiltonian is

𝐻𝑐 = ∫ 𝑑𝑑𝑥 [12𝑃
𝑎
𝑖 𝑃

𝑎
𝑖 +

1
4𝐹

𝑎
𝑖𝑗𝐹

𝑎
𝑖𝑗 − 𝐴𝑎

0𝐺𝑎], (2.81)

where 𝑃𝑖𝑎 = 𝐸𝑖𝑎 are the momenta conjugate to 𝐴𝑎
𝑖 . When studying the canon-

ical formulation of a YM theory it is often very convenient to choose the
gauge 𝐴0 = 0 (this can be done by performing the gauge transformation
𝑔(𝑥, 𝑡) = 𝑃 exp

(
−𝑒 ∫ 𝑡 𝑑𝑡′𝐴0(𝑥, 𝑡′)

)
, where 𝑃 stands for path ordering). This

leaves the freedom of performing time-independent gauge transformations.
In this gauge 𝐸𝑎𝑖 = �̇�

𝑎
𝑖 , so the first term in (2.81) is seen as a kinetic term, the

second as a potential term. We will mostly use this gauge in later sections.
Let us now come to the question whether a pure YM theory can have static

solitons. There is here a slight complication: if a gauge field configuration
is time-independent, it can acquire a time dependence after a gauge trans-
formation. In a gauge theory one calls a field “static” if there is a gauge in
which 𝐴𝜇 is time-independent. This implies that all gauge invariant quanti-
ties constructed with the field (such as, for example, the energy density) are
time-independent. Note that for a static configuration, the gauge 𝐴0=0may
not be the gauge in which 𝜕0𝐴𝜇=0, so we do not make this gauge choice here.
We shall now prove that pure YM theory does not admit static solitons if 𝑑≠4
(i.e. in five-dimensional spacetime) [Col77].

For a static field in a gauge in which 𝜕0𝐴𝜇=0, the lagrangian is given by
𝐿=𝐸1−𝐸2, where

𝐸1=
1
2 ∫ 𝑑𝑑𝑥 (𝐷𝑖𝐴0)2>0 and 𝐸2=

1
4 ∫ 𝑑𝑑𝑥 (𝐹𝑎𝑖𝑗)

2>0.
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Consider the two-parameter family of configurations 𝐴(𝜎,𝜆) defined by

𝐴(𝜎,𝜆)
𝑎
0 (𝑥) = 𝜎𝜆𝐴𝑎

0 (𝜆𝑥), (2.82)
𝐴(𝜎,𝜆)

𝑎
𝑖 (𝑥) = 𝜆𝐴𝑎

𝑖 (𝜆𝑥). (2.83)

We have 𝐸1
(
𝐴(𝜎,𝜆)

)
= 𝜎2𝜆4−𝑑𝐸1

(
𝐴(1,1)

)
and 𝐸2

(
𝐴(𝜎,𝜆)

)
= 𝜆4−𝑑𝐸2

(
𝐴(1,1)

)
. For

𝐴(1,1) to be a solution of the field equations we must have

0 = 𝑑
𝑑𝜆𝐿

|||||||𝜆=𝜎=1
= (4 − 𝑑)𝐿

(
𝐴(1,1)

)
, (2.84)

0 = 𝑑
𝑑𝜎𝐿

|||||||𝜆=𝜎=1
= 2𝐸1

(
𝐴(1,1)

)
, (2.85)

which implies that for 𝑑≠4, 𝐸1=𝐸2=0, which in turn implies 𝐹𝑎𝜇𝜈=0.
This argument rules out nontrivial static solitons for pure YM theories,

except in five spacetime dimensions. Since we are interested in topological
solitons, it has to be complemented by an analysis of the topology of the
configuration space. For this purpose it is very convenient to use the gauge
𝐴0 = 0, in which case the configurations of the system are given by the
equivalence classes of gauge potentials 𝐴𝑎

𝑖 (𝑥), with 𝑖 = 1,…𝑑, modulo time-
independent gauge transformations. We denote𝒞 the space of gauge potentials
with finite static energy

𝐸𝑆 = ∫ 𝑑𝑑𝑥𝐹𝑎𝑖𝑗𝐹
𝑎
𝑖𝑗 (2.86)

and 𝒢 the group of time-independent gauge transformations that tend to the
identity at infinity. Then we have

𝒬 = 𝒞∕𝒢.

The connected components of 𝒬 are in one-to-one correspondence with the
connected components of 𝒞. Thus we have to ask whether there exist gauge
potentials that cannot be continuously deformed to a reference potential, say
𝐴𝑖 = 0. We defer this analysis to Section 3.6.3, where we shall see that such
potentials do exist in dimension 𝑑 = 4. Thus, also the topological analysis
points to five spacetime dimensions as the only interesting context for pure YM
theory. We will see that topological solitons do indeed exist in five spacetime
dimensions, but we will discuss them later in a different context, where they
have a different physical interpretation and are known as YM instantons.
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2.6 Vortices

2.6.1 The Nielsen–Olesen vortex

We now consider scalar electrodynamics in two space dimensions [NiO73].
The dynamical variables are an abelian gauge field 𝐴𝜇 coupled to a complex
scalar field 𝜙, with action

𝑆 = ∫ 𝑑3𝑥 [−14𝐹𝜇𝜈𝐹
𝜇𝜈 − 1

2 |𝐷𝜇𝜙|
2 − 𝜆

4
(
|𝜙|2 − 𝑓2

)2
], (2.87)

where 𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈−𝜕𝜈𝐴𝜇, 𝐷𝜇𝜙 = 𝜕𝜇𝜙−𝑖𝑒𝐴𝜇𝜙. The theory is invariant under
the local 𝑈(1) gauge transformations 𝑔(𝑥) = 𝑒𝑖𝛼(𝑥):

𝐴𝜇 → 𝐴′
𝜇 = 𝐴𝜇 −

1
𝑒 𝜕𝜇𝛼, (2.88a)

𝜙 → 𝜙′ = 𝑒−𝑖𝛼(𝑥)𝜙. (2.88b)

In the gauge 𝐴0=0, 𝐸𝑖=𝐹0𝑖= �̇�𝑖 and 𝐷0𝜙= �̇�; in this gauge the energy reads
𝐸 = 𝐸𝐾 + 𝐸𝑆, where

𝐸𝐾 = ∫ 𝑑2𝑥 [12 �̇�𝑖�̇�𝑖 +
1
2 |�̇�|

2]. (2.89)

is the kinetic energy and 𝐸𝑆

𝐸𝑆 = ∫ 𝑑2𝑥 [12𝐵
2 + 1

2 |𝐷𝑖𝜙|
2 + 𝜆

4
(
|𝜙|2 − 𝑓2

)2
], (2.90)

with 𝐵=𝐹12, is the static energy. The absolute minimum of 𝐸𝑆, the classical
vacuum, occurs for

𝐵 = 0, 𝐷𝑖𝜙 = 0, |𝜙| = 𝑓. (2.91)

A particular solution of these conditions is

𝐴𝑖 = 0, 𝜙 = 𝑓. (2.92)

This is the starting point for the usual perturbative discussion of the Higgs phe-
nomenon, showing that the small fluctuations around this vacuum comprise
a vector field with mass 𝑚𝐴 = 𝑒𝑓 and a scalar field with mass 𝑚𝑆 =

√
2𝜆𝑓.

Any gauge transformation of (2.92) is obviously still a solution, but there are
also other interesting states.
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We will now look for static solitons, assuming that the gauge in which
the field is time-independent is the gauge 𝐴0 = 0. The classical configura-
tion space of this theory consists of regular fields with finite static energy.
Clearly (𝐴, 𝜙) will have finite energy only if the conditions (2.91) are satisfied
asymptotically as 𝑟→∞. This requires that

𝜙(𝑟, 𝜃) ,→
𝑟→∞

𝜙∞ = 𝑓 𝑒−𝑖𝛼∞ , (2.93a)

𝐴𝑖(𝑟, 𝜃) ,→𝑟→∞
−1𝑒 𝜕𝑖𝛼∞, (2.93b)

where 𝛼∞ depends only on the angular coordinate 𝜃 parameterizing the “circle
at infinity” 𝑆1∞. We see that unlike the case of the sigma model, the condition
𝐷𝑖𝜙 → 0 does not imply that 𝜙 tends to a constant at infinity: as long as
|𝜙|→𝑓, any dependence of 𝜙 on the angle 𝜃 is permitted, because one can
always compensate for this dependence by choosing

𝐴𝑖=
1
𝑖𝑒
𝜕𝑖𝜙
𝜙 .

The asymptotic behaviour of the field 𝜙 as 𝑟→∞ defines a map 𝜙∞ ∶
𝑆1∞→𝑈(1). Such maps fall into homotopy classes, labelled by the winding
number

𝑊(𝜙∞) =
1
2𝜋 ∫

2𝜋

0
𝑑𝜃 𝑑𝛼∞𝑑𝜃 = 𝑖

2𝜋 ∫
2𝜋

0
𝑑𝜃 1

𝜙∞
𝑑𝜙∞
𝑑𝜃 . (2.94)

The field 𝜙 has values in a linear space and therefore any field configuration
can be smoothly deformed into any other. Figure 10 shows a homotopy
between a field with𝑊 = 1 and the constant field 𝜙 = 𝑓, that has𝑊 = 0. It
is clear that in the intermediate steps of the deformation the modulus field |𝜙|
does not tend to 𝑓 as 𝑟→∞. Such fields have infinite static energy, so there
is an infinite energy barrier between configurations with different winding
numbers of 𝜙∞, or in other words the configuration space consists of infinitely
many connected components, labelled by𝑊(𝜙∞).

The time evolution cannot change the winding number of 𝜙∞, so there
must be in the theory a topological conservation law. In fact, consider the
topological current

𝐽𝜆𝑇 =
1
2𝜋𝑖 𝜀

𝜆𝜇𝜈𝜕𝜇�̂�∗𝜕𝜈�̂�, (2.95)

where �̂� = 𝜙∕|𝜙|. This current is identically conserved and the corresponding
topological charge is

𝑄𝑇 = ∫ 𝑑2𝑥 𝐽0𝑇 =𝑊(𝜙∞). (2.96)
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Figure 10. A homotopy in field space. The circles represent the images in field space
of 𝑆1∞, for varying homotopy parameter. The circle of unit radius is the locus of the
minima of the potential.

The physical meaning of the winding number can be understood by us-
ing (2.93) in (2.94) and then applying Stokes’ theorem:

𝑊(𝜙∞) =
𝑒
2𝜋 ∮

𝑆1∞

𝐴𝑖𝑑𝑥𝑖 =
𝑒
2𝜋 ∫

ℝ2

𝑑2𝑥 𝐵 = 𝑒
2𝜋Φ. (2.97)

Ifwe think of two-dimensional space as a plane embedded in three-dimensional
space, 𝐵 is the magnetic field orthogonal to the plane and Φ is its magnetic
flux. Since𝑊 is an integer, we get flux quantization:

Φ = 2𝜋
𝑒 𝑛. (2.98)

We would like to find explicit vortex solutions in each topological sector.
For the soliton with unit flux we make the ansatz

𝐴0 = 0, (2.99a)
𝐴𝑖 = −𝜀𝑖𝑗�̂�𝑗𝐴(𝑟), (2.99b)
𝜙 = 𝐹(𝑟)𝑒𝑖𝜑, (2.99c)

where 𝐴 and 𝐹 are functions of the radius such that

𝐴(𝑟)→ 1
𝑒𝑟 and 𝐹(𝑟)→ 𝑓 + 𝑂(𝑟−1)
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when 𝑟 → ∞. Clearly the asymptotic conditions (2.93) are satisfied and
𝑊(𝜙∞)= 1. However, it has so far proved impossible to solve explicitly the
equations of motions and one has to resort to numerical calculations.

Vortices with𝑚𝐴 = 𝑚𝑆 are said to be critical and have special properties.
One is that the equations of motion can be simplified by using a bound on the
energy, see Exercise 2.4. Unfortunately, the ensuing reduction of the equations
from second order to first order is still not enough to solve them analytically.
A more physical consequence is that the force between two vortices is zero.
Instead, two vortices with unit charge attract if 𝑚𝐴 > 𝑚𝑆 (these are called
theories of type I) and repel if𝑚𝐴 < 𝑚𝑆 (these are called theories of type II).
See Exercise 2.5. One can heuristically understand this by noting that the
interactions mediated by the vector field generate repulsion (one can think
of two vortices as two charges with the same sign), while the interaction
mediated by the scalar field generates attraction. In theories of type I the
scalar is lighter than the vector and the attractive interaction prevails, whereas
in theories of type II the vector is lighter and a net repulsion results. This also
has the consequence that in type I theories, vortex solutions with 𝑛 > 1 are
stable, whereas in type II theories vortices with 𝑛 > 1 tend to break up into 𝑛
vortices of unit charge.

Finally we observe that, just as kinks can be reiterpreted as domain walls
in 𝑑 > 1, the two-dimensional Nielsen–Olesen vortex can be reinterpreted as
a vortex line in three dimensions. If we assume that 𝐴3 = 0 and that all the
fields are independent of 𝑥3, the equations of 𝑑 = 3 scalar electrodynamics
reduce to those of 𝑑 = 2 scalar electrodynamics. Thus, the vortex soliton of
𝑑 = 2 becomes an infinite vortex line in 𝑑 = 3. It now has infinite energy
on account of its infinite length, so it is not a soliton, but it has important
physical application that we review next.

2.6.2 Vortices in superconductors

As we discussed in Section 1.5.4, the Euclidean, three dimensional version of
scalar electrodynamics is the Ginzburg–Landau theory of superconductivity.
We focused on the properties of the superconducting phasewhere theMeissner
effect means that a superconductor acts like a perfect diamagnet (𝜒 = −1).
This phase can be described by the simple Lagrangian (1.149) where the
modulus of the scalar is fixed (|𝜙| = 𝑓) and only its phase, the Goldstone
boson, is active. In order to understand also the other phases one needs the
full Ginzburg–Landau Lagrangian (1.153).

Superconductors are classified into two types, labelled I and II. The phase
diagram of a type I superconductor is shown on the left in Figure 11. There is
a critical temperature 𝑇𝑐 above which superconductivity is impossible. Below
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Figure 11. Phase diagram of a type I (left) and type II (right) superconductor. In type
I superconductor, the material transitions homogeneously from the superconducting
(S) to the normal phase (N) when the external magnetic field exceeds a critical value
𝐵𝑐. In the type II superconductor there is an intermediate phase V (shaded area)
where the material is pierced by vortices.

𝑇𝑐 the material will be in the superconducting phase if the external magnetic
field 𝐵 is below a critical value 𝐵𝑐 and in the normal phase above 𝐵𝑐.

Since superconductivity is related to a nonzero VEV of the scalar, the
existence of a critical temperature can be understood exactly as in the ℤ2-
symmetric model of Section 1.2.2: in the free energy, the mass squared is
positive for 𝑇 > 𝑇𝑐 and negative for 𝑇 < 𝑇𝑐. The fact that here the group𝑈(1)
is gauged does not play any role in this argument.

The existence of a critical magnetic field can be understood as follows.
Consider a piece of material above the critical temperature, so with |𝜙| = 0, in
a magnetic field 𝐵, and lower the temperature below 𝑇𝑐, so that the minimum
of the potential moves to |𝜙| = 𝑓 and is lower by an amount

∆𝑉 = 𝜆
4𝑓

4 = 𝑚4

4𝜆 . (2.100)

In order to transition to the superconducting state, the material must also
expel the magnetic field by creating an opposite magnetic field in its interior.
The energy density that has to be spent for this is 1

2
𝐵2. The difference in energy

density between the superconducting and the normal state is

ℰ𝑆 − ℰ𝑁 = −∆𝑉 + 1
2𝐵

2. (2.101)

Thus, the transition to the superconducting state will happen provided ∆𝑉 >



2.6. VORTICES 105

Figure 12. Induced magnetization as function of applied magnetic field for a type I
superconductor (blue, dashed curve) and for a type II superconductor (black, con-
tinuous curve). For 𝐵 < 𝐵𝑐1 the system is a homogeneous superconductor. Here
𝑀 = −𝐵 and there is Meissner effect. For 𝐵𝑐1 < 𝐵 < 𝐵𝑐2 the system is in the mixed
phase with vortices, for 𝐵 > 𝐵𝑐2 it is a normal conductor.

1
2
𝐵2, i.e. if 𝐵 is less than the critical value

𝐵𝑐 =
√
2∆𝑉. (2.102)

The phase diagram of a type II superconductor, shown on the right in
Figure 11, is more complicated. When the magnetic field exceeds a lower
critical value 𝐵𝑐1 , the magnetic field pierces the superconductor in the form
of thin tubes. These tubes can be thought of as cylinders of normal phase
embedded in the bulk of the superconductor. In the Landau–Ginzburg theory,
the tubes carrying the magnetic field are nothing but the Nielsen–Olesen
vortices of the preceding section. In the present context they are better known
as Abrikosov vortices. Since the core of the vortex is not superconducting, the
topology of a piece of superconductor that is pierced by a vortex line is the
same as that of the thick torus discussed in Section 1.5.4. Therefore, the flux
through the tube must be quantized as in (1.160):7

Φ = 𝜋
𝑒 𝑛. (2.103)

7We now use natural units. Note the similarity and the difference between this quantum
mechanical condition, that comes from BCS theory, and the classical quantization condi-
tion (2.98) of the effective Ginzburg–Landau theory: in the latter 𝑒 is a classical parameter in
the Lagrangian that could have any value, whereas here it is the electron charge (the factor
two is due to the charge of the Cooper pairs). Yet we see that the topological information is
present in both theories.
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The density of flux tubes increases with 𝐵 and for 𝐵 greater than a higher
critical value 𝐵𝑐2, the system returns to the normal, non-superconducting
state. Thus, between the two critical magnetic fields, the thermodynamically
favored state is inhomogeneous. Both critical magnetic fields depend on the
temperature and go to zero when the temperature exceeds 𝑇𝑐. Figure 12 shows
a plot of the induced magnetization as a function of the applied magnetic field
for superconductors of type I and II.

This behavior, and also the difference between type I and type II super-
conductors, can be understood by a slightly more complicated version of the
free energy argument given above.

The properties of the superconductors are determined to a large extent
by two parameters: the London penetration depth 𝜆𝐿, already defined in Sec-
tion 1.5.4 and Exercise 1.8, and the coherence length 𝜉, which is the correlation
length of the scalar field. In the Ginzburg–Landau theory, they are just the
inverse of the photon mass and of the scalar mass:

𝜆𝐿 = 1∕𝑚𝐴, 𝜉 = 1∕𝑚𝑆,

Note that (2.100) can be written in terms of these measurable quantities as

∆𝑉 = 1
8𝑒2𝜆2𝐿𝜉2

. (2.104)

A vortex is a cylinder where the scalar is close to zero in an area of order 𝜋𝜉2
and the magnetic field is present in an area of order 𝜋𝜆2𝐿. Thus, if we are in the
homogeneous superconducting state, the formation of a vortex will increase
the energy by an amount of order

𝜋𝜉2∆𝑉 − 𝜋𝜆2𝐿
1
2𝐵

2.

If there is an area density 𝜌 of vortices, sufficiently low so that vortices do not
overlap, the energy density difference between the vortex and homogeneous
superconducting state is (up to numerical factors of order one)

ℰ𝑉 − ℰ𝑆 ≈ 𝜌𝜋𝜉2∆𝑉 − 𝜌𝜋𝜆2𝐿
1
2𝐵

2. (2.105)

The formation of vortices will be energetically favored if

𝐵 > 𝐵𝑐1 , where 𝐵𝑐1 ≈
𝜉
𝜆𝐿

√
2∆𝑉 ≈ 1

𝑒𝜆2𝐿
(2.106)

is the lower critical field and in the last stepwe used (2.104). If 𝜉 < 𝜆𝐿,𝐵𝑐1 < 𝐵𝑐
and therefore this can happen preserving superconductivity in the rest of the
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bulk. This is what happens in type II superconductors. If 𝜉 > 𝜆𝐿, 𝐵𝑐1 > 𝐵𝑐,
which means that the formation of vortices would only become energetically
favored in a regime where superconductivity has already been lost. This
is the situation in type I superconductors. We thus see that the difference
between the two types of superconductors is dictated by the Ginzburg–Landau
parameter

𝜅 = 𝜆𝐿
𝜉
= 𝑚𝑆
𝑚𝐴

. (2.107)

Type I superconductors have 𝜅 < 1 and type II superconductors have 𝜅 > 1.
While the vortex solution exists in both situations, the profiles of the

functions 𝐴 and 𝐹 in (2.99) have very different behavior: in a type I vortex, 𝐴
decays to zero faster than 𝐹 rises from zero to 𝑓, whereas in a type II vortex
𝐹 grows to 𝑓 faster than 𝐴 goes to zero. This means that the type II vortices
have a small superconducting core, immersed in a slowly decaying magnetic
field.

We can now complete the analysis of the phase diagram of type II super-
conductors. Once it becomes energetically convenient for the magnetic field
to funnel through the vortices, the whole magnetic field will do so. Each
vortex carries a flux 𝜋∕𝑒, so the number density of vortices is:

𝜌 = 𝑒
𝜋𝐵. (2.108)

Using (2.106) this implies

𝜌 ≳ 1
𝜋𝜆2𝐿

. (2.109)

This means that, already just above the transition, the magnetic fields of the
vortices overlap significantly and there is no Meissner effect anymore, while
the non-superconducting cores can remain well separated. In the vortex phase
the density of vortices grows linearly with the magnetic field, and it has an
upper bound

𝜌 ≲ 1
𝜋𝜉2

, (2.110)

where the normal metal cores begin to overlap significantly, which means that
there is no superconductivity anymore. The two bounds on 𝜌 are consistent,
because 𝜆𝐿 > 𝜉. Using (2.108), this implies

𝐵 < 𝐵𝑐2 , where 𝐵𝑐2 ≈
1
𝑒𝜉2

= (
𝜆𝐿
𝜉
)
2

𝐵𝑐1 =
𝜆𝐿
𝜉
√
∆𝑉. (2.111)
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We can also see this by evaluating the energy density difference between
the vortex and normal phase. When vortices overlap, 𝜌𝜋𝜆2𝐿 ≈ 1 and (2.105)
has to be replaced by ℰ𝑉 − ℰ𝑆 ≈ 𝜌𝜋𝜉2∆𝑉 − 1

2
𝐵2. Adding (2.101), and then

using (2.108) and (2.104), we obtain

ℰ𝑉 − ℰ𝑁 ≈ (𝜌𝜋𝜉2 − 1)∆𝑉 ≈ ( 𝐵
𝐵𝑐2

− 1)∆𝑉, (2.112)

When𝐵 > 𝐵𝑐2 the normal phase is energetically favored and superconductivity
ceases to exist.

Since in type II superconductors the vortices repel, just under the upper
critical field they tend to form a tightly packed triangular lattice.

2.7 Monopoles

2.7.1 Duality

Maxwell’s equations can be written in the form

𝜕𝜇𝐹𝜇𝜈 = 𝐽𝜈𝐸 , (2.113a)
𝜕𝜇 ∗𝐹𝜇𝜈 = 0, (2.113b)

where ∗𝐹𝜇𝜈=
1
2
𝑔𝜇𝜌𝑔𝜈𝜎𝜀𝜌𝜎𝛼𝛽𝐹𝛼𝛽 is the dual of the field strength (see Appendix A

for the relevant definitions and conventions). In vacuum (𝐽𝜈𝐸 = 0) these
equations are invariant under the duality transformation 𝐹→∗𝐹, ∗𝐹→∗∗𝐹 =
−𝐹. Writing

𝐹𝜇𝜈 =

⎛
⎜
⎜
⎜
⎝

0 𝐸1 𝐸2 𝐸3
−𝐸1 0 +𝐵3 −𝐵2
−𝐸2 −𝐵3 0 𝐵1
−𝐸3 𝐵2 −𝐵1 0

⎞
⎟
⎟
⎟
⎠

∗𝐹𝜇𝜈 =

⎛
⎜
⎜
⎜
⎝

0 −𝐵1 −𝐵2 −𝐵3
𝐵1 0 𝐸3 −𝐸2
𝐵2 −𝐸3 0 𝐸1
𝐵3 𝐸2 −𝐸1 0

⎞
⎟
⎟
⎟
⎠

we see that duality transformations amount to the replacements 𝐸 → −𝐵,
𝐵→𝐸. In fact the vacuum Maxwell equations are invariant under a whole
𝑈(1) group of transformations of the form

𝐹 → cos 𝜃𝐹 + sin 𝜃 ∗𝐹 (2.114a)
∗𝐹 → − sin 𝜃𝐹 + cos 𝜃 ∗𝐹. (2.114b)

In the presence of sources an asymmetry is seen to arise, due to the empirical
fact that the r.h.s. of the second equation in (2.113) is identically zero. They
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could be made symmetric under duality transformations by introducing a
magnetic current

𝜕𝜇 ∗𝐹𝜇𝜈 = 𝐽𝜈𝑀 (2.115)

and postulating the transformation

𝐽𝐸 → cos 𝜃𝐽𝐸 + sin 𝜃𝐽𝑀 , (2.116a)
𝐽𝑀 → −sin 𝜃𝐽𝐸 + cos 𝜃𝐽𝑀 . (2.116b)

That 𝐽𝜈𝑀 is a magnetic current is seen by observing for example that the time
component of (2.115) would read div𝐵 = 𝐽0𝑀 . Thus 𝐽

0
𝑀 has to be interpreted as

the magnetic charge density. Such a modification would introduce essential
new features in the theory. Most important, if 𝐽𝑀 ≠ 0 it is impossible to intro-
duce amagnetic potential𝐴𝜇 such that𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈−𝜕𝜈𝐴𝜇. This complication
does not arise if we limit ourselves to the study of pointlike magnetic sources.
The Coulomb-like field

𝐵𝑖 =
1
4𝜋

𝑄𝑀
𝑟2 �̂�

𝑖, (2.117)

describing a static pointlike magnetic monopole in the origin, solves the
equation div𝐵 = 𝑄𝑀𝛿(𝑟). It is known as the Dirac monopole. Since the
field is singular in the origin, one can remove this point from space and
regard (2.117) as a smooth field on ℝ3⧵{0}. Since the field 𝐵 given in (2.117)
is divergence free onℝ3⧵{0}, it is possible to introduce the magnetic potential
there.

This solution of Maxwell’s equations has interesting properties that we
shall study in detail in Section 4.1. In particular we will find that the magnetic
monopole can be regarded as a 𝑈(1) gauge field only if 𝑄𝑀 is quantized in
certain units. For the time being we merely observe that, whereas it certainly
looks like a particle, it is a singular field and has infinite energy, so it does not
satisfy the general requirements for being a soliton. The remarkable fact is
that certain nonabelian gauge theories with Higgs fields admit solitons whose
behaviour at large 𝑟 approaches that of a Diracmonopole. Wewill now discuss
this type of solutions.

2.7.2 The ’t Hooft–Polyakov monopole

We consider the Georgi–Glashow model, consisting of an 𝑆𝑂(3) gauge field
𝐴𝜇=𝐴𝑎

𝜇𝑇𝑎 coupled to a Higgs field 𝜙𝑎 in the adjoint (triplet) representation.8

8This model is sometimes viewed as a 𝑆𝑈(2) gauge theory, but as long as there are no
isospinor fields, the transformation −𝕀 ∈ 𝑆𝑈(2) leaves all the fields invariant. The group that
is represented faithfully on the fields is 𝑆𝑂(3).
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Wenere use the unscaled gauge fields, with curvature (1.113) and action (1.112).
The total Lagrangian density is

ℒ = −14𝐹
𝑎
𝜇𝜈𝐹𝜇𝜈𝑎 −

1
2𝐷𝜇𝜙

𝑎𝐷𝜇𝜙𝑎 − 𝜆
4
(
𝜙𝑎𝜙𝑎 − 𝑓2

)2 (2.118)

where
𝐷𝜇𝜙𝑎 = 𝜕𝜇𝜙𝑎 + 𝑒𝜀𝑎𝑏𝑐𝐴𝑏

𝜇𝜙𝑐. (2.119)
It is invariant under the local gauge transformations (1.115). It is very conve-
nient to choose the gauge 𝐴𝑎

0 =0. Then
𝐹𝑎0𝑖=𝜕0𝐴

𝑎
𝑖 , 𝐷0𝜙𝑎=𝜕0𝜙𝑎 (2.120)

and the static energy is simply

𝐸𝑆 = ∫ 𝑑3𝑥[14
(
𝐹𝑎𝑖𝑗

)2
+ 1
2
(
𝐷𝑖𝜙𝑎

)2
+ 𝜆
4
(
𝜙𝑎𝜙𝑎 − 𝑓2

)2
]. (2.121)

Its absolute minimum is obtained for
𝐹𝑖𝑗 = 0, (2.122a)

𝐷𝑖𝜙𝑎 = 0, (2.122b)
𝜙𝑎𝜙𝑎 = 𝑓2, (2.122c)

in which case 𝐸𝑆=0. This is the classical vacuum of the theory. Due to the
shape of the potential, the Higgs phenomenon occurs. This can be seen by
choosing a gauge in which𝐴𝑎

𝑖 =0, 𝜙
𝑎= �̄�𝑎=(0, 0, 𝑓) and expanding the action

to second order in 𝐴 and in the shifted field 𝜙 − �̄�. Invariance under local
𝑆𝑂(3) transformations is not broken, however, and any gauge transform of
this solution is also a solution.

Finiteness of 𝐸𝑆 demands that the conditions (2.122) be satisfied asymptot-
ically when 𝑟→∞. In particular for large 𝑟 we must have 𝜙2 = 𝑓2 + 𝑂(1∕𝑟2),
so the asymptotic behaviour of 𝜙 defines a map 𝜙∞ ∶ 𝑆2∞→ 𝑆2int, where 𝑆

2
∞

denotes the “sphere at infinity” in ℝ3 and 𝑆2int is the locus of the minima of
the potential in field space. The covariant derivative and the magnetic field
have to go to zero like 1∕𝑟2. As in the abelian case, discussed in the previous
section, the second condition in (2.122) does not restrict the map 𝜙 itself. The
asymptotic field 𝜙𝑎∞ can depend on the angles in an arbitrary way and the
condition 𝐷𝑖𝜙 → 0 can then be solved by

𝐴𝑎
𝑖 =

1
𝑓2𝑒 𝜀

𝑎𝑏𝑐𝜕𝑖𝜙𝑏𝜙𝑐 + 𝛼𝑖𝜙𝑎 + 𝑂(1∕𝑟2), (2.123)

for arbitrary constants 𝛼𝑖.
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The scalar fields 𝜙 fall into classes, labelled by the winding number of
the map 𝜙∞. Fields with different winding numbers at infinity are separated
by an infinite energy barrier. There follows that the configuration space
of smooth finite energy configurations for this model consists of infinitely
many connected components, labelled by the winding number of 𝜙∞. The
configuration with 𝑊 = 0 is the vacuum, the one with 𝑊 = 1 is called a
“hedgehog”. The winding number cannot be altered in the course of the
time evolution, so there must be a topological conservation law. Indeed, the
topological current is

𝐽𝜇𝑇 =
1
8𝜋𝜀

𝜇𝜈𝜌𝜎𝜀𝑎𝑏𝑐𝜕𝜈�̂�𝑎𝜕𝜌�̂�𝑏𝜕𝜎�̂�𝑐, (2.124)

where �̂�𝑎= 𝜙𝑎
√
𝜙𝑏𝜙𝑏

. This current is identically conserved and the corresponding
charge is

𝑄𝑇 = ∫ 𝑑3𝑥𝐽0𝑇 =
1
8𝜋 ∫ 𝑑3𝑥𝜀𝑖𝑗𝑘𝜀𝑎𝑏𝑐𝜕𝑖�̂�𝑎𝜕𝑗�̂�𝑏𝜕𝑘�̂�𝑐

= 1
8𝜋 ∫

𝑆2∞

𝑑2𝑥𝜀𝑖𝑗𝜀𝑎𝑏𝑐�̂�𝑎𝜕𝑖�̂�𝑏𝜕𝑗�̂�𝑐 =𝑊(𝜙∞). (2.125)

The last equality can be proven by choosing a particular coordinate system on
𝑆2, for example the spherical coordinates (1.69), and comparing with (2.64).

We are now in a position to explain why configurations with𝑊≠0 can be
interpreted as magnetic monopoles. When the Higgs phenomenon occurs,
we can interpret the projection of the gauge field along the Higgs VEV as
an abelian gauge field. If �̂�𝑎 = (0, 0, 1), the corresponding field strength is
ℱ𝜇𝜈=𝜕𝜇𝐴3

𝜈−𝜕𝜈𝐴3
𝜇. Following ’t Hooft and Polyakov, we can generalize this to

position-dependent Higgs fields [tHo74, Pol74]. Let 𝒜𝜇 = 𝐴𝑎
𝜇�̂�𝑎. We define

an abelian electromagnetic field ℱ𝜇𝜈 by

ℱ𝜇𝜈 = 𝜕𝜇𝒜𝜈 − 𝜕𝜈𝒜𝜇 −
1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎𝜕𝜇�̂�𝑏𝜕𝜈�̂�𝑐. (2.126)

The last term has been added to compensate the 𝑆𝑂(3) non-invariance of𝒜.
In fact, this can also be written as

ℱ𝜇𝜈 = �̂�𝑎𝐹𝑎𝜇𝜈 −
1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎𝐷𝜇�̂�𝑏𝐷𝜈�̂�𝑐, (2.127)

which is manifestly invariant under 𝑆𝑂(3) gauge transformations (see Exer-
cise 2.7). This tensor does not obey the Bianchi identities. Instead,

𝜕𝜈 ∗ℱ𝜈𝜇 = 4𝜋
𝑒 𝐽

𝜇
𝑇 . (2.128)
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as one can check most easily using (2.126). Comparing with (2.115), we see
that we can interpret 4𝜋

𝑒
𝐽𝜇𝑇 as amagnetic current. The correspondingmagnetic

charge is
𝑄𝑀 = 4𝜋

𝑒 𝑄𝑇 =
4𝜋
𝑒 𝑊. (2.129)

Since𝑊 is an integer, we get a quantization condition for the magnetic charge,
analogous to the flux quantization condition (2.98). We shall see in Section 3.1
that quantum mechanics requires the magnetic charge to be quantized in
units of 2𝜋ℏ 𝑐

𝑒
, where 𝑒 is the charge of the electron. The relation between these

two conditions is closely analogous to that between (2.98) and (1.160).
We would like to get an explicit solution to the Euler–Lagrange equations

realizing these nontrivial boundary conditions. Consider the ansatz

𝜙𝑎 = 𝑥𝑎
𝑟 𝐹(𝑟), (2.130a)

𝐴𝑎
𝑖 = 𝜀𝑎𝑖𝑗

𝑥𝑗
𝑟 𝐴(𝑟), (2.130b)

𝐴𝑎
0 = 0. (2.130c)

In order for the potential energy to be finite, 𝐹(𝑟) − 𝑓 must go to zero faster
than 𝑟−3∕2. Then we calculate

𝐷𝑖𝜙𝑎 = (𝛿𝑖𝑎 − �̂�𝑖�̂�𝑎) (
1
𝑟 − 𝑒𝐴)𝐹 + �̂�𝑖�̂�𝑎𝐹′, (2.131)

where a prime stands for derivative with respect to 𝑟. The contribution to the
energy coming from the covariant derivatives will be finite provided𝐴(𝑟)→ 1

𝑒𝑟
for 𝑟→∞. For the non-abelian magnetic field we have

𝐵𝑎𝑖 = − (𝛿𝑖𝑎 − �̂�𝑖�̂�𝑎)𝐴′ − 1
𝑟 𝛿𝑖𝑎𝐴 + �̂�𝑖�̂�𝑎 (𝑒𝐴2 − 1

𝑟𝐴) . (2.132)

It behaves at large 𝑟 like 1∕𝑟2, so themagnetic field energywill be automatically
finite.

Clearly, the conditions for finiteness of the energy are satisfied and this
configuration belongs to the sector𝑊=1. Since𝐷𝜙→0 for 𝑟→∞, the abelian
magnetic field

ℬ𝑖=
1
2𝜀𝑖𝑗𝑘ℱ𝑗𝑘→ �̂�𝑎𝐵𝑎𝑖 = −1𝑒

�̂�𝑖
𝑟2 (2.133)

while ℰ𝑖=ℱ0𝑖=0. Therefore, for large 𝑟, the abelian field strength becomes
identical to the one of the Dirac monopole with charge 𝑄𝑀 = − 4𝜋

𝑒
.

When the ansatz (2.130) is inserted into the Euler–Lagrange equations,
these become coupled second order differential equations for the functions
𝐹 and 𝐴. The exact solution to these equations has not been found; only
numerical solutions have been given.
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2.7.3 The Prasad–Sommerfield limit

There is one particular limit, known as the Prasad–Sommerfield limit, in
which analytic expressions for the functions 𝐹 and𝐴 are known: it is the limit
in which 𝜆 and𝑚2 tend to zero with 𝑓=

√
𝑚2∕𝜆 constant [PSo75]. This is in

some sense the opposite of the limit we took in Section 1.3: the potential goes
to zero, but we retain the boundary conditions of the field that came from
minimizing it. Then one can derive a useful bound on the energy. We have

𝐸 = ∫ 𝑑3𝑥 [14𝐹
𝑎
𝑖𝑗𝐹

𝑎
𝑖𝑗 +

1
2𝐷𝑖𝜙

𝑎𝐷𝑖𝜙𝑎]

= 1
4 ∫ 𝑑3𝑥

(
𝐹𝑎𝑖𝑗 ∓ 𝜀𝑖𝑗𝑘𝐷𝑘𝜙

𝑎
)2
± 1
2 ∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘𝐹𝑎𝑖𝑗𝐷𝑘𝜙

𝑎. (2.134)

In the second term on the r.h.s. the covariant derivative can be integrated by
parts, and using the Bianchi identities for 𝐹𝑎𝑖𝑗 it becomes

1
2 ∫ 𝑑3𝑥 𝜕𝑘

(
𝜀𝑖𝑗𝑘𝐹𝑎𝑖𝑗𝜙

𝑎
)
= 𝑓 ∫

𝑆2∞

𝑑𝜎𝑘ℬ𝑘=𝑓 𝑄𝑀=
4𝜋𝑓
𝑒 𝑊, (2.135)

where we have used (2.133). Using this in (2.134) we get the so-called Bogo-
mol’nyi bound [Bog75]

𝐸 ≥ 4𝜋𝑓
𝑒 |𝑊|, (2.136)

with equality holding if and only if

𝐹𝑎𝑖𝑗 = ±𝜀𝑖𝑗𝑘𝐷𝑘𝜙𝑎. (2.137)

The solutions of these equations are the absolute minima of the static energy
and therefore automatically satisfy the Euler–Lagrange equations of the theory.
In this way we have been able to replace the second-order Euler–Lagrange
equations with the first-order equations (2.137). In the Prasad–Sommerfield
limit the explicit form of the functions appearing in (2.130), for the lower sign
in (2.137), is

𝐹(𝑟) = 𝑓
tanh(𝑒𝑓𝑟)

− 1
𝑒𝑟 , (2.138a)

𝐴(𝑟) = 1
𝑒𝑟 −

𝑓
sinh(𝑒𝑓𝑟)

. (2.138b)

The profiles of these functions are shown in Figure 13.
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Figure 13. Monopole profiles in the Prasad–Sommerfield limit.

2.7.4 Symmetries and moduli

The symmetries of the Georgi–Glashow model are the Poincaré group and
internal 𝑆𝑂(3) transformations with constant parameters (global gauge trans-
formations). These are transformations that correspond to observable trans-
formations on the fields, and they do not include local gauge transformations,
that correspond to unobservable transformations of the fields.

We now ask which of these transformations are also symmetries of the
monopole solution. Time translation invariance is preserved, because the
solution is static, but space translations are broken, becausewe can distinguish
a monopole from a translated monopole. Boosts are also broken: acting with a
boost generates another solution that describes a monopole in motion. There
remain to discuss internal rotations and space rotations.

Let us consider the effect these transformations have on the scalar field
𝜙𝑎 = 𝐹(𝑟)�̂�𝑎. An internal transformation with constant parameter 𝜖𝑎𝐼 trans-
forms

𝛿𝐼𝜙𝑎 = 𝜀𝑎𝑏𝑐𝜖𝑏𝐼 𝜙
𝑐. (2.139)

Under the rotation group a scalar transforms by

𝛿𝑅𝜙𝑎 = 𝛿𝑥𝑘𝜕𝑘𝜙𝑎,

where
𝜕𝑘𝜙𝑎 =

1
𝑟 [𝐹𝛿𝑘𝑎 −

𝑥𝑘𝑥𝑎
𝑟2 (𝑟𝐹′ − 𝐹)] .

A space rotation corresponds to 𝛿𝑅𝑥𝑖 = 𝜖𝑎𝑅𝜀𝑎𝑖𝑗𝑥
𝑗, so

𝛿𝑅𝜙𝑎 = 𝜀𝑎𝑏𝑐𝜖𝑏𝑅𝜙
𝑐. (2.140)
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From (2.139) and (2.140) we see that 𝜙 is invariant under the combined trans-
formation

(𝛿𝑅 − 𝛿𝐼)𝜙𝑎 = 0
where the infinitesimal parameters are the same in the two cases. The gauge
field 𝐴𝑎

𝑖 is also invariant under the same transformations (see Exercise 3.7) so
the monopole has a symmetry 𝑆𝑂(3) consisting of simultaneous internal and
space rotations. This subgroup is unbroken and does not give rise to moduli.

There remains one 𝑆𝑂(3) subgroup that we can choose to correspond to
the internal transformations and could give rise to moduli. However, recall
that we work in a functional space with fixed boundary conditions. In this
space the field 𝜙 at infinity is fixed and we do not allow transformations that
change it. Since the field 𝜙𝑎 at infinity is direction-dependent, the transfor-
mations that leave it invariant must also be direction-dependent and are not
strictly speaking a subgroup of the rigid internal 𝑆𝑂(3) rotations. They can
be described in the following way. As is always the case, a field configuration
in the Higgs phase can be brought to the unitary gauge, where the Higgs is
aligned along the third direction. The transformation that does this for the
monopole is [AFG74]

𝑇 =

⎡
⎢
⎢
⎢
⎢
⎣

�̂�22+�̂�
2
1 �̂�3

1−�̂�23
− �̂�1�̂�2
1+�̂�3

−�̂�1

− �̂�1�̂�2
1+�̂�3

�̂�21+�̂�
2
2 �̂�3

1−�̂�23
−�̂�2

�̂�1 �̂�2 �̂�3

⎤
⎥
⎥
⎥
⎥
⎦

. (2.141)

See Exercise 2.8. This is clearly a singular transformation, since it changes
the winding number of the Higgs field at infinity, but it defines a valid gauge
locally. In this gauge the last remaining modulus consists just of the group of
internal rotations around the third axis. Alternatively, in the regular gauge
the modulus parameterizes the rotations of the form

𝑇−1𝑒𝛼𝑡3𝑇

In conclusion, the monopoles come in a four-parameter family, characterized
by the coordinates of the center of mass and an internal angle.

2.7.5 Monopoles in GUTs

The preceding discussion of the Georgi–Glashow model can be generalized to
arbitrary groups𝐺 and𝐻. The condition for the existence of monopoles is that
the map 𝜙∞, mapping the sphere at infinity to the minima of the potential, has
to be topologically nontrivial. Since the orbit where the potential is minimized
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is diffeomorphic to the coset space 𝐺∕𝐻, the condition is that 𝜋2(𝐺∕𝐻) be
nontrivial.

The homotopy groups of this space are related to the homotopy groups
of 𝐺 and 𝐻 by the so-called homotopy exact sequence. This is discussed in
general in Appendix E.5. The part of the sequence that is relevant to us is

…
𝜕
,→ 𝜋2(𝐻)

𝜄∗,→ 𝜋2(𝐺)
𝜇∗,,→ 𝜋2(𝐺∕𝐻)

𝜕
,→ 𝜋1(𝐻)

𝜄∗,→ 𝜋1(𝐺)→ … (2.142)
Here 𝜄∗ are the homomorphisms of homotopy groups induced by the embed-
ding 𝜄 ∶ 𝐻 → 𝐺 and 𝜇∗ are the homomorphisms induced by the projection
𝜇 ∶ 𝐺 → 𝐺∕𝐻. The basepoints in the groups are the identity elements 𝑒 and
the basepoint in the coset space is the coset of the identity, 𝑒𝐻.

We need the following properties of Lie groups. Of all the homotopy groups
of 𝑈(1) only the fundamental group 𝜋1 is nontrivial and equal to the integers.
If 𝐺 is a compact, connected, simple Lie group 𝐺, 𝜋2(𝐺) = 0 and 𝜋3(𝐺) = ℤ.

We can use these properties to deduce the second homotopy group of the
coset space. One has to use the fact that the maps in the exact sequence are
such that the image of each map is the kernel of the next. For example, in
the case of GUTs, the group 𝐺 is compact, simple and simply connected and
the subgroup 𝐻 contains an abelian factor (the unbroken electromagnetic
𝑈(1)𝑄). Thus

…
𝜕
,→ 0

𝜄∗,→ 0
𝜇∗,,→ 𝜋2(𝐺∕𝐻)

𝜕
,→ ℤ

𝜄∗,→ 0→ … (2.143)
The fact that 𝜋2(𝐺) = 0 implies that the map 𝜇∗ is injective and the fact that
𝜋1(𝐺) = 0 implies that 𝜇∗ is surjective. Thus 𝜋2(𝐺∕𝐻) is isomorphic to ℤ,
and the theory will have monopoles.

This argument does not apply to the Standard Model, because the group 𝐺
contains an abelian factor 𝑈(1)𝑌 . Even though this subgroup is not the same
as the electromagnetic, unbroken group 𝑈(1)𝑄, one can continuously deform
one into the other by

𝑄𝑡 = 𝑡𝑇3 + 𝑌, 0 ≤ 𝑡 ≤ 1
and therefore 𝜄∗ ∶ 𝜋1(𝑈(1)) → 𝜋1(𝐺) is still an isomorphism. This implies
that the image of 𝜕 is zero. On the other hand, since 𝜋2(𝑆𝑈(2)×𝑈(1)) = 0, the
map 𝜕 is still injective. Therefore we must have 𝜋2(𝑆𝑈(2) ×𝑈(1)∕𝑈(1)) = 0,
andwe conclude that the StandardModel does not admitmonopole solutions.9
One could have come to the same conclusion much more easily by noting that
the orbit of the minima, defined by (1.168), is a three-sphere, and 𝜋2(𝑆3) = 0.

Instead of appealing to the existence of the homotopy exact sequence, one
can give an ad hoc proof of the above results, see Exercise 2.9.

9There actually exist monopole-like solutions in electroweak theory [ChM96], but they do
not satisfy the regularity conditions we demand of solitons.
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2.8 Exercises

Exercise 2.1: Bogomol’nyi bound for the kink

The kink is so simple that we could find the solution in closed form
without great difficulty, but it is nevertheless instructive to have a bound
on the static energy similar to the one of more complicated solitons.

Show that if we write the potential as

𝑉(𝜙) = 1
2 (

𝑑𝑊
𝑑𝜙 )

2
,

for a suitable prepotential𝑊(𝜙), the static energy can be written

𝐸𝑆 =
1
2 ∫ 𝑑𝑥 (𝑑𝜙𝑑𝑥 +𝑊′)

2
− (𝑊(∞) −𝑊(−∞)).

Write the explicit prepotential for the potential (2.2) and show (a) that
𝑊(∞) −𝑊(−∞) is proportional to the topological charge and (b) that
the kink (2.6) solves the first order equation

𝑑𝜙
𝑑𝑥 +𝑊′ = 0.

Exercise 2.2: Interactions between kinks

Two widely separated static kinks can be treated as two particles ex-
erting a mutual force. The force can be calculated as follows. Assume
there is an antikink at 𝑥 = −𝑎 and a kink at 𝑥 = 𝑎, with 𝑎 ≫ 1∕(

√
𝜆𝑓)

(the size of the kink). The configuration can be described as

𝜙(𝑥) = 𝜙1(𝑥) + 𝜙2(𝑥) + 1 (2.144)

where 𝜙1(𝑥) is the field of the static antikink and 𝜙2(𝑥) is the field of
the static kink. Without using this ansatz, let−𝑎 ≪ 𝑏 ≪ 𝑎 and consider
the momentum of the field in the half space left of 𝑏:

𝑃 = − ∫
𝑏

−∞
𝑑𝑥 �̇�𝜙′.

Derive a general formula for the force 𝐹 = 𝑑𝑃
𝑑𝑡
. Since the integrand is a

total derivative, the force can be expressed in terms of the field and its
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derivatives at −∞ and 𝑏. Now use the ansatz. For 𝑥 ≤ 𝑏, the quantity
𝜙2+1 is exponentially small, so when (2.144) is used, one can treat it as
a small perturbation and keep only linear terms. Also use the equation
of motion, to obtain

𝐹 = −𝜙′1𝜙
′
2 + (𝜙2 + 1)𝜙′′1

||||
𝑏
∞
.

Use the explicit form of 𝜙1,2 to calculate the force (use the approxi-
mation tanh(𝑥) ≈ 1 − 2𝑒−2𝑥 for 𝑥 ≫ 1, and the analogous one for
𝑥 ≪ 1).

Exercise 2.3: Renormalization of the kink mass

Solve the one-dimensional non-relativistic scattering problem in the
Pöschl–Teller potential (2.22) and check the phase shifts (2.26).
See e.g. [MoF53], eq. (12.3.22) and following.

Fill in the details between (2.27) and (2.28).

Exercise 2.4: Critical vortices

The behavior of vortices depends qualitatively on the masses𝑚𝐴 and
𝑚𝑆. Show that when𝑚𝐴 = 𝑚𝑆 we can rewrite the energy as

𝐸𝑆 = ∫ 𝑑2𝑥 {12
[
𝐵 + 𝑒

2
(
|𝜙|2 − 𝑓2

)]2
+ 1
2 |(𝐷1 + 𝑖𝐷2)𝜙|2} + 𝜋𝑛𝑓2

(2.145)
where 𝑛 is the winding number. Thus we have the “Bogomol’nyi”
bound

𝐸𝑆 ≥ 𝜋𝑛𝑓2 (2.146)

and the inequality is saturated for

𝐵 + 𝑒
2
(
|𝜙|2 − 𝑓2

)
= 0 (2.147a)

(𝐷1 + 𝑖𝐷2)𝜙 = 0. (2.147b)

Go to polar coordinates (𝑟, 𝜃). The Ansatz (2.99) means that the gauge
field 𝐴 only has component 𝜃. Insert the Ansatz in the (second order)
equations of motion and in the Bogomol’nyi equations (2.147). Check
that the latter imply the former.
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For large 𝑟 the equations can be linearized. Deduce that the behav-
ior of the fields for large 𝑟 is given by

𝐴𝜃 ∼
𝑛
𝑒𝑟 − 𝑘𝐴𝐾1(𝑚𝐴𝑟) (2.148a)

𝐹(𝑟) ∼ 𝑓 − 𝑘𝑆𝐾0(𝑚𝑆𝑟), (2.148b)

where 𝑘𝐴, 𝑘𝑆 are constants and 𝐾0, 𝐾1 are modified Bessel functions.

Exercise 2.5: Interaction of vortices

Let (𝐴(𝑖), 𝜙(𝑖)), 𝑖 = 1, 2 be the fields corresponding to single vortices
located at positions 𝑥1 and 𝑥2, with 𝑅 = |𝑥2 − 𝑥1| much larger than
the size of the vortex. Abrikosov made an Ansatz for the field of two
vortices

𝜙 = 𝜙(1)𝜙(2)

𝐴 = 𝐴(1) + 𝐴(2). (2.149)

Far from the vortex cores𝜙(𝑖) = 𝑓(1−𝜎(𝑖))𝑒𝑖𝜒(𝑖) and𝜎(𝑖) are exponentially
small. Thus we can approximate:

𝜙 ∼ 𝑓(1 − 𝜎(1) − 𝜎(2))𝑒𝑖(𝜒(1)+𝜒(2)).

Furthermore
𝐵 = 𝐵(1) + 𝐵(2)

and we can approximate

𝐷𝑖𝜙 = 𝜙(1)𝐷(2)
𝑖 𝜙(2) + 𝜙(2)𝐷(1)

𝑖 𝜙(1) ∼ 𝑓(𝑒𝑖𝜒(1)𝐷(2)
𝑖 𝜙(2) + 𝑒𝑖𝜒(2)𝐷(1)

𝑖 𝜙(1)).

The interaction energy of the vortices can be defined as the difference
between the energy of this (approximate) solution and the sum of the
energies of the single vortices. Inserting the Abrikosov ansatz (2.149)
in the formula for the static energy and using (2.148) one can compute
the interaction energy, which turns out to behave like

𝐸int(𝑅) ∼ 𝐶𝐴𝐾0(𝑚𝐴𝑅) − 𝐶𝜙𝐾0(𝑚𝑆𝑅), (2.150)

where 𝐶𝐴, 𝐶𝜙 are (positive) constants. Thus the scalar contribution
produces attraction and the vector contribution produces repulsion.
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Prove (2.150) at criticality, where 𝐶𝐴 = 𝐶𝜙. Since also 𝑚𝐴 = 𝑚𝑆,
vortices exert no mutual force in this case. Close to criticality one can
assume that 𝐶𝐴 and 𝐶𝜙 are almost the same. For 𝜅 < 1 (𝑚𝑆 < 𝑚𝐴)
the interaction energy is negative and the vortices attract; for 𝜅 > 1
(𝑚𝑆 > 𝑚𝐴) the interaction energy is positive and the vortices repel.
The former case corresponds to type-I superconductors, the latter to
type-II superconductors.

Exercise 2.6: Formulae for Skyrmions

Using (1.81), check that equation (2.76) reproduces the general formu-
las for the winding number (E.2). Check the additivity property of the
winding number, equation (2.77). Using the formula

exp(𝑔𝑛𝑎𝜏𝑎) = cos (𝑔2) + 2𝑛𝑎𝜏𝑎 sin (
𝑔
2)

show that the field given in (2.78) has winding number one.

Exercise 2.7: Formulae for the monopole

Prove that (2.127) is equivalent to (2.126).

Exercise 2.8: Monopole in unitary gauge

Show that the gauge transformation (2.141) brings the monopole field
to unitary gauge.

Exercise 2.9: Direct calculation of 𝜋2(𝐺∕𝐻)

Without using the homotopy exact sequence, one can calculate
𝜋2(𝐺∕𝐻) directly. What follows is taken formColeman’s 1975 Erice lec-
tures on “Classical lumps and their quantum descendants”, reprinted
in [Col85].

We start from themap 𝜙∞ ∶ 𝑆2∞ → 𝐺∕𝐻. As usual in homotopy, we
think of it as a map 𝐼 × 𝐼 → 𝐺∕𝐻, such that 𝜙∞(𝑡1, 𝑡2) = 𝑒𝐻 whenever
𝑡1 or 𝑡2 is equal to 0 or 1. Using the gauge field 𝐴 we construct a map
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𝑔∞ ∶ 𝑆2∞ → 𝐺 as follows:

𝑔∞(𝑡1, 𝑡2) = 𝑃 exp ∫
𝑡1

0
𝑑𝑡𝐴(𝑡, 𝑡2).

The integral is along the line (𝑡, 𝑡2) with constant 𝑡2. Since 𝐷𝜙∞ = 0,
𝑔∞(𝑡1, 𝑡2)𝑒𝐻 = 𝜙∞(𝑡1, 𝑡2),

or in other words 𝜙∞ = 𝜇◦𝑔∞. Clearly 𝑔∞(𝑡1, 0) = 𝑔∞(𝑡1, 1) =
𝑔∞(0, 𝑡2) = 𝑒. Since 𝜇(𝑔∞(1, 𝑡2)) = 𝜙∞(1, 𝑡2) = 𝑒𝐻, 𝑔∞(1, 𝑡2) ∈ 𝐻.
We define ℎ(𝑡2) = 𝑔∞(1, 𝑡2). In this way we have constructed a map
𝜕 ∶ 𝜋2(𝐺∕𝐻)→ 𝜋1(𝐻) that maps [𝜙∞] to [ℎ].

Nextwe observe that themap 𝑔∞ defines a homotopy of 𝜄◦ℎ (for 𝑡1 =
1) to a constant (for 𝑡1 = 0). Thus im 𝜕 ⊂ ker 𝜄∗. Running the above
argument backwards, given ℎ ∶ 𝑆1 → 𝐻 such that 𝜄◦ℎ is homotopic to
a constant, we construct a map 𝜙∞ such that 𝜕([𝜙∞]) = [ℎ]. Thus 𝜕 is
surjective.

To complete the proof, wemust show that 𝜕 is also injective, i.e. that
if ℎ is homotopic to a constant, also [𝜙∞] is homotopic to a constant.
To this end, let us define 𝛾 ∶ 𝐼 × 𝐼 → 𝐺 by

𝛾(𝑡1, 𝑡2) =
⎧

⎨
⎩

𝑔∞(2𝑡1, 𝑡2) for 0 ≤ 𝑡1 ≤
1
2

𝑔∞(1, 𝑡2) for 1
2
≤ 𝑡1 ≤ 1.

and 𝜑 ∶ 𝑆2 → 𝐺∕𝐻 by

𝜑(𝑡1, 𝑡2) =
⎧

⎨
⎩

𝜙∞(2𝑡1, 𝑡2) for 0 ≤ 𝑡1 ≤
1
2

𝑒𝐻 for 1
2
≤ 𝑡1 ≤ 1.

Thesemaps are such that𝜑 = 𝜇◦𝛾. Then, let ℎ𝑡 be a homotopy between
ℎ0 = ℎ and ℎ1 = 𝑒𝐻. If we replace 𝛾 by the map

𝛾′(𝑡1, 𝑡2) =
⎧

⎨
⎩

𝑔∞(2𝑡1, 𝑡2) for 0 ≤ 𝑡1 ≤
1
2

ℎ2𝑡1−1(𝑡2) for 1
2
≤ 𝑡1 ≤ 1.

we have again 𝜑 = 𝜇◦𝛾′, but now the map 𝛾′ is equal to 𝑒 on the
boundary of 𝐼 × 𝐼, and therefore can be viewed as a map 𝑆2 → 𝐺.
Since 𝜋2(𝐺) = 0, 𝛾′ is homotopic to a constant, and therefore also 𝜑
is homotopic to a constant, which is equivalent to saying that 𝜙∞ is
homotopic to a constant.





Chapter 3

𝝅𝟏(𝒬), 𝜽-sectors and instantons

We have seen in the previous chapter that when the configuration space of
a theory is not connected, there is a conserved topological charge and, if
the dynamics is properly chosen, topological solitons. In this chapter we
will consider situations where the configuration space is connected but not
simply connected. The paradigm of this phenomenon in finite dimensional
quantum mechanics is the Aharonov–Bohm effect. In the first part of the
chapter we give several examples of theories, both in quantummechanics and
quantum field theory, with multiply connected configuration spaces. They are
all characterized by the existence of a topological term that does not change
the equations of motion, and hence is immaterial in the classical theory, but
affects the corresponding quantum theory: the Hilbert space is split again in
superselection sectors, that in the most interesting cases are parametrized by
an angle 𝜃.

In the second part we introduce the instantons, solutions of the field equa-
tions representing the motion of the system in Euclidean time through a
non-contractible loop in configuration space, and having a nontrivial topolog-
ical invariant. Although physically very different, solitons and instantons are
mathematically very similar objects: they are regular and localized solutions
of Euclidean field equations minimizing some functional (the energy for soli-
tons, the action for instantons). Insofar as these functionals are essentially
the same, we shall see in Section 3.6 that all the solitons we encountered
in Chapter 2 can be reinterpreted as instantons for the Euclidean version of
the same theory in one less dimension. Finally in Section 3.7 we show that
quantum fluctuations around instantons give nonperturbative contributions
to the path integral that can be calculated by semiclassical methods in some
simple cases.
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3.1 Theta sectors

3.1.1 The Aharonov–Bohm effect

Consider an electron double slit interference experiment with a solenoid
placed between the two slits, carrying a magnetic fluxΦ. The electrons emerg-
ing from the two slits graze the solenoid and thereafter form an interference
pattern on a screen. The interference pattern is observed to depend on the
flux and to repeat itself when the flux changes by1

∆Φ = 2𝜋ℏ𝑐
𝑒 ,

where 𝑒 is the charge of the electron [AhB59, AhB61].
Wewill nowgive an idealized theoretical interpretation of this phenomenon.

Consider an infinite perfect solenoid lying along the 𝑧 axis. The core of the
solenoid is assumed to be totally impenetrable to the electrons (the core is
typically made of iron, and we neglect the probability of an electron tunnelling
through it). When the current flows, there is a constant magnetic field inside
the solenoid but the magnetic field is zero outside (a real solenoid is not in-
finitely long and the distance between the coils is not zero, so the magnetic
field has a weak tail outside the solenoid, that we neglect). As a result of
these approximations, the electrons move in a configuration space 𝒬 which
is all of ℝ3 with the solenoid removed and the magnetic field vanishes on 𝒬.
The space 𝒬 is multiply connected, with 𝜋1(𝒬)=ℤ. Consider the magnetic
potential

𝒜 = 𝜃 ℏ𝑐
2𝜋𝑒𝑑𝜑, (3.1)

where 𝜃 is an arbitrary real parameter, and 𝜑 is the azimuthal cylindrical
coordinate around the 𝑧 axis. The magnetic field corresponding to 𝒜 is zero,
so 𝒜 is a good gauge potential on 𝒬. To find the meaning of the parameter 𝜃,
consider the line integral of 𝒜 along a loop encircling the 𝑧 axis: ∮ 𝒜=𝜃 ℏ𝑐

𝑒
.

On the other hand, using Stokes’ theorem, the line integral is equal to the
integral of ℱ = 𝑑𝒜 on a surface bounded by the loop; such a surface cuts
through the solenoid, so the integral is equal to the magnetic flux through
the solenoid, Φ. So we find 𝜃= 𝑒

ℏ𝑐
Φ. We conclude that 𝒜 is the potential seen

by an electron travelling outside the solenoid when the flux in the solenoid
is ℏ𝑐

𝑒
𝜃.
The interference pattern on the screen arises from the phase difference

betweenwaves that travel above and below the solenoid. Consider first the case
1For quantum mechanical systems we use Heaviside–Lorentz units, see Appendix A.1.
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when there is no flux, 𝜃 = 0. The wave function satisfies the free Schrödinger
equation 𝐻0𝜓0=𝐸𝜓0, with the free hamiltonian 𝐻0=−

ℏ2

2𝑚
𝜕𝑖𝜕𝑖. Let us now

turn on the flux. The Hamiltonian becomes

𝐻 = − ℏ2
2𝑚𝒟𝑖𝒟𝑖 (3.2)

where 𝒟𝑖 = 𝜕𝑖 −
𝑖𝑒
ℏ𝑐
𝒜𝑖 is the covariant derivative with respect to 𝒜. It is

immediate to check that

𝜓(𝑞) = 𝜓0(𝑞)𝑒
𝑖𝑒
ℏ𝑐
∫ 𝑞 𝒜, (3.3)

obeys the Schrödinger equation with Hamiltonian (3.2) and the same energy
eigenvalue 𝐸. The phase difference between waves that travel above and
below the solenoid in the presence of the magnetic flux is equal to the phase
difference in the absence of magnetic flux, plus 𝑒

ℏ𝑐
∮ 𝒜=𝜃. This phase, and

hence the interference pattern, varies linearly with flux. When 𝜃 changes by
2𝜋, the phase remains the same. So the interference pattern has to be periodic
inΦwith period 2𝜋ℏ𝑐

𝑒
, as observed. This concludes the theoretical explanation

of the Aharonov–Bohm effect.
Let us see a bit more closely what this phenomenon means. The effect of

a gauge transformation on the wave function and on the gauge potential is

𝜓′ = 𝑒−𝑖𝛼𝜓, 𝒜′ = 𝒜 − ℏ𝑐
𝑒 𝑑𝛼, (3.4)

where 𝑔(𝑥) = 𝑒𝑖𝛼(𝑥) is a function from 𝒬 into 𝑈(1). We assume that the
wavefunctions 𝜓 are periodic both before and after the gauge transformation,
and therefore 𝑔 has to be a well-defined, single valued function into 𝑈(1).
Two gauge potentials𝒜 and𝒜′ are 𝑈(1)-gauge related only if the function 𝑔
in (3.4) is single valued.

Now consider two gauge potentials 𝒜=𝜃 ℏ𝑐
2𝜋𝑒

𝑑𝜑 and 𝒜′=𝜃′ ℏ𝑐
2𝜋𝑒

𝑑𝜑 corre-
sponding to different values of the flux. Are they gauge related in the strict
sense defined above? We have

𝒜′−𝒜=(𝜃′−𝜃) ℏ𝑐2𝜋𝑒𝑑𝜑,

and comparing with (3.4) we see that

𝛼(𝜑)= 𝜃 − 𝜃′
2𝜋 𝜑.
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The gauge potentials 𝒜 and 𝒜′ are 𝑈(1)-gauge related if 𝑒𝑖𝛼 is single valued,
which is equivalent to 𝜃−𝜃′ = 2𝜋𝑛, with 𝑛 integer. Thus we learn that the
interference patterns are the same whenever the gauge potentials are 𝑈(1)
gauge-related, and differ otherwise.

There is here a significant difference between classical and quantum me-
chanics. In classical mechanics the electron moves according to the Lorentz
force. Any two gauge potentials giving the same field strength will produce the
same trajectories for charged particles. The value of 𝜃 is physically irrelevant.
In quantum mechanics there is not a single trajectory, rather a superposition
of all possible trajectories, and the phase accrued by the wave function along
different trajectories depends in a nontrivial way on the gauge potential. The
classical electron “sees” only the field strength, but the quantum electron is
sensitive to the gauge equivalence class of the potential. One can thus say that
there is an ambiguity in the quantization: to a single classical theory there
correspond infinitely many inequivalent quantum theories parametrized by
the angle 𝜃.

3.1.2 Generalization

In mathematics, a gauge potential is interpreted as a connection and its field
strength as the corresponding curvature. The connections with zero curvature
are called flat connections. The Aharonov–Bohm effect implies that the in-
equivalent quantum theories are in one-to-one correspondence with𝑈(1) gauge
equivalence classes of flat connections. We can now take the Aharonov–Bohm
effect as the paradigm for a new class of phenomena and look for generaliza-
tions in other theories.

For this, we need the answer to the following mathematical question:
given a manifold 𝒬, what is the set of gauge equivalence classes of flat 𝑈(1)
connections on 𝒬? To this end, recall that all the gauge invariant information
about a connection is contained in its holonomies (a.k.a. “Wilson loops”)

𝜒(𝓁) = 𝑒
𝑖𝑒
ℏ𝑐
∮𝓁𝒜. (3.5)

In the case of a flat connection, these holonomies are invariant under contin-
uous deformations of the loop (homotopies). Thus they only depend on the
homotopy class of the loop: 𝜒(𝓁) = 𝜒([𝓁]) (we consider only loops starting
and ending at a basepoint 𝑞∗ in 𝒬). It is easy to see, using the definition of
product of homotopy classes given in Appendix E.1, that

𝜒([𝓁1] ⋅ [𝓁2])=𝑒
𝑖𝑒
ℏ𝑐
∮𝓁1 𝒜+

𝑖𝑒
ℏ𝑐
∮𝓁2 𝒜=𝜒([𝓁1])𝜒([𝓁2]),
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so 𝜒 defines a homomorphism from 𝜋1(𝒬) into 𝑈(1). Conversely, given any
character𝜒, it can be shown that there exists a flat connection𝒜 such that (3.5)
holds.

Thus, the set of flat 𝑈(1) connections modulo gauge transformations is in
bijective correspondence with the set of characters of the fundamental group:

Hom
(
𝜋1(𝒬), 𝑈(1)

)
.

Note that if 𝒬 is simply connected, there is no quantization ambiguity of
this type.

In the following we shall encounter only two cases: 𝜋1(𝒬) = ℤ and
𝜋1(𝒬) = ℤ2. In the former case the characters are given by 𝜒𝜃(𝑛) = 𝑒𝑖𝜃𝑛.
Since 𝜃 and 𝜃 + 2𝜋𝑚, with ∈ ℤ define the same character, we have

Hom
(
ℤ, 𝑈(1)

)
= 𝑈(1),

where 𝑈(1) is parameterized by 0 ≤ 𝜃 < 2𝜋. In the other case the characters
are 𝜒+(1) = 1, 𝜒+(−1) = 1 and 𝜒−(1) = 1, 𝜒−(−1) = −1, so

Hom
(
ℤ2, 𝑈(1)

)
= ℤ2.

3.1.3 The topological term

The lesson of the Aharonov–Bohm effect can now be carried over to an arbi-
trary configuration space. Consider a particle with mass𝑚, electric charge
𝑒, moving on a manifold 𝒬 with metric 𝑔𝑖𝑗(𝑞), potential 𝑉(𝑞), magnetic field
ℱ𝑖𝑗(𝑞). Also, let 𝒜𝑖(𝑞) be a gauge potential such that ℱ𝑖𝑗=𝜕𝑖𝒜𝑗 − 𝜕𝑗𝒜𝑖. Ev-
erything that follows is true also in the case when 𝒬 is infinite dimensional.
The most general Lagrangian quadratic in time derivatives of 𝑞 is

𝐿 = 1
2𝑚𝑔𝑖𝑗(𝑞)�̇�

𝑖�̇�𝑗 + 𝑒
𝑐𝒜𝑖(𝑞)�̇�𝑖 − 𝑉(𝑞). (3.6)

The momentum conjugate to 𝑞𝑖 is

𝑝𝑖 = 𝑚𝑔𝑖𝑗(𝑞)�̇�𝑗 +
𝑒
𝑐𝒜𝑖(𝑞), (3.7)

and the canonical hamiltonian is

𝐻 = 1
2𝑚𝑔𝑖𝑗(𝑞)

(
𝑝𝑖 −

𝑒
𝑐𝒜𝑖

) (
𝑝𝑗 −

𝑒
𝑐𝒜𝑗

)
+ 𝑉(𝑞),
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where 𝑔𝑖𝑗𝑔𝑗𝑘 = 𝛿𝑖𝑘. In the Schrödinger picture, coordinate representation,
quantization is achieved by replacing 𝑞𝑖 with the multiplicative operator 𝑞𝑖 =
𝑞𝑖 and 𝑝𝑖 with the derivative operator 𝑝𝑖 = −𝑖ℏ 𝜕

𝜕𝑞𝑖
. Then we have

ˆ𝑝𝑖 − 𝑒𝒜𝑖 = −𝑖ℏ( 𝜕
𝜕𝑞𝑖

− 𝑖𝑒
ℏ𝑐𝒜𝑖) = −𝑖ℏ𝒟𝑖, (3.8)

where𝒟𝑖 is the covariant derivative with respect to 𝒜𝑖, acting now on wave-
functions 𝜓(𝑞). The hamiltonian becomes the operator

�̂� = − ℏ2
2𝑚

1
√
𝑔
𝒟𝑖
√
𝑔𝑔𝑖𝑗𝒟𝑗 + 𝑉 (3.9)

where 𝑔=det(𝑔𝑖𝑗).2 Now let us consider the special case when the connection
is flat: ℱ=0. There exists at least locally a function Λ such that

𝒜𝑖 =
ℏ𝑐
𝑒 𝜕𝑖Λ (3.10)

so the second term in (3.6) is a total derivative:

𝐿𝑇 =
𝑒
𝑐 �̇�

𝑖𝒜𝑖(𝑞) = ℏ𝑑Λ𝑑𝑡 . (3.11)

This term does not affect the equations of motion and therefore can be ne-
glected in the classical theory. It is called a topological term. We shall un-
derstand better the reason for this terminology when we consider concrete
examples.

3.1.4 Multivalued wave functions

There is an alternative description of the 𝜃 sectors that does not rely on the
existence of a topological term in the Lagrangian. To arrive at it, we observe
that (3.10) can be interpreted by saying that 𝒜 is locally a gauge transform of
𝒜 = 0, with gauge function 𝛼 = −Λ. The corresponding function in 𝑈(1) is

𝒰=𝑒−𝑖Λ(𝑞).

We can view this as a unitary transformation leading to an alternative form of
the quantum theory, with operators 𝒪′ = 𝒰 𝒪𝒰−1 and states 𝜓′ = 𝒰𝜓.

We have
𝒰𝒟𝑖 𝒰−1 = 𝜕𝑖. (3.12)

2We have chosen a certain factor ordering in the first term which makes it equal to the
covariant Laplacian in the metric 𝑔𝑖𝑗 . This will be of no relevance in what follows.
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Therefore, acting on the Hamiltonian (3.9),

�̂�𝜃 ↦→ 𝒰�̂�𝜃𝒰−1 = − ℏ2
2𝑚

1
√
𝑔
𝜕𝑖
√
𝑔𝑔𝑖𝑗𝜕𝑗 + 𝑉(𝜑) = �̂�0. (3.13)

We see that by this transformation we can remove the dependence on 𝜃 from
the Hamiltonian.

In this way, however, the dependence on 𝜃 appears in the states. In fact,
let ℋ0 be the Hilbert space of single-valued wave functions, that we have
considered so far. If 𝜓 ∈ ℋ0, the transform 𝜓′ = 𝒰𝜓 does not belong to
ℋ0 anymore. To see this, let us consider the case when 𝜋1(𝒬) = ℤ and
let 0 ≤ 𝑡 < 1 be a coordinate along the fundamental non-contractible loop
generating this homotopy group. If Λ(1) = Λ(0) + 2𝜋𝑛, then 𝑒𝑖Λ is a proper
𝑈(1) gauge transformation,𝒜 is a 𝑈(1) pure gauge and we are in the trivial
𝜃-sector. Let us consider instead the general case when

Λ(1) = Λ(0) + 𝜃,
with 𝜃 ≠ 2𝜋𝑛. Then

𝜓 ↦→ 𝜓′ = 𝒰𝜓
and we have

𝜓′(1) = 𝑒𝑖𝜃𝜓′(0). (3.14)
The transformed wave function is periodic up to a phase. Wave functions
satisfying these conditions form a Hilbert space ℋ𝜃, and ℋ𝜃+2𝜋 = ℋ𝜃, so
the set of inequivalent Hilbert spaces is parametrized by 0 ≤ 𝜃 < 2𝜋. In this
alternative description, the information about the 𝜃 angle is contained in the
wave functions rather than the Hamiltonian.

We thus see that the theta sectors always admit two descriptions: either
with a topological term in the Lagrangian and single-valued wave functions or
without topological term and with multiple-valued wave functions. In the first
description the 𝜃 dependence is in the Hamiltonian, in the second in the states,
so the first description is sometimes called the 𝜃-Heisenberg picture while
the second is called 𝜃-Schrödinger picture. The transformation between the
two descriptions has the form of a gauge transformation with multiple-valued
gauge function. We emphasize that it is not a 𝑈(1) gauge transformation in
the strict sense. We will stick mostly to the first description, but the second is
more familiar in certain examples.

In the next four sections we shall consider increasingly complicated sys-
tems with multiply connected configuration spaces. In most cases they will
have 𝜋1(𝒬) = ℤ and can be quantized in inequivalent ways parametrized by
an angle 0 ≤ 𝜃 < 2𝜋. These inequivalent quantum theories are called theta
sectors.
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3.2 Quantummechanical examples

3.2.1 Spin and statistics

Before coming to the field theoretic examples let us see how quantum spin
and statistics can be seen as manifestation of the same type of ambiguity that
leads to the existence of theta sectors. In these cases the comparison with
standard quantummechanical formalism is easier if we use the 𝜃-Schrödinger
picture.

A classical model for a particle with spin is the rigid body. The configu-
ration space of this system is 𝒬 = ℝ𝑑 × 𝑆𝑂(𝑑), where 𝑑 is the dimension of
space. The group 𝑆𝑂(𝑑) has fundamental group ℤ for 𝑑 = 2 and ℤ2 for 𝑑 > 2.
Thus one would expect inequivalent quantizations labelled by an angle in two
dimensions and byℤ2 in higher dimensions. This is indeed what happens. We
have seen that the inequivalent quantizations can be described by choosing
the periodicity conditions on the wave function:

𝜓(𝜔 + 2𝜋) = 𝑒𝑖𝜃𝜓(𝜔), (3.15)

where 𝜔 is a parameter along the loop. In the case of the rotation group,
fixing the axis of rotation, the parameter 𝜔 is the angle of rotation and the
fundamental noncontractible loop consists of rotating the body by 2𝜋. There-
fore (3.15) describes the behaviour of the wave function under a 2𝜋 rotation.
It can be compared with the definition of spin in quantummechanics. The
wave function of a system with spin 𝑠 acquires a phase 𝑒2𝜋𝑖𝑠 when the system
is rotated by 2𝜋. So we learn that 𝜃 is equal to 2𝜋𝑠mod 2𝜋.

In 𝑑 > 2, 𝑠 can be either integer or half-integer. Integer spin corresponds
to 𝜃 = 0mod 2𝜋, giving single-valued wave functions, whereas half integer
spin corresponds to 𝜃 = 𝜋mod 2𝜋 giving wave functions that change sign
under 2𝜋 rotations. In two dimensions the spin can take any real value and
the corresponding particles are called anyons. Their wave functions change
by a phase under a 2𝜋 rotation.

For a multiparticle system, the statistical parameter 𝜎 is defined by

𝜓(… , �⃗�𝑖,… , �⃗�𝑗,…) = 𝑒2𝜋𝑖𝜎𝜓(… , �⃗�𝑗,… , �⃗�𝑖,…). (3.16)

The usual Bose–Einstein and Fermi–Dirac statistics correspond to 𝜎 integer
and half-integer respectively. To see the connection between statistics and
inequivalent quantizations, consider the classical configuration space of two
identical particles in 𝑑 dimensions. Let us also assume that the particles
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cannot be at the same point in space.3 The configuration space is then 𝒬 =
(ℝ2𝑑 ⧵ ∆)∕𝑆2, where ∆ is the subset of ℝ2𝑑 for which the particle positions �⃗�1
and �⃗�2 coincide, and 𝑆2 = ℤ2 is the permutation group of two objects. Passing
from the coordinates (�⃗�1, �⃗�2) to the center-of-mass coordinates (𝑥CM,∆�⃗�) =( �⃗�1+�⃗�2

2
, �⃗�2−�⃗�1

2

)
shows that the topology of the spaceℝ2𝑑 ⧵∆ isℝ𝑑 ×ℝ+ × 𝑆𝑑−1

(here ℝ𝑑 is parametrized by �⃗�CM, ℝ+ is parametrized by |∆�⃗�| and 𝑆𝑑−1 is
parametrized by the angular variables of ∆�⃗�). For 𝑑 > 2 this space is simply
connected. The group 𝑆2 acts on it by (𝑥CM,∆�⃗�)→ (𝑥CM,−∆�⃗�) and therefore
acts antipodally on 𝑆𝑑−1; the quotient has topology ℝ𝑑 ×ℝ+ × 𝑅𝑃𝑑−1 where
𝑅𝑃𝑑−1 = 𝑆𝑑−1∕ℤ2 is a real projective space, whose fundamental group is ℤ2.
The system of two particles can therefore be quantized in two inequivalent
ways, corresponding to bosonic and fermionic statistics.

For 𝑑 = 2, ℝ2𝑑 ⧵ ∆ already has a nontrivial fundamental group ℤ, and
𝜋1(𝒬) = ℤ too. In this case the inequivalent quantizations are labelled by an
angle 𝜎; one then speaks of fractional statistics. These considerations can be
generalized to the case of 𝑁 indistinguishable particles.

3.2.2 The pendulum

The simplest system admitting theta vacua is the pendulum. Its configuration
space is 𝒬=𝑆1, and since 𝜋1(𝑆1)=ℤ, we expect to find inequivalent quantiza-
tions labelled by an angle 𝜃. The usual Lagrangian for the pendulum is

𝐿0 =
1
2𝐼�̇�

2 − 𝑉(𝜑), (3.17)

where 0 ≤ 𝜑 < 2𝜋 is the coordinate on 𝑆1, 𝐼 is the moment of inertia and
𝑉(𝜑) = 𝑉0(1 − cos𝜑) is the gravitational potential. The explicit form of the
kinetic and potential terms will not enter in the considerations of this section,
but will become relevant later.

In the 𝜃-Heisenberg picture the Lagrangian contains in addition a total
derivative term

𝐿𝑇 = 𝜃 ℏ
2𝜋

𝑑𝜑
𝑑𝑡 , (3.18)

where 𝜃 is an arbitrary real parameter. This does not change the equations
of motion, so the classical theory is independent of the value of 𝜃. Assuming
that for |𝑡|→∞, 𝜑(𝑡)→0, this corresponds to adding to the action the term

𝑆𝑇(𝜑) = 𝜃 ℏ
2𝜋 ∫

∞

−∞
𝑑𝑡𝑑𝜑𝑑𝑡 =𝜃ℏ𝑊(𝜑),

3This is necessary for𝒬 to be a smoothmanifold. Furthermore, equation (3.16) is compatible
with �⃗�1 = �⃗�2 only for integer 𝜎, so if we allowed this case, the statistics could only be bosonic.
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where 𝑊(𝜑) is the winding number of the history 𝜑(𝑡), counting the total
number of times the pendulum rotates about its center in the course of the
time evolution. Because of this topological significance, the term 𝑆𝑇 is known
as a “topological term”.

From a physical point of view, the term 𝐿𝑇 can be seen as the interac-
tion of the particle (with charge 𝑒 = 1) with the Aharonov–Bohmmagnetic
potential (3.1). In fact, here we have simply restricted the motion of the
Aharonov–Bohm electrons by fixing the value of 𝑧 (the axial coordinate along
the solenoid) and 𝑟 (the distance from the center of the solenoid). The po-
tential is physically unimportant in the case of the actual Aharonov–Bohm
experiment, but its presence will be necessary in Section 3.8 for the application
of the WKB method.

The Hamiltonian operator in the 𝜃-Heisenberg picture is

�̂�(𝐻) = −ℏ
2

2𝐼𝒟𝜑𝒟𝜑 + 𝑉(𝜑), (3.19)

where𝒟𝜑 =
𝜕
𝜕𝜑
− 𝑖 𝜃

2𝜋
.4 The Hilbert space is alwaysℋ=𝐿2(𝑆1), the space of

complex functions 𝜓(𝐻)(𝜑) such that

𝜓(𝐻)(𝜑 + 2𝜋) = 𝜓(𝐻)(𝜑) (3.20)

and ∫ 2𝜋0 𝑑𝜑 𝜓∗(𝐻)𝜓(𝐻)<∞.
Alternatively, in the 𝜃-Schrödinger picture there is no topological term, so

the Hamiltonian is always

�̂�(𝑆) = −ℏ
2

2𝐼 𝜕
2
𝜑 + 𝑉(𝜑).

Instead, the wave functions are periodic up to a phase:

𝜓(𝑆)(𝜑 + 2𝜋) = 𝑒𝑖𝜃𝜓(𝑆)(𝜑).

These wave functions form a Hilbert spaceℋ𝜃.
The transformation from the 𝜃-Schrödinger to the 𝜃-Heisenberg picture is

given by the unitary operator

𝒰 = exp (−𝑖 𝜃ℏ2𝜋 𝜑) .

In fact
𝒰 �̂�(𝐻)𝒰−1 = �̂�(𝑆), 𝒰 𝜓(𝐻) = 𝜓(𝑆).

4Note that since the metric on 𝑆1 is independent of 𝜑, there are no ordering ambiguities in
this case.
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Figure 14. The intersections of the planes 𝑧 = 𝑎𝑥 + 1 with the unit sphere, are the
images of loops in the sphere based at the north pole. For 𝑎 = 𝑡𝑎𝑛(𝜋𝑡) and 0 ≤ 𝑡 ≤ 1,
this defines a noncontractible loop in the loop space of the sphere.

3.3 Spherical sigma models

Let us now consider the 𝑆2-nonlinear sigma model in 1+1 dimensions. This
is perhaps the simplest field theoretic example showing the existence of theta
sectors. It is easier to discuss than gauge theories, because one can work
directly with the true, unconstrained degrees of freedom of the theory and
there are no complications due to gauge invariance. We work in the geometric
formulation of Section 1.3.2, using of two fields 𝜑𝛼 that have the meaning of
coordinates on 𝑆2. The action is

𝑆0 = −𝑓
2

2 ∫ 𝑑2𝑥 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽ℎ𝛼𝛽(𝜑), (3.21)

where ℎ𝛼𝛽(𝜑) is the metric on the unit sphere. Using the same arguments of
Section 2.3, but in one less dimension, the canonical configuration space of
this model is 𝒬=Γ∗(𝑆1, 𝑆2), where the surfaces of constant time have been
compactified to 𝑆1 due to the requirement of finiteness of the energy. This
space is called the loop space of 𝑆2. Its fundamental group is 𝜋1(𝒬)=𝜋2(𝑆2)=
ℤ. So this theory will admit theta sectors, labelled by an angle 0≤𝜃<2𝜋.
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The fundamental non-contractible loop in𝒬 (i.e. the loopwhose homotopy
class generates 𝜋1(𝒬)) can be described as follows. Points on 𝒬 are loops in 𝑆2
beginning and ending at some basepoint 𝑦0,i.e. maps 𝑐 ∶ [0, 1]→𝑆2 such that
𝑐(0)=𝑐(1)=𝑦0. The basepoint of𝒬 is the constant loopwhichmaps all of [0, 1]
into 𝑦0. Consider the one-parameter family of loops 𝑐𝑡 depicted in Figure 14.
When 𝑡=0 we have the constant loop. For growing 𝑡, the loops sweep out the
whole sphere, and for 𝑡→1 they shrink back to the constant loop. Clearly 𝑐𝑡
is a non-contractible loop of loops. More formally, the isomorphism between
𝜋0(𝒬) and 𝜋2(𝑆2) can be described as follows: if 𝑐 ∶ 𝐼→𝒬 is a loop in 𝒬 we
define 𝑐 ∶ 𝐼×𝐼→𝑆2 by 𝑐(𝑡, 𝑠)=

(
𝑐(𝑡)

)
(𝑠), where 𝑐(𝑡), for fixed 𝑡, is regarded as a

map 𝐼→𝑆2. We have 𝑐(𝑡, 𝑠)=𝑦0 whenever 𝑡 or 𝑠 are equal to 0 or 1, so 𝑐 defines
a map 𝑆2→𝑆2. Clearly homotopies of 𝑐 correspond to homotopies of 𝑐. So the
desired isomorphism correspond to mapping [𝑐] to [𝑐]. (see Appendix G.2 for
the general statement).

In order to make the theta sectors manifest, we add to the action a topo-
logical term 𝑆𝑇 = 𝜃𝑊(𝜑), where

𝑊(𝜑) = 1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈𝜕𝜇𝜑𝛼𝜕𝜈𝜑𝛽

1
2!
√
ℎ 𝜀𝛼𝛽

is the winding number of the map 𝜑 (see Appendix E.2). The addition of𝑊
does not change the equations of motion, nor the form of the energy, because
it is a total derivative. In fact, we have locally

√
ℎ𝜀𝛼𝛽 = 𝜕𝛼𝜏𝛽 − 𝜕𝛽𝜏𝛼 for some

one-form 𝜏. Then𝑊(𝜑) = ∫ 𝑑2𝑥 𝜕𝜇𝜔𝜇, where

𝜔𝜇 = 1
4𝜋𝜀

𝜇𝜈𝜕𝜈𝜑𝛼𝜏𝛼(𝜑).

However, the addition of the topological term affects the relation between
velocities and momenta:

𝜋𝛼 = 𝑓2ℎ𝛼𝛽𝜕0𝜑𝛽 +𝒜𝛼,

where
𝒜𝛼(𝑥) =

𝜃
4𝜋𝜕𝑥𝜑

𝛽
√
ℎ 𝜀𝛼𝛽 . (3.22)

Comparingwith equation (3.7) we see that𝒜𝛼 can be regarded as a “functional
magnetic potential” on 𝒬. In fact we can write the action 𝑆 = 𝑆0 + 𝑆𝑇 =
∫ 𝑑𝑡(𝐿0 + 𝐿𝑇), with

𝐿0 =
𝑓2
2 ℎ𝛼𝛽�̇�

𝛼�̇�𝛽 − 𝑉(𝜑); 𝐿𝑇 = 𝒜𝛼�̇�𝛼.
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This is an infinite dimensional version of the form (3.6), where we replaced
the index 𝑖 with the infinite indexing set (𝛼, 𝑥). The potential is

𝑉(𝜑)= 𝑓2
2 ℎ𝛼𝛽𝜕𝑥𝜑

𝛼𝜕𝑥𝜑𝛽,

the magnetic potential is the one-form𝒜=∫ 𝑑𝑥𝒜𝛼(𝑥)𝛿𝜑𝛼(𝑥) and the rieman-
nian metric is 𝑔=∫ 𝑑𝑥ℎ𝛼𝛽𝛿𝜑𝛼(𝑥)𝛿𝜑𝛽(𝑥). In these formulae 𝛿𝜑𝛼(𝑥) play the
role of the differentials 𝑑𝑞𝑖 in the finite dimensional case. This terminology is
further explained in Appendix G.

Since the topological term (i.e. the magnetic field) does not appear in the
equation of motion, we expect thatℱ = 𝑑𝒜 = 0. This is indeed what one gets
from a direct calculation based on formula (G.13), that in this case reduces to

𝑑𝒜(𝑣, 𝑤) = 𝑣
(
𝒜(𝑤)

)
− 𝑤

(
𝒜(𝑣)

)
−𝒜

(
[𝑣, 𝑤]

)
. (3.23)

See Exercise 3.1. There follows that 𝒜 must be at least locally exact (as a
one-form on 𝒬). In fact we have

𝒜 = 𝑑Λ, (3.24)

where
Λ = 𝜃 ∫ 𝑑𝑥 𝜔0 = 𝜃

4𝜋 ∫ 𝑑𝑥 𝜕𝑥𝜑𝛼𝜏𝛼. (3.25)

If Λ was a smooth function on 𝒬, 𝒜 would be a pure gauge potential in the
strict sense. However, in general the function Λ is not single valued. The
polidromy of Λ on the fundamental loop in 𝒬 is

∮ 𝑑Λ = ∮ 𝒜 = ∫ 𝑑𝜏[ 𝜃4𝜋 ∫ 𝑑𝑥𝜕𝑥𝜑𝛼
𝑑𝜑𝛽
𝑑𝜏

√
ℎ 𝜀𝛼𝛽] (3.26)

= 𝜃
4𝜋 ∫ 𝑑2𝑥 𝜀𝜆𝜇𝜕𝜆�̂�𝛼𝜕𝜇�̂�𝛽

1
2
√
ℎ 𝜀𝛼𝛽 = 𝜃𝑊(�̂�) = 𝜃.

In passing from the first to the second line we covariantized the expression
and defined �̂�(𝑡, 𝑥) = (𝜑(𝑡))(𝑥) (see (1.180)).

Therefore, Λ is single-valued only if 𝜃 = 0. However, if 𝜃 = 2𝜋𝑛, 𝑛 ∈ ℤ,
𝑒𝑖Λ is a single-valued function Γ∗(𝑆1, 𝑆2)→ 𝑈(1) and so the gauge potentials
𝒜𝜃+2𝜋𝑛 and𝒜𝜃 are gauge-related in the strict sense. The gauge inequivalent
magnetic potentials, and hence the inequivalent quantizations, are labelled
by 0 ≤ 𝜃 < 2𝜋.

The pendulum of the previous section and the sigma model of this section
are the𝑑=0 and𝑑=1 cases of an infinite sequence of theories that have similar
topological properties. The 𝑆𝑑+1-valued sigma model in 𝑑 space dimensions
has configuration space 𝒬 = Γ∗(𝑆𝑑, 𝑆𝑑+1) and 𝜋1(𝒬) = 𝜋𝑑(𝑆𝑑) = ℤ. The
topological term is always given by the winding number.
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3.4 QED in 1+1 dimensions
Next consider a 𝑈(1) gauge field 𝐴𝜇 in one space dimension. A pure gauge
theory would not have physical degrees of freedom, so in order to have a
non-empty theory it is necessary to include also some matter fields, either
fermionic (QED proper) of bosonic (scalar QED) or both. For the purposes
of this section it does not matter what matter field one chooses, as long as it
carries a linear representation of 𝑈(1). The action is

𝑆 = 𝑆𝑀 + 𝑆𝑇 + 𝑆𝑚

where
𝑆𝑀 = −14 ∫ 𝑑2𝑥 𝐹𝜇𝜈𝐹𝜇𝜈 (3.27)

is the usual Maxwell action, 𝑆𝑚 is the matter action and 𝑆𝑇 = 𝜃𝑐1, with

𝑐1 =
1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈𝐹𝜇𝜈 (3.28)

is a “topological term”. The topological significance of this term will be under-
stood better in Section 3.9. For the time being we merely observe that

1
4𝜋𝜀

𝜇𝜈𝐹𝜇𝜈 = 𝜕𝜇𝐶𝜇, (3.29)

where
𝐶𝜇 = 1

2𝜋𝜀
𝜇𝜈𝐴𝜈 (3.30)

is known as the (dual of the) one-dimensional Chern–Simons form. There
follows that 𝑐1 is invariant under infinitesimal variations of the field 𝐴𝜇 that
vanish at infinity, and therefore does not contribute to the classical equations
of motion. However, it does enter the canonical definition of momentum and
hamiltonian

𝑃1(𝑥) = 𝜕ℒ
𝜕𝜕0𝐴1(𝑥)

= 𝐸1(𝑥) +
𝜃
2𝜋 (3.31)

𝐻 = ∫ 𝑑𝑥 [12 (𝑃
1 − 𝜃

2𝜋)
2
− 𝐴0𝐺] (3.32)

where 𝐸1 = 𝐹01 = 𝜕0𝐴1 − 𝜕1𝐴0. The field 𝐴0 enters as a Lagrange multiplier
enforcing the Gauss law constraint 0 = 𝐺 ≡ 𝜕1𝐸1 − 𝜌, where 𝜌 is the charge
density of matter.
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Our discussion will be simplified by choosing the gauge 𝐴0 = 0. This
leaves a residual gauge freedom consisting of time-independent gauge trans-
formations. With this choice of gauge 𝐸1 = �̇�1, so the energy of the gauge
field 𝐸=∫ 𝑑𝑥 1

2
𝐸21 is seen to be of purely kinetic character: the static energy

is zero.
The configuration space 𝒬 of this theory consists of gauge and matter

fields modulo gauge transformations. We denote 𝒞 = {(𝐴1,Φ)} the space of
gauge and matter fields. and 𝒢 = Γ∗(𝑆1, 𝑈(1)) the gauge group, consisting
of maps 𝑔 ∶ ℝ→ 𝑈(1) such that 𝑔→ 1 for |𝑥|→∞ (hence the possibility
of compactifying ℝ to 𝑆1). So 𝒬 = 𝒞∕𝒢. The action of 𝒢 on 𝒞 is free, i.e. it
has no fixed points. Indeed, a gauge field 𝐴1 that is a fixed point for a gauge
transformation 𝑔 = 𝑒𝑖𝛼 must satisfy

𝐴1 + 𝜕𝑥𝛼 = 𝐴1

and since 𝛼 = 0 at infinity, 𝛼 = 0 everywhere. Since the action is free, 𝒞 is a
principal bundle over 𝒬 with fibers 𝒢 (see Appendix C for basic definitions).
Since the topological term depends only on the gauge field, the matter fields
do not play a role in what follows, so they will not be indicated explicitly, but
one should bear in mind that when we talk of a connection𝐴1 we really mean
a pair of a connection and a matter field (𝐴1, 𝜙).

The space 𝒞 has trivial topology, but 𝒬 is multiply connected. In fact,

𝜋1(𝒬) = 𝜋0(𝒢) = 𝜋1(𝑆1) = ℤ.

The fact that 𝜋1(𝒬) and 𝜋0(𝒢) are isomorphic can be proven using the homo-
topy exact sequence discussed in Appendix E.5. Here we describe the isomor-
phism. The gauge group 𝒢 consists of infinitely many connected components
𝒢𝑛 = {𝑔 ∶ 𝑆1 → 𝑈(1) ∣ 𝑊(𝑔) = 𝑛}. Now choose a basepoint 𝐴(0) = 0 ∈ 𝒞
(for definiteness we will take 𝐴(0) = 0, but this is by no means necessary)
and consider the orbit through 𝐴(0), i.e. the set of all connections of the form
𝐴𝑔
(0) = 𝑔−1𝑑𝑔 for 𝑔 ∈ 𝒢. Since the action of 𝒢 is free, there is a one-to-one

correspondence between points of 𝒢 and points of the orbit through𝐴(0). This
correspondence is also continuous in suitable topologies, so the topology of the
orbit is the same as the topology of 𝒢. There is a natural projection 𝑝 ∶ 𝒞→ 𝒬,
associating to 𝐴 its gauge equivalence class [𝐴]. Under this projection all
points in the orbit through 𝐴(0) are mapped to the same point [𝐴(0)] in 𝒬. It is
natural to take 𝐴(0) as the basepoint in 𝒞 and [𝐴(0)] as a basepoint in 𝒬. Now
consider a gauge transformation 𝑔 with𝑊(𝑔) = 1. There is no continuous
path in 𝒢 joining 𝑔 to the identity, and therefore there is also no path in the
orbit through 𝐴(0) joining 𝐴

𝑔
(0) = 𝑔−1𝑑𝑔 to 𝐴(0). However, the space 𝒞 is con-

nected and so there is some path �̃�𝑡 in 𝒞, with 𝑡∈[0, 1] such that �̃�0 = 𝐴(0)
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Figure 15. The space of connections 𝒞 is a bundle over the physical configuration
space 𝒬. The orbit through 𝐴 has infinitely many connected components, depicted
here as vertical segments. An open path 𝑐 joining 𝐴 to 𝐴𝑔, with𝑊(𝑔) = 1, projects
on a noncontractible loop 𝑐 in 𝒬.

and �̃�1 = 𝐴𝑔
(0). For instance one can take 𝑐𝑡 = 𝑡 𝑔

−1𝑑𝑔 = 𝑡 𝑑𝛼. The natural
projection 𝑝maps this path in 𝒞 to a path 𝓁𝑡 = [�̃�𝑡] in𝒬 beginning and ending
at [𝐴(0)]. The desired isomorphism 𝜋1(𝒬)→ 𝜋0(𝒢)maps the homotopy class
of the loop 𝓁𝑡 in 𝒬 to the homotopy class of 𝑔 in 𝒢. See Figure 15.

Returning to equations (3.31) and (3.32) we see that the topological term
𝜃𝑐1 in the action can be written, in the gauge 𝐴0 = 0, as ∫ 𝑑𝑡 ∫ 𝑑𝑥�̇�1

𝜃
2𝜋
and

hence can be regarded as the interaction of a particle with unit charge and
coordinate 𝐴1(𝑥) with a magnetic potential (a one-form on 𝒞)

𝒜 = ∫ 𝑑𝑥 𝜃
2𝜋𝛿𝐴1(𝑥). (3.33)

Since the components of the vector potential are constant, it is easy to verify
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that the corresponding magnetic field ℱ̃ = 𝑑𝒜 = 0 (see Exercise 3.2). This
is in accordance with the fact that the topological term does not contribute
to the equation of motion: if it did, one could interpret the corresponding
term in the equation of motion as a Lorentz force due to a nonzero ℱ̃. Since
𝑑𝒜=0, we can write at least locally𝒜=𝑑Λ̃. The functional Λ̃ on 𝒞 that has
this property is

Λ̃ = 𝜃
2𝜋 ∫ 𝑑𝑥𝐴1(𝑥).

All this is on the contractible space𝒞. Wewould like now to see the correspond-
ing steps being carried out in 𝒬. It is convenient to write a time-independent
gauge transformation in the form 𝑔(𝑥)=𝑒𝑖𝛼(𝑥), where 𝛼→2𝜋𝑛−, for 𝑥→−∞
and 𝛼→2𝜋𝑛+, for 𝑥→∞. The winding number of 𝑔 is just 𝑛+−𝑛−. Infinitesi-
mal gauge transformations are real-valued functions 𝜖(𝑥) such that 𝜖→0 for
|𝑥|→∞.

We now consider again the function Λ̃ and ask whether it is the pullback
of a function on 𝒬. This will be the case provided Λ̃ is constant on the orbits,
i.e. if it is gauge invariant. Under a gauge transformation 𝑔,

Λ̃(𝐴𝑔) − Λ̃(𝐴) = 𝜃
2𝜋𝑖 ∫ 𝑑𝑥 𝑔−1𝑑𝑔 = 𝜃

2𝜋 ∫ 𝑑𝑥 𝑑𝛼𝑑𝑥 = 𝜃𝑊(𝑔). (3.34)

Therefore, Λ̃ is invariant under gauge transformations that are continuously
connected to the identity, but not under “large” gauge transformations, i.e.
transformations that have winding number different from zero. Under these
circumstances, Λ̃ does not define a function Λ on 𝒞∕𝒢, but only a function
that is defined up to integer multiples of 𝜃.

Similarly, we can ask if𝒜 = 𝑝∗𝒜, i.e. if 𝒜 is the pullback of a one-form 𝒜
on 𝒬. This is true provided (see Lemma 1 on p. 294 of [KoN63], vol. II)

1. 𝒜 is gauge invariant;

2. 𝒜(𝑣)=0 when 𝑣 is a vertical vector (i.e. 𝑣 is tangent to the orbit).

The first condition is obviously satisfied, and for the second we observe that
a vertical vector has the form 𝑣𝜖 = ∫ 𝑑𝑥 𝜕𝑥𝜖

𝛿
𝛿𝐴1

, where 𝜖 is an infinitesimal
gauge parameter; then

𝒜(𝑣𝜖) =
𝜃
2𝜋 ∫ 𝑑𝑥𝜕𝑥𝜖 =

𝜃
2𝜋

(
𝜖(∞) − 𝜖(−∞)

)
= 0.

So there is a one-form 𝒜 on 𝒬 such that 𝒜 = 𝑝∗𝒜. Since 𝑝 is surjective, 𝒜 is
entirely determined by 𝒜, and since 𝑝∗𝑑=𝑑𝑝∗, 𝑑𝒜=0 and, locally, 𝒜=𝑑Λ.
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According to the general discussion in Section 3.1, inequivalent quanti-
zations correspond to the gauge inequivalent magnetic potentials 𝒜. The
magnetic potential𝒜(𝜃) will be gauge equivalent to𝒜(𝜃 = 0) if the function
𝑒𝑖Λ is single-valued, i.e. if the polydromy of Λ is an integral multiple of 2𝜋.
From the construction of the fundamental loop 𝓁 in 𝒬 we see that the poly-
dromy ofΛ on 𝓁 is equal to ∮𝓁𝒜=∫�̃�𝒜, where �̃� is a lift of 𝓁, i.e. a path joining
𝐴(0) to 𝐴

𝑔
(0), with𝑊(𝑔) = 1. But ∫�̃�𝒜 = Λ̃(𝐴𝑔) − Λ̃(𝐴) = 𝜃. So, whenever

𝜃 = 2𝜋𝑛, 𝒜(𝜃) is a pure gauge. The classes of gauge inequivalent 𝒜’s are
parameterized again by 0 ≤ 𝜃 < 2𝜋.

3.5 Nonabelian Yang–Mills theory in 3+1
dimensions

Except for algebraic complications, the discussion of a nonabelian YM theory
in 3+1 dimensions follows step by step that of the abelian theory in 1+1
dimensions. It is convenient to use the rescaled, geometrical gauge fields, so
that the curvature is given by (1.120) and the gauge transformations act as
in (1.122). We do not need to assume the existence of matter fields for the
theory to be nontrivial, but their presence does not alter the discussion, as
long as they carry linear representations of the gauge group. The total action is
𝑆 = 𝑆𝑌𝑀 + 𝑆𝑇 where 𝑆𝑌𝑀 is given by (1.121), with 𝑑=3 and 𝑆𝑇 = 𝜃𝑐2, where

𝑐2 =
1

64𝜋2
∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝐹𝑎𝜇𝜈𝐹𝑎𝜌𝜎 (3.35)

is a topological term, known as the second Chern class. This term does not
modify the classical equations of motion since

1
64𝜋2 𝜀

𝜇𝜈𝜌𝜎𝐹𝑎𝜇𝜈𝐹𝑎𝜌𝜎 = 𝜕𝜇𝐶𝜇, (3.36)

where
𝐶𝜇 = 1

16𝜋2 𝜀
𝜇𝜈𝜌𝜎 (𝐴𝑎

𝜈𝜕𝜌𝐴𝑎
𝜎 +

1
3𝑓𝑎𝑏𝑐𝐴

𝑎
𝜈𝐴𝑏

𝜌𝐴𝑐
𝜎) (3.37)

is known as the (dual of the) three dimensional Chern–Simons form. Thus
𝑐2 is invariant under infinitesimal variations of 𝐴𝑎

𝜇. However, it changes the
relation between velocities and momenta. We have

𝑃𝑖𝑎 =
𝜕𝐿

𝜕𝜕0𝐴𝑎
𝑖
= 1
𝑒2𝐸

𝑎
𝑖 +

𝜃
8𝜋2𝐵

𝑎
𝑖 , (3.38)
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where 𝐸𝑎𝑖 = 𝐹𝑎0𝑖 = 𝜕0𝐴𝑎
𝑖 − 𝐷𝑖𝐴𝑎

0 and 𝐵
𝑎
𝑖 =

1
2
𝜀𝑖𝑗𝑘𝐹𝑎𝑗𝑘. The canonical Hamilto-

nian is

𝐻 = ∫ 𝑑3𝑥
⎡
⎢
⎣

𝑒2
2 (𝑃𝑎𝑖 − 𝜃 𝑒2

8𝜋2𝐵
𝑎
𝑖 )

2

+ 1
2𝑒2

(
𝐵𝑎𝑖
)2 − 𝐴𝑎

0𝐺𝑎
⎤
⎥
⎦
, (3.39)

where 𝐺𝑎 = 𝐷𝑖𝐸𝑖𝑎. We now choose the gauge 𝐴0 = 0. In this case the last
term in 𝐻 drops out, while the first and the second are recognized as kinetic
and static energy respectively (in this gauge 𝐸𝑎𝑖 =𝜕0𝐴

𝑎
𝑖 ). Let 𝒞 be the space

of all gauge potentials 𝐴𝑎
𝑖 with finite static energy, i.e. such that ∫ 𝑑

3𝑥(𝐵𝑎𝑖 )
2

is finite. Let 𝒢 be the residual gauge group, consisting of time-independent
gauge transformations such that 𝑔(𝑥)→𝟏 for |�⃗�|→∞. With these boundary
conditions,ℝ3 can be compactified to 𝑆3 and 𝒢 = Γ∗(𝑆3, 𝐺). As in the previous
section, 𝒢 acts freely on 𝒞. To see this note that if 𝐴 is a fixed point for a gauge
transformation 𝑔, we have

𝑔−1𝐴𝑔 + 𝑔−1𝑑𝑔 = 𝐴.

Thus 𝑔 satisfies the equation 𝑑𝑔+[𝐴, 𝑔] = 0, whichmeans that 𝑔 is covariantly
constant. If 𝑔 is covariantly constant, its value at any point can be obtained
from its value at another point by parallel transport. Since 𝑔(∞) = 1 this
implies 𝑔 = 1 everywhere. Thus, the physical configuration space of the
theory is the orbit space 𝒬=𝒞∕𝒢, and the projection 𝑝 ∶ 𝒞→ 𝒬 is a smooth
infinite dimensional principal bundle [MiV81].

Since 𝒞 is topologically trivial we have, following again the arguments of
Appendix E.5,

𝜋1(𝒬) = 𝜋0(𝒢) = 𝜋3(𝐺) = ℤ.

The isomorphism between 𝜋1(𝒬) and 𝜋0(𝒢) is described again by Figure 15.
The homotopy class [𝑔] of a gauge transformation corresponds to the homo-
topy class of the loop 𝓁 which is obtained by projecting to 𝒬 a curve �̃� joining
𝐴 = 0 to 𝐴𝑔 = 𝑔−1𝑑𝑔. Comparing equations (3.38) and (3.39) with (3.9)
and (3.8) we see that the topological term has given rise to a magnetic poten-
tial 𝒜 on 𝒞 defined by

𝒜(𝐴) = 𝜃
8𝜋2

∫ 𝑑3𝑥 𝐵𝑎𝑖 𝛿𝐴
𝑎
𝑖 . (3.40)

A direct calculation shows that 𝑑𝒜 = 0. In fact, we have 𝒜=𝑑Λ̃, with

Λ̃ = 𝜃 ∫ 𝑑3𝑥 𝐶0 = 𝜃
16𝜋2

∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘 (𝐴𝑎
𝑖 𝜕𝑗𝐴

𝑎
𝑘 +

1
3𝑓𝑎𝑏𝑐𝐴

𝑎
𝑖 𝐴

𝑏
𝑗𝐴

𝑐
𝑘) . (3.41)
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(see Exercise 3.2). As in the previous section, one would like to describe the
theory as a particle moving in 𝒬, rather than 𝒞, so the question arises again
whether the function Λ̃ and the form 𝒜 can be projected onto a function Λ
and a form 𝒜 in 𝒬. Under a gauge transformation 𝑔, one finds

Λ̃(𝐴𝑔) − Λ̃(𝐴) = 𝜃𝑊(𝑔). (3.42)
So Λ̃ is invariant under gauge transformations connected to the identity, but
not under “large” transformations: it projects to a function Λ on 𝒬 which is
only defined modulo integral multiples of 𝜃.

To see if𝒜 projects, we have to verify whether the conditions given in the
preceding section are satisfied. Given an infinitesimal gauge transformation
parameter 𝜖 (a map from ℝ3 to the Lie algebra of 𝑆𝑈(2) going to zero at
infinity), we construct the corresponding vertical vectorfield in 𝒞

𝑣𝜖 = ∫ 𝑑3𝑥 𝐷𝑖𝜖𝑎
𝛿
𝛿𝐴𝑎

𝑖
.

Then we have:
1. 𝒜 is gauge invariant (𝐵𝑎𝑖 and 𝛿𝐴

𝑎
𝑖 both transform homogeneously);

2. 𝒜(𝑣𝜖)=
𝜃
8𝜋2

∫ 𝑑3𝑥𝐵𝑎𝑖 𝐷𝑖𝜖
𝑎=0 upon integrating by parts, using Bianchi’s

identity and the fact that 𝜖→0 for |�⃗�|→∞.
So 𝒜 satisfy the two conditions which are needed for it to be the pullback
of a one-form 𝒜 on 𝒬. The relation between 𝒜 and Λ is again, locally, 𝒜 =
𝑑Λ = 1

𝑖
𝑒−𝑖Λ𝑑𝑒𝑖Λ. The polydromy of Λ on the loop 𝓁 generating 𝜋1(𝒬) is

∮𝓁𝒜= ∫�̃�𝒜= Λ̃(𝐴𝑔) − Λ̃(𝐴) = 𝜃. So we come again to the conclusion that
there is a 𝑈(1)’s worth of quantum YM theories, parameterized by the angle
0≤𝜃<2𝜋.

Before closing this sectionwe note the following geometrical interpretation
of the Gauss law. Let 𝐺𝜖 = ∫ 𝑑3𝑥 𝜖𝑎𝐺𝑎. If the theory is quantized before
eliminating all unphysical degrees of freedom, the wave functions are complex
functionals on 𝒞 and Gauss’ law has to be imposed as a constraint on the
physical states, as in (1.217). Upon using the quantization rule 𝑃𝑖𝑎 = −𝑖 𝛿

𝛿𝐴𝑎𝑖
,

we find

𝐺𝜖𝜓 = ∫ 𝑑3𝑥 𝜖𝑎𝐷𝑖 (𝑃𝑎𝑖 −
𝜃
8𝜋2𝐵

𝑎
𝑖 )𝜓

= 𝑖 ∫ 𝑑3𝑥 𝐷𝑖𝜖𝑎 (
𝛿𝜓
𝛿𝐴𝑎

𝑖
− 𝑖 𝜃8𝜋2𝐵

𝑎
𝑖 𝜓)

= 𝑖
(
𝑣𝜖𝜓 + 𝑖𝒜(𝑣𝜖)𝜓

)
= 𝑖𝑣𝜖𝜓. (3.43)
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Therefore, Gauss’ law states that the physical wave functions are precisely
those wave functions that are locally constant along the gauge orbits. Since the
orbits are not connected, they need not be globally constant, as the preceding
discussion shows.

3.6 Instantons
In the preceding sections we have established that certain quantum field theo-
ries have a multiply connected configuration space and that this gives rise to a
superselection rule in the quantum theory. The discussion has been essentially
kinematical and very abstract. Non-contractible paths in configuration space
have been shown to exists, but no explicit formulas were given. We would
like now to make these notions more concrete. For example, we ask whether
there are solutions of the field equations that correspond to non-contractible
paths in configuration space. It turns out that there are no such solutions in
real Minkowski space, but they do exist in Euclidean signature.

We call instanton a solution of nonlinear Euclidean field equations that

• is nonsingular,

• has finite action and

• is localized in Euclidean spacetime.

It is not an accident that this definition closely resembles the definition
of soliton given in the beginning of Chapter 2. Indeed, we note first that a 𝑑-
dimensional Euclidean spacetime is the same as “space” in a 𝑑+1-dimensional
Lorentzian spacetime, and furthermore the action of a 𝑑-dimensional Eu-
clidean theory is identical to the static energy of the same theory in 𝑑 + 1-
dimensionalMinkowski space. From amathematical point of view, they are the
same functional. Therefore, the static soliton solutions discussed in Chapter 2,
can be recycled as instantons for the same theories in one less dimension.

As time evolves, the system traces out a path in configuration space. We
will sometimes refer to such paths as histories. In Chapter 2 we have found it
useful to visualize an instantaneous field configuration either as a function
on space or as a point in the infinite-dimensional configuration space 𝒬. It
will now be useful to visualize field histories alternatively as functions on
spacetime or as paths in𝒬. In particular, the histories beginning and ending at
the vacuum are loops in 𝒬. A third point of view is to think of these histories
as points in the loop space of 𝒬.

As with solitons, not all instantons have a topological meaning. Some
non-topological instantons, and their applications, are discussed Section 3.11
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and in Exercise 3.5. We will be mostly interested in topological instantons.
Restricting ourselves to histories with finite action. we must demand that the
system be in the vacuum in the far past, in the far future and at space infinity.
Some of these histories can be continuously deformed into the vacuum. The
topological instantons are histories that cannot. Let us now consider some
examples.

3.6.1 The instanton of the pendulum and of the sigma model

The pendulum can be viewed as a field theory in zero space dimensions. The
analog of the pendulum in one higher dimension is a scalar theory in 1+1
dimensions with a potential of the form 1 − cos𝜙. We have encountered
this theory in Section 2.1.1: it was called the sine–Gordon (SG) model. The
Euclidean action of the pendulum is

𝑆𝐸(𝜑) = ∫ 𝑑𝜏 [12 (
𝑑𝜑
𝑑𝜏 )

2
+ 𝛽(1 − cos𝜑)] . (3.44)

Apart from trivial changes of name of the variables, this is the same functional
as the static energy (2.4) with potential (2.11). The soliton of the SG model,
given in (2.12), is the instanton for the pendulum:

𝜑(𝜏) = ±4 arctan
{
exp

[√
𝛽(𝜏 − 𝜏0)

]}
. (3.45)

This solution of the field equations describes a history of the system that starts
in the vacuum 𝜑 = 0 in the far past, swings once around its center and settles
again in the vacuum in the far future. If we compactify Euclidean time to 𝑆1,
as is allowed by the boundary conditions, it has winding number one.

Next consider the 𝑆2 nonlinear sigma model in 1+1 dimension. Its Eu-
clidean action is exactly the static energy of the 𝑆2 nonlinear sigma model
in 2+1 dimension, equation (2.62). The instantons of this model in 1+1 Eu-
clidean dimensions are the functions given in (2.75). Viewed as spacetime
fields, the solutions with 𝑛 = 1 start out in the past in the vacuum, then sweep
once the target space and finally settle again in the vacuum. Compactifying
spacetime to 𝑆2, they have winding number one. Viewed as paths in configu-
ration space, they are not contractible and their homotopy class generates the
fundamental group of 𝒬. Finally, viewed as points in the loop space of 𝒬, they
belong to a connected component that does not contain the constant loop.

Quite generally, for any dimension of space 𝑑, the 𝑆𝑑+1-valued nonlinear
sigma model has an instanton that maps compactified spacetime 𝑆𝑑+1 to the
target 𝑆𝑑+1 with winding number one.
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Figure 16. Density of action of the instanton. The field becomes pure gauge far away
from the central core.

3.6.2 The instanton of scalar QED

The case of QED requires a little more discussion. As already anticipated in
Section 3.4, in order to have a nontrivial theory we need some matter field.
We consider the case of scalar QED with Euclidean action

𝑆0𝐸 = ∫ 𝑑𝑥𝑑𝜏 [14𝐹𝜇𝜈𝐹𝜇𝜈 +
1
2
(
𝐷𝜇𝜙

)∗ (𝐷𝜇𝜙
)
+ 𝜆
4
(
|𝜙|2 − 𝑓2

)2] , (3.46)

coinciding with the static energy of the same theory in 2+1 dimensions, in
the gauge 𝐴0 = 0, given in (2.90).

The unit instanton of this theory is going to be a solution of the Euclidean
field equations describing the tunnelling of the system through the fundamen-
tal non-contractible loop in 𝒬. It follows from the discussion of Section 3.4
that this loop in 𝒬 is the projection of a path in 𝒞 joining the classical vac-
uum (𝐴(0), 𝜙(0)) = (0, 𝑓) to

(
𝐴𝑔1
(0), 𝜙

𝑔1
(0)
)
=
( 𝑖
𝑒
𝑔−11 𝑑𝑔1, 𝑔−11 𝑓

)
, where 𝑔1 = 𝑒𝑖𝛼

is a time-independent gauge transformation with winding number one, i.e.
𝛼(𝑥 → −∞) = 0, 𝛼(𝑥 → +∞) = 2𝜋. We have found in Section 2.7 a
stationary point of this functional with the boundary condition that when
𝑟 =

√
𝑥2 + 𝜏2 →∞, 𝐴𝑖 →

𝑖
𝑒
𝑔−11 𝑑𝑔1 and 𝜙 → 𝑓𝑔1, where 𝑔1(𝜃) is a map from

𝑆1∞ to 𝑈(1) with winding number one: it was called the vortex. These are the
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boundary conditions that we need, see Figure 16. However, in the explicit
form of the solution given in (2.99), the density of winding number is uniform
in all directions, whereas for our instanton discussion the density of winding
number should be concentrated in the future directions. This difference is
merely a matter of gauge choice. The vortex can be rewritten in the gauge
𝐴0 = 0, in the sense of the 1+1-dimensional theory (remember that one of
the spatial coordinates of Section 1.7 should be reinterpreted as Euclidean
time). See Exercise 3.6. Therefore, the vortex solution of the Abelian Higgs
model in 2+1 dimensions with unit flux is the desired instanton solution of
the Abelian Higgs model in 1+1 dimensions.

We can now understand better in what sense the integral 𝑐1 in equa-
tion (3.28) is a “topological number”. We restrict our attention to spacetime
fields with finite euclidean action. This demands that when 𝑟 =

√
𝑥2 + 𝜏2 →

∞, 𝐴𝑖 → 𝑖𝑔−1∞ 𝑑𝑔∞ and 𝜙 → 𝑔−1∞ 𝑓, where 𝑔∞(𝜃) is a map from 𝑆1∞ to 𝑈(1).
Such maps are classified by their winding number, so the fields with finite ac-
tion fall into disjoint classes, characterized by different asymptotic behaviour.
These classes are usually called the topological sectors. We can now evaluate
the quantity 𝑐1 on such a field. Using (3.30) and the asymptotic form of 𝐴
we get

𝑐1 =
1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈𝐹𝜇𝜈 =

1
2𝜋 ∫

𝑆1∞
𝐴 = 𝑖 ∫

𝑆1∞
𝑔−1∞ 𝑑𝑔∞ =𝑊(𝑔∞). (3.47)

Thus 𝑐1 is an integer measuring the nontriviality of the asymptotic behaviour
of the gauge field.

3.6.3 The BPST instanton

In our search for solitons in Chapter 2 we left out the case of pure YM theory,
because we saw that the YM equations only have static solitons in 4+1 dimen-
sions. It is now time to describe this case in detail, because these solutions
have the interpretation of instantons of 4-dimensional YM theory.

We begin by giving a topological classification of four dimensional YM
fields. For definiteness we consider the case𝐺 = 𝑆𝑈(2), but the generalization
to other groups is quite straightforward. From the fact that the time evolution
traces a continuous curve in 𝒬 and from the multiple connectedness of 𝒬,
there follows that four-dimensional YM fields must fall into disjoint classes
labelled by the integers. These classes can be described more explicitly as
follows. We impose that 𝐴𝑎

𝜇(�⃗�, 𝜏) has finite Euclidean action. This requires
that at spacetime infinity, i.e. for |𝑥| =

√
|�⃗�|2 + 𝜏2 → ∞, 𝐹𝑎𝜇𝜈 → 0. This in
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turn implies
𝐴𝜇 → 𝑔−1∞ 𝜕𝜇𝑔∞, (3.48)

where 𝑔∞ is a function of the angles or equivalently a function from the sphere
at infinity 𝑆3∞ to the gauge group 𝑆𝑈(2). Since 𝜋3

(
𝑆𝑈(2)

)
= ℤ, we find that

the finite action gauge potentials 𝐴𝑎
𝜇 fall into topologically distinct classes

distinguished by their asymptotic behaviour. The topological invariant 𝑐2
precisely measures these classes. In fact using (3.36) we can write

𝑐2 = ∫
ℝ4

𝑑4𝑥 𝜕𝜇𝐶𝜇 =
1

16𝜋2
∫
𝑆3∞
𝑑3𝑥 𝜀𝑖𝑗𝑘 (𝐴𝑎

𝑖 𝜕𝑗𝐴
𝑎
𝑘 +

1
3𝑓𝑎𝑏𝑐𝐴

𝑎
𝑖 𝐴

𝑏
𝑗𝐴

𝑐
𝑘) =𝑊(𝑔∞).

(3.49)
The last equality is obtained by noting that on 𝑆3∞ we can replace 𝐴𝑎

𝑖 by
its asymptotic form (3.48); the result then follows from Exercise 3.3. This
calculation shows that for any YM field that has finite action, 𝑐2 is an integer.5

The instanton has to represent the motion of the system through the
fundamental noncontractible loop in 𝒬. We recall that in the gauge 𝐴0 = 0
this means a path joining, for example 𝐴𝑖 = 0 to 𝐴𝑖 = 𝑔−1𝜕𝑖𝑔, where 𝑔 is a
time-independent gauge transformation with winding number one. We also
have𝐴𝑖 = 0 at spatial infinity. See again Figure 16. When viewed as a function
on 𝑆3∞, 𝑔∞ has𝑊 = 1, therefore such a field will have 𝑐2 = 1.

To find the explicit form of the instanton, consider the inequality [BPST75]

0 ≤ ∫ 𝑑4𝑥
(
𝐹𝑎𝜇𝜈 ± ∗𝐹𝑎𝜇𝜈

)
(𝐹𝜇𝜈𝑎 ± ∗𝐹𝜇𝜈𝑎)

= 2 ∫ 𝑑4𝑥 𝐹𝑎𝜇𝜈𝐹𝜇𝜈𝑎 ± 2 ∫ 𝑑4𝑥 𝐹𝑎𝜇𝜈∗𝐹𝜇𝜈𝑎, (3.50)

which implies

𝑆𝐸 ≥
8𝜋2
𝑒2 |𝑐2|. (3.51)

The absolute minima of the action in each sector are the gauge fields for which
𝐹 is either self-dual or anti-self-dual

𝐹𝑎𝜇𝜈 = ±∗𝐹𝑎𝜇𝜈. (3.52)

These fields are automatically solutions of the YM equations. So we have
succeeded in replacing the second order YM equation by the simpler first
order equations (3.52).

5A mathematically more sophisticated understanding of the topology of YM fields requires
the language of fiber bundles and characteristic classes. See e.g. [Nak03].
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Motivated by (3.48), for the instanton with 𝑐2=1 we make an ansatz of
the form

𝐴𝜇(𝑥) = 𝑓(𝑟2)𝑔−11 𝜕𝜇𝑔1, (3.53)

where 𝑔1, a function of the angles only, has the following explicit representa-
tion:

𝑔1(𝑥) = [
�̂�4 + 𝑖�̂�3 �̂�2 + 𝑖�̂�1

−�̂�2 + 𝑖�̂�1 �̂�4 − 𝑖�̂�3
] = �̂�𝜇𝛼𝜇, (3.54)

where 𝛼𝑘 = 𝑖𝜎𝑘 for 𝑘 = 1, 2, 3 and 𝛼4 = 𝕀. This function clearly has𝑊(𝑔1)=1.
From here one finds

𝑔−11 𝜕𝜇𝑔1 = −2𝑖Σ̄𝜇𝜌
�̂�𝜌
𝑟 ; 𝑔1𝜕𝜇𝑔−11 = −𝜕𝜇𝑔1𝑔−11 = −2𝑖Σ𝜇𝜌

�̂�𝜌
𝑟 , (3.55)

where

Σ𝜇𝜈 =
1
2

⎡
⎢
⎢
⎢
⎢
⎣

0 𝜎3 −𝜎2 𝜎1
−𝜎3 0 𝜎1 𝜎2
𝜎2 −𝜎1 0 𝜎3
−𝜎1 −𝜎2 −𝜎3 0

⎤
⎥
⎥
⎥
⎥
⎦

; Σ̄𝜇𝜈 =
1
2

⎡
⎢
⎢
⎢
⎢
⎣

0 𝜎3 −𝜎2 −𝜎1
−𝜎3 0 𝜎1 −𝜎2
𝜎2 −𝜎1 0 −𝜎3
𝜎1 𝜎2 𝜎3 0

⎤
⎥
⎥
⎥
⎥
⎦

.

These matrix-valued tensors are self-dual and anti-self-dual respectively.
The function 𝑓 in (3.53) must satisfy 𝑓(𝑟2)→1 for 𝑟2→∞ and 𝑓(0) = 0 to

avoid singularities in 𝐴 (the form 𝑔−1𝑑𝑔 is ill-defined in the origin). In order
to determine the function 𝑓 we compute the curvature of (3.53):

𝐹𝜇𝜈 = 𝜕𝜇𝑓(𝑔−1𝜕𝜈𝑔) − 𝜕𝜈𝑓(𝑔−1𝜕𝜇𝑔) + 𝑓(𝑓 − 1)[𝑔−1𝜕𝜇𝑔, 𝑔−1𝜕𝜈𝑔] (3.56)

= 4𝑖
(
Σ̄𝜇𝜌�̂�𝜌�̂�𝜈 − Σ̄𝜈𝜌�̂�𝜌�̂�𝜇

)
(𝑓′ + 1

𝑟2𝑓(𝑓 − 1)) − 4𝑖Σ̄𝜇𝜈
1
𝑟2𝑓(𝑓 − 1).

Here 𝑓′ denotes the derivative of 𝑓 with respect to 𝑟2. In order to compute
the dual we use

𝜀𝜇𝜈𝛼𝛽Σ̄𝜌𝛽 = −𝛿𝜇𝜌Σ̄𝜈𝛼 + 𝛿𝜈𝜌Σ̄𝜇𝛼 − 𝛿𝛼𝜌Σ̄𝜇𝜈 (3.57)

and find

∗𝐹𝜇𝜈 = 4𝑖
(
Σ̄𝜇𝜌�̂�𝜌�̂�𝜈 − Σ̄𝜈𝜌�̂�𝜌�̂�𝜇

)
(𝑓′ + 1

𝑟2𝑓(𝑓 − 1)) − 4𝑖Σ̄𝜇𝜈𝑓′. (3.58)

The anti-self-duality equation 0 = 𝐹𝜇𝜈 +∗ 𝐹𝜇𝜈 implies

𝑓′ + 1
𝑟2𝑓(𝑓 − 1) = 0, (3.59)
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which is solved by

𝑓(𝑟2) = 𝑟2
𝜆2 + 𝑟2 (3.60)

where 𝜆 is an arbitrary constant. This function has indeed the desired behavior
in the origin and at infinity.

For a solution with 𝑐2 = −1 (an anti-instanton) it is enough to replace 𝑔1
by its inverse:

𝑔−1 = 𝑔−11 = 𝑔†1 = �̂�𝜇�̄�𝜇,
where �̄�𝑘 = −𝑖𝜎𝑘 for 𝑘 = 1, 2, 3 and �̄�4 = 𝕀. In this case we find

𝐹𝜇𝜈 = 4𝑖
(
Σ𝜇𝜌�̂�𝜌�̂�𝜈 − Σ𝜈𝜌�̂�𝜌�̂�𝜇

)
(𝑓′ + 1

𝑟2𝑓(𝑓 − 1))−4𝑖Σ𝜇𝜈
1
𝑟2𝑓(𝑓−1) (3.61)

and

∗𝐹𝜇𝜈 = −4𝑖
(
Σ𝜇𝜌�̂�𝜌�̂�𝜈 − Σ𝜈𝜌�̂�𝜌�̂�𝜇

)
(𝑓′ + 1

𝑟2𝑓(𝑓 − 1)) + 4𝑖Σ𝜇𝜈𝑓′. (3.62)

Now solving the self-duality equation 0 = 𝐹𝜇𝜈 −∗ 𝐹𝜇𝜈 leads again to equa-
tion (3.59), and hence to the same function 𝑓. Altogether the regular (antiself-
dual) instanton and (self-dual) anti-instanton solutions can be written in the
form

𝐴𝜇 = −2𝑖
Σ̄𝜇𝜈𝑥𝜈

𝜆2 + 𝑟2 ; 𝐴𝜇 = −2𝑖
Σ𝜇𝜈𝑥𝜈

𝜆2 + 𝑟2 . (3.63)

The respective field strengths are

𝐹𝜇𝜈 = 4𝑖
Σ̄𝜇𝜈𝜆2

(𝜆2 + 𝑟2)2
; 𝐹𝜇𝜈 = 4𝑖

Σ𝜇𝜈𝜆2

(𝜆2 + 𝑟2)2
. (3.64)

What happens if we try to impose self-duality on the configuration �̂�𝜇𝛼𝜇
or antiself-duality on the configuration �̂�𝜇�̄�𝜇? In both cases we arrive at the
equation

𝑓′ − 1
𝑟2𝑓(𝑓 − 1) = 0, (3.65)

which is solved by

𝑓(𝑟2) = 𝜆2
𝜆2 + 𝑟2 . (3.66)

This solution does not satisfy the desired conditions in the origin and infinity.
Nevertheless, we can write the corresponding self-dual and anti self-dual
gauge fields:

𝐴𝜇 = −2𝑖𝜆2
Σ𝜇𝜈𝑥𝜈

𝑟2(𝜆2 + 𝑟2)
; 𝐴𝜇 = −2𝑖𝜆2

Σ̄𝜇𝜈𝑥𝜈

𝑟2(𝜆2 + 𝑟2)
. (3.67)
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These fields are singular in the origin. However, they are mere gauge trans-
forms of the regular instanton and anti-instanton with a gauge transformation
that is singular in the origin. In fact, let𝐴 be the antiself-dual instanton based
on the ansatz (3.53) and consider the gauge transformation

𝐴′
𝜇 = 𝑔1𝐴𝜇𝑔−11 + 𝑔1𝜕𝜇𝑔−11
= (𝑓 − 1)𝜕𝜇𝑔1𝑔−11

= −2𝑖Σ𝜇𝜌
𝑥𝜌
𝑟2

𝜆2
𝜆2 + 𝑟2 , (3.68)

which coincides with the first field in (3.67). We observe that using (3.55) the
same field can also be written

𝜆2
𝜆2 + 𝑟2 (𝑔−1)

−1𝜕𝜇(𝑔−1),

so it becomes “pure gauge” at the origin, but with a gauge function that is the
inverse of the one that describes its behavior at infinity in the regular gauge.

It is useful to observe that an instanton and an anti-instanton can be
combined in a 𝑆𝑈(2) × 𝑆𝑈(2) = 𝑆𝑂(4) gauge field. Then, the ansatz (3.55) is
seen to be a special case of the construction discussed in Exercise 3.7.

As usual these instantons and anti-instantons are not isolated solutions but
come in families parametrized by collective coordinates, ormoduli. In order to
discover these moduli we have to act on a solution with all the global symme-
tries of the theory and find when this gives rise to physically distinct solutions.
The YM action is invariant under global 𝑆𝑈(2) gauge transformations and
under the 15-dimensional conformal group, that consists of Poincaré transfor-
mations (10 parameters) the so-called special conformal transformations (4
parameters) and dilatations (1 parameter).6

The free parameter 𝜆 of the solution is clearly a modulus associated to the
latter transformations. It can be shown that the special conformal transfor-
mations lead to gauge fields that are gauge equivalent to the original ones.
Translations also generate four moduli: one just has to replace 𝑥𝜇 by 𝑥𝜇 − 𝑥𝜇0
in the solutions. There remains gauge transformations (3 parameters) and
Euclidean rotations (6 parameters). We recall that the Euclidean rotation
group 𝑆𝑂(4) is locally isomorphic to 𝑆𝑈(2)𝐿 × 𝑆𝑈(2)𝑅 (though mathemati-
cally identical, this should not be confused with the chiral rotation group of

6The sphere 𝑆4 is conformally flat, so the flat space instanton can also be seen as a solution
of the YM equations on the sphere. The instanton with 𝜆 equal to the radius of the sphere is
invariant under 𝑆𝑂(5), see Exercise 3.8 and references [JaR76, Ore76].
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the chiral models). The correspondence is as follows: if a rotation transforms
𝑥 to 𝑥′, then in (3.54)

𝑔(𝑥′) = �̂�′𝜇𝛼𝜇 = 𝑔𝐿𝑔(𝑥)𝑔−1𝑅 . (3.69)

Thus we see that the rotation transforms the gauge field (3.53) to

𝐴′
𝜇 = 𝑔𝑅𝐴𝜇𝑔−1𝑅 . (3.70)

The ansatz (3.53) is invariant under 𝑆𝑈(2)𝐿 and is also invariant under the
simultaneous action of 𝑆𝑈(2)𝑅 and of the global gauge group 𝑆𝑈(2), with
the same transformation parameters. Thus, of these nine transformation
parameters, only three give rise to moduli, for example the global gauge
transformations taken by themselves. Altogether the moduli spaces of the
simple instantons and anti-instantons are eight-dimensional.

Much work has been done to find all self-dual and anti-self-dual solutions
with |𝑐2| > 1. This line of research has led to important developments in
mathematics, such as Donaldson theory. We shall see that such exact multi-
instanton solutions are not of great practical use in the quantum theory, since
the semiclassical evaluations of the path integral that we shall discuss below
are based on more manageable approximate solutions.

3.7 Instantons and path integrals

3.7.1 Path integrals on multiply connected spaces

Recall that for a quantum mechanical system with configuration space 𝒬 and
action 𝑆0(𝑞), the transition amplitude to go from position 𝑞1 at the time 𝑡1 to
position 𝑞2 at the time 𝑡2 can be written as

𝐾(𝑞2, 𝑡2 | 𝑞1, 𝑡1) = ∫
𝑞2,𝑡2

𝑞1,𝑡1
(𝑑𝑞)𝑒

𝑖
ℏ
𝑆0(𝑞), (3.71)

where the integral is performed over all paths joining 𝑞1 to 𝑞2. We assume
that the action has the form

𝑆0 = ∫ 𝑑𝑡 [12𝑚𝑔𝑖𝑗(𝑞)�̇�
𝑖�̇�𝑗 − 𝑉(𝑞)] . (3.72)

We want to discuss the effects that arise when𝒬 is multiply connected. We
observe that the paths from 𝑞1 to 𝑞2 fall into homotopy classes. Clearly there
are as many homotopy classes of paths from 𝑞1 to 𝑞2 as there are homotopy
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classes of loops beginning and ending at the basepoint 𝑞0, i.e. elements of
𝜋1(𝒬). However, the correspondence between homotopy classes of paths
and elements of 𝜋1(𝒬) is not unique. To construct one such correspondence,
choose two paths 𝑐1 and 𝑐2 joining 𝑞0 to 𝑞1 and 𝑞2 respectively, see Figure 17.
Then we associate the homotopy class of the path 𝑞(𝑡) to the homotopy class
of the loop 𝑐−12 ⋅ 𝑞 ⋅ 𝑐1. Having chosen this correspondence, we can consider
the partial amplitude

𝐾𝛼(𝑞2, 𝑡2 | 𝑞1, 𝑡1) = ∫
𝑞2,𝑡2

𝑞1,𝑡1
(𝑑𝑞)𝛼𝑒

𝑖
ℏ
𝑆0(𝑞),

where the subscript 𝛼 in the measure means that the integral is performed
over all paths such that 𝑐−12 ⋅ 𝑞 ⋅ 𝑐1 is in the class 𝛼 ∈ 𝜋1(𝒬). Since paths in
different homotopy classes form disjoint sets, we can weigh differently the
contribution of each homotopy class and write the total amplitude as

𝐾(𝑞2, 𝑡2 | 𝑞1, 𝑡1) =
∑

𝛼∈𝜋1(𝒬)
𝜒(𝛼)𝐾𝛼(𝑞2, 𝑡2 | 𝑞1, 𝑡1). (3.73)

The complex weights 𝜒(𝛼) have to be chosen so that the following require-
ments are satisfied:

1. the total amplitude must be independent of the choice of the paths 𝑐1
and 𝑐2

2. the total amplitude must satisfy the factorization property

𝐾(𝑞2, 𝑡2 | 𝑞1, 𝑡1) = ∫ 𝑑𝑞 𝐾(𝑞2, 𝑡2 | 𝑞, 𝑡)𝐾(𝑞, 𝑡 | 𝑞1, 𝑡1)

for 𝑡1 < 𝑡 < 𝑡2.

It can be shown that these conditions imply that 𝜒 ∈ 𝑈(1) and 𝜒(𝛼 ⋅ 𝛽) =
𝜒(𝛼)𝜒(𝛽), where 𝛼 ⋅ 𝛽 is the product in the fundamental group of 𝒬 [LaD70].
Thus𝜒 has to be a character of𝜋1(𝒬). Each choice of𝜒 defines an inequivalent
quantum theory, so we have reached again the conclusion that inequivalent
quantizations are labelled by Hom

(
𝜋1(𝒬), 𝑈(1)

)
.

This can be related to our preceding discussion as follows. As mentioned
in Section 3.1.2 there is a one-to-one correspondence between the characters
of 𝜋1(𝒬) and the gauge equivalence classes of flat 𝑈(1) connections on 𝒬. If
𝒜 is a flat connection, the corresponding character is given by

𝜒(𝛼) = 𝑒
𝑖𝑒
ℏ𝑐
∮
𝓁
𝒜
, (3.74)
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Figure 17. A multiply connected configuration space 𝒬 (hole in the middle) and
two non-homotopic histories 𝑞(𝑡) and 𝑞′(𝑡) from 𝑞1 to 𝑞2. When composed with
predetermined curves 𝑐1 and 𝑐−12 , these define two loops based at 𝑞∗.

where 𝓁 is a loop in the homotopy class 𝛼 (𝜒 depends only on the homotopy
class of 𝓁 since𝒜 is flat). There follows that if we define a “topological term”

𝑆𝑇 =
𝑒
𝑐 ∫ 𝑑𝑡 �̇�𝑖𝒜𝑖, (3.75)

this term has the same value for all curves joining the point 𝑞1 at the time 𝑡1
to the point 𝑞2 at the time 𝑡2 and such that 𝑐−12 ⋅𝑞 ⋅𝑐1 is in a fixed homotopy
class 𝛼. Thus we can absorb this term in the path integral and write:

∑

𝛼
𝜒(𝛼)𝐾𝛼(𝑞2, 𝑡2; 𝑞1, 𝑡1) =

∑

𝛼
∫

𝑞2,𝑡2

𝑞1,𝑡1
(𝑑𝑞)𝛼𝑒

𝑖
ℏ
(𝑆0+𝑆𝑇) = ∫

𝑞2,𝑡2

𝑞1,𝑡1
(𝑑𝑞)𝑒

𝑖
ℏ
(𝑆0+𝑆𝑇).

So the effect of performing the path integral with the action 𝑆0 and weight-
ing the partial amplitudes with characters of 𝜋1(𝒬) is exactly the same as
performing the path integral with the action 𝑆0 + 𝑆𝑇.

3.7.2 Euclidean path integrals

To make the integral convergent we perform a Wick rotation to imaginary
time 𝜏= 𝑖𝑡. The euclidean action is given by

𝑆0𝐸 = −𝑖𝑆0(𝑡 = −𝑖𝜏) = ∫ 𝑑𝜏 [12𝑚𝑔𝑖𝑗 (
𝑑𝑞𝑖
𝑑𝜏 ) (

𝑑𝑞𝑗
𝑑𝜏 ) + 𝑉(𝑞)] . (3.76)
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We will omit the subscript 𝐸 from now on for notational simplicity. Putting
aside the issues due to multiple connectedness for a moment, the euclidean
amplitude is

𝐾𝐸(𝑞2, 𝜏2 | 𝑞1, 𝜏1) = ∫
𝑞2,𝜏2

𝑞1,𝜏1
(𝑑𝑞)𝑒−

1
ℏ
𝑆0𝐸(𝑞).

Let 𝑞0 denote the vacuum (the state of lowest energy). To start with, we
assume that it is unique. The vacuum-to-vacuum amplitude is also called the
partition function:

𝑍𝐸(𝑇) = 𝐾𝐸(𝑞0, 𝑇∕2; 𝑞0,−𝑇∕2). (3.77)

We can extract the ground state energy of the system from the vacuum-to-
vacuum amplitude, using the following trick. Denoting �̂� the Hamiltonian,
the (Euclidean) evolution operator is 𝑒−

1
ℏ
�̂�𝜏, and we have

𝑍𝐸(𝑇) = ⟨𝑞0|𝑒
− 1
ℏ
�̂�𝑇|𝑞0⟩ =

∑

𝑛
|⟨𝑞0|𝐸𝑛⟩|2𝑒

− 1
ℏ
𝐸𝑛𝑇,

where {|𝐸𝑛⟩} is a complete set of eigenstates of the Hamiltonian with eigenval-
ues 𝐸𝑛. For 𝑇 →∞ the lowest energy eigenstate dominates the sum, so

lim
𝑇→∞

𝑍𝐸(𝑇) = lim
𝑇→∞

|⟨𝑞0|𝐸0⟩|2𝑒
− 1
ℏ
𝐸0𝑇. (3.78)

In this way, if we are able to compute the l.h.s. of the equation, we can read
off the lowest energy eigenvalue 𝐸0.

For example in the case of a harmonic oscillator, with𝑚 = 1 and 𝑉(𝑞) =
1
2
𝜔2𝑞2, the vacuum to vacuum amplitude turns out to be equal to (Exercise 3.4)

( 𝜔𝜋ℏ)
1∕2

𝑒−
𝜔𝑇
2 . (3.79)

Comparing with (3.78) one finds the ground state energy 𝐸0 =
1
2
ℏ𝜔.

Finally consider the case when 𝒬 is multiply connected and a topological
term is present in the action. In general, it can be written as in (3.75). Since
the topological Lagrangian only contains one time derivative, the Euclidean
version of this action becomes imaginary:

𝑆𝑇𝐸 = −𝑖 𝑒𝑐 ∫ 𝑑𝜏𝒜𝑖(𝑞)�̇�𝑖 = −𝑖𝑆𝑇, (3.80)

Thus in the path integral its contribution remains oscillatory:

𝐾𝐸(𝑞2, 𝜏2 | 𝑞1, 𝜏1) = ∫
𝑞2,𝜏2

𝑞1,𝜏1
(𝑑𝑞)𝑒−

1
ℏ
[𝑆0𝐸(𝑞)−𝑖𝑆𝑇(𝑞)]. (3.81)
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3.8 The path integral for the pendulum

The instantons give us a way of evaluating approximately the path integral on
a multiply connected configuration space. The evaluation of path integrals
involving instantons is often referred to as instanton calculus. The most im-
portant features of such calculations are already present in the simplest case
of the pendulum. We will therefore begin by discussing in some detail this
example.

As a preliminary, we observe that this problem is very similar to that of
a particle in a periodic potential. This problem is well-known in solid-state
physics. In a “zeroth-order” approximation one would expand the potential
around a minimum 2𝜋𝑛 and the lowest energy eigenfunction, with energy
𝐸0=

1
2
ℏ𝜔, would be the one of the harmonic oscillator centered around 2𝜋𝑛.

Therewould be one such eigenfunction for eachminimum, so the ground state
would consist of infinitely many degenerate states with energy 1

2
ℏ𝜔. However,

this approximation neglects tunnelling between neighbouring minima. When
taken into account, this breaks the degeneracy and one gets a continuous
band of states.

There is an important physical difference between this system and the
pendulum: even though they have the same classical Lagrangian, in the case
of the pendulum all points on the line are identified mod 2𝜋, whereas for the
particle in a periodic potential they are not. This leads to a different physical
interpretation of the results.

3.8.1 The 𝒏 = ±𝟏 contributions

We are going to study the vacuum energy of the pendulum as a function of
𝜃 using the trick of Section 3.7.2. We begin by observing that the classical
“vacuum state” of the pendulum is 𝜑=0 mod 2𝜋 (independent of time). The
vacuum-to-vacuum transition amplitude is

𝐾(0𝑚𝑜𝑑 2𝜋, 𝑇∕2 | 0,−𝑇∕2) =
∞∑

𝑛=−∞
𝑒𝑖𝑛𝜃𝐾𝑛(2𝜋𝑛, 𝑇∕2 | 0,−𝑇∕2),

where 𝑛 ∈ ℤ = 𝜋1(𝑆1) labels the homotopy classes of 𝜑(𝑡) and we assume
without loss of generality that 𝜑 = 0 for 𝑇 → −∞. The partial amplitudes are
computed here with the action 𝑆0 corresponding to the Lagrangian (3.17) and
we have introduced the characters ofℤ in the sum over the partial amplitudes,
as discussed earlier. Since 𝐾𝑛 is a path integral over loops in a fixed homotopy
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class, we can bring the character inside the path integral and write

𝑒𝑖𝑛𝜃𝐾𝑛(2𝜋𝑛, 𝑇∕2 | 0,−𝑇∕2) = ∫
2𝜋𝑛,𝑇∕2

0,−𝑇∕2
(𝑑𝜑)𝑛𝑒

𝑖
ℏ
𝑆0+𝑖𝜃𝑛

= ∫
2𝜋𝑛,𝑇∕2

0,−𝑇∕2
(𝑑𝜑)𝑛𝑒

𝑖
ℏ
(𝑆0+𝜃ℏ𝑊) = �̃�𝑛(2𝜋𝑛, 𝑇∕2 | 0,−𝑇∕2),

where we defined �̃� to be the amplitude in the presence of the topological
term.

Next we perform the Wick rotation. As already mentioned, the euclidean
topological term is imaginary: 𝑆𝑇,𝐸 = −𝑖𝑆𝑇 = −𝑖𝜃ℏ𝑊. Thus, the euclidean
amplitude is

�̃�𝐸(0mod 2𝜋, 𝑇∕2 | 0,−𝑇∕2) =
∑

𝑛
�̃�𝐸,𝑛(2𝜋𝑛, 𝑇∕2 | 0,−𝑇∕2),

with

�̃�𝐸,𝑛(2𝜋𝑛, 𝑇∕2 | 0,−𝑇∕2) = ∫
2𝜋𝑛,𝑇∕2

0,−𝑇∕2
(𝑑𝜑)𝑛 𝑒

− 1
ℏ
𝑆0𝐸+𝑖𝜃𝑛.

The partial amplitudes can be evaluated using the WKB, or saddle point
approximation: we will now compute the contribution of fields which are
near a stationary point of the Euclidean action.

Let us begin by evaluating certain contributions to �̃�𝐸,1(2𝜋, 𝑇∕2 | 0,−𝑇∕2),
i.e. the sum over paths with winding number one. The action is minimized by
the classical instanton solutions 𝜑cl given in (3.45), which are parametrized
by the coordinate of the “center” 𝜏0, and the path integral will be dominated
by configurations that are near one of these solutions. Thus we expand the
action around 𝜑cl(𝜏). We get

𝑆𝐸(𝜑) = 𝑆𝐸(𝜑cl) +
1
2 ∫ 𝑑𝜏𝑑𝜏′𝜂(𝜏)𝒪(𝜏, 𝜏′)𝜂(𝜏′),

where 𝜂 = 𝜑 − 𝜑cl and

𝒪(𝜏, 𝜏′) = 𝛿2𝑆𝐸
𝛿𝜑(𝜏)𝛿𝜑(𝜏′)

|||||||𝜑cl
= 𝛿(𝜏 − 𝜏′) (− 𝑑2

𝑑𝜏2 + 𝑉′′(𝜑cl)) . (3.82)

In the WKB approximation

𝐾𝐸1(2𝜋, 𝑇∕2 | 0,−𝑇∕2) = 𝑒−
1
ℏ
𝑆𝐸(𝜑cl) ∫ (𝑑𝜂) 𝑒−

1
2
∫ 𝜂𝒪𝜂

= 𝑒−
1
ℏ
𝑆𝐸(𝜑cl)𝐵(𝑇) [Det𝒪]−1∕2 (3.83)

where 𝐵(𝑇) is a measure factor.
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The operator − 𝑑2

𝑑𝑡2
+𝑉′′(𝜑cl) has a translational zero mode, corresponding

to the fact that the position of the instanton is arbitrary. This zero mode
makes the determinant zero, and the path integral ill-defined. As in the
seminclassical quantization of solitons, the way out consists of replacing the
zero mode by the corresponding collective coordinate 𝜏0. When the divergent
integral over the zero mode is replaced by the integral over 𝜏0, it just yields
a factor 𝑇. In this way we understand the meaning of the divergence of the
path integral: it is automatically regulated by our device of putting the system
in a “time box” and would reappear in the limit 𝑇 →∞. The change in the
integration variable produces a Jacobian 𝐽, whose evaluation we postpone to
Section 3.8.3. The main result that is needed here is that 𝐽 is independent of
𝑇 for 𝑇 →∞. So (3.83) can be rewritten

𝑒−
1
ℏ
𝑆𝐸(𝜑cl)𝐵(𝑇)𝐽𝑇

[
Det′𝒪

]−1∕2
, (3.84)

where Det′ is the product of the nonzero eigenvalues. The evaluation of the
determinant is difficult because 𝜑cl, which appears in the operator (3.82)
depends explicitly on time. However, the size of the instanton was fixed by
the form of the potential and is independent of 𝑇, so if we are only interested
in the limit of large 𝑇, we see that “most of the time” 𝜑cl = 0 mod 2𝜋 and
therefore 𝑉′′(𝜑cl)=𝜔2. We can then write

[
Det′𝒪

]−1∕2
= 𝐾 [Det (− 𝑑2

𝑑𝑡2 + 𝜔2)]
−1∕2

(3.85)

where 𝐾, the ratio of the determinants, becomes a 𝑇-independent constant
for large 𝑇. The determinant on the r.h.s., together with the factor 𝐵(𝑇), is
the partition function of a harmonic oscillator, which is given by (3.79). We
thus find

𝐾𝐸,1(2𝜋, 𝑇∕2 | 0,−𝑇∕2) = 𝑒−
1
ℏ
𝑆0𝐸+𝑖𝜃𝐾𝐽𝑇𝑒−

𝜔𝑇
2 ( 𝜔𝜋ℏ)

1∕2
,

where we have written 𝑆𝐸(𝜑cl) = 𝑆0𝐸(𝜑cl) − 𝑖𝜃ℏ𝑊(𝜑cl) = 𝑆0𝐸 − 𝑖𝜃ℏ. This
is the contribution of the one-instanton sector to the total amplitude. By a
similar argument, the one anti-instanton sector gives

𝐾𝐸,−1(−2𝜋, 𝑇∕2 | 0,−𝑇∕2) = 𝑒−
1
ℏ
𝑆0𝐸−𝑖𝜃𝐾𝐽𝑇𝑒−

𝜔𝑇
2 ( 𝜔𝜋ℏ)

1∕2
.



158 CHAPTER 3. 𝝅𝟏(𝒬), 𝜽-SECTORS AND INSTANTONS

3.8.2 The dilute instanton gas

In principle we should now evaluate the contributions of paths with higher
winding numbers and then sum over the winding numbers. However, we
have already observed in Section 2.1.1 that there are no classical solutions
to the equation −𝑑2𝜑

𝑑𝑡2
+ 𝑑𝑉

𝑑𝜑
= 0 in the sectors 𝒬0𝑖 with |𝑖| > 1, i.e. solutions

interpolating between nonadjacent minima. This means that there are no
exact multi-instanton solutions around which to expand the action. Thus, we
cannot directly apply the WKB method to compute the contribution of paths
with winding number greater than one. In practice the calculation can still be
done, but in a different way.

We observe that a configuration consisting of𝑚1 instantons and𝑚2 anti-
instantons, all widely separated, will provide an approximate solution to the
classical equation of motion with𝑊 =𝑚1−𝑚2. Such a configuration will
contribute to the partial amplitude �̃�𝐸

(
(𝑚1 − 𝑚2)2𝜋, 𝑇∕2 | 0,−𝑇∕2

)
. The

evaluation of the path integral for this case proceeds much as in the one-
instanton case, with the following changes: every instanton gives a contribu-
tion to 𝑆𝐸(𝜑cl) equal to 𝑆0𝐸−𝑖𝜃ℏ and each anti-instanton gives a contribution
𝑆0𝐸+𝑖𝜃ℏ; every instanton and anti-instanton has a translational zero mode
contributing a factor 𝑇𝐽; as long as they are widely separated, every instanton
and anti-instanton contributes a factor 𝐾 when 𝑉′′(𝜑cl) is replaced by 𝜔2 in
the determinant. Altogether the contribution to the total amplitude due to
configurations containing𝑚1 instantons and𝑚2 anti-instantons is

1
𝑚1!𝑚2!

exp [−1ℏ (𝑚1 +𝑚2)𝑆0𝐸 + 𝑖(𝑚1 −𝑚2)𝜃] (𝐾𝐽𝑇)
𝑚1+𝑚2 ( 𝜔𝜋ℏ)

1∕2
𝑒−

𝜔𝑇
2 .

(3.86)
The factor 1

𝑚1!𝑚2!
is due to the indistinguishability of the instantons and anti-

instantons (in the integral over the collective coordinates, the situation when
instanton 1 is in position 𝜏1 and instanton 2 is in position 𝜏2 is physically the
same as when instanton 1 is in position 𝜏2 and instanton 2 is in position 𝜏1).
The total amplitude is obtained by summing over𝑚1 and𝑚2. This automat-
ically includes a sum over winding numbers. The sums can be performed
explicitly and we get

𝑍𝜃(𝑇) = exp (𝐾𝐽𝑇𝑒−
1
ℏ
𝑆0𝐸+𝑖𝜃) exp (𝐾𝐽𝑇𝑒−

1
ℏ
𝑆0𝐸−𝑖𝜃) ( 𝜔𝜋ℏ)

1∕2
𝑒−

𝜔𝑇
2

= ( 𝜔𝜋ℏ)
1∕2

exp [−1ℏ𝑇 (
1
2ℏ𝜔 − 2ℏ𝐾𝐽𝑒−

1
ℏ
𝑆0𝐸 cos 𝜃)] . (3.87)
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Comparing with (3.78) we find that the energy of the vacuum in the presence
of the 𝜃-term in the action is

𝐸𝜃 =
1
2ℏ𝜔 − 2ℏ𝐾𝐽𝑒−

1
ℏ
𝑆0𝐸 cos 𝜃. (3.88)

This way of computing the path integral for a theory with multiply con-
nected 𝒬 is known as the dilute instanton gas approximation. We will see that
it can be easily generalized to the case of fields theories.

A few remarks are in order here. First we observe that the non-analytic
dependence on Planck’s constant is a clear indication of the non-perturbative
character of the result. Then, we see that instantons are related to tunnelling.
If we unwrap 𝑆1 by going to its covering space ℝ, we have a particle moving
in a periodic potential. There are infinitely many classical vacua separated by
energy barriers. Expanding the potential around one such vacuum, we get,
for the low-lying states, an approximate harmonic oscillator spectrum. Thus
there seem to be infinitely many degenerate vacua, each with vacuum energy
1
2
ℏ𝜔. This picture is incorrect because it ignores tunnelling. In the WKB
approximation the tunnelling amplitude is evaluated as a sum over trajectories
that are near a classical solution of the equations of motion. No classical
solutions exists in the real time, but as we have seen, solutions exist in the
imaginary time. Thus it is the WKB approximation that requires performing
theWick rotation. In the end the amplitude can be analytically continued back
to real time. The resulting 𝜃-dependence of the energy is very similar to that of
a particle in a periodic potential but with an important difference: in that case
all states belong to the same Hilbert space and therefore transitions between
states with different values of 𝜃 are permitted. In the case of the pendulum
every value of 𝜃 defines a different theory and no transition between different
𝜃-states can occur.

3.8.3 Evaluation of the Jacobian

The substitution of the integral over the zero mode by the integral over the
collective coordinate can be justified by a procedure resembling the Faddeev–
Popov method. We are going to constrain the projection of the quantum field
𝜑 onto the zero mode 𝜂0 to be equal to the projection of the instanton on the
zero mode. This requires a compensating factor that we shall evaluate.

We begin by recalling (from Section 2.1.1) that the action of the instanton
comes in equal amounts from the kinetic and potential term. Thus the action
of the instanton is

𝑆𝑐𝑙 = ∫ 𝑑𝑡 [12 �̇�
2
𝑐𝑙 + 𝑉(𝜑𝑐𝑙)] = ∫ 𝑑𝑡 �̇�2𝑐𝑙. (3.89)
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There follows that the normalized zero mode is

𝜂0(𝑡 − 𝑡0) =
1

√
𝑆𝑐𝑙

𝑑𝜑𝑐𝑙(𝑡 − 𝑡0)
𝑑𝑡 . (3.90)

In what follows both the instanton 𝜑𝑐𝑙 and the zero mode 𝜂0 are located at
a particular time 𝑡0. Thus using (3.90) we find that the projection of the
instanton on the zero mode is

(𝜑𝑐𝑙, 𝜂0) = ∫
∞

−∞
𝑑𝑡 𝜂0(𝑡 − 𝑡0)𝜑𝑐𝑙(𝑡 − 𝑡0)

= 1
2
√
𝑆𝑐𝑙

∫
∞

−∞
𝑑𝑡𝑑𝜑𝑐𝑙(𝑡 − 𝑡0)2

𝑑𝑡

= 1
2
√
𝑆𝑐𝑙

𝜑2𝑐𝑙
|||||
∞

−∞
= 2𝜋2
√
𝑆𝑐𝑙

(3.91)

and is independent of 𝑡0. Then, we can write

∆[𝜑] ∫ 𝑑𝑡0 𝛿 [(𝜑, 𝜂0) − (𝜑𝑐𝑙, 𝜂0)] = 1 (3.92)

where
(𝜑, 𝜂0) = ∫

∞

−∞
𝑑𝑡 𝜂0(𝑡 − 𝑡0)𝜑(𝑡)

will in general depend on 𝑡0. The quantity ∆ is

∆[𝜑] = 𝑑
𝑑𝑡0

[(𝜑, 𝜂0) − (𝜑𝑐𝑙, 𝜂0)]

evaluated at a point (here assumed unique) where the argument of the delta
function is zero. We have

∆[𝜑] = ∫
∞

−∞
𝑑𝑡 𝑑𝜂0(𝑡 − 𝑡0)

𝑑𝑡0
𝜑(𝑡)

= ∫
∞

−∞
𝑑𝑡 𝜂0(𝑡 − 𝑡0)

𝑑𝜑(𝑡)
𝑑𝑡 . (3.93)

Now we insert the identity (3.92) in the path integral

𝑍 = ∫ 𝑑𝑡0 ∫ (𝑑𝜑)𝑒−
1
ℏ
(𝑆0+𝑖𝜃)∆[𝜑]𝛿 [(𝜑, 𝜂0) − (𝜑𝑐𝑙, 𝜂0)]
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and we expand the field around the instanton located at 𝑡0. The argument
of the delta function becomes (𝜂, 𝜂0), with 𝜂0 centered again at 𝑡0 and the
compensating factor, evaluated at the classical solution, is

∆[𝜑𝑐𝑙] = ∫
∞

−∞
𝑑𝑡 𝜂0(𝑡 − 𝑡0)

𝑑𝜑𝑐𝑙(𝑡)
𝑑𝑡 =

√
𝑆𝑐𝑙 ∫

∞

−∞
𝑑𝑡 𝜂0(𝑡 − 𝑡0)2 =

√
𝑆𝑐𝑙.

Thus we obtain

𝑍 = 𝑒−
1
ℏ
(𝑆𝑐𝑙+𝑖𝜃)√𝑆𝑐𝑙 ∫ 𝑑𝑡0 ∫ (𝑑𝜂)𝑒−

1
2ℏ
(𝜂,𝐿𝜂)𝛿[(𝜂, 𝜂0)]. (3.94)

The path integral over 𝜂 is now performed on fields that have no projection
on the zero mode. It is therefore given by the primed determinant (Det𝐿)−1∕2.
The integral over the zero mode has been replaced by the integral over the
collective coordinate 𝑡0, giving a factor 𝑇, and the Jacobian for the change of
variable is

𝐽 =
√
𝑆𝑐𝑙, (3.95)

which in the limit 𝑇 →∞ is manifestly independent of 𝑡0.

3.9 The abelian Higgs model
The perturbative spectrum of scalar QED depends on the sign of the mass
term. For 𝑓2 < 0, in dimension 𝑑 > 2, it consists of a charged massive scalar,
its antiparticle and a massless photon. In two dimensions there is no photon.
Furthermore, the Coulomb potential grows linearly with distance and the
force between two oppositely charged scalars is independent of distance. This
means that the charged particles are confined in neutral bound states. When
𝑓2 > 0, in any dimension including two, the theory is in the Higgs phase:
there is only a neutral scalar (the radial mode) and a massive photon. Because
of this, the force between charges falls off exponentially with distance. We
shall see now that the effect of instantons changes the picture quite drastically:
when 𝜃 ≠ 0mod2𝜋, there is no Higgs phase.

As already discussed in Section 3.6.2, the instanton of scalar QED2 is the
vortex of QED3 with unit flux. We put the system in a large spacetime box
of spatial extent 𝐿 and time duration 𝑇. In the limit 𝑇 → ∞, the partition
function

𝑍𝜃(𝑇) = ∫ (𝑑𝐴𝑑𝜙 𝑑𝜙∗) 𝑒−𝑆0𝐸+𝑖𝜃𝑐1 (3.96)

equals 𝑒−𝑇𝐸𝜃 , and by evaluating 𝑍𝜃 we shall obtain 𝐸𝜃 and other observables.
Since the instantons have a fixed finite size that is negligible in the limit of large
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𝑇 and𝐿, we can evaluate𝑍𝜃 with a dilute instanton gas. The functional integral
can be evaluated following the steps of the previous section. The main novelty
is that now there are two translational zero modes for each instanton and anti-
instanton, so the integration over the corresponding collective coordinates
yields a factor 𝐿𝑇 for each instanton and anti-instanton. Thus we find

lim
𝑇→∞

𝑍𝜃(𝑇) = 𝐴𝑒−𝐿𝑇(𝐶−𝑒−𝑆0𝐸 2𝐵 cos 𝜃) (3.97)

for some constants 𝐴,𝐵,𝐶, where 𝑆0𝐸 denotes the action for the single instan-
ton solution. From here one reads off the energy density

𝐸𝜃
𝐿 = 𝐶 − 𝑒−𝑆0𝐸2𝐵 cos 𝜃, (3.98)

analogous to the result (3.88).
The physical meaning of the parameter 𝜃 can be further clarified by con-

sidering the vacuum expectation value of the electric field ⟨𝐸1⟩𝜃 = 𝑖⟨𝐹01⟩𝜃.
Due to translation invariance

⟨𝐹01(𝑥, 𝜏)⟩𝜃 =
1
𝐿𝑇

⟨
∫ 𝑑𝑥𝑑𝜏 𝐹01

⟩

𝜃
= 1
2𝐿𝑇

⟨
∫ 𝑑𝑥𝑑𝜏 𝜀𝜇𝜈𝐹𝜇𝜈

⟩

𝜃
= 2𝜋
𝐿𝑇 ⟨𝑐1⟩𝜃

We have

⟨𝑐1⟩𝜃 = 𝑖 𝑑𝑑𝜃 ln𝑍𝜃 = −𝑖 𝑑𝑑𝜃 (𝐸𝜃𝑇) = −𝑖𝐿𝑇𝑒−𝑆02𝐵 sin 𝜃.

Therefore
⟨𝐸1(𝑥, 𝜏)⟩𝜃 = 4𝜋𝑒−𝑆0𝐵 sin 𝜃. (3.99)

Therefore, in the theta vacuum, there is a uniform background electric field.
This fact leads us to suspect the existence of long range forces, in spite of the
fact that at tree level, due to the occurrence of the Higgs phenomenon, we
would expect only short range forces. We will now prove that instantons do
indeed give rise to long range forces and confinement, even for 𝑓2 > 0.

Consider two (nondynamical, external) charges 𝑞 and −𝑞 at a fixed dis-
tance �̃�. The potential energy between these charges is given by the difference
of the energy of the system in the presence and in the absence of the charges.
If the system is quasi static, these energies in turn can be evaluated as the
effective actions divided by the time. More precisely, suppose that the charge-
anticharge pair is created at some instant, brought to distance �̃�, then left there
for a long time 𝑇 and finally annihilated again. The classical contribution to
the action due to the presence of the charges is

∫ 𝑑2𝑥 𝐽𝜇𝐴𝜇 = 𝑞 ∮ 𝐴,
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Figure 18. A sample configuration of the instanton gas with 𝑛(in)+ = 2, 𝑛(out)+ = 7.
𝑛(in)− = 1 and 𝑛(out)− = 6, thus total instanton charge 𝑛 = 2.

where 𝐽𝜇(𝑥) = 𝑞𝛿(2)(𝑥 − 𝑥(𝑡))𝑑𝑥
𝜇

𝑑𝑡
is the current generated by the charges.

The quantity𝑊 = 𝑒𝑖𝑞 ∮ 𝐴 is called theWilson loop. As before, we enclose the
system in a spacetime volume of sides 𝐿 ≫ �̃� and 𝑇 ≫ 𝑇. In the limit 𝑇 →∞
the Euclidean functional integral gives the exponential of the energy in the
presence of the charges:

∫ (𝑑𝐴𝑑𝜙𝑑𝜙∗)𝑒−𝑆0𝐸+𝑖𝜃𝑐1𝑊 = exp
(
−𝑇𝐸𝜃 − 𝑇∆𝐸𝜃(�̃�)

)
. (3.100)

We have then

lim
𝑇→∞

⟨𝑊⟩ = 1
𝑍𝜃(𝑇)

∫ (𝑑𝐴𝑑𝜙𝑑𝜙∗)𝑒−𝑆0𝐸+𝑖𝜃𝑐1−𝑖𝑞 ∮ 𝐴 = 𝑒−𝑇∆𝐸𝜃(�̃�). (3.101)

Therefore we can compute the interaction between the charges from the
Wilson loop:

∆𝐸𝜃(�̃�) = − lim
𝑇→∞

1
𝑇
ln⟨𝑊⟩𝜃. (3.102)

We use again the dilute instanton gas approximation. We divide 𝑛± = 𝑛(in)± +
𝑛(out)± , counting separately instantons and anti-instantons that lie inside or
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outside the spacetime loop traced by the charges. See Figure 18. The reason
for this is that the Wilson loop can be rewritten:

𝑊 = 𝑒𝑖𝑞 ∮ 𝐴 = 𝑒
𝑖𝑞
2
∫𝑈 𝑑2𝑥𝜖𝜇𝜈𝐹𝜇𝜈 = 𝑒2𝜋𝑖𝑞(𝑛

(in)
+ −𝑛(in)− )

where𝑈 is the region enclosed by the loop. Then, the functional integral (3.100)
can be evaluated as follows:

𝐴𝑒−𝐿𝑇𝐶
∑

𝑛(in)+ ,𝑛(in)− ,𝑛(out)+ ,𝑛(out)−

1
𝑛(in)+ !𝑛(in)− !𝑛(out)+ !𝑛(out)− !

(3.103)

× exp
[
− (𝑛(in)+ + 𝑛(in)− + 𝑛(out)+ + 𝑛(out)− )𝑆0𝐸
+ 𝑖𝜃(𝑛(in)+ − 𝑛(in)− + 𝑛(out)+ − 𝑛(out)− )

]

×
[
𝐵(𝐿𝑇 − �̃�𝑇)

]𝑛(out)+ +𝑛(out)− (𝐵�̃�𝑇)𝑛
(in)
+ +𝑛(in)− exp

[
2𝜋𝑖𝑞(𝑛(in)+ − 𝑛(in)− )

]

= 𝐴 exp
{
−𝐿𝑇𝐶 + 2𝐵𝑒−𝑆0𝐸

[
�̃�𝑇 cos(𝜃 + 2𝜋𝑞) + (𝐿𝑇 − �̃�𝑇) cos 𝜃

]}
.

Using (3.97) and (3.103) in (3.102) we get

∆𝐸𝜃(�̃�) = 2𝐵𝑒−𝑆0𝐸 �̃� [cos 𝜃 − cos(𝜃 + 2𝜋𝑞)] . (3.104)

From this formula we see that the potential grows with distance, leading again
to confinement of the charges. Thus, the physical picture is the same for
𝑓2 > 0 as for 𝑓2 < 0. From the factor 𝑒−𝑆0𝐸 we see, however, that the force
is strictly nonperturbative (the numerator contains a hidden factor 1∕ℏ) and
that it vanishes exponentially in the classical limit.

To get a physical intuition for the 𝜃- and 𝑞-dependence, we can expand
for small 𝜃 and 𝑞 and find

⟨𝐸1⟩𝜃 = 4𝜋𝐵𝑒−𝑆0𝐸𝜃 (3.105a)
𝐸𝜃 = 𝐵𝐿𝑒−𝑆0𝐸𝜃2 (3.105b)

∆𝐸𝜃(�̃�) = 𝐵�̃�𝑒−𝑆0𝐸
[
(𝜃 + 2𝜋𝑞)2 − 𝜃2

]
. (3.105c)

In the 𝜃 vacuum there is a constant electric field and an energy density propor-
tional to the square of this electric field. External charges in one dimension
act as the plates of a capacitor and produce an additional constant electric
field in the space between them. The shift in energy due to the charges is the
distance between the charges, times the difference in the energy density in
the presence and in the absence of the charges.

Returning to the full result (3.104), we see that if the charges are integer,
the force vanishes. In this case we can think that particle-antiparticle pairs
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will be created between the two test charges and will move towards them until
the electric field is completely screened. If 𝑞 is not an integer, the screening
cannot be complete, leaving a residual force which is independent of distance.

3.10 Vacuum tunnelling in Yang–Mills theory
The results of the previous section raised hopes that instantons may provide
an understanding of confinement also in four dimensions. This did not work,
for various reasons. One is that two dimensions are special because a loop in
the plane (or on a sphere) divides the space in two disjoint regions. Thus, there
is a clear meaning to the statement that an instanton is inside or outside the
Wilson loop. This does not happen in higher dimensions. Another problem
is that the dilute gas approximation is questionable: the YM action is scale
invariant, and, at the same cost in action, instantons can have arbitrary size.
Thus, at fixed instanton density, there will always be large instantons that
overlap. If one nevertheless tries to repeat the instanton gas calculation, a
more technical issue appears: the integral over quantum fluctuations has both
ultraviolet and infared divergences.

Let us give here the main steps of such a calculation. We use the back-
ground field method and split

𝐴𝑎
𝜇 = �̄�𝑎

𝜇 + 𝑎𝑎𝜇,

where �̄� is the BPST instanton solution. Denoting �̄�𝑎𝜇𝜈 the curvature of the
background field, we have

𝐹𝑎𝜇𝜈 = �̄�𝑎𝜇𝜈 + �̄�𝜇𝑎𝑎𝜈 − �̄�𝜈𝑎𝑎𝜇 + 𝑓𝑎𝑏𝑐𝑎𝑏𝜇𝑎𝑐𝜈,

where
�̄�𝜇𝑎𝑎𝜈 = 𝜕𝜇𝑎𝑎𝜈 + �̄�𝑏

𝜇𝑓𝑎𝑏𝑐𝑎𝑐𝜈
is the covariant derivative with respect to the background field. We see that
the Yang–Mills action is quartic in the quantum field 𝑎𝑎𝜇. For our purposes it
is enough to keep terms up to second order in 𝑎𝑎𝜇:

𝑆𝑌𝑀(𝐴) =𝐴𝑌𝑀(�̄�)+
1
2𝑔2

∫ 𝑑𝑥 𝑎𝑎𝜇
(
−�̄�2𝛿𝜇𝜈𝑎𝑎𝜈−�̄�𝜈�̄�𝜇𝑎𝑎𝜈−[�̄�𝜇𝜈,𝑎𝜈]𝑎

)
+𝑂(𝑎3).
(3.106)

The terms linear in 𝑎 vanish because the background satisfies the YM equa-
tions.
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Now one faces the usual problem that the operator appearing in this ex-
pression has an infinite dimensional kernel consisting of infinitesimal gauge
transformations applied to the background. An infinitesimal gauge transfor-
mation with parameter 𝜖𝑎

𝛿𝜖𝐴𝑎
𝜇 = 𝐷𝜇𝜖𝑎 = 𝜕𝜇𝜖𝑎 + 𝑓𝑎𝑏𝑐𝐴𝑏

𝜇𝜖𝑐

can be split in different ways between background and fluctuation. One is to
keep the background fixed and attribute all the variation to the quantum field:

𝛿(𝑄)𝜖 �̄�𝑎
𝜇 = 0,

𝛿(𝑄)𝜖 𝑎𝑎𝜇 = 𝐷𝜇𝜖𝑎. (3.107)

These are called “quantum gauge transformations”. The other is to split the
transformation evenly so that the background transforms as a connection and
the quantum field as a matter field in the adjoint representation:

𝛿(𝐵)𝜖 �̄�𝑎
𝜇 = �̄�𝜇𝜖𝑎 = 𝜕𝜇𝜖𝑎 + 𝑓𝑎𝑏𝑐�̄�𝑏

𝜇𝜖𝑐,

𝛿(𝐵)𝜖 𝑎𝑎𝜇 = 𝑓𝑎𝑏𝑐𝑎𝑏𝜇𝜖𝑐. (3.108)

These are called “background gauge transformations”. The Yang–Mills action
is obviously invariant under both quantum and background transformations.
The gauge fixing term is meant to break the quantum gauge transformations
but it is possible, and in fact extremely advantageous, to choose it in such a
way as to preserve the background gauge invariance. We choose the covariant
gauge condition �̄�𝜇𝑎𝜇𝑎 = 0, which is implemented in the functional integral
by adding to the action the gauge-fixing term

𝑆𝐺𝐹(𝑎; �̄�) =
1

2𝑔2𝛼
∫ 𝑑4𝑥(�̄�𝜇𝑎𝜇𝑎)2,

where 𝛼 is a gauge parameter. The corresponding ghost operator is obtained
by varying the gauge condition under a quantum gauge transformation:

𝛿(𝑄)𝜖 �̄�𝜇𝑎𝜇𝑎 = ∆𝑔ℎ𝜖𝑎,

which yields ∆𝑔ℎ = �̄�𝜇𝐷𝜇. We will only consider the case when the expecta-
tion value of the quantum field 𝑎𝜇 is zero, so that the ghost operator is just
the covariant Laplacian acting on 𝔰𝔲(2)-valued functions

∆(0) = −�̄�2.
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Thus we have to add to the action the ghost term

𝑆𝑔ℎ = ∫ 𝑑4𝑥 𝑐𝑎∆(0)𝑎𝑏𝑐𝑏. (3.109)

It is convenient to choose the Feynman gauge 𝛼 = 1. In this case a straight-
forward calculation shows that non-minimal terms of the form 𝑎𝜈�̄�𝜇�̄�𝜈𝑎𝜇
in (3.106) are removed, and the remaining quadratic part of the action is

𝑆(2) = 𝑆(2)𝑌𝑀 + 𝑆𝐺𝐹 =
1
2𝑔2

∫ 𝑑4𝑥 𝑎𝑎𝜇∆
(1)𝜇𝜈
𝑎𝑏 𝑎𝑏𝜈 , (3.110)

where
∆(1)𝜇𝜈𝑎𝑏 = −𝑔𝜇𝜈�̄�2

𝑎𝑏 + 𝐸𝜇𝜈𝑎𝑏 ; 𝐸𝜇𝜈𝑎𝑏 = −2𝑓𝑎𝑐𝑏�̄�𝜇𝜈𝑐. (3.111)

With less index clutter, one can write

∆(1)𝑎𝜇 = −𝐷2𝑎𝜇 − 2[𝐹𝜇𝜈, 𝑎𝜈].

The one-loop contribution to the partition function of the one-instanton
sector is the Gaussian integral

𝑍1(�̄�) =
∫ (𝑑𝑎 𝑑𝑐 𝑑𝑐)𝑒−𝑆(2)(�̄�,𝑎)+𝑆𝑔ℎ(�̄�,𝑐,𝑐))

∫ (𝑑𝑎 𝑑𝑐 𝑑𝑐)𝑒−𝑆(2)(0,𝑎)+𝑆𝑔ℎ(0,𝑐,𝑐))

= 𝑒−𝑆𝑌𝑀(�̄�)
√
det∆(1)(0)

√
det∆(1)(�̄�)

det∆(0)(�̄�)
det∆(0)(0)

. (3.112)

We have normalized 𝑍1 dividing by the functional integral in the absence of
the instanton.7

The calculation of this amplitude is rather lengthy and has been performed
first by ’t Hooft in [tHo76]. We follow a somewhat simplermethod put forward
in [BeP77, CDDN77], that uses the 𝑆𝑂(5)-invariance of the instanton on a
sphere, discussed in Exercise 3.8. The main steps of the evaluation of the
amplitude are given in Exercise 3.9, with the final result

𝑍1 = constant × (8𝜋
2

𝑔2𝐵
)
4

∫ 𝑑4𝑥0 ∫
𝑑𝜆
𝜆5 𝑒

− 8𝜋2

𝑔2𝐵
+ 11

3
log(𝜆2Λ2𝑈𝑉), (3.113)

7This is analogous to what we did in Section 2.1.3 when we calculated the renormalization
of the kink mass, and is useful to remove certain divergences.
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where Λ𝑈𝑉 is an ultraviolet cutoff. We have written the YM coupling as 𝑔𝐵 to
emphasize that it is the bare coupling. If in the exponential we replace it by
the renormalized coupling, defined by

1
𝑔2𝐵

= 1
𝑔2𝑅(𝜇)

+ 1
8𝜋2

11
3 log

Λ2
𝑈𝑉
𝜇2 . (3.114)

we find that the ultraviolet divergence is removed. The exponent becomes

− 8𝜋2

𝑔2𝑅(𝜇)
+ 11

3 log 𝜆2𝜇2 + constant,

and given that the renormalized coupling satisfies, in perturbation theory, the
renormalization group equation

𝜇𝑑𝑔𝑅𝑑𝜇 = − 1
(4𝜋)2

22
3 𝑔

3
𝑅, (3.115)

it is actually independent of the arbitrary renormalization scale 𝜇. In fact, it
is natural to choose 𝜇 = 1∕𝜆, in which case the exponent becomes

− 8𝜋2

𝑔2𝑅(1∕𝜆)
+ constant.

Altogether the one-instanton contribution to the tunnelling amplitude is
given by

𝑍1 = constant × (8𝜋
2

𝑔2𝐵
)
4

∫ 𝑑4𝑥0 ∫
𝑑𝜆
𝜆5 𝑒

− 8𝜋2

𝑔2𝑅 . (3.116)

Solving the renormalization group equation

8𝜋2

𝑔2𝑅(1∕𝜆)
= 8𝜋2

𝑔20
− 22

3 log ( 𝜆𝜆0
) .

and inserting back in the amplitude the integral over instanton size is

∫ 𝑑𝜆
𝜆5 (

𝜆
𝜆0
)
22∕3

.

We see that the integration is convergent for small 𝜆 but divergent for large 𝜆.
Unlike the divergent integral over the position of the instanton, that can be un-
derstood as the spacetime volume where the instanton can be, this divergence
does not have a satisfactory interpretation. It occurs in the infrared regime
where YM theory is strongly coupled, and the present one loop calculation is
not reliable. Thus, it is a signal that a different, nonperturbative estimate of
the effect is needed. We will not pursue this topic further.
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3.11 False vacuum decay
We discuss here an application of instantons that is not related to a multiply
connected configuration space, namely the decay of a metastable vacuum.
This issue arises in first order phase transitions. As discussed in Section 1.2.2,
a typical example in statistical physics would be a ferromagnet below the Curie
temperature. The main difference is that in our treatment we do not consider
thermal fluctuations and the transition is driven by quantum fluctuations. To
be specific we will assume that the system is described by a scalar theory with
quartic potential, tilted by the addition of an infinitesimal linear term:

𝑉(𝜙) = 𝜆
4
(
𝜙2 − 𝑓2

)2 + 𝜖
2𝑓𝜙, (3.117)

where 𝜖 > 0. To first order in 𝜖, the two minima and the maximum are
located at

𝜙± = ±𝑓 − 𝜖
4𝜆𝑓3 , 𝜙max =

𝜖
2𝜆𝑓3 > 0

and the respective potentials are

𝑉(𝜙+) = 𝜖∕2, 𝑉(𝜙−) = −𝜖∕2, 𝑉(𝜙max) = 𝜆𝑓4∕4 + 𝑂(𝜖2).

The difference in energy density of the two minima is ℰ = 𝜖. Recall from
Section 2.2.1 that in 𝑑 > 1 the kink can be reinterpreted as the profile of
the walls separating domains of different vacua. The thickness of the wall
is 𝓁 ∼ 1∕(

√
𝜆𝑓) and the “surface” energy density of the wall is 𝒯 ∼

√
𝜆𝑓3.

These formulas were derived for planar domain walls, but they will still be
approximately correct if the radius of curvature of the surface is 𝑅 ≫ 𝓁. This
is called the thin wall approximation.

The other simplifying assumption is spherical symmetry. Thus consider a
𝑑-dimensional system in the homogeneous metastable state 𝜙+ and suppose
that a spherical bubble of true vacuum forms inside themetastable vacuum. In
the thin wall approximation, this is an easily understandable one-dimensional
problem, whose only variable is the radius of the bubble. If we shift the
potential in such a way that the energy of the metastable vacuum is zero, the
energy of the bubble has a negative term proportional the bulk volume and a
positive one proportional to the surface:

𝐸(𝑟) = −ℰ𝑉𝐵𝑑(𝑟) +𝒯𝑉𝑆𝑑−1(𝑟). (3.118)

The volume of the (𝑑 − 1)-dimensional sphere of radius 𝑟 is

𝑉𝑆𝑑−1(𝑟) = (4𝜋)(𝑑−1)∕2𝑟𝑑−1Γ((𝑑 − 1)∕2)∕Γ(𝑑 − 1)
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Figure 19. Quartic potential with linear tilt (black curve) vs. the original potential
(dashed). The two minima have moved to the left and the maximum has moved to
the right.

and the volume of the 𝑑-dimensional ball of radius 𝑟 is

𝑉𝐵𝑑(𝑟) = 𝜋𝑑∕2𝑟𝑑∕Γ((𝑑 + 2)∕2).

The energy difference is plotted for various dimensions in Figure 20.
The bubble will be in equilibrium if

𝑑𝐸(𝑟)
𝑑𝑟 = 0

and this happens at
𝑟𝑒 = (𝑑 − 1)𝒯ℰ . (3.119)

(Note that there can be no equilibrium in 𝑑 = 1.) If the bubble has radius
𝑟 < 𝑟𝑒 the surface tension will dominate and make the bubble shrink and
disappear. If it has radius 𝑟 > 𝑟𝑒 the bulk energy will dominate causing the
bubble to expand to infinity.

It is also of interest to consider bubbles that involve neither a gain nor a
loss of energy. Such bubbles can form spontaneously by quantum tunnelling,
as we shall discuss below. Imposing that 𝐸 = 0 we see that the radius of such
a bubble is

𝑟0 = 𝑑𝒯ℰ > 𝑟𝑒 (3.120)

and therefore such zero-energy bubbles will expand.
Let us see under what circumstances the results of this simplified one-

dimensional picture are reliable. The thin wall approximation is justified if
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Figure 20. Energy of a vacuum bubble with 𝒯 = 1 and ℰ = 1 in 𝑑 = 1 (straight
pink line), 𝑑 = 2 (green), 𝑑 = 3 (blue) and 𝑑 = 4 (red), all rescaled so as to have the
same maximum. Note that the zero-energy radius in 𝑑 dimensions is the same as the
equilibrium radius in 𝑑 + 1 dimensions.

𝑟𝑒 ≫ 𝓁. Neglecting numerical factors of order one, this means

1≪ 𝑟𝑒
𝓁 ≈ 𝒯

ℰ𝓁 ≈ 𝜆𝑓
4

𝜖 ,

which can always be satisfied if 𝜖 is sufficiently small. In the following we
will always assume that this condition is satisfied and that the radius of the
bubble is not much smaller than 𝑟𝑒.

So far we have limited ourselves to discussing equilibrium conditions. Let
us now study the bubble dynamics in the physically most interesting case
𝑑 = 3. Again, the assumption of spherical symmetry reduces this to a one-
dimensional problem. The bubble acts like a particle at position 𝑟 with a
position-dependent mass𝑀 = 4𝜋𝑟2𝒯, so the Lagrangian is given by a kinetic
term, minus the “potential” energy (3.118):

𝐿 = 1
2𝑀�̇�2 + 4

3𝜋𝑟
3ℰ −𝑀. (3.121)

The first and third terms can be seen as coming from the expansion of the
square root of the following relativistic Lagrangian:

𝐿 = −𝑀
√
1 − �̇�2 + 4

3𝜋𝑟
3ℰ. (3.122)

From here we now derive the relativistic equations for the system. The mo-
mentum conjugate to 𝑟 is

𝑝 = 𝑀�̇�
√
1 − �̇�2

, (3.123)
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which can be inverted to
�̇� = 𝑝

√
𝑝2 +𝑀2

. (3.124)

The Hamiltonian, written as a function of the velocity, is

𝐻 = 𝑀
√
1 − �̇�2

− 4
3𝜋𝑟

3ℰ. (3.125)

From here, using (3.123), (3.124), we obtain the relation

(𝐻 + 4
3𝜋𝑟

3ℰ)
2
= ( 𝑀

√
1 − �̇�2

)
2

= (𝑝�̇� )
2
= 𝑝2 +𝑀2. (3.126)

Thus for a bubble nucleated from vacuum, with𝐻 = 0, we have

𝑝2 = (43𝜋𝑟
3ℰ)

2
−𝑀2 = 𝑀2 (𝑟

2

𝑟20
− 1) , (3.127)

and inserting this in (3.124) we obtain

�̇� =

√

1 −
𝑟20
𝑟2 . (3.128)

This is real only if 𝑟 ≥ 𝑟0. Let us begin with a bubble of radius 𝑟 = 𝑟0 and
�̇� = 0. Solving the equation of motion (3.128) one finds

𝑟(𝑡) =
√
𝑟20 + 𝑡2. (3.129)

This is a relativistic uniformly accelerated motion, starting at rest and ap-
proaching asymptotically a light cone.

We now wish to discuss the process of bubble nucleation. This will be
done using instanton methods. If the system is at rest in the state 𝜙+, there
is no classical solution of the equations of motion that will generate a spher-
ical bubble of true vacuum; it does not have the energy that is necessary to
overcome the potential barrier. However, there are solutions of the Euclidean
equations that can do this. The simplest way to see this is to observe that, as in
all cases considered before, the Euclidean action of the theory in 𝑑 dimensions
is the same as the static energy of the same theory in 𝑑 + 1 dimensions. Thus,
for a spherically symmetric Euclidean bubble in the thin wall approximation,
the action is equal to (3.118), with 𝑑 = 4. We know already that this action
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Figure 21. Expansion of a vacuum bubble starting at rest.

has a stationary point: it is the maximum of the red curve in Figure 20. There-
fore this represents the instanton in the simplified model with one degree of
freedom.

For a proper evaluation of the nucleation rate we need to know the instan-
ton of the original scalar theory from which (3.118) was derived, and in this
case it is a bit more complicated to see that an instanton exists. The instanton
will be spherically symmetric in the four-dimensional sense8 and thus will be
given by a function 𝜙(𝑟) (where 𝑟 =

√
𝑥11 + 𝑥22 + 𝑥23 + 𝜏2) with the boundary

conditions that 𝜙 → 𝜙+ for 𝑟 → ∞, and 𝜙′(0) = 0 (as required by spherical
symmetry). The Euclidean field equation for this function is

𝑑2𝜙
𝑑𝑟2 +

3
𝑟
𝑑𝜙
𝑑𝑟 = 𝑉′(𝜙). (3.130)

By the usual device of reinterpreting 𝜙 as position and 𝑥 as time, this can be
seen as Newton’s equation for a particle in the potential −𝑉, in the presence
of a time-dependent friction term. Following Coleman, the existence of a
solution with the desired boundary conditions can be argued as follows. Let
us shift the potential such that 𝑉(𝜙+) = 0 and let 𝜙0 be the zero of 𝑉 that lies
nearest to 𝜙+, see Figure 22. The boundary condition 𝜙′(0) = 0means that

8It can be shown that an 𝑆𝑂(4)-symmetric instanton has lower action than any non-
symmetric instanton, see [CGM77].
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ϕ- ϕ0 ϕ+
Φ

-V

Figure 22. For the solution of (3.119).

the particle is released at time zero at rest. If 𝜙(0) is on the right of 𝜙0, the
particle does not have enough energy to reach 𝜙+. If 𝜙(0) is on the left of 𝜙0
and very close to 𝜙−, the particle will spend a long time near 𝜙−. During this
time the friction term can become arbitrarily small. When the particle finally
rolls down the potential, the friction term can be neglected and the particle
overshoots. Thus there must exist an initial position 𝜙∗ between 𝜙− and 𝜙0
such that if 𝜙(0) = 𝜙∗, the particle will just reach 𝜙+ and come to rest there.
When we replace the fictitious time by radius, the resulting function 𝜙(𝑟) is a
solution of (3.119) with the desired boundary conditions. The profile of the
solution is not known analytically, but in the thin wall limit 𝜖 → 0, 𝜙∗ → 𝜙−
and the profile becomes that of a kink at radius 𝑟𝑒. In this limit the action of
the instanton is

𝑆𝑐𝑙 = −ℰ𝑉𝐵4(𝑟𝑒) +𝒯𝑉𝑆3(𝑟𝑒) =
27
2 𝜋

2𝒯4

ℰ3 (3.131)

and the tunnelling amplitude in the classical approximation is proportional
to 𝑒−𝑆𝑐𝑙 . We note that this conclusion is in agreement with a standard one-
dimensional quantummechanical treatment. Indeed, in the WKB approxi-
mation, the tunnelling amplitude is proportional to

exp(−2∫
𝑟0

0
𝑑𝑟|𝑝(𝑟)|)=exp(−2∫

𝑟0

0
𝑑𝑟4𝜋𝑟2𝒯

√
1− 𝑟

2

𝑟20
)=exp(−𝜋

2

2 𝑟
3
0𝒯),

and we see that the exponent agrees with (3.131) for 𝑑 = 3.
Returning to the field-theoretic picture, we could proceed as with the

other instanton calculations, and try to interpret the partition function as
𝑒−𝐸𝑇, where 𝐸 is the energy of the ground state. Unlike the other calculations,
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however, the system does not have a ground state because the energy is un-
bounded from below. The instability of the state manifests itself in the energy
having an imaginary part, as we shall see next.

Let 𝜙𝑐𝑙 be the instanton solution described above and let 𝜙𝜆(𝑥) = 𝜙𝑐𝑙(𝜆𝑥).
We have

𝑆(𝜙𝜆) =
1
2𝜆

−2 ∫ 𝑑4𝑥(𝜕𝜙𝑐𝑙)2 + 𝜆−4 ∫ 𝑑4𝑥𝑉(𝜙𝑐𝑙). (3.132)

Deriving with respect to 𝜆 and putting 𝜆 = 1 we find that

0 = 𝑑𝑆(𝜙𝜆)
𝑑𝜆

|||||𝜆=1 = − ∫ 𝑑4𝑥(𝜕𝜙𝑐𝑙)2 − 4 ∫ 𝑑4𝑥𝑉(𝜙𝑐𝑙). (3.133)

This implies that 𝑆(𝜙𝑐𝑙) =
1
4
∫ 𝑑4𝑥(𝜕𝜙𝑐𝑙)2 > 0. Deriving a second time

0 = 𝑑2𝑆(𝜙𝜆)
𝑑𝜆2

|||||𝜆=1 = 3 ∫ 𝑑4𝑥(𝜕𝜙𝑐𝑙)2+20 ∫ 𝑑4𝑥𝑉(𝜙𝑐𝑙) = −2 ∫ 𝑑4𝑥(𝜕𝜙𝑐𝑙)2 < 0.
(3.134)

This shows that the kinetic operator has one negative mode. It corresponds to
the radius in the simplifiedmodel with one degree of freedom, andwe know al-
ready that the solution is amaximum for the radius. It can be shown that there

are no other negative modes. Therefore the determinant (det ( 𝛿2𝑆
𝛿𝜙𝛿𝜙

))
−1∕2

is
purely imaginary. This fact is important for the following reason. We can
evaluate the functional integral in the dilute gas approximation leading to the
expression

𝐴𝑒−𝑉𝑇(𝐶−𝐽4𝐾𝑒−𝑆𝑐𝑙 ),
where 𝐴 is the determinant of the harmonic oscillator states, 𝐽 is the Jacobian
associated to each zero mode, calculated in (3.95), and 𝐾 is the ratio of de-
terminants defined as in (3.85), adapted to the present problem. 𝐽 appears
to the fourth power because the instanton has four translational zero modes
that get converted to the spacetime volume 𝑉𝑇. It follows from the previous
remark that 𝐾 is purely imaginary. When we read off the energy from the
previous expression we find that it has an imaginary part. However, this
was to be expected, because the system does not have a stable ground state.
Instead, the imaginary part of the energy is just the decay probability. The
decay probability per unit time and unit volume is equal to

Γ∕𝑉 = 𝐽4|𝐾|𝑒−𝑆𝑐𝑙 . (3.135)

Finally we see from equation (3.119) and (3.120) that the radius 𝑟𝑒 of
the instanton (in 𝑑 = 4) is equal to the radius 𝑟0 of a bubble of zero energy
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t

Figure 23. Euclidean instanton (𝑡 < 0)matching the expanding bubble inMinkowski
space (𝑡 > 0).

(in 𝑑 = 3). Thus, the instanton can be seen as interpolating continuously
between the initial false vacuum state and a state where there is a bubble
of true vacuum at rest and zero total energy (this state being represented
by the evaluation of the instanton at the time 𝜏 = 0). Actually, since the
Minkowskian field equations are the analytic continuation of the Euclidean
ones, and since at time 𝜏 = 0 the four-dimensional radius is the same as the
three-dimensional radius, the same profile 𝜙(𝑟) that gives the 𝑆𝑂(4)-invariant
Euclidean solutions, when evaluated at 𝜏 = 0, also solves the static field
equations for an 𝑆𝑂(3)-invariant bubble of zero energy. Thus at the midpoint
of its time evolution, the instanton is exactly a bubble of radius 𝑟0. One can
then smoothly match the Euclidean solution to the Minkowskian solution
representing the expanding bubble, as shown in Figure 23.

3.12 Exercises

Exercise 3.1: Functional gauge potential for the nonlinear sigma
model

Check that the functional gauge potential 𝒜 given in (3.22) satisfies
𝑑𝒜 = 0.

Exercise 3.2: Functional gauge potential for gauge theories

Check that the functional gauge potentials (3.33) and (3.40) for 2-
dimensional QED and 4-dimensional YM theory satisfy 𝑑𝒜 = 0.
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Exercise 3.3: Chern–Simons form

The Chern–Simons 3-form, introduced in (3.37), can be written

𝐶0(𝐴) = 1
16𝜋2 𝜀

𝑖𝑗𝑘tr (𝐴𝑖𝜕𝑗𝐴𝑘 +
2
3𝐴𝑖𝐴𝑗𝐴𝑘) .

Use this form to check the gauge transformation property

∫ 𝑑3𝑥𝐶0(𝐴𝑔) − ∫ 𝑑3𝑥𝐶0(𝐴) =𝑊(𝑔),

that is used in Equation (3.42).

Exercise 3.4: Path integral of the harmonic oscillator

Calculate the Euclidean partition function of the harmonic oscillator
𝑍𝑇 = ⟨0|𝑒−

1
ℏ
�̂�𝑇|0⟩ and derive Equation (3.79).

Exercise 3.5: Instantons for the double well potential

This is an example of a non-topological instanton. For a one-
dimensional quantum mechanical system with Lagrangian

𝐿 = 1
2 �̇�

2 + 𝜆
4 (𝑞

2 − 𝑓2)2

find the instanton that interpolates between the two degenerateminima
of the potential. In the WKB approximation, use the instanton to
calculate the splitting of the energy between the (classically degenerate)
vacua.

Exercise 3.6: The vortex as instanton

Rewrite the vortex ansatz (2.99) in the gauge 𝐴1 = 0, as required by
the discussion in Section 3.6.2. Remember that the direction 1 now
corresponds to Euclidean time.
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Exercise 3.7: Symmetric gauge fields

Let Ξ𝑎𝑏 = −𝑖𝑀𝑎𝑏 be generators for the Lie algebra 𝔰𝔬(𝑁). The commu-
tators (B.12) become

[Ξ𝑎𝑏,Ξ𝑐𝑑] = −𝑖𝛿𝑎𝑐Ξ𝑏𝑑 + 𝑖𝛿𝑎𝑑Ξ𝑏𝑐 + 𝑖𝛿𝑏𝑐Ξ𝑎𝑑 − 𝑖𝛿𝑏𝑑Ξ𝑎𝑐. (3.136)

Consider an 𝑆𝑂(𝑁) YM field in ℝ𝑁 of the form

𝐴𝑎 = Ξ𝑎𝑏𝑥𝑏𝑓(𝑟), (3.137)

where 𝑟 =
√
𝑥11 + …𝑥2𝑁 . Show that this field is invariant under a

simultaneous 𝑆𝑂(𝑁) rotation and 𝑆𝑂(𝑁) gauge transformation, with
the same transformation parameters.

The monopole and the instanton are the 𝑁 = 3 and 𝑁 = 4 cases of
such fields.

Exercise 3.8: The BPST instanton on the sphere

The Yang–Mills equatons are invariant under conformal transforma-
tions and the sphere 𝑆4 is conformally flat. (Here we are not taking
the sphere just as a topological device, but we give it its natural 𝑆𝑂(5)-
invariant metric.) Thus every solution of the YM equations in flat
space is also a solution on the sphere. Write the instanton of size 𝜆 on
a sphere of radius 𝜆 and show that it is invariant under 𝑆𝑂(5).

Hint: instead of pulling back the flat space instanton to 𝑆4, it is easier
to start from the SO(5)-invariant gauge field onℝ5 given in the previous
exercise, show that it is tangential to 𝑆4 ⊂ ℝ5 and that the 5-th component
can be eliminated by a gauge choice. When mapped to flat space, the
remaining 𝑆𝑂(4) gauge field is recognized to be the combination of an
instanton and an anti-instanton, as discussed in the previous exercise.

Exercise 3.9: Quantum fluctuations around the YM instanton

Following the logic that has been explained in detail for the pendulum
and for 2-dimensional QED, compute the one loop amplitude (3.112).
Instead of performing the calculation in flat space, where the one-point
compactification to 𝑆4 is just a device that keeps track of the boundary
conditions on the fields, it is convenient to work on an actual metric
4-sphere, where the instanton exhibits 𝑆𝑂(5)-symmetry, as discussed
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in Exercise 3.8. The calculation then proceeds as follows:

1. Calculate the spectra of the operators on the sphere.

2. Convert the integrals over zero modes to integrals over the col-
lective coordinates.

3. Using a suitable regulator, evaluate the determinants.

The final result is formula (3.113) for the amplitude, that exhibits a
logarithmic divergence.

This exercise requires techniques that have not been explained in this
book.





Chapter 4

𝝅𝟐(𝒬) and the quantization of
parameters

Let us consider again the motion of a charged particle on a manifold 𝒬, in a
background magnetic field ℱ, with a potential 𝒜, and Lagrangian (3.6):

𝐿 = 1
2𝑚𝑔𝑖𝑗(𝑞)�̇�

𝑖�̇�𝑗 + 𝑒
𝑐𝒜𝑖(𝑞)�̇�𝑖 − 𝑉(𝑞).

In Chapter 3 we considered the case in which 𝒬 is multiply connected and
ℱ = 0. We will now consider situations in which 𝒬 is simply connected
and ℱ ≠ 0. As discussed in Section 3.1.1, quantization demands that𝒜 be a
𝑈(1)-connection, rather than anℝ-connection. How can we tell whether this
is the case? A necessary and sufficient condition for ℱ to be the field strength
of a 𝑈(1) connection is that

∫
𝑚

ℱ = 2𝜋ℏ𝑐
𝑒 𝑛 𝑛 ∈ ℤ, (4.1)

for any two-dimensional submanifold𝑚 of 𝒬 without boundary. In mathe-
matical terms, ℱ has to define an integral cohomology class in 𝐻2(𝒬) (see
Appendix F for a brief survey).

If 𝒬 is topologically trivial, every two-dimensional submanifold without
boundary is itself the boundary of a three-dimensional submanifold. Then,
the condition (4.1) is trivially satisfied, because the integral is always zero. In
order to have a nontrivial condition, there must be some two-dimensional
submanifoldwithout boundary that is not the boundary of a three-dimensional
submanifold. In typical examples, there will be a 2-sphere that cannot be
shrunk continuously to a point. In fact, while the proper topological setting for

181
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these phenomena is cohomology, if𝒬 is simply connected, Hurewicz’ theorem
(Appendix F) states that𝐻2(𝒬,ℤ) = 𝜋2(𝒬), so in these cases one could loosely
say that these phenomena are related to a nontrivial second homotopy group.

We will prove (4.1) in the simplest case 𝒬 = 𝑆2, where it is equivalent to
the famous quantization condition of themonopole charge given by Dirac. We
then move on to discuss some field theoretic analogues of this phenomenon:
nonlinear sigma models with Wess–Zumino–Witten terms, and odd dimen-
sional gauge theories with Chern–Simons terms. These are all terms in the
action that give a nontrivial contribution to the equations of motion, just like
the monopole field in the equations of motion of a charged particle. Never-
theless, because of their topological origin, we will still call them “topological
terms”.

4.1 The Dirac quantization condition
Let us consider the Coulomb-like magnetic field (in Heaviside units)

𝐵𝑖 =
1
4𝜋

𝑄𝑀
𝑟2 �̂�

𝑖. (4.2)

We will regard it as a fixed background, and seek consistency conditions
for the quantization of a charged particle moving in this background. The
following description is due to Wu and Yang [WuY75] and was one of the
earliest applications of fiber bundles to physics.

As discussed in Section 2.7.1, the field (4.2) is singular in the origin and can
be regarded as a vacuum solution of Maxwell’s equations on 𝒬=ℝ3 ⧵ {0}. On
this manifold, 𝑑ℱ=0 and so one expects that there exists a magnetic potential
𝒜. It turns out that there is no magnetic potential for the monopole which is
regular everywhere onℝ3 ⧵ {0}. To see this, suppose a magnetic potential𝒜 is
given and consider the line integral Φ(𝜃)=∮𝓁(𝜃)𝒜, where 𝓁(𝜃) is a parallel at
colatitude 𝜃 on a sphere of radius 𝑟, see Figure 24. Clearly Φ(0) = Φ(𝜋)=0.
On the other hand using Stokes’ theorem Φ(𝜃) = ∮𝓁(𝜃)𝒜 = ∫𝑈(𝜃)ℱ, where
𝑈(𝜃) is the cap bounded by 𝓁(𝜃). Thus Φ(𝜃) is the flux through the cap. This
can be easily computed to be Φ(𝜃)=2𝜋𝑄𝑀(1 − cos 𝜃). For 𝜃=𝜋 it is equal to
4𝜋𝑄𝑀 . Thus we get a contradiction.

In order to understand more clearly what happens we can try to look for
explicit forms of the magnetic potential. Using a natural basis in spherical
coordinates the field strength reads

ℱ = 𝑄𝑀
4𝜋 sin 𝜃 𝑑𝜃∧𝑑𝜑. (4.3)
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Figure 24. A parallel at colatitude 𝜃 and the cap it bounds.

A solution of the equation ℱ=𝑑𝒜 is given by

𝒜 = 𝒜(+) = 𝑄𝑀
4𝜋 (1 − cos 𝜃)𝑑𝜑. (4.4)

This potential is singular on the negative 𝑧-axis (𝜃=𝜋). In fact, the form 𝑑𝜑 is
singular on the whole 𝑧-axis but its coefficient (1 − cos 𝜃) vanishes along the
positive 𝑧-axis (𝜃=0). This singularity of the magnetic potential is known as
theDirac string. Its does not correspond to any singularity of the field, however,
and it can be moved by gauge transformations. For example, another choice
of magnetic potential is

𝒜(−) = 𝑄𝑀
4𝜋 (−1 − cos 𝜃)𝑑𝜑, (4.5)

which is singular on the positive 𝑧-axis. Let 𝑈+ and 𝑈− be the subsets of
𝒬 with 𝜃 ≠ 𝜋 and 𝜃 ≠ 0 respectively. Even though one cannot introduce a
magnetic potential everywhere on 𝒬, it is still possible to give a satisfactory
description of the monopole field by giving the potential 𝒜+ on 𝑈+ and the
potential 𝒜− on 𝑈−. Together, these two open sets cover all of 𝒬. On the
intersection 𝑈+ ∩𝑈− = ℝ3 ⧵ {𝑧-axis}, the two potentials are related by:

𝒜+ −𝒜− = 𝑄𝑀
2𝜋 𝑑𝜑. (4.6)

Now we consider a particle moving in the monopole background. Its
classical configuration space is 𝒬. To set up the quantum theory we intro-
duce a wave function on 𝒬. Actually, we need two wavefunctions 𝜓±, each
of which need only be well-defined on 𝑈± respectively, related by a gauge
transformation 𝑔 = 𝑒𝑖𝛼 on the intersection:

𝜓+(𝜃, 𝜑) = 𝑔(𝜃, 𝜑)−1𝜓−(𝜃, 𝜑) on𝑈+ ∩𝑈−. (4.7)
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Note that𝑈+∩𝑈− is multiply connected and 𝑔 is required to be a single-valued
function from 𝑈+ ∩ 𝑈− to 𝑈(1). The corresponding transformation of the
gauge potential is

𝒜+ = 𝒜− − ℏ𝑐
𝑖𝑒 𝑔

−1𝑑𝑔 = 𝒜− − ℏ𝑐
𝑒 𝑑𝛼, (4.8)

so comparing with (4.6) we see that the appropriate gauge transformation is

𝑔(𝜃, 𝜑) = 𝑒−𝑖
𝑒𝑄𝑀
2𝜋ℏ𝑐

𝜑. (4.9)

This will be single-valued if the magnetic charge satisfies the following Dirac
quantization condition:

𝑄𝑀 = 2𝜋ℏ𝑐
𝑒 𝑛. (4.10)

Noting that in Heaviside units 𝑄𝑀 = ∫𝑆2 ℱ, this is precisely the same as (4.1).
There is a path integral argument leading to the same conclusion [Wit83b].

The action of a particle moving in a background magnetic field is

𝑆 =
∞

∫
−∞

𝑑𝑡
⎡
⎢
⎣

𝑚
2 (

𝑑𝑞𝑖
𝑑𝑡 )

2

+ 𝑒
𝑐
𝑑𝑞𝑖
𝑑𝑡 𝒜𝑖

⎤
⎥
⎦
. (4.11)

This action suffers from two related problems. First, in the case of themonopole,
𝒜 has singularities, as we have seen. This form of the action is therefore only
appropriate for those histories of the particle that do not cross the Dirac string.
On the other hand we know that the Dirac string is not a physical singularity,
so this must be a shortcoming of our description of the system, not of the
system itself. Second, the action is not gauge invariant. Under the gauge
transformation 𝑔 = 𝑒𝑖𝛼, 𝑆′ = 𝑆 − ℏ (𝛼(∞) − 𝛼(−∞)).

To avoid these problems we consider a closed orbit1 with 𝑞𝑖(∞) = 𝑞𝑖(−∞)
and we apply Stokes’ theorem to write

𝑒
𝑐 ∮𝑐

𝒜 = 𝑒
𝑐 ∫𝑈

ℱ, (4.12)

where 𝑈 is a two dimensional surface having 𝑐 as boundary. This way of
writing the action is gauge invariant and insensitive to the Dirac string, but
it makes reference to the surface 𝑈, which is not uniquely defined by the

1For the action considered here this may seem arbitrary, but in the presence of a potential it
is motivated by the requirement that the system be in the lowest energy state in the far past and
future. See e.g. the choice 𝜑(∞) = 𝜑(−∞) in the discussion of the pendulum in Section 2.2.
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trajectory of the particle. Since 𝑑ℱ = 0, the integral (4.12) is invariant under
infinitesimal deformations of the surface that keep the boundary fixed, but it
may change for large deformations. In fact, consider two surfaces 𝑈1 and 𝑈2
both having 𝑐 as boundary, but one passing “above”, the other “below” the
origin. For example, they could correspond to the orange and yellow regions
in Figure 24. The difference ∆𝑆 in the actions (𝑒∕𝑐) ∫𝑈1

ℱ and (𝑒∕𝑐) ∫𝑈2
ℱ is

equal to the integral of ℱ on the closed surface formed by joining 𝑈1 and
𝑈2 along the boundary. Since this surface contains the origin, the integral is
equal to (𝑒∕𝑐)𝑄𝑀 . This arbitrariness in the action will not affect the functional
integral if

𝑒
𝑖
ℏ
∆𝑆 = 1, (4.13)

which implies (4.10).
Finallywe observe that theDirac quantization condition can also be seen as

an application of the old Bohr–Sommerfeld quantization conditions ∮ 𝑝𝑑𝑞 =
2𝜋ℏ𝑛. From (3.7) we have

∮ 𝑝𝑑𝑞 = ∫
(
𝑚𝑔𝑖𝑗�̇�𝑖�̇�𝑗 +

𝑒
𝑐 �̇�

𝑖𝒜𝑖
)
𝑑𝑡. (4.14)

Now consider a very small loop encircling the Dirac string. When the radius
of the loop goes to zero, the first term goes to zero but the second becomes
(𝑒∕𝑐) ∮ 𝒜 = (𝑒∕𝑐) ∫𝑆2 ℱ, having applied Stokes’ theorem to a surface bounded
by the loop and not containing the string. The Bohr–Sommerfeld rule then
gives again (4.10).

4.2 Wess–Zumino–Witten terms

4.2.1 Two dimensions

Consider a nonlinear sigma model with values in 𝑆𝑈(2)≡𝑆3, in 𝑑=1 space
dimensions. The configuration space is 𝒬 = Γ∗(𝑆1, 𝑆3). Using the, by now,
familiar technique of Appendix G.2 we find that

𝜋0(𝒬) = 𝜋1
(
𝑆𝑈(2)

)
= 0,

𝜋1(𝒬) = 𝜋2
(
𝑆𝑈(2)

)
= 0,

𝜋2(𝒬) = 𝜋3
(
𝑆𝑈(2)

)
= ℤ.

The generator of𝜋2(𝒬) is amap𝑚 ∶ 𝑆2 → 𝒬which is defined by
(
𝑚(𝑡1, 𝑡2)

)
(𝑡3)

= �̂�(𝑡1, 𝑡2, 𝑡3), where �̂� is a map of 𝑆3 (a cube 𝐼 × 𝐼 × 𝐼 with the boundary
identified to a point) to 𝑆𝑈(2), sending 𝜕(𝐼 × 𝐼 × 𝐼) into the identity element,
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and with winding number𝑊(�̂�) = 1. If the map 𝑐 in Section 2.3 could be
referred to as a “loop of loops”, the map 𝑚 defined here could be called a
“sphere of loops”. By Hurewicz’ theorem, one concludes that 𝐻0(𝒬,ℤ) = 0,
𝐻1(𝒬,ℤ) = 0 and𝐻2(𝒬,ℤ) = ℤ.

The low homotopy and cohomology groups of 𝒬 are the same as in the
previous section, so one may expect to find some analogue of the Dirac quanti-
zation condition in this theory. This is indeed the case. As with theta sectors,
in order to reveal the occurrence of topological phenomena, it is necessary to
add an appropriate term to the action, that is called theWess–Zumino–Witten
term, henceforth abridged WZW term.

To guess the right termwemay look for inspiration in Section 2.3, wherewe
discussed the same theory in one more dimension. We saw that the integrand
of the topological term 𝜃𝑊(𝜑) was a total derivative and therefore𝑊 could
be written as a surface integral (an integral on a two dimensional space).
Suppose now that the boundary conditions on the fields are such that they
go to a constant at spacetime infinity (this is the case if we demand that the
action be finite), so that spacetime can be compactified to a sphere 𝑆2. We can
think of this sphere as the boundary of a fictitious three dimensional ball 𝐵3
and regard the fields 𝜑 as boundary values of some field �̄� defined on 𝐵3. This
is always possible because 𝜋2(𝑆𝑈(2)) = 0, so all fields 𝜑 are homotopically
trivial and have a continuation in the interior of 𝐵3. The topological term we
are after is just the topological term of �̄�, which now depends only on 𝜑 and
not on the value of the fields in the interior of the ball. We therefore have

𝑆𝑊𝑍𝑊 = 𝑐 ∫
𝐵3
�̄�∗𝜔 = − 𝑐

24𝜋2
∫ 𝑑3𝑥 tr (�̄�−1𝑑�̄�)3

= 𝑐 ∫
𝑆2
𝜑∗𝜏 = 𝑐

2 ∫ 𝑑2𝑥 𝜀𝜇𝜈𝜕𝜇𝜑𝛼𝜕𝜈𝜑𝛽𝜏𝛼𝛽, (4.15)

where �̄�(𝑥) is the matrix representative of �̄�(𝑥), 𝜔 is the volume form on
𝑆𝑈(2), normalized so that ∫𝑆𝑈(2) 𝜔 = 1 and 𝜔 = 𝑑𝜏 or, in components,

𝜔𝛼𝛽𝛾 = 3(𝜕𝛼𝜏𝛽𝛾 + 𝜕𝛽𝜏𝛾𝛼 + 𝜕𝛾𝜏𝛼𝛽). (4.16)

We have renamed 𝑐 the constant that previously was called 𝜃. For example,
suppose we choose on 𝑆𝑈(2) a coordinate system given by the Euler angles
(Θ,Φ,Ψ) (see Appendix D). The volume form is given by

𝜔 = 1
16𝜋2 sinΘ𝑑Θ ∧ 𝑑Φ ∧ 𝑑Ψ (4.17)

and a choice of 𝜏 is
𝜏 = − 1

16𝜋2 cosΘ𝑑Φ ∧ 𝑑Ψ. (4.18)
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Since 𝑑𝜏 ≠ 0, the WZW term (4.15) is not a total derivative term and, as we
shall see in a moment, it does contribute to the equations of motion of the
theory.

An important consequence of (4.16) is that 𝜏 is not uniquely defined: if 𝜏
satisfies (4.16), also 𝜏′ = 𝜏+𝑑𝛽 does. This amounts to adding a total derivative
to the action (4.15). Another fact of the greatest importance is that 𝜏 is not
globally defined. If it was, 𝜔 would define a trivial cohomology class. But we
know from Appendix F that the volume-form on a compact manifold always
defines a non-trivial cohomology class. This means that the form 𝜏 is singular
somewhere on 𝑆𝑈(2). For example the form 𝜏 defined in (4.18) is singular for
Θ = 0 or 𝜋.

Now consider a field 𝜑(𝑥, 𝑡); we regard it as a map from 𝑆2 (the one-
point compactification of spacetime) into 𝑆𝑈(2). Since the image of 𝜑 has,
generically, dimensions 2 and the singular set of any form 𝜏 has dimension
zero, generically, 𝜑 will not meet the singular points of 𝜏. Thus there will be
an open subset 𝒰 of Γ∗

(
𝑆2, 𝑆𝑈(2)

)
where Im𝜑 ∩ {singular set} = ∅, and the

WZW action (4.15) will be well defined on 𝒰. However, there are also maps 𝜑
whose image intersects the singular set of 𝜏. For such maps (4.15) is not well
defined. We can use the freedom of adding a total derivative term to the action
to move the singularity elsewhere. In this way one can cover Γ∗

(
𝑆2, 𝑆𝑈(2)

)

with open sets, such that on each set there is a well defined function 𝑐 ∫ 𝜑∗𝜏,
and on the intersection of two sets these functions differ by a total derivative
term 𝑐 ∫ 𝑑(𝜑∗𝛽). The collection of these locally defined functions is the WZW
term.

Let us consider the nonlinear sigma model with the action given by 𝑆 =
𝑆0 + 𝑆𝑊𝑍𝑊 , where

𝑆0 = −12 ∫ 𝑑2𝑥 𝜕𝜇𝜑𝛼𝜕𝜇𝜑𝛽ℎ𝛼𝛽 . (4.19)

The equation of motion reads

ℎ𝛼𝛽𝜕𝜇𝜕𝜇𝜑𝛽 + Γ𝛼,𝛽𝛾𝜕𝜇𝜑𝛽𝜕𝜇𝜑𝛾 +
𝑐
2!𝜀

𝜇𝜈𝜕𝜇𝜑𝛽𝜕𝜈𝜑𝛾𝜔𝛼𝛽𝛾 = 0 (4.20)

where Γ𝛼,𝛽𝛾 =
1
2

(
𝜕𝛽ℎ𝛼𝛾 + 𝜕𝛾ℎ𝛼𝛽 − 𝜕𝛼ℎ𝛽𝛾

)
are the Christoffel symbols of the

metric ℎ𝛼𝛽 on 𝑆𝑈(2). The last term is the contribution of the WZW term. It
can be interpreted as follows. The WZW term is linear in the time derivative
and therefore can be written as ∫ 𝑑𝑡 �̇�𝛼𝒜𝛼(𝜑), where

𝒜 = −𝑐 ∫ 𝑑𝑥 𝜕1𝜑𝛼𝜏𝛼𝛽𝛿𝜑𝛽 (4.21)



188 CHAPTER 4. 𝝅𝟐(𝒬) AND THE QUANTIZATION OF PARAMETERS

is a one-form on 𝒬. When we think of the sigma model as a particle moving
on 𝒬,𝒜 can be interpreted as a “functional vector potential”. Unlike the cases
discussed in Chapter 3, the corresponding “functional magnetic field” is now
non-vanishing. A direct calculation using the methods of Appendix G yields

ℱ = 𝑑𝒜 = 𝑐
2 ∫ 𝑑𝑥 𝜕1𝜑𝛼𝜔𝛼𝛽𝛾𝛿𝜑𝛽𝛿𝜑𝛾. (4.22)

To confirm our interpretation of 𝒜 and ℱ note that the last term in (4.20) can
be written 𝑐�̇�𝛽ℱ𝛼𝛽 and therefore can be interpreted as the Lorentz force due
to ℱ. The one-form 𝒜 is only well defined on a subset 𝒱 of 𝒬 such that the
image of 𝜑(𝑥)

(
a loop in 𝑆𝑈(2)

)
does not intersect the singular set of 𝜏. By

contrast, ℱ is well defined everywhere on 𝒬. We are therefore in the same
situation as in the previous section, with a magnetic field ℱ that cannot be
derived from a globally defined vector potential𝒜. We can apply directly the
general result (4.1). Let us therefore compute the integral of ℱ on the “sphere
of loops”𝑚 described above. We have

∫
𝑚

ℱ =
1

∫
0

𝑑𝑡1

1

∫
0

𝑑𝑡2 {𝑐 ∫ 𝑑𝑥 𝜕1𝜑𝛼𝜔𝛼𝛽𝛾
𝜕𝜑𝛽
𝜕𝑡1

𝜕𝜑𝛾
𝜕𝑡2

}

= 𝑐
3! ∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈 𝜕�̄�

𝛼

𝜕𝑥𝜆
𝜕�̄�𝛽
𝜕𝑥𝜇

𝜕�̄�𝛾
𝜕𝑥𝜈𝜔𝛼𝛽𝛾

= 𝑐𝑊(�̄�) = 𝑐. (4.23)

Using (4.1) we find that the theory can be quantized only for

𝑐=2𝜋𝑛. (4.24)

This is the analogue of the Dirac quantization condition.
The quantization of the parameter 𝑐 can also be proven in the functional

integral formalism by means of the following argument [Wit83b]. The exten-
sion �̄� of themap 𝜑 to the interior of𝐵3 is not unique. Consider two extensions
�̄�1 ∶ 𝐵31→𝑆𝑈(2) and �̄�2 ∶ 𝐵32→𝑆𝑈(2), with �̄�1

||||𝑆2= �̄�2
||||𝑆2=𝜑. Since they coin-

cide on 𝜕𝐵1=𝜕𝐵2=𝑆2, we can think of them as a single map �̄� ∶ 𝑆3→𝑆𝑈(2),
where 𝑆3 is obtained by glueing the two 𝐵3 along their boundaries 𝑆2 (in this
picture the two balls are the hemispheres of 𝑆3, and 𝑆2 is the equator of 𝑆3).
The difference of the two WZW actions is therefore equal to

∆𝑆𝑊𝑍𝑊 = 𝑆𝑊𝑍𝑊(�̄�2) − 𝑆𝑊𝑍𝑊(�̄�1) = 𝑐𝑊(�̄�).

This arbitrariness will not affect the functional integral if 𝑒𝑖∆𝑆𝑊𝑍𝑊 = 1, which
again implies (4.24).
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4.2.2 Four dimensions

Can one write a WZW term for a sigma model in 3+1 dimensions? To answer
this question, let us review what we have done in 2+1 dimensions. We started
from a closed three-form 𝜔 representing a nontrivial cohomology class of the
target space. This form could be written locally as the exterior differential of
a two-form 𝜏. The WZW action was the integral of the pullback of 𝜏. In 3+1
dimensions 𝜔 would have to be a closed five form and 𝜏 a four-form. There
are no five-forms on 𝑆𝑈(2), but there are nontrivial five-forms on 𝑆𝑈(𝑁) for
𝑁 ≥ 3. In fact,𝐻5(𝑆𝑈(𝑁),ℝ) = ℝ, and the generator of this group is the left-
and right-invariant five-form2

𝜔 = − 𝑖
480𝜋3 tr𝑅

5 = − 𝑖
480𝜋3 tr𝐿

5 = 𝑑𝜏,

where 𝑅 = 𝑑𝑈𝑈−1 and 𝐿 = 𝑈−1𝑑𝑈. Therefore, theWZW term can be written
in either one of the following two forms:

𝑆𝑊𝑍𝑊 = 𝑐 ∫
𝑆4
𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜕𝜇𝜑𝛼𝜕𝜈𝜑𝛽𝜕𝜌𝜑𝛾𝜕𝜎𝜑𝛿𝜏𝛼𝛽𝛾𝛿

= − 𝑖𝑐
480𝜋3

∫
𝐵5
𝑑5𝑥 𝜀𝜆𝜇𝜈𝜌𝜎tr(𝑅𝜆𝑅𝜇𝑅𝜈𝑅𝜌𝑅𝜎), (4.25)

where spacetime has been compactified to a four-sphere and in the last line
the integral is over a five-ball having spacetime as a boundary. Note that
if spacetime was a compact connected five-dimensional manifold without
boundary, this integral would be a topological invariant. Its integral formula
is very similar to the one for the winding number in three dimensions.

The WZW term gives rise to the magnetic potential

𝒜 = −𝑐 ∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽𝜕𝑘𝜑𝛾𝜏𝛼𝛽𝛾𝛿𝛿𝜑𝛿 (4.26)

on 𝒬. The corresponding field strength is

ℱ = 𝑑𝒜 = 𝑐
2 ∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘𝜕𝑖𝜑𝛼𝜕𝑗𝜑𝛽𝜕𝑘𝜑𝛾𝜔𝛼𝛽𝛾𝛿𝜂𝛿𝜑𝛿𝛿𝜑𝜂. (4.27)

One can now repeat the arguments given for the two-dimensional case, leading
again to the quantization of the parameter 𝑐 as in (4.24). See [Ram84] for

2The normalization has been chosen so that it gives one when integrated on the 𝑆5 sub-
manifold that is the image of the fundamental generator of 𝜋5(𝑆𝑈(3)) = ℤ. This differs by a
factor 2𝜋 from the normalization used in [Wit83b]. As a consequence also the functional Γ
used there is 2𝜋 times the functional 𝑆𝑊𝑍𝑊 defined below.
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a discussion in the canonical context. Alternatively, the same result can be
obtained from the functional integral formalism, as in the original paper of
Witten [Wit83b].

Finally we observe that the relation between 𝜔 and ℱ is a special example
of a general construction that relates cohomology classes of 𝑁 to cohomology
classes of Γ(𝑀,𝑁). This is discussed in Appendix G.3.

4.3 Chern–Simons terms
Next we consider an 𝑆𝑈(2) gauge theory in 2 + 1 dimensions. We use the
rescaled, geometrical gauge fields, with curvature defined by (1.120) and
gauge transformations (1.122). Instead of writing explicitly the Lie algebra
indices, we use matrix notation and write 𝐴𝜇 = 𝐴𝑎

𝜇𝑇𝑎, where 𝑇𝑎 are matrices
representing the generators of the algebra (see Appendix B). In this notation
the YM action (1.121) reads

𝑆𝑌𝑀 = 1
2𝑒2

∫ 𝑑3𝑥 tr𝐹𝜇𝜈𝐹𝜇𝜈. (4.28)

As in Sections 3.4 and 3.5, we choose the gauge 𝐴0 = 0; then the static energy
reads

𝐸𝑆 = − 1
𝑒2
∫ 𝑑2𝑥 tr𝐵2, (4.29)

where 𝐵 = 𝐹12 is the nonabelian magnetic field. The configuration space is
then 𝒬 = 𝒞∕𝒢, where 𝒞 is the space of connections 𝐴𝑖(�⃗�), 𝑖 = 1, 2, such that
𝐸𝑆 is finite, and 𝒢 = Γ∗(𝑆2, 𝑆𝑈(2)) is the residual gauge group consisting of
time independent gauge transformations.

This configuration space is connected and furthermore has

𝜋1(𝒬) = 𝜋0(𝒢) = 𝜋2(𝑆𝑈(2)) = 0
𝜋2(𝒬) = 𝜋1(𝒢) = 𝜋3(𝑆𝑈(2)) = ℤ.

In each line, the first equality comes from the homotopy exact sequence,
following the same arguments of Sections 3.4 and 3.5. The generator of the
group 𝜋2(𝒬) can be described as follows. The gauge group 𝒢 is connected but
not simply connected. Let 𝓁(𝑡) be a loop whose homotopy class generates
𝜋1(𝒢). Fix a reference point𝐴(0) in𝒞 and consider the loop in the orbit through
𝐴(0) given by 𝐴

𝓁(𝑡)
(0) . This loop cannot be shrunk to a point within the orbit but

it can be shrunk to a point in 𝒞. Thus there is a map �̃� from a two dimensional
ball 𝐵2 to 𝒞 which is equal to 𝐴𝓁(𝑡)

(0) on the boundary. Now compose this map
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Figure 25. The space of connections 𝒞 is a bundle over the physical configuration
space 𝒬. The orbit 𝒪 contains a noncontractible loop 𝑙 that projects to a point in 𝒬.
A disk �̃� with boundary 𝑙 projects to a noncontractible sphere𝑚.

with the projection 𝒞 → 𝒬. Since all points on the boundary of the disk
are mapped to the same point, we get a map 𝑚 from 𝑆2 to 𝒬 which is not
homotopic to a constant (see Figure 25). The isomorphism between𝜋1(𝒢) = ℤ
and 𝜋2(𝒬) is the map that sends the homotopy class of 𝓁 to the homotopy
class of𝑚.

Once again we have exactly the same homotopy groups as in the case of a
particle in the field of a monopole, so we expect that some parameter will have
to be quantized. But what parameter? As in the previous section, we impose
boundary conditions such that spacetime can be compactified to a sphere 𝑆3,
and regard this sphere as the boundary of a four dimensional ball 𝐵4. Gauge
fields 𝐴𝜇 on a three sphere are topologically trivial and can be thought of as
boundary values of gauge fields �̄�𝜇 defined on 𝐵4. The 𝑆𝑈(2) gauge theory in
3+1 dimensions was discussed in Section 3.5, where we added to the action a
topological term 𝑆𝑇 = 𝜃𝑐2. With the boundary conditions of Section 3.5, 𝑐2
was an integer, but with the boundary conditions used here, the integral 𝑐2(𝐴)
becomes a functional of the boundary values �̄�. Using that the integrand
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of 𝑐2 is the exterior differential of the Chern–Simons three form (3.37), the
appropriate topological term to be added to 𝑆𝑌𝑀 in three dimensions is the
Chern–Simons term

𝑆𝐶𝑆(𝐴) = 𝜇8𝜋
2

𝑒2
∫ 𝑑3𝑥Ω, (4.31)

where
Ω = − 1

8𝜋2 𝜀
𝜆𝜇𝜈tr (𝐴𝜆𝜕𝜇𝐴𝜈 +

2
3𝐴𝜆𝐴𝜇𝐴𝜈) (4.32)

is the (dual of the) Chern–Simons form. Note that apart from the overall
coefficient, 𝑆𝐶𝑆 is identical to the functional Λ̃ defined in (3.41). The constant
𝜇 has dimension of mass. In fact simple manipulations on the equations
of motion show that this theory describes spin one particles with mass |𝜇|
(Exercise 4.1). For this reason it is called a “topologically massive gauge
theory” [DJT81].

From our previous discussion of the WZW action, we are led to expect
that the coefficient of the CS action, the mass 𝜇, has to be quantized in certain
units. This is indeed what happens. The proof of this fact turns out to be
rather involved at the canonical level, (see [AMi85]) so wewill depart from our
standard procedure and only give a proof at the level of functional integrals.

For field configurations with finite 𝑆𝑌𝑀 , the group of gauge transforma-
tions is 𝒢 = Γ∗(𝑆3, 𝑆𝑈(2)), and it consists of infinitely many connected com-
ponents, labelled by their winding number. The dual of the Chern–Simons
form transforms as follows

Ω(𝐴𝑔) = Ω(𝐴)− 1
8𝜋2 𝜀

𝜆𝜇𝜈tr 𝜕𝜆
(
𝜕𝜇𝑔𝑔−1𝐴𝜈

)
+ 1
24𝜋2 𝜀

𝜆𝜇𝜈tr
(
𝑔−1𝜕𝜆𝑔−1𝜕𝜇𝑔𝑔−1𝜕𝜈𝑔

)
,

(4.33)
and since we assume 𝑔 to tend to the identity at infinity, upon integration
we find

𝑆𝐶𝑆(𝐴𝑔) = 𝑆𝐶𝑆(𝐴) + 𝜇8𝜋
2

𝑒2 𝑊(𝑔). (4.34)

See Exercise 3.3. Thus, the Chern–Simons action is gauge invariant under
gauge transformations that are homotopic to the identity (in particular, it is
invariant under infinitesimal gauge transformations), but not under “large”
gauge transformations. We demand that the functional integral be insensitive
to this ambiguity. This requires that 𝑒𝑖∆𝑆𝐶𝑆 = 1, or

𝜇 = 𝑒2
4𝜋𝑛, 𝑛 ∈ ℤ. (4.35)

Note that in the Euclidean functional integral one would demand 𝑒−∆𝑆𝐶𝑆,𝐸 = 1,
where 𝑆𝐶𝑆,𝐸 is the Euclidean Chern–Simons action. Since 𝑆𝐶𝑆 is linear in the
time derivative, 𝑆𝐶𝑆,𝐸 = 𝑖𝑆𝐶𝑆, so we are led again to (4.35).
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To see what would go wrong if we did not impose the quantization condi-
tion (4.35), consider the formal Faddeev–Popov procedure to eliminate the
volume of the gauge group from the functional integral. Having chosen a gauge
condition 𝑓(𝐴) = 0, one inserts in the functional integral 𝑍 = ∫ (𝑑𝐴)𝑒𝑖𝑆(𝐴) the
identity 1 = ∆𝐹𝑃(𝐴) ∫ (𝑑𝑔)𝛿(𝑓(𝐴𝑔)), where ∆𝐹𝑃(𝐴) is the Faddeev–Popov de-
terminant, a gauge invariant functional of the gauge potential. In the present
case, since the gauge group has infinitely many connected components, it is
convenient to write the integral over the gauge group as a sum of integrals
over the connected components: ∫ (𝑑𝑔) =∑

𝑛 ∫ (𝑑𝑔)𝑛. Now we have

𝑍 =
∑

𝑛
∫ (𝑑𝑔)𝑛 ∫ (𝑑𝐴)∆𝐹𝑃(𝐴)𝛿(𝑓(𝐴𝑔))𝑒𝑖𝑆(𝐴).

At this point one usually invokes invariance of the measure, of the Faddeev–
Popov determinant and of the action, to rewrite the argument of all functionals
on the r.h.s. as𝐴𝑔, and then𝐴, since it is an integration variable. In the present
case the action is not invariant, so taking into account (4.34) we find

𝑍 = 𝑉0
∑

𝑛
𝑒−𝑖𝜇

8𝜋2

𝑒2
𝑛 ∫ (𝑑𝐴)∆𝐹𝑃(𝐴)𝛿(𝑓(𝐴))𝑒𝑖𝑆(𝐴),

where 𝑉0 is the volume of one connected component of the gauge group.
The sum in front of the integral gives zero unless 𝜇 satisfies the quantization
condition (4.35). Thus if (4.35) is not satisfied, the functional integral, and
similarly the expectation value of any gauge invariant observable, is ill-defined.

4.4 Exercise

Exercise 4.1: Topologically massive gauge theory

Derive the Euler–Lagrange equation from the action 𝑆YM + 𝑆CS and
show that it describes the propagation of a particle with mass 𝜇.





Chapter 5

The spin of solitons

In previous chapters we have considered examples of field theories that have
either solitons or theta sectors or quantized parameters. For clarity we have
considered these phenomena in isolation, but there are interesting cases when
they occur together. In this chapter we shall discuss three examples where
solitons, theta vacua and/or quantized parameters are simultaneously present.
We will see that the topological terms (whether total derivatives or not) have
an effect on the physical properties of the solitons. In particular, there are
several cases where they determine the spin of the soliton. There are various
ways of seeing this, but one way that works in all cases is the following.

Let |𝑖⟩ be a quantum state describing the soliton, whose spin we want to
compute. Imagine a process whereby the soliton is rotated by 2𝜋 adiabatically
slowly. The final state is |𝑓⟩ = 𝑒2𝜋𝑖𝑅|𝑖⟩, where 𝑅 is the generator of the rotation.
As mentioned in Section 3.2.1, the final state is identical to |𝑖⟩, up to a phase
that is related to the spin:

⟨𝑓|𝑖⟩ = 𝑒2𝜋𝑖𝑠.

This phase can be calculated as a functional integral for the process of a soliton
that is rotated by 2𝜋 in a time 𝑇:

⟨𝑓|𝑖⟩ = 1
𝑍0

∫ (𝑑𝜑)𝑒𝑖𝑆(𝜑),

where 𝑍0 is the functional integral for a soliton that is not rotated. In the
leading order of the semiclassical approximation, the integrals are given by
𝑒𝑖𝑆(𝜑cl), where 𝜑cl is the classical action. An important fact about the topologi-
cal terms 𝑆𝑇 is that they are linear in time derivatives. In the adiabatic limit
𝑇 →∞ such terms give a finite contribution. By contrast, the kinetic terms
(containing two derivatives) give a contribution of order 1∕𝑇 and the static
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energy contribution −𝑀𝑇, is canceled by 𝑍0. We conclude that the spin is
given just by the topological term, evaluated on the classical field:

2𝜋𝑠 = 𝑆𝑇(𝜑𝑐𝑙). (5.1)

The identification of the appropriate topological term, its parameter and the
classical field have to be made case by case.

5.1 Sigma model anyons

5.1.1 The Hopf invariant

In Section 2.4 we discussed the 𝑆2 nonlinear sigma model in 2+1 dimensions
and showed that its configuration space consists of infinitely many connected
components 𝒬𝑛 labelled by the winding number. In each component we were
able to find the absolute minimum of the static energy, and these minima
were the Belavin–Polyakov solitons. That these solitons could have fractional
spin and statistics was recognized in [WiZ83, WuZ84]. In order to arrive at
this result we will begin by examining the topology of the configuration space,
and more precisely its fundamental group.

In general, when a space has many connected components, one has to
choose a basepoint in each of them and compute the fundamental group
separately for each component. In principle, these groups could all be dif-
ferent. Let us therefore start by considering the component consisting of
homotopically trivial maps, 𝒬0 = Γ∗(𝑆2, 𝑆2)0. Using the familiar rule we have

𝜋1(Γ∗(𝑆2, 𝑆2)0) = 𝜋3(𝑆2) .

The fundamental generator of this group is the (homotopy class of the) Hopf
map ℎ ∶ 𝑆3 → 𝑆2, which is just the projection of the Hopf bundle 𝑆𝑈(2) →
𝑆𝑈(2)∕𝑈(1) (see Appendix D). The homotopy groups of 𝑆2 are related to the
homotopy groups of 𝑆3 by the homotopy exact sequence of the Hopf bundle.
In particular, we have

…→ 𝜋3(𝑆1)→ 𝜋3(𝑆3)
ℎ∗,,→ 𝜋3(𝑆2)→ 𝜋2(𝑆1)→ …

Since the first and the last group in this sequence are trivial, the map ℎ∗ is an
isomorphism. Since 𝜋3(𝑆3) = ℤ, we have proven that also 𝜋3(𝑆2) = ℤ. The
integer that labels the homotopy classes of maps from 𝑆3 to 𝑆2 is called the
Hopf invariant. It can be defined as follows [BoT82]. Let Ω be the invariant
volume form on the sphere 𝑆2 with unit radius. As discussed in Section 4.1, it
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is closed but not exact, so it defines a nontrivial cohomology class in 𝐻2(𝑆2)
(see also Appendix F). Given a map 𝑓 ∶ 𝑆3 → 𝑆2, the pullback 𝑓∗Ω is a two
form on 𝑆3, and since 𝐻2(𝑆3) = 0, it must be the differential of a globally
well-defined one-form 𝛼: Ω = 𝑑𝛼. The Hopf invariant of 𝑓 is then

𝐻(𝑓) = ∫
𝑆3
𝛼 ∧ 𝑓∗Ω . (5.2)

In order to calculate the Hopf invariant of the Hopf map, it is convenient to use
spherical coordinates on 𝑆2, so that𝜔 = 1

4𝜋
sin 𝜃𝑑𝜃∧𝑑𝜙, and Euler coordinates

𝜃, 𝜙, 𝜓 on 𝑆3, so that ℎ(𝜃, 𝜙, 𝜓) = (𝜃, 𝜙) and ℎ∗Ω = 1
4𝜋
sin 𝜃𝑑𝜃 ∧ 𝑑𝜙. On 𝑆3,

ℎ∗Ω = 𝑑𝛼 with 𝛼 = 1
4𝜋
𝐿3, where 𝐿3 is the left-invariant form (D.7c). Thus

𝐻(ℎ) = 1
16𝜋2

∫
𝜋

0
𝑑𝜃 cos 𝜃 ∫

2𝜋

0
𝑑𝜙 ∫

4𝜋

0
𝑑𝜓 = 1 . (5.3)

In summary, the Hopf invariant classifies the homotopy classes of loops
in 𝒬0, and since the configuration space is multiply connected, there will
be theta-vacua. We discuss this first in the sector 𝒬0 (no solitons), because
we have all the tools already at hand, and return later to the question of the
topology of the sectors 𝒬𝑛, 𝑛 ≠ 0, and its effect on the spin of the solitons.

As usual, the appearance of the theta-sectors is related to the existence
of a topological term, which in this case is 𝑆𝑇 = 𝜃𝐻. So, we need an inte-
gral representation for the Hopf invariant. If we use the minimal geometric
formulation of the nonlinear sigma model, it is impossible to write a local
expression for 𝐻, because the form 𝛼 is defined by solving the differential
equation 𝑑𝛼 = 𝜔 (we shall return to this point below). The same problem
is present if we think of the nonlinear sigma model as a constrained linear
𝑂(3)model. It is therefore advantageous to use the formulation of the nonlin-
ear sigma model with gauge invariance, that was discussed in Section 1.3.4.
Let 𝜑 be a field with values in 𝑆2 on three-dimensional Euclidean spacetime.
Finiteness of the Euclidean action imposes that 𝜑 goes to a constant at infinity,
so we can compactify spacetime to 𝑆3. Every map 𝜑 ∶ 𝑆3 → 𝑆2 has a lift to
𝑆3, i.e. a map �̃� ∶ 𝑆3 → 𝑆3 such that ℎ◦�̃� = 𝜑. It follows from the previous
arguments that the Hopf invariant of the map 𝜑 is the winding number of its
lift �̃�. We can therefore use the integral representation of the winding number,
provided we work not with the original field 𝜑 but rather with its lift �̃�. Let
us see how the Lagrangian looks like in various formulations of the model.
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Lifted fields

In the notation of Section 1.3.4, we take 𝑃 = 𝑆3 and 𝑁 = 𝑆2, and we have
the natural connection form 𝜔 which is just the 𝑈(1)-component of the left-
invariant Maurer–Cartan form. With this connection one can construct a
composite 𝑈(1) gauge field ℬ𝜇 = 𝜕𝜇�̃��̃�𝜔�̃�, and the covariant derivatives

𝐷𝜇�̃��̃� = 𝜕𝜇�̃��̃� −ℬ𝜇𝐹�̃� , (5.4)

where 𝐹 is the fundamental vectorfield generating right 𝑈(1)multiplication.
In terms of the variables �̃�, the action (1.75) becomes

𝑆0(�̃�) = −𝑓
2

2 ∫ 𝑑3𝑥 ℎ̃�̃�𝛽(�̃�)𝐷𝜇�̃��̃�𝐷𝜇�̃�𝛽 , (5.5)

where ℎ̃�̃�𝛽 is an invariant metric on 𝑆3, and the Hopf term is

𝐻(𝜑) =𝑊(�̃�) = 1
16𝜋2

∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈𝜕𝜆�̃��̃�𝜕𝜇�̃�𝛽𝜕𝜈�̃��̃�
1
3!
√
detℎ̃𝜀�̃�𝛽�̃� . (5.6)

The total action is 𝑆(�̃�) = 𝑆0(�̃�) + 𝜃𝑊(�̃�).
As we saw above, it is convenient to use the Euler angles as coordinates on

𝑆3, because they are adapted to the Hopf fibration, in the sense that Ψ is the
coordinate in the fibers 𝑆1 while Θ and Φ are coordinates in the base space 𝑆2,
and are constant on the fibers. The invariant connection form 𝜔 is given in
Euler coordinates in (D.7c), and the composite gauge field is

ℬ𝜇 = 𝜕𝜇�̃��̃�𝜔�̃� = −𝜕𝜇Ψ − cosΘ𝜕𝜇Φ . (5.7)

The fundamental vectorfield is 𝐹 = 𝐿3 = − 𝜕
𝜕Ψ
, as given in (D.11c). The

covariant derivatives of the fields are therefore

𝐷𝜇Θ = 𝜕𝜇Θ , (5.8)
𝐷𝜇Φ = 𝜕𝜇Φ , (5.9)
𝐷𝜇Ψ = −cosΘ𝜕𝜇Φ . (5.10)

The field Ψ disappears from 𝑆0, which reduces to (1.70), and

𝑊(Θ,Φ,Ψ) = 1
16𝜋2

∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈sinΘ𝜕𝜆Θ𝜕𝜇Φ𝜕𝜈Ψ . (5.11)

Thus, the solitons discussed in Section 1.4 are still present, and their form is
unaffected. This form of the theory has been discussed in [PaP90].
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𝑪𝑷𝟏 formulation

In the 𝐶𝑃1 form of the theory, the variables are two complex fields 𝑧1 and 𝑧2
forming a spinor of 𝑆𝑈(2)

𝑧 = (
𝑧1
𝑧2
)

with 𝑧†𝑧 = 1. The action is 𝑆0 + 𝜃𝐻, where 𝑆0 is given by (1.96) and the Hopf
invariant is just the Chern–Simons term for the composite abelian gauge field:

𝑆0(𝑧) = −𝑓
2

2 ∫ 𝑑𝑛𝑥 𝐷𝜇𝑧†𝐷𝜇𝑧 . (5.12a)

𝐻(𝑧) = − 1
4𝜋2

∫ 𝑑3𝑥 𝜖𝜆𝜇𝜈𝐵𝜆𝜕𝜇𝐵𝜈 , (5.12b)

with 𝐷𝜇𝑧 = 𝜕𝜇𝑧+ 𝑖𝐵𝜇𝑧 and 𝐵𝜇 = 𝑖𝑧†𝜕𝜇𝑧. Using this, the Hopf invariant takes
the form

𝐻(𝑧) = − 1
4𝜋2

∫ 𝑑3𝑥 𝜖𝜆𝜇𝜈(𝑧†𝜕𝜆𝑧)(𝜕𝜇𝑧†𝜕𝜈𝑧) . (5.13)

The proof that this expression is a total derivative can be found in [WuZ84,
DiZ84].

The relation to the lifted fields is as follows. From Appendix D.4, the
spinor 𝑧 is related to the Euler angles by

𝑧1 = cos Θ2 exp (−
𝑖
2(Φ + Ψ)) , (5.14a)

𝑧2 = −𝑖 sin Θ2 exp (
𝑖
2(Φ − Ψ)) , (5.14b)

Then we find that

𝐵𝜇 =
1
2(𝜕𝜇Ψ + cosΘ𝜕𝜇Φ) = −12ℬ𝜇 (5.15)

and

𝜖𝜆𝜇𝜈𝜕𝜇𝐵𝜈 = −12𝜖
𝜆𝜇𝜈 sinΘ𝜕𝜇Θ𝜕𝜈Φ . (5.16)

Using these, we confirm that (5.12) is equal to (5.11).
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Minimal formulation

If one sticks to theminimal formulation of themodel in terms of only twofields
(coordinates on 𝑆2), it is impossible to write a local expression for the Hopf
invariant. In fact, let us start from the observation that since the topological
current (2.67) is conserved, we can define a potential 𝛼𝜇 such that

𝐽𝜆𝑇 = 𝜖𝜆𝜇𝜈𝜕𝜇𝛼𝜈 . (5.17)

It is defined up to a gauge transformation 𝛼𝜇 → 𝛼𝜇 + 𝜕𝜇Λ. If we choose, for
example, the gauge 𝜕𝜇𝛼𝜇 = 0, we can write

𝛼𝜇 = − 1
𝜕2 𝜖𝜇𝜌𝜎𝜕

𝜌𝐽𝜎𝑇 , (5.18)

showing explicitly that it is nonlocal. Comparing (5.17) with (5.16) and with
the topological current (2.67), that in spherical coordinates reads

𝐽𝜆𝑇 =
1
4𝜋𝜖

𝜆𝜇𝜈 sinΘ𝜕𝜇Θ𝜕𝜈Φ , (5.19)

we see that we can identify the nonlocal potential 𝛼𝜇 with the composite
abelian gauge field of the lifted or 𝐶𝑃1 formulation:

𝛼𝜇 = − 1
2𝜋𝐵𝜇 = − 1

4𝜋ℬ𝜇 . (5.20)

5.1.2 Theta vacua

The vacuum (no solitons) connected component of configuration space 𝑄0 =
Γ∗(𝑆2, 𝑆2)0 can be seen as the quotient 𝒫∕𝒢, where 𝒫 = Γ∗(𝑆2, 𝑆3) is the
configuration space of the lifted fields and 𝒢 = Γ∗(𝑆2, 𝑆1) is the gauge group.
All these spaces are connected and 𝒫 is a principal bundle over 𝒬0. The
homotopy exact sequence of this bundle gives

…→ 𝜋1(𝒢)→ 𝜋1(𝒫)→ 𝜋1(𝒬0)→ 𝜋0(𝒢)→ …

We have 𝜋1(𝒢) = 𝜋3(𝑆1) = 0 and 𝜋0(𝒢) = 𝜋2(𝑆1) = 0, so the map in the
middle is an isomorphism.1 This means that the non-contractible loops in 𝒫
are lifts of non-contractible loops in 𝒬0.

1Note the difference with the YM theories discussed in Sections 3.4 and 3.5, where the total
space was contractible: here it is the fiber that is contractible.
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As in the examples that we considered in Chapter 3, the topological term
gives rise to a magnetic potential 𝒜 on the configuration space 𝒫 of the lifted
fields.2 Using Euler coordinates for convenience,

𝒜 = 𝜃
16𝜋2

∫ 𝑑2𝑥 sinΘ𝜀𝑖𝑗
(
𝜕𝑖Φ𝜕𝑗Ψ𝛿Θ + 𝜕𝑖Ψ𝜕𝑗Θ𝛿Φ + 𝜕𝑖Θ𝜕𝑗Φ𝛿Ψ

)
. (5.21)

The corresponding magnetic field strength is ℱ̃ = 𝑑𝒜 = 0, so 𝒜 is a flat
connection. In fact, we can write, locally 𝒜 = 𝑑Λ̃, where

Λ̃ = 𝜃 ∫ 𝑑2𝑥 𝜔0 = − 𝜃
16𝜋2

∫ 𝑑2𝑥 𝜀𝑖𝑗 cosΘ𝜕𝑖Φ𝜕𝑗Ψ . (5.22)

Still, 𝒜 is not a trivial connection, because 𝒫 is multiply connected and Λ is
not single-valued.

The generator of 𝜋1(𝒫) is the class of the loop (Θ𝜏,Φ𝜏,Ψ𝜏) defined by
Θ𝜏(�⃗�) = Θ̂(�⃗�, 𝜏), Φ𝜏(�⃗�) = Φ̂(�⃗�, 𝜏), Ψ𝜏(�⃗�) = Ψ̂(�⃗�, 𝜏), where (Θ̂, Φ̂, Ψ̂) is a
map 𝑆3 → 𝑆3 with winding number one (the instanton of the model). The
polydromy of Λ̃ on this loop is given by

Λ̃(1) − Λ̃(0) = ∮ 𝒜

= ∫
1

0
𝑑𝜏[ 𝜃

16𝜋2
∫ 𝑑2𝑥 sinΘ𝜀𝑖𝑗

(
𝜕𝑖Φ𝜕𝑗Ψ

𝑑Θ
𝑑𝜏 + 𝜕𝑖Ψ𝜕𝑗Θ

𝑑Φ
𝑑𝜏 + 𝜕𝑖Θ𝜕𝑗Φ

𝑑Ψ
𝑑𝜏

)
]

= 𝜃
16𝜋2

∫ 𝑑3𝑥 sin Θ̂𝜀𝜆𝜇𝜈𝜕𝜆Θ̂𝜕𝜇Φ̂𝜕𝜈Ψ̂ = 𝜃𝑊(Θ̂, Φ̂, Ψ̂) . (5.23)

Thus, 𝒜 is a 𝑈(1) pure gauge field if 𝜃 = 2𝜋𝑚, for 𝑚 ∈ ℤ. The gauge
inequivalent flat connections on 𝒫, and hence the inequivalent quantizations,
are parametrized by 0 < 𝜃 ≤ 2𝜋.

5.1.3 Anyons

Let us now consider the soliton sectors. Writing 𝑧 = 𝑟𝑒𝑖𝜑 and using spherical
coordinates in the target space, the solution is given by

Θ(𝑟, 𝜑) = 𝑔(𝑟) ≡ 2 arccot(𝑟∕2) , Φ(𝑟, 𝜑) = 𝜑 .

Composing with the map 𝑠− defined in (D.19) one obtains a lifted field, de-
scribed by the same functions Θ and Φ and in addition Ψ(𝑟, 𝜑) = 𝜑. It gives
rise to the composite magnetic potential ℬ𝜇 =

1
4𝜋
(−1 − cosΘ)𝜕𝜇Φ, which is

2Unlike in the examples of Chapter 3, here 𝒜 is not the pullback of a one-form on 𝒬0.
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just the potential (4.5) for a magnetic monopole of unit charge. This lift is
regular in the origin, but not at infinity. In fact, at infinity we have Θ = 0,
so that different values of Φ correspond to the same point on 𝑆2, namely
the North pole, but different values of Ψ parameterize a whole circle (the
fiber of the Hopf bundle over the North pole). Thus, the lift is incompatible
with the compactification of ℝ2 to 𝑆2. This is true for all maps in 𝒬𝑛 with
𝑛 ≠ 0. Still, one can define a space 𝒫1 of lifted fields by acting with Γ∗(𝑆2, 𝑆3)
on the unit soliton described above. Since the transformations in Γ∗(𝑆2, 𝑆3)
tend to the identity at infinity, all the fields in 𝒫1 have the same boundary
conditions and form a bundle over 𝒬1 with fiber Γ∗(𝑆2, 𝑆1). This defines a
one-to-one correspondence between fields in 𝒬1 and 𝒬0, in particular one has
𝜋1(𝒬1) = 𝜋1(𝒬0) = ℤ.

The fundamental noncontractible loop in𝒬1 can be realized as a loop in the
moduli spaceℳ1. In fact, recall thatℳ1 = ℝ2×ℝ+×𝑆1. Apart from the scale,
which is topologically irrelevant anyway, this is the same as the configuration
space of a two dimensional rigid body, which has been discussed in Section 2.2.
The spaceℳ can be embedded in 𝒬1 by simply associating to a certain set of
collective coordinates the corresponding soliton field. We then see that the
generator of𝜋1(𝒬1) = ℤ consists of a soliton being rotated by 2𝜋. Now looking
at Figure 30 in Appendix D.4, if we identify the poloidal coordinate with the
angular coordinate in two-dimensional space, and the toroidal coordinate
with (periodic) time, we recognize that the Hopf map precisely describes such
a process. Therefore, its Hopf invariant is 1 and 𝑆𝑇 = 𝜃. The calculation of
the topological term for such a field can also be done directly, either using
the formulation of the sigma model as a triplet of fields with a constraint
𝜙21 + 𝜙22 + 𝜙23 = 𝑓2 [WiZ83] or in the ℂℙ1 formulation [WuZ84, DiZ84], with
the same result. Then from (5.1) one finds that the spin of the soliton is

𝑠 = 𝜃
2𝜋 . (5.24)

There is an alternative way of reaching the same conclusion, that does not
require consideration of 𝒬1. Imagine a process whereby a soliton-antisoliton
pair is created at time−𝑇∕2, the soliton undergoes an adiabatic rotation by 2𝜋
and at time 𝑇∕2 the soliton and antisoliton annihilate. See Figure 26. Since
the field tends to the identity at spatial infinity, for all time, and everywhere for
𝑡 → ±∞, this process describes a loop in 𝒬0. We can continuously deform the
process, so that it becomes again identical to the process shown in Figure 30,
but now with time running from left to right. The topological action of this
process is again 𝜃.

Yet another way of arriving at the same result consists of calculating the
angularmomentumof the field [BKW86]. In this way one finds amore general
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T/2

-T/2

Figure 26. A soliton-antisoliton pair is created at time −𝑇∕2, the soliton is rotated
adiabatically by 2𝜋 in a time 𝑇 and then the pair annihilates. The black and red line
represent two antipodal points on the soliton.

result, namely for a soliton of charge 𝑛, the spin is

𝑠 = 𝜃
2𝜋𝑛

2 . (5.25)

5.2 Dyons

The Georgi–Glashow model is a non-abelian gauge theory with gauge group
𝑆𝑂(3). Even though this group is topologically different from 𝑆𝑈(2), it is
again true that 𝜋3(𝑆𝑂(3)) = ℤ, so also this theory has 𝜃-sectors. We shall now
discuss the effect of the 𝜃-parameter on the monopoles.

As we saw in Section 2.7.4, magnetic monopoles come in four-parameter
families, depending on the coordinates of the center ofmass, �⃗�0 and an internal
angular parameter 𝛼. When we try to quantize the system semiclassically,
along the lines of the quantization of the kink in Section 2.1.2, the zero modes
of the operator appearing in the expansion of the action have to be traded
for these moduli, that can then be treated as ordinary quantum mechanical
degrees of freedom.
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In the case of the translational zero mode, this corresponds to the quan-
tization of a free particle with mass 𝑀, equal to the energy of the classical
solution. (If we consider the Prasad–Sommerfield limit, 𝑀 = 4𝜋𝑓∕𝑒.) Its
Lagrangian is simply

1
2𝑀�⃗�20 . (5.26)

The quantization of the fourth modulus is more interesting. By definition,
moduli are flat direction of the static energy, so their Lagrangian cannot
contain a potential term. In order to write the Lagrangian for 𝛼(𝑡) we have
to first understand how the classical fields depend on �̇�. We recall that 𝛼
parametrizes a “global” 𝑆𝑂(2) rotation around the direction of the Higgs field.
Here “global” means that the parameter of the tranformation is constant, but
since the direction of the Higgs field depends on position, this looks formally
like a gauge transformation. Under an infinitesimal variation of the parameter
𝛼 we must therefore have, in the gauge 𝐴0 = 0,3

𝛿𝜙𝑎 = 0, 𝛿𝐴𝑎
𝑖 =

1
𝑒𝑓𝛿𝛼𝐷𝑖𝜙

𝑎.

Thus, the Higgs part of the classical Lagrangian does not contribute anything.
In the YM Lagrangian there will be a contribution coming from the electric
components of the field strength.

𝐸𝑎𝑖 = �̇�𝑎
𝑖 =

1
𝑒𝑓 �̇�𝐷𝑖𝜙

𝑎 (5.27)

Inserting in the Lagrangian we find

𝐿 = 1
2 ∫ 𝑑3𝑥𝐸𝑎𝑖 𝐸

𝑎
𝑖 =

�̇�2
2𝑓2𝑒2

∫ 𝑑3𝑥(𝐷𝑖𝜙𝑎)2. (5.28)

Using the BPS condition (2.137), ∫ 𝑑3𝑥(𝐷𝑖𝜙𝑎)2 = 𝑀, so we can rewrite the
Lagrangian as

𝐿 = 1
2
𝑀
𝑚2
𝐴
�̇�2, (5.29)

where 𝑚𝐴 = 𝑓𝑒. Since 0 ≤ 𝛼 ≤ 2𝜋 is an angular variable, this can be
interpreted as the Lagrangian of a rotator with moment of inertia 𝐼 = 𝑀∕𝑚2

𝐴.

3Note that the angle of rotation depends on 𝑟, being 𝛼 at infinity and zero in the origin. This
is necessary to have a smooth gauge transformation, but ultimately only the transformation at
infinity matters.
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Nowwe observe thatmotion in the𝛼-direction corresponds to the presence
of an electric field:

ℰ𝑖 = 𝐸𝑎𝑖 �̂�
𝑎 = �̇�𝑎

𝑖 �̂�
𝑎 = �̇�

𝑓𝑒 �̂�
𝑎𝐷𝑖𝜙𝑎 =

�̇�
𝑓𝑒 �̂�

𝑎𝐵𝑎𝑖 =
�̇�
𝑓𝑒ℬ𝑖, (5.30)

where in the second last step we used the BPS condition. Integrating over a
two-dimensional sphere at 𝑟 →∞ we obtain

𝑄𝐸 =
�̇�
𝑓𝑒𝑄𝑀 . (5.31)

We see that a monopole moving the direction of the angular modulus has an
electric charge proportional to the velocity. Electrically charged monopoles
are called dyons.

The quantum mechanical wave functions must be periodic in 𝛼, hence
theymust be of the form𝜓 = exp(𝑖𝑘𝛼)with 𝑘 ∈ ℤ. Themomentum conjugate
to 𝛼 therefore has integer eigenvalues

𝜋𝛼𝜓 ≡ −𝑖 𝜕𝜓𝜕𝛼 = 𝑘𝜓

and the velocity has eigenvalues

�̇� =
𝑚2
𝐴
𝑀 𝑘.

Using this in (5.31) we see that the electric charge of the dyon is quantized:

𝑄𝐸 = 𝑒𝑘, 𝑘 ∈ ℤ. (5.32)

Let us now add to the Lagrangian of the theory the topological term 𝜃𝑐2,
with 𝑐2 given by (3.35), that can be rewritten as

𝑆𝑇 =
𝜃
8𝜋2

∫ 𝑑4𝑥𝐸𝑎𝑖 𝐵
𝑎
𝑖 . (5.33)

This contributes to the Lagrangian of the modulus a term

𝐿𝜃 =
𝜃
8𝜋2

�̇�
𝑒𝑓 ∫ 𝑑3𝑥𝐵𝑎𝑖 𝐷𝑖𝜙

𝑎. (5.34)

Integrating by parts, only the surface term survives, and it gives

𝐿𝜃 =
𝜃
8𝜋2

�̇�
𝑒 ∫𝑆2∞

ℬ = 𝜃
8𝜋2

�̇�
𝑒 𝑄𝑀 = 𝜃

2𝜋𝑒2 �̇�. (5.35)
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Now the Lagrangian of the modulus reads

𝐿 = 1
2
𝑀
𝑚2
𝐴
�̇�2 + 𝜃

2𝜋𝑒2 �̇�. (5.36)

The presence of the term linear in the time derivative changes the relation
between velocity and momentum. The total Hamiltonian of the moduli is
then

𝐻 = 𝑀 + �⃗�2
2𝑀 + 1

2
𝑚2
𝐴
𝑀 (𝜋𝛼 −

𝜃
2𝜋𝑒2 ) . (5.37)

Repeating the preceding steps, we find

�̇� =
𝑚2
𝐴
𝑀 (𝑘 − 𝜃

2𝜋𝑒2 ) (5.38)

and therefore
𝑄𝐸 = 𝑒 (𝑘 − 𝜃

2𝜋𝑒2 ) . (5.39)

In the presence of the 𝜃 angle, the quantized charge is shifted by a constant
amount. This is known as the Witten effect [Wit79].

5.3 The spin of the Skyrmion
As discussed in Sections 1.3.3, 1.4.2, the nonlinear sigma model is quite suc-
cessful in describing the low energy scattering of mesons. It is natural to ask,
how should baryons be described in this theory? Skyrme suggested that the
nucleons be described by the solitons of the same theory, that were discussed
in Section 2.4.2. This may seem impossible at first, since the nonlinear sigma
model is a purely bosonic theory and the baryons are spin 1/2 fermions.

However, it was also observed that in principle the skyrmions could be
quantized as spin 1/2 fermions [FiR68]. To see this one has to look at the con-
figuration space of the 𝑆𝑈(𝑁) sigma model in three space dimensions, which
is 𝒬 = Γ∗(𝑆3, 𝑆𝑈(𝑁)). We have 𝜋0(𝒬) = 𝜋3(𝑆𝑈(𝑁)) = ℤ, so 𝒬 = ∪𝑛∈ℤ𝒬𝑛 is
the disjoint union of infinitely many connected components characterized by
the winding number. 𝒬 is a group under pointwise multiplication of maps;
since the group action maps any connected component into any other, and
the group action is given by diffeomorphisms, there follows that all connected
components𝒬𝑛 are diffeomorphic, and in particular have the same fundamen-
tal group. The fundamental group of the 𝑛 = 0 component can be computed
using the familiar rule𝜋1(Γ∗(𝑆3, 𝑆𝑈(𝑁))0) = 𝜋4(𝑆𝑈(𝑁)). The discussion now
follows different paths in the cases 𝑁 = 2 and 𝑁 > 2.
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For 𝑁 = 2, 𝜋4(𝑆𝑈(2)) = ℤ2. As with the sigma model anyons of Sec-
tion 5.1, the nontrivial topology of 𝒬1 is given by the moduli spaceℳ. Accord-
ing to the discussion in Section 2.4.2, thismoduli space contains a factor 𝑆𝑂(3),
and indeed 𝜋1(𝑆𝑂(3)) = ℤ2. The nontrivial loop in𝒬1, whose homotopy class
generates the first homotopy group, consist of a rotation of the soliton by 2𝜋.
Then, treating the soliton as a rigid body, it follows from the reasoning of
Section 3.2.1 that we have the choice of quantizing it either as a boson or as a
fermion.

Let us see here how this result can obtained in the functional integral. In
this case one works with space-time dependent fields. Imposing finiteness
of the action, Euclidean spacetime can be compactified to 𝑆4, so that the
space that one is formally integrating over is Γ∗(𝑆4, 𝑆𝑈(2)). This function
space consists of exactly two connected components, corresponding to the
two homotopy classes in 𝜋4(𝑆𝑈(2)). One of them consists of homotopically
trivial maps. The other contains a map that describes the following process: a
skyrmion-antiskyrmion pair is created in the far past, the skyrmion is rotated
by 2𝜋 and finally the pair annihilates again. To understand that this is the right
map, note that this map tends to the identity at infinity in all directions, as is
required for elements of Γ∗(𝑆4, 𝑆𝑈(2)), and it describes the non-contractible
loop in 𝒬0. This can be visualized again as in Figure 26, the only difference
being that now space and spacetime have one dimension more. As discussed
in Section 3.7.1, in the functional integral, homotopically distinct classes of
paths can be summed with arbitrary weights given by characters of 𝜋1(𝒬). In
this case we have

𝑍 = ∫ (𝑑𝑈)0𝑒−𝑆 ± ∫ (𝑑𝑈)1𝑒−𝑆, (5.40)

where the two terms correspond to the two homotopy classes of paths and
the sign of the second term is a character of ℤ2. Choosing the lower sign
corresponds to quantizing the skyrmion as a fermion.

For 𝑁 > 2, 𝜋4(𝑆𝑈(𝑁)) = 0 and the previous arguments do not apply.
However, in this case 𝜋2(Γ∗(𝑆3, 𝑆𝑈(𝑁)) = 𝜋5(𝑆𝑈(𝑁)) = ℤ and one can add
to the action a new topological term, the Wess–Zumino–Witten term defined
in Section 4.2 [Wit83b]. In fact, this term is necessary to describe processes
such as

𝐾+𝐾− → 𝜋+𝜋0𝜋−

that are allowed in QCD and occur in nature, but cannot be accounted for by
the standard chiral Lagrangian. If we expand theWZW termby inserting (1.83)
in (4.25) we obtain a total derivative that can be converted to a normal four-
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dimensional integral. The leading term is

𝑐 2
15𝜋2𝑓2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜋𝑎𝜕𝜇𝜋𝑏𝜕𝜈𝜋𝑐𝜕𝜌𝜋𝑑𝜕𝜎𝜋𝑒𝐵𝑎𝑏𝑐𝑑𝑒 + higher order terms

where 𝐵𝑎𝑏𝑐𝑑𝑒 = tr(𝑇𝑎𝑇𝑏𝑇𝑐𝑇𝑑𝑇𝑒). This term can indeed be used to describe the
process of two kaons going to three pions.

Now we can address the question of the spin of the skyrmion in the𝑁 = 3
chiral model. Using the general argument (5.1), the spin of the soliton is
given by the WZW action evaluated for a slowly rotating skyrmion. A direct
calculation shows that 𝑆𝑊𝑍𝑊 = 𝑐∕2. Recalling that 𝑐 = 2𝜋𝑛, we have integer
spinwhen 𝑛 is even and half-integer spinwhen 𝑛 is odd. As in the𝑁 = 2 chiral
model, this seems to leave uswith the freedom to quantize the skyrmions either
way. As a final step in this chain of reasoning, we shall see in Section 6.8.3
that in the real world this freedom is fixed by QCD, and that the soliton must
be a fermion.



Chapter 6

Anomalies

It is sometimes impossible to quantize a system preserving all the invariances
of the classical theory. One then says that there is an anomaly. There are
various types of anomalies, both from a mathematical and from a physical
point of view. One can distinguish between anomalies for discrete groups of
tranformations, for finite dimensional continuous groups (Lie groups) and for
infinite dimensional groups. Another distinction of a more physical nature
is whether the invariance that cannot be preserved is a genuine symmetry of
the system (meaning that it consists of transformations that can be physically
observed) or a gauge invariance (in which case the transformed object is
physically indistinguishable from the original one).

As we saw in Sections 1.1 and 1.6, invariance under continuous transfor-
mation groups give rise to conserved currents (covariantly conserved, in the
case of infinite dimensional invariance groups) and the anomaly manifests
itself in the violation of these conservation law. The physical implications of
the anomaly are then very different in the two cases. In the case of a genuine
continuous symmetry (typically a symmetry with constant transformation pa-
rameters) the current of interest is the Noether current. The anomaly appears
as a nonzero divergence of this current and does not have harmful conse-
quences. The standard example is the Adler–Bell–Jackiw (ABJ) anomaly of
the axial current [Adl69, BeJ69]. On the other hand in the case of a current
coupled to gauge fields (when the transformation parameters are functions
on spacetime), failure of current conservation jeopardizes the consistency of
the theory. We will generally refer to such anomalies as gauge anomalies.1

1The term “local anomaly” is also used, referring to the fact that such an anomaly affects
local gauge transformations. By the same token, then, the anomalies for finite dimensional
symmetry groups could be called global anomalies. Unfortunately, the same terms is also

209
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Gauge invariance removes certain states from the physical spectrum, and if it
is violated by an anomaly it means that the quantum theory does not describe
the same degrees of freedom as the initial classical theory. In these cases the
anomaly gives rise to pathologies and requiring the absence of anomalies
becomes a powerful tool to select physically viable theories.

Anomalies are a vast subject of which we will discuss only certain aspects.
Our goal will be limited to highlighting the connections between the anoma-
lies and the topological effects discussed in the preceding chapters. We shall
therefore restrict ourselves to anomalies for internal transformations, either
(finite dimensional) global symmetry groups or (infinite dimensional) YM
invariance groups or certain discrete gauge transformations. We will com-
pletely omit a discussion of anomalies for spacetime transformations, such as
the trace anomaly, related to the breaking of scale invariance, or gravitational
anomalies. Wewill not calculate triangle diagrams, that are themain source of
anomalies in perturbation theory, nor give Fujikawa’s derivation of anomalies
from the functional integral.

From the mathematical point of view the existence of anomalies is re-
lated to a very rich vein of results in algebraic topology and geometry. In
particular, axial anomalies are intimately related to the index theorem for the
Dirac operator, while the existence of gauge anomalies can be proven using a
generalization of the index theorem involving two-parameter families of Dirac
operators. The whole subject can also be recast in cohomological language.
There are few other fields where progress of physics and mathematics has
been so close.

Since the anomalies that we are interested in occur in even dimensional
spacetime, in this chapter we adopt the convention of calling the dimension
of spacetime 2𝑛, instead of 𝑛.

6.1 The axial anomaly

Here we consider the ABJ anomaly, which was historically one of the earliest
examples of anomaly. It appears in the case of a single massless complex Dirac
field coupled to electromagnetism. One finds that it is impossible to satisfy
simultaneously the conservation of the vector and of the axial symmetry.
Therefore this theory is anomalous. Depending on the regularization we
choose, we can decide which symmetry is actually realized in the quantum
theory: since the vector symmetry is in some sense more important than

used for certain anomalies that have to do with transformations that are not homotopic to the
identity.
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the axial symmetry, one usually preferes to give up the latter. Once this is
understood, one then says that the axial symmetry is anomalous. In the next
section we shall generalize the results to the case of a multiplet of fermions
fields, carrying a representation of some global symmetry group.

We begin by setting up some notation. The action for a fermion in 2𝑛
spacetime dimensions, coupled to an external electromagnetic potential 𝐴𝜇 is

𝑆𝐹(𝜓, �̄�, 𝐴) = − ∫ 𝑑2𝑛𝑥 �̄�
(
𝛾𝜇𝐷𝜇 +𝑚

)
𝜓. (6.1)

It is invariant under the (global) vector transformations

𝜓′ = 𝑒−𝑖𝛼𝜓; �̄�′ = �̄�𝑒𝑖𝛼 (6.2)

with associated vector current

𝑗𝜇𝑉 = �̄�𝛾𝜇𝜓. (6.3)

We are also interested in the axial transformations

𝜓′ = 𝑒𝑖𝛽𝛾𝐴𝜓; �̄�′ = �̄�𝑒𝑖𝛽𝛾𝐴 , (6.4)

where 𝛾𝐴, anticommutes with the gammamatrices and squares to one. Under
an infinitesimal axial transformation the variation of the action (6.1) is

𝛿𝑆𝐹 = −2𝑖𝛽𝑚 ∫ 𝑑2𝑛𝑥 �̄�𝛾𝐴𝜓, (6.5)

showing that (6.4) is a symmetry of the Dirac action only if the mass vanishes.
The corresponding Noether current is

𝑗𝜇𝐴 = �̄�𝛾𝐴𝛾𝜇𝜓. (6.6)

In general, the divergence of this current is

𝜕𝜇𝑗
𝜇
𝐴 = −2𝑚�̄�𝛾𝐴𝜓, (6.7)

so the axial current is conserved only if the mass is zero: in the following we
will consider the massless case.
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6.1.1 Point splitting

Let us now quantize the theory and ask whether 𝜕𝜇⟨𝑗
𝜇
𝐴⟩ = 0 in the massless

case (it is understood that 𝑗𝜇𝐴 now denotes the quantum operator correspond-
ing to the axial current (6.6) and the brackets its vacuum expectation value
in the 𝐴𝜇 background). The formal manipulations leading to the result (6.7)
cannot be trusted because the operator 𝑗𝜇𝐴 is the product of two fields at the
same spacetime point and is therefore singular: in other words the naive
definition of composite operator in quantum field theory leads to divergent
result. One has to resort to some kind of regularization. Physically, the most
transparent regularization for problems of this type is point splitting: the axial
current operator is defined to be the 𝜖 → 0 limit of the following expression:

𝑗𝜇𝐴(𝑥, 𝜖) = �̄�
(
𝑥 + 𝜖

2
)
𝛾𝐴𝛾𝜇 exp

⎛
⎜
⎜
⎜
⎝

𝑖𝑒

𝑥+ 𝜖
2

∫
𝑥− 𝜖

2

𝐴

⎞
⎟
⎟
⎟
⎠

𝜓
(
𝑥 − 𝜖

2
)
. (6.8)

The regulator 𝜖 is a vector representing an infinitesimal displacement in
spacetime; in order not to break Lorentz invariance it will be necessary, in
taking the limit 𝜖 → 0, to average over all directions.

Under the local gauge transformation

𝜓′(𝑥) = 𝑒−𝑖𝛼(𝑥)𝜓(𝑥); �̄�′(𝑥) = 𝑒𝑖𝛼(𝑥)�̄�(𝑥); 𝐴′
𝜇 = 𝐴𝜇 −

1
𝑒 𝜕𝜇𝛼

we have

exp

⎛
⎜
⎜
⎜
⎝

𝑖𝑒

𝑥+ 𝜖
2

∫
𝑥− 𝜖

2

𝐴′

⎞
⎟
⎟
⎟
⎠

= exp
(
−𝑖𝛼

(
𝑥 + 𝜖

2
))
exp

⎛
⎜
⎜
⎜
⎝

𝑖𝑒

𝑥+ 𝜖
2

∫
𝑥− 𝜖

2

𝐴

⎞
⎟
⎟
⎟
⎠

exp
(
𝑖𝛼
(
𝑥 − 𝜖

2
))
.

The two outer exponentials cancel the transformation of the fermions and the
regulated current (6.8) is gauge invariant. We have made this choice to ensure
that the vector current, that couples to the gauge field, remains conserved.
Different regularizations would spoil this desired property.

To compute the divergence of the current in the quantum theory, the
prescription is to take first the divergence and then the limit 𝜖 → 0. Using the
equations of motion

𝛾𝜇𝜕𝜇𝜓 = 𝑖𝑒𝛾𝜇𝐴𝜇𝜓 −𝑚𝜓,
𝜕𝜇�̄�𝛾𝜇 = −𝑖𝑒�̄�𝛾𝜇𝐴𝜇 +𝑚�̄�, (6.9)
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one finds that

𝜕𝜇𝑗
𝜇
𝐴(𝑥, 𝜖) = 𝑖𝑒𝑗𝜇𝐴(𝑥, 𝜖)

⎡
⎢
⎢
⎢
⎣

𝐴𝜇
(
𝑥 − 𝜖

2
)
− 𝐴𝜇

(
𝑥 + 𝜖

2
)
+ 𝜕𝜇

𝑥+ 𝜖
2

∫
𝑥+ 𝜖

2

𝐴
⎤
⎥
⎥
⎥
⎦

, (6.10)

plus the classical term given in (6.7), that we shall disregard from now on. For
small 𝜖 the square bracket can be expanded as

𝜖𝛼
(
𝜕𝛼𝐴𝜇 − 𝜕𝜇𝐴𝛼

)
+ 𝑂(𝜖2) = 𝜖𝛼𝐹𝛼𝜇 + 𝑂(𝜖2).

Note that the classical result is recovered if one takes the limit 𝜖 → 0 naively.
We have already said that this incorrect, since 𝑗𝜇𝐴(𝑥, 𝜖) is singular in the limit.
To see this concretely, let us take the vacuum expectation value of both sides
of (6.10). We find

⟨𝜕𝜇𝑗
𝜇
𝐴(𝑥, 𝜖)⟩ = −𝑖𝑒⟨𝑗𝜇𝐴(𝑥, 𝜖)⟩𝜖

𝛼𝐹𝛼𝜇 + 𝑂(𝜖2). (6.11)

6.1.2 Calculation of the anomaly

We will now show that the coefficient of 𝜖 is divergent. The VEV on the r.h.s.
can be rewritten, for 𝜖0 > 0,

⟨𝑗𝜇𝐴⟩ = −Tr𝛾𝐴𝛾𝜇
⟨
𝑇𝜓

(
𝑥 − 𝜖

2
)
�̄�
(
𝑥 + 𝜖

2
)⟩
𝑒𝑖𝑒 ∫ 𝐴

= −Tr𝛾𝐴𝛾𝜇𝐺
(
𝑥 − 𝜖

2 , 𝑥 +
𝜖
2
)
𝑒𝑖𝑒 ∫ 𝐴, (6.12)

where the trace is over Dirac indices, 𝑇 denotes time ordering and 𝐺(𝑥, 𝑦)
denotes the Dirac propagator in an external electromagnetic field, defined by

𝛾𝜇
(
𝜕𝜇 − 𝑖𝑒𝐴𝜇(𝑥)

)
𝐺(𝑥, 𝑦) = 𝛿(𝑥 − 𝑦). (6.13)

Note that due to the presence of the external field, 𝐺 is not simply a function
of the difference 𝑥 − 𝑦. Let 𝑆(𝑥 − 𝑦) denote the free Dirac propagator, which
is defined by equation (6.13) with 𝐴𝜇 set equal to zero. Multiplying (6.13) by
𝑆 on the left (in the sense of kernel composition) and using

− 𝜕
𝜕𝑦𝜇 𝑆(𝑥 − 𝑦)𝛾𝜇 = 𝛿(𝑥 − 𝑦)

one finds the equation

𝐺(𝑥, 𝑦) = 𝑆(𝑥 − 𝑦) + 𝑖𝑒 ∫ 𝑑2𝑛𝑧 𝑆(𝑥 − 𝑧)𝛾𝜇𝐴𝜇(𝑧)𝐺(𝑧, 𝑦). (6.14)
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= + + + . . .

Figure 27. The full propagator 𝐺 (double line) expanded as the free propagator 𝑆
(single line) with insertions of the external field 𝐴 (crosses).

This equation can be solved by iteration:

𝐺
(
𝑥− 𝜖2 ,𝑥+

𝜖
2
)

= 𝑆(−𝜖)+𝑖𝑒∫ 𝑑2𝑛𝑦𝑆
(
𝑥− 𝜖2−𝑦

)
𝛾𝜇𝐴𝜇(𝑦)𝑆

(
𝑦−𝑥− 𝜖2

)
(6.15)

−𝑒2 ∫ 𝑑2𝑛𝑦𝑑2𝑛𝑧𝑆
(
𝑥− 𝜖2−𝑦

)
𝛾𝜇𝐴𝜇(𝑦)𝑆(𝑦−𝑧)𝛾𝜈𝐴𝜈(𝑧)𝑆

(
𝑧−𝑥− 𝜖2

)
+…

This is represented graphically in Figure 27.
At this point the analysis begins to depend upon the dimension of space-

time. The free propagator can be written in Fourier space

𝑆(𝑥) = ∫ 𝑑2𝑛𝑝
(2𝜋)2𝑛

𝑒−𝑖𝑝⋅𝑥
𝛾𝜌𝑝𝜌
𝑝2 = 𝛾𝜌𝑆𝜌(𝑥) (6.16)

and inserting in (6.15) we see that the first term diverges for 𝜖 → 0 like
𝜖−(𝑛−1), the second like 𝜖−(𝑛−2) and so on, until the 𝑛-th term, which diverges
logarithmically. All subsequent terms are convergent.

The expression (6.15) contains an odd number of gamma matrices. When
inserted in (6.12) we have a trace of 𝛾𝐴 times an even number of gamma
matrices. The first nonzero result occurs when the number of gammamatrices
is equal to the dimension of spacetime. This leading term is proportional to
the totally antisymmetric Levi–Civita symbol. It is always linearly divergent
and when inserted in (6.12) it gives a finite contribution. The subsequent
logarithmically divergent and finite terms of 𝐺 are irrelevant in the limit
𝜖 → 0.

Let us discuss first the two-dimensional case (𝑛 = 1). We use the gamma
matrices (A.10). We have to take into account only the first term of the expan-
sion (6.15) so the right hand side of (6.11) becomes:

𝑖𝑒Tr[𝛾𝐴𝛾𝜇𝛾𝜈]𝑆𝜈(−𝜖)𝜖𝛼𝐹𝛼𝜇 + 𝑂(𝜖).

The trace gives Tr
[
𝛾𝐴𝛾𝜇𝛾𝜈

]
= 2𝜀𝜇𝜈, while for the fermionic propagator we

obtain:
𝑆𝜈(−𝜖) = − 𝑖

2𝜋
𝜖𝜈
𝜖2 . (6.17)
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Taking the limit in 𝜖 and averaging over all the directions gives

lim
𝜖→0

𝜖𝛼𝜖𝜈
𝜖2 = 1

2𝜂𝛼𝜈. (6.18)

The factor 1∕2 comes from imposing that both sides of the equation have the
same trace. In this way we arrive at the following expression for the anomaly:

⟨𝜕𝜇𝑗
𝜇
𝐴⟩ =

𝑒
2𝜋𝜀

𝜇𝜈𝐹𝜇𝜈. (6.19)

We note that this is twice the integrand of the topological invariant 𝑐1 defined
in (3.28).

Things are a bit more complicated in four dimensions (𝑛 = 2), where the
relevant term in (6.15) is the second one. Then, the right hand side of (6.11)
becomes:

−𝑒2𝜖𝛼𝐹𝛼𝜇Tr
[
𝛾𝐴𝛾𝜇𝛾𝜈𝛾𝜌𝛾𝜆

]
∫ 𝑑4𝑦 𝑆𝜈

(
𝑥 − 𝜖

2 − 𝑦
)
𝐴𝜌(𝑦)𝑆𝜆

(
𝑦 − 𝑥 − 𝜖

2
)
.

(6.20)
The calculation of the relevant Fourier transforms and integrals is left to
Exercise 6.1. The final result is

⟨𝜕𝜇𝑗
𝜇
𝐴⟩ =

𝑒2
16𝜋2 𝜀

𝜇𝜈𝜌𝜆𝐹𝜇𝜈𝐹𝜌𝜆. (6.21)

We notice in these computations that the anomaly originates from a clas-
sical zero that multiplies a quantum infinity, giving rise to a finite term in
the conservation laws. Moreover if we restore the Planck constant ℏ we find
that the coefficient of the anomaly depends linearly on it, manifesting the
quantum mechanical nature of the phenomenon.

What is the fate of the vector current (6.3) and its conservation law? In
the point splitting we have been careful to preserve invariance under vector
transformations. It is easy to understand that no anomaly arises using this
regularization procedure. For the explicit calculation in two dimensions see
Exercise 6.7.

6.1.3 Other axial anomalies

In the preceding calculation we have considered a fermion coupled to the
electromagnetic field. This calculation can be generalized to the case of a
multiplet of fermions𝜓𝐴, carrying a representation of a global symmetry group
𝐺 (in realistic applications, 𝐺 is 𝑆𝑈(𝑁), and is called the flavor group). The
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matrices representing the generators in the Lie algebra of 𝐺 wil l be denoted
𝑇𝑎. They are assumed to be antihermitian and to satisfy

𝑇†𝑎 = −𝑇𝑎, [𝑇𝑎, 𝑇𝑏] = 𝑓𝑎𝑏𝑐𝑇𝑐, 𝑓∗𝑎𝑏𝑐 = 𝑓𝑎𝑏𝑐, tr𝑇𝑎𝑇𝑏 = −12𝛿𝑎𝑏. (6.22)

For example for 𝑆𝑈(2),𝑇𝑎=
𝑖
2
𝜎𝑎 whereas for 𝑆𝑈(3),𝑇𝑎=

𝑖
2
𝜆𝑎, where 𝜆𝑎 are the

Gell–Mann matrices. We will not write explicitly the indices of the fermions,
neither the spinor indices nor the indices pertaining to the representation
of 𝐺. Thus 𝜓 will now denote a column vector on which the group acts
by left multiplication and the Dirac conjugate �̄� is a row vector on which
the group acts by right multiplication. The action can be written again as
in (6.1), with our new interpretation of symbols. The field 𝐴𝜇 = 𝐴𝑎

𝜇𝑇𝑎 is an
external (non-dynamical) non-abelian gauge field. This action has a global
symmetry 𝑈(1)𝑉 × 𝐺𝑉 , where 𝑈(1)𝑉 is defined by (6.2), with all components
of 𝜓 transforming by the same phase, and 𝐺𝑉 is defined by

𝜓′ = 𝑒−𝛼𝑎𝑇𝑎𝜓; �̄�′ = �̄�𝑒𝛼𝑎𝑇𝑎 , (6.23)

where 𝛼𝑎 are the transformation parameters (defining a function with values
in the Lie algebra). The Noether current associated to 𝑈(1)𝑉 is (6.3), and the
Noether current associated to 𝐺𝑉 is

𝑗 𝜇
𝑉𝑎 = �̄�𝛾𝜇𝑇𝑎𝜓. (6.24)

It transforms according to the adjoint representation. In the massless case,
the action is also invariant under a group𝑈(1)𝐴 ×𝐺𝐴, where𝑈(1)𝐴 is defined
by (6.4), and 𝐺𝐴 is given by the transformations

𝜓′ = 𝑒𝛼𝑎𝑇𝑎𝛾𝐴𝜓; �̄�′ = �̄�𝑒𝛼𝑎𝑇𝑎𝛾𝐴 . (6.25)

The Noether current corresponding to 𝑈(1)𝐴 is (6.6), and the current associ-
ated to 𝐺𝐴 is

𝑗 𝜇
𝐴𝑎 = �̄�𝛾𝐴𝛾𝜇𝑇𝑎𝜓. (6.26)

As in the abelian case, the vector and axial currents cannot be simultaneously
conserved. The anomaly can be computed using the method described above
(the only difference consists in replacing the exponential in (6.8) by a path
ordered exponential) and one finds2

𝜕𝜇𝑗
𝜇
𝐴 =

𝑖
2𝜋𝜖

𝜇𝜈tr𝐹𝜇𝜈 for 𝑛 = 1, (6.27a)

𝜕𝜇𝑗
𝜇
𝐴 =

1
16𝜋2 𝜀

𝜇𝜈𝜌𝜎tr𝐹𝜇𝜈𝐹𝜌𝜎 for 𝑛 = 2, (6.27b)

2Here and in the rest of this section we use rescaled gauge fields, so that the explicit factors
of 𝑒 in (6.19) and (6.21) are no longer present.
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𝐹𝜇𝜈 now being the non-abelian field strenght. Note that the r.h.s. of (6.27a)
is zero for the group 𝑆𝑈(𝑁), and the r.h.s. of (6.27b) is twice the topological
invariant 𝑐2.

The argument given above can be generalized straightforwardly also to
the calculation of the (covariant) divergence of the non-singlet current (6.26).
The result is

(𝐷𝜇𝑗
𝜇
𝐴)𝑎 =

1
2𝜋𝜀

𝜇𝜈tr𝑇𝑎𝐹𝜇𝜈, for 𝑛 = 1 (6.28a)

(𝐷𝜇𝑗
𝜇
𝐴)𝑎 =

𝑖
16𝜋2 𝜀

𝜇𝜈𝜌𝜎tr𝑇𝑎𝐹𝜇𝜈𝐹𝜌𝜎, for 𝑛 = 2 (6.28b)

We note that the factors of 𝑖 in the formulas (6.27a) and (6.28b) are needed
for these traces to be real, since they contain an odd number of antihermitian
matrices. We end the section stressing again that the axial symmetry we have
discussed is a global symmetry. We shall see that the quantum mechanical
breaking of this symmetry has interesting physical implications.

6.2 The index theorem

We have observed that the anomaly of the axial current in two and four di-
mensions is twice the integrand of the topological invariants 𝑐1 and 𝑐2, that
we introduced in Sections 3.4 and 3.5. This is no coincidence, and in fact the
axial anomaly can be shown to affect the phenomenon of theta vacua in gauge
theories in the presence of fermion fields. We begin by observing that since
the fermionic configuration space is linear, the general topological arguments
for the existence of theta sectors given in Sections 3.4 and 3.5 continue to hold
also in the presence of fermions. However,massless fermions have a dramatic
influence on the dynamics of such theories: it turns out that the VEVs of gauge
invariant operators become independent of 𝜃. The proof of this statement
relies on a profound mathematical result, known as the Atiyah–Singer index
theorem, that encodes the topological meaning of the axial anomaly.

6.2.1 Statement of the theorem

In order to state the theorem, we go to Euclidean signature and assume that
spacetime is even dimensional, compact and without boundary. As usual, this
can be achieved by imposing suitable boundary conditions so that spacetime
can be compactified to a sphere. Then, the Dirac operator

𝒟 = 𝛾𝜇
(
𝜕𝜇 + 𝐴𝜇

)
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acting on the fermionic space 𝑉, is self-adjoint and has a discrete spectrum.
Since (𝛾𝐴)2 = 1, we can split

𝑉 = 𝑉+ ⊕𝑉−

where 𝑉± are eigenspaces of 𝛾𝐴 with eigenvalues ±1 respectively. Now let
{𝜓𝑛} be a complete set of orthonormal eigenfunctions of𝒟:

𝒟𝜓𝑛 = 𝜆𝑛𝜓𝑛; ∫ 𝑑2𝑛𝑥 �̄�𝑚𝜓𝑛 = 𝛿𝑚𝑛.

Since 𝛾𝐴 anticommutes with 𝛾𝜇, if 𝜓 is in 𝑉+, 𝐷𝜓 is in 𝑉−, and vice-versa. So,
if 𝜆𝑛 ≠ 0, 𝜓𝑛 cannot be an eigenfunction of 𝛾𝐴. However, the eigenfunctions
with zero eigenvalue (the zero modes) can be chosen to belong either to 𝑉+
or 𝑉−. Let 𝑛+ and 𝑛− be the numbers of linearly independent zero modes of
𝒟 with positive and negative chirality respectively. The index theorem states
that

𝑛+ − 𝑛− = 𝑐𝑛, (6.29)
where 𝑐𝑛 is the topological invariant defined by (3.28) and (3.35) for 𝑛 = 1 and
2 respectively. We now give a “physicist’s proof” of this result that highlights
its connection to the axial anomaly.

6.2.2 Derivation from the anomaly

Let us start with a massive fermion interacting with an external gauge field
via the vector current (6.24) in four dimensions. Here the mass plays the role
of a regulator and will be sent to zero in the end. The divergence of the axial
current is

𝜕𝜇⟨𝑗
𝜇
𝐴⟩ = −2𝑚⟨�̄�𝛾𝐴𝜓⟩ + 𝑖

8𝜋Tr𝐹𝜇𝜈
∗𝐹𝜇𝜈 (6.30)

(the factor 𝑖 appears because we are now in Euclidean signature). We integrate
both sides and take the expectation value in the fermionic vacuum. The l.h.s.
is zero because we are on a manifold without boundary.3 From the r.h.s. we
obtain

2𝑚 ∫ 𝑑2𝑛𝑥 ⟨�̄�𝛾𝐴𝜓⟩ = −2𝑖𝑐2. (6.31)

Now we want to evaluate the VEV on the left:

⟨�̄�𝛾𝐴𝜓⟩ =
∫ (𝑑𝜓𝑑�̄�)𝑒−𝑆𝐹

(
∫ 𝑑4𝑥 �̄�𝛾𝐴𝜓

)

∫ (𝑑𝜓𝑑�̄�)𝑒−𝑆𝐹
. (6.32)

3In the physically more realistic case of a non-compact spacetime, ∫ 𝑑4𝑥𝜕𝜇𝑗
𝜇
𝐴 = ∫ 𝑑Σ𝜇𝑗

𝜇
𝐴 =

0 because the fermion field is massive.
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The eigenfunctions 𝜓𝑛 of𝒟 are also eigenfunctions of𝒟− 𝑖𝑚with eigenvalues
𝜆𝑛 − 𝑖𝑚. Thus we can decompose

𝜓(𝑥) =
∑

𝑛
𝑎𝑛𝜓𝑛(𝑥); �̄�(𝑥) =

∑

𝑛
�̄�𝑛�̄�𝑛(𝑥),

𝑆𝐹(𝜓, �̄�, 𝐴) =
∑

𝑛
�̄�𝑛𝑎𝑛(𝜆𝑛 − 𝑖𝑚); (𝑑𝜓𝑑�̄�) =

∏

𝑛
𝑑𝑎𝑛𝑑�̄�𝑛

The functional integrals in (6.32) can be performed using Berezin’s rules for
the integration over fermion fields:

∫ 𝑑𝑎𝑛𝑎𝑚 = 𝛿𝑛𝑚; ∫ 𝑑�̄�𝑛�̄�𝑚 = 𝛿𝑛𝑚 (6.33)

The denominator of (6.32) is

∫ (𝑑𝜓𝑑�̄�)𝑒−𝑆𝐹 =
∏

𝑛
∫ 𝑑�̄�𝑛𝑑𝑎𝑛(1 − (𝜆𝑛 − 𝑖𝑚)�̄�𝑛𝑎𝑛)

=
∏

𝑛
(𝜆𝑛 − 𝑖𝑚) = det (𝒟 − 𝑖𝑚) . (6.34)

The numerator is a bit more complicated:

∏

𝑛
∫ 𝑑𝑎𝑛𝑑�̄�𝑛 (1 − �̄�𝑛𝑎𝑛(𝜆𝑛 − 𝑖𝑚)) [

∑

𝑟𝑠
�̄�𝑟𝑎𝑠 ∫ 𝑑4𝑦 �̄�𝑟(𝑦)𝛾𝐴𝜓𝑠(𝑦)] .

We consider separately each term in the sums. If 𝑟 ≠ 𝑠, all the factors with
𝑛 not equal to either 𝑟 or 𝑠 are zero, so the whole term vanishes. If 𝑟 = 𝑠,
the only nonvanishing contribution comes from picking the first term in the
round bracket for 𝑛 = 𝑟 = 𝑠 and the second term for all the other values of 𝑛.
This gives

∑

𝑟
∫ 𝑑2𝑛𝑦�̄�𝑟(𝑦)𝛾𝐴𝜓𝑟(𝑦)

∏

𝑛≠𝑟
(𝜆𝑛 − 𝑖𝑚). (6.35)

In the above formulas the formal determinant of the Dirac operator ap-
pears. It can be given a meaning by choosing a specific regularization proce-
dure. In any case, for the calculation we are interested in, this is not necessary.
In fact, we have

∫ 𝑑2𝑛𝑦 ⟨�̄�(𝑦)𝛾𝐴𝜓(𝑦)⟩ =
∑

𝑟

∫ 𝑑2𝑛𝑦 �̄�𝑟(𝑦)𝛾𝐴𝜓𝑟(𝑦)
𝜆𝑟 − 𝑖𝑚 . (6.36)
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Since𝒟 anticommutes with 𝛾𝐴, if 𝜓𝑛 is an eigenfunction with eigenvalue 𝜆𝑛,
𝛾𝐴𝜓𝑛 is an eigenfunction with eigenvalue−𝜆𝑛. Therefore, using orthogonality
we find that if 𝜆𝑠 ≠ 0, ∫ 𝑑2𝑛𝑦 �̄�𝑠(𝑦)𝛾𝐴𝜓𝑠(𝑦) = 0. On the other hand, if 𝜓𝑛 is
a zero mode, also 𝛾𝐴𝜓𝑛 is a zero mode, and we have chosen the zero modes
to have definite chirality. Therefore, if 𝜆𝑛 = 0, ∫ 𝑑2𝑛𝑦 �̄�𝑠(𝑦)𝛾𝐴𝜓𝑠(𝑦) = ±1,
depending on the chirality. So we find that

∫ 𝑑2𝑛𝑦 ⟨�̄�(𝑦)𝛾𝐴𝜓(𝑦)⟩ = − 1
𝑖𝑚 (𝑛+ − 𝑛−), (6.37)

and inserting back in (6.31) we obtain the index theorem (6.29). We have
shown in this way that with certain assumptions about the boundary con-
ditions, the index theorem follows from the existence of the axial anomaly.
Conversely we can understand the appearence of the axial anomaly as a con-
sequence of the dependence of the spectrum of the Dirac operator on the
topology of the gauge field.

6.3 Consequences of the anomaly
We now discuss two physical consequences of the ABJ anomaly and of the
index theorem.

6.3.1 Neutral pion decay

The dominant decaymode of the neutral pion is into two photons. This process
is described by the triangle diagram shown in Figure 28 (and a similar one
with crossed photons), where the particles circulating in the loop are fermions.
This diagram had been calculated as early as 1949 by Steinberger with the
nucleon in the loop, and gave a good agreement with experiments. Yet, almost
two decades later, this decay still posed a puzzle. The dominant theoretical
framework at the time was current algebra (see Section 1.2.3) and there was
an argument of Sutherland and Veltman implying that in the chiral limit the
neutral pion cannot decay into photons if the axial current is conserved, as
was then assumed in applications of PCAC. The small mass of the pion could
not account for the discrepancy. It was eventually understood by ABJ that the
triangle graph implies a choice between vector and axial current conservation.
Given that the former is essential for gauge invariance in QED, it makes more
sense to sacrifice the latter. In this way, the triangle graph invalidates one of
the essential assumptions of the Sutherland–Veltman argument, and current
algebra could be reconciled with the experimental facts.

We give here a very quick summary of the calculation in the context of
the chiral model. The pion-nucleon vertex has been given in Equations (1.86)
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𝛾

𝛾

𝜋0

Figure 28. The triangle diagram.

and (1.87). Since the neutron does not couple to photons, we are only inter-
ested in the pion-proton vertex, and since we are interested in the neutral
pion, we choose 𝑎 = 3. Then we find a coupling of the neutral pion to the
proton axial current:

𝑖𝑔𝜋𝑁𝑁𝜋0�̄�𝛾𝐴𝑝,

with 𝑔𝜋𝑁𝑁 = 𝑚𝑁∕𝐹𝜋 (recall the Goldberger–Treiman relation (1.54)).
We refer e.g. to [Sch14], Section 30.1 for the calculation of the triangle diagram,
leading to the amplitude

ℳ = 𝑔𝜋𝑁𝑁
𝑒2

4𝜋2𝑚𝑁
𝜀𝜇𝜈𝜌𝜎𝜖1𝜇𝜖2𝜈𝑞1𝜌𝑞2𝜎, (6.38)

where 𝜖𝑖 and 𝑞𝑖, with 𝑖 = 1, 2 are the polarizations and momenta of the two
photons. From here one derives the decay rate

Γ(𝜋0 → 2𝛾) = 𝛼2
64𝜋2

𝑚3
𝜋

𝐹2𝜋
≈ 7.77eV,

that is quite close to the experimentally measured value 7.73eV. Considering
the primitive state ofQFT at the timewhen this calculationwas first performed,
and even today, considering that the chiral model is only a non-renormalizable
low energy effective field theory, this agreement is quite surprising.

One important feature of this result is that the mass of the nucleon, that
is present in 𝑔𝜋𝑁𝑁 , cancels with the factor of 𝑚𝑁 in (6.38), so that the final
result does not depend on the mass of the fermions in the loop. In fact, a
more modern version of the same calculation consists in using the two lightest
quarks in the loop. They carry the same isospin representation as the nucleons,
but different electric charges: in the case of the quarks, both isospin states
contribute to the process. Whereas the charges of the nucleons give a factor

(12 − 02) = 1,
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the quarks give

((23)
2
− (−13)

2
)𝑁𝑐 =

𝑁𝑐
3 ,

where 𝑁𝑐 is the number of colors. The two results only agree for 𝑁𝑐 = 3, and
this was one of the early ways of measuring the number of colors. Once again,
the success of this calculation is surprising, this time because the pions are
nonperturbative states in QCD. The reason why it works so well is that the
one loop calculation is exact. It was shown by Adler and Bardeen [ABa69]
that there are no corrections in perturbation theory, and there are topological
arguments suggesting that this should be true also in a nonperturbative sense.

The independence of the triangle diagram on the mass of the fermions in
the loop suggests that it should also hold in the limit when the fermions are
massless, which is the context in which the anomaly arises. One can therefore
say that the decay of the neutral pion is made possible by the anomaly. In fact,
the amplitude (6.38) can be interpreted as an effective pion-photon interaction
in the low-energy effective action (see e.g. [DGH22])

𝑒2𝑁𝑐
96𝜋2𝐹𝜋

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜋0𝐹𝜇𝜈𝐹𝜌𝜎, (6.39)

where we see that the pion couples to the anomalous divergence of the axial
current. We shall need this result in Section 6.8.3 when we address again the
spin of the skyrmion.

6.3.2 Consequences for the theta sectors

In the calculation of the anomaly, the gauge field was treated as a background
field. Let us now see the implications of these results for the quantization
of the full theory, with dynamical gauge field, in four dimensions. We are
specifically interested in the tunnelling amplitude through the noncontractible
path in 𝒬, since this amplitude was responsible for the 𝜃-dependence of the
vacuum energy. It is given by the Euclidean functional integral

∫
𝑐2≠0

(𝑑𝐴𝑑�̄�𝑑𝜓)𝑒−𝑆(𝜓,�̄�,𝐴) = ∫
𝑐2≠0

(𝑑𝐴)𝑒−𝑆YM(𝐴)det(𝒟), (6.40)

where we have used (6.34), with 𝑚 = 0. The integral is restricted to those
gauge field configurations that have nonvanishing topological invariant. Now
the index theorem (6.29) implies that for these fields there must be at least one
zero mode, and therefore the determinant of the Dirac operator is identically
zero, for all𝐴 in that sector. This implies that the tunnelling amplitude is zero,
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and therefore the theta vacua are all degenerate, in sharp contrast to what
happened without fermions, or with massive fermions. Note that in deriving
this result we did not have to make use of the WKB approximation.

There is also a more formal argument that directly relates the anomaly
to the degeneracy of the theta vacua. Consider a gauge- and chiral-invariant
operator 𝒪. The VEV of 𝒪 in the vacuum specified by a value 𝜃 can be com-
puted as

⟨𝒪⟩𝜃 =
𝛿 log𝑍𝜃(𝐽)

𝛿𝐽 (6.41)

where
𝑍𝜃(𝐽) = ∫ (𝑑𝐴𝑑�̄�𝑑𝜓)𝑒−𝑆𝑌𝑀(𝐴)+𝑖𝜃𝑐2(𝐴)−𝑆𝐹(𝜓,�̄�,𝐴)+∫ 𝑑4𝑥 𝐽𝒪. (6.42)

To simplify the notation we do not write explicitly the gauge fixing and ghost
terms, since they are irrelevant for what follows. A priori, the VEV of 𝒪
seems to depend upon 𝜃. Let us now examine how 𝑍𝜃 behaves under the axial
transformations (6.4). Since the action is manifestly invariant, if the measure
was also invariant, the whole functional integral would be invariant. This
is incompatible with the existence of the anomaly, so the measure cannot
be invariant [Fuj80]. One can compute the variation of the measure directly.
However, knowing the form of the anomaly, one can deduce that under an
infinitesimal axial transformation 𝛿𝜓 = 𝛿𝛽𝛾𝐴𝜓 the measure must change by
(𝑑�̄�𝑑𝜓) = (𝑑�̄�′𝑑𝜓′)𝑒𝛿𝑆. This is equivalent to a transformation of the action,
that can be inferred from Noether’s theorem (Equation (1.8)) to be

𝛿𝑆 = ∫ 𝑑4𝑥 𝛿ℒ = ∫ 𝑑4𝑥 𝜕𝜇𝑗
𝜇
𝐴 = 2𝑖𝛿𝛽𝑐2(𝐴). (6.43)

Therefore the effect of an axial transformation on the fermion fields is equiva-
lent to a shift of 𝜃 by 2𝛿𝛽:

𝑍𝜃(𝐽) = ∫ (𝑑𝐴𝑑�̄�′𝑑𝜓′)𝑒−𝑆𝑌𝑀(𝐴)+𝑖(𝜃+2𝛽)𝑐2(𝐴)−𝑆𝐹(𝜓′,�̄�′,𝐴)+∫ 𝑑4𝑥 𝐽𝒪 = 𝑍𝜃+2𝛽(𝐽).
(6.44)

In the last step we have replaced 𝜓′ and �̄�′ by 𝜓 and �̄�, since they are in-
tegration variables. The conclusion is that the value of 𝜃 is irrelevant: the
expectation value of every gauge and chiral invariant observable is indepen-
dent of 𝜃.

We emphasize once again that this does not mean that there are no theta
sectors anymore. The topological arguments remain valid. One can also argue
that the theta sectors have to be still distinct in order for the cluster property
be satisfied. All that has happened is that the theta sectors are now completely
degenerate.



224 CHAPTER 6. ANOMALIES

6.4 Gauge anomalies
Next we consider anomalies in a current that couples to gauge fields. We will
call these gauge anomalies. Let us consider quite generally a fermionic current
𝐽𝜇𝑎 coupled to a gauge field 𝐴𝑎

𝜇 via an interaction term ℒ𝐼 = 𝐽𝜇𝑎𝐴𝑎
𝜇. To begin

with, we do not specify whether 𝐽 is a vector, axial or other current. All we
assume is that the classical action 𝑆 is gauge invariant. The classical current
can be defined as

𝐽𝜇𝑎 =
𝛿𝑆
𝛿𝐴𝑎

𝜇
. (6.45)

Functional integration over the fermions yields a contribution to the action
for the gauge fields:

𝑊(𝐴) = −𝑖 ln ∫ (𝑑𝜓𝑑�̄�)𝑒𝑖𝑆𝐹(𝜓,�̄�,𝐴). (6.46)

We will refer to𝑊 as the fermionic effective action. The expectation value of
the current in the fermionic vacuum is given by

⟨𝐽𝑎𝜇⟩ =
𝛿𝑊
𝛿𝐴𝑎

𝜇
. (6.47)

We have shown in (1.136), (1.137) how gauge invariance of the classical action
implies covariant conservation of the gauge current. We shall now repeat that
discussion for the effective action.

For an infinitesimal gauge transformation parameter 𝜖 = 𝜖𝑎𝑇𝑎, define the
operator

𝛿𝜖 = ∫ 𝑑2𝑛𝑥 𝐷𝜇𝜖𝑎(𝑥)
𝛿

𝛿𝐴𝑎
𝜇(𝑥)

. (6.48)

It can be thought of as a vector tangent to the gauge orbit through 𝐴 in the
space 𝒞 of all gauge fields. The derivative of𝑊 in the direction of this vector is

𝛿𝜖𝑊(𝐴) = ∫ 𝑑2𝑛𝑥 𝐷𝜇𝜖𝑎(𝑥)
𝛿𝑊

𝛿𝐴𝑎
𝜇(𝑥)

= ∫ 𝑑2𝑛𝑥 𝐷𝜇𝜖𝑎(𝑥)⟨𝐽
𝜇
𝑎 ⟩

= − ∫ 𝑑2𝑛𝑥 𝜖𝑎(𝑥)⟨𝐷𝜇𝐽
𝜇
𝑎 (𝑥)⟩. (6.49)

Since the classical action was gauge invariant, the r.h.s. can be interpreted as
the anomaly, so we define the integrated anomaly

𝒜(𝜖, 𝐴) ≡ ∫ 𝑑2𝑛𝑥 𝜖𝑎(𝑥)⟨𝐷𝜇𝐽
𝜇
𝑎 (𝑥)⟩ = −𝛿𝜖𝑊(𝐴). (6.50)
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Covariant conservation of the gauge current is a very important property in
the full quantum gauge theory: in perturbation theory, it ensures unitarity
and renormalizability. Its violation is therefore to be avoided.

6.4.1 Chiral gauge theories

In Section 6.1 we discussed the case when a gauge field is coupled to a
fermionic vector current. We proved that there exists a quantization scheme
that preserves the conservation of this current, violating the conservation of
the axial current. Since the axial current was not coupled to gauge fields, no
problem arose in that case.

The situation is different if the coupling is not purely vectorial. The most
general situation is to have the vector and axial currents coupled to two differ-
ent gauge fields

ℒ𝐼 = 𝐽 𝜇
𝑉𝑎𝐴

𝑎
𝑉𝜇 + 𝐽 𝜇

𝐴𝑎𝐴
𝑎

𝐴𝜇. (6.51)

In order to ensure the invariance of the action under the vector and axial
gauge transformations (6.23) and (6.25) the gauge fields have to transform as
follows:

𝛿𝑉𝜖𝐴𝑉𝜇 = 𝐷𝜇𝜖; 𝛿𝑉𝜖𝐴𝐴𝜇 = [𝐴𝐴𝜇, 𝜖];
𝛿𝐴𝜖𝐴𝑉𝜇 = [𝐴𝐴𝜇, 𝜖]; 𝛿𝐴𝜖𝐴𝐴𝜇 = 𝐷𝜇𝜖. (6.52)

These transformations obey the following algebra:

[𝛿𝑉𝜖1 , 𝛿𝑉𝜖2] = 𝛿𝑉[𝜖1,𝜖2] ; (6.53a)
[𝛿𝑉𝜖1 , 𝛿𝐴𝜖2] = 𝛿𝐴[𝜖1,𝜖2] ; (6.53b)
[𝛿𝐴𝜖1 , 𝛿𝐴𝜖2] = 𝛿𝑉[𝜖1,𝜖2]. (6.53c)

The vector and axial transformations are deeply entangled. As in (1.42), it is
convenient to define left and right currents

𝐽 𝜇
𝐿𝑎 =

𝐽 𝜇
𝑉𝑎 − 𝐽 𝜇

𝐴𝑎
2 = �̄�𝑇𝑎𝛾𝜇𝑃−𝜓 (6.54a)

𝐽 𝜇
𝑅𝑎 =

𝑗 𝜇
𝑉𝑎 + 𝐽 𝜇

𝐴𝑎
2 = �̄�𝑇𝑎𝛾𝜇 𝑃+𝜓 (6.54b)

and left and right gauge fields

𝐴 𝑎
𝐿𝜇 = 𝐴 𝑎

𝑉𝜇 − 𝐴 𝑎
𝐴𝜇 (6.55a)

𝐴 𝑎
𝑅𝜇 = 𝐴 𝑎

𝑉𝜇 + 𝐴 𝑎
𝐴𝜇 (6.55b)
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In term of these new variables the interaction reads
ℒ𝐼 = 𝐽 𝜇

𝐿𝑎𝐴
𝑎

𝐿𝜇 + 𝐽 𝜇
𝑅𝑎𝐴

𝑎
𝑅𝜇, (6.56)

and defining 𝛿𝐿 = 𝛿𝑉 − 𝛿𝐴 and 𝛿𝑅 = 𝛿𝑉 + 𝛿𝐴 the algebra becomes
[𝛿𝐿𝜖1 , 𝛿𝐿𝜖2] = 𝛿𝐿[𝜖1,𝜖2] ; (6.57a)
[𝛿𝐿𝜖1 , 𝛿𝑅𝜖2] = 0 ; (6.57b)
[𝛿𝑅𝜖1 , 𝛿𝑅𝜖2] = 𝛿𝑅[𝜖1,𝜖2]. (6.57c)

In terms of these variables the left and right gauge transformations are com-
pletely decoupled. The left and right gauge fields transform in the usual way
under the left and right gauge transformations and are coupled to the left and
right currents respectively. In discussing the possible anomalies of this theory
it is therefore more convenient to use the left–right decomposition than the
vector–axial decomposition.

Since the left and right sectors of the theory are classically decoupled, it
will be enough to study only one of them. From now on we will assume that
there is only one gauge field𝐴 coupled to only one of the chiral components of
the fermion. We are now going to consider anomalies for the local gauge trans-
formations in this chirally coupled theory. The action is a chirally modified
non-abelian version of (6.1):

𝑆𝐿∕𝑅𝐹 (𝜓, �̄�, 𝐴) = − ∫ 𝑑2𝑛𝑥 �̄�𝛾𝜇𝐷𝐿∕𝑅
𝜇 𝜓, (6.58)

where the new operator is defined as:

𝐷𝐿∕𝑅
𝜇 = 𝜕𝜇 − 𝑖𝑒𝑃∓𝐴𝜇. (6.59)

This action 𝑆𝐿 has a local symmetry 𝐺𝐿,
𝜓′𝐿 = 𝑔−1𝜓𝐿; �̄�′𝐿 = �̄�𝐿𝑔, (6.60a)
𝜓′𝑅 = 𝜓𝑅; �̄�′𝑅 = �̄�𝑅, (6.60b)
𝐴′
𝜇 = 𝑔−1𝐴𝜇𝑔 + 𝑔−1𝜕𝜇𝑔 (6.60c)

where 𝜓𝐿 = 𝑃−𝜓, 𝜓𝑅 = 𝑃+𝜓 and 𝑔 = 𝑒𝛼𝑎𝑇𝑎 . Interactions of this type occur in
the Standard Model. Similar formulas hold for the right-chiral models.

We do not give here the calculation of the gauge anomaly.4 The result
is [GJa72, Bar69]

𝐷𝜇⟨𝐽𝐿𝜇⟩𝑎 = ± 1
4𝜋𝜀

𝜇𝜈tr 𝑇𝑎𝜕𝜇𝐴𝜈 for 𝑛 = 1, (6.61a)

𝐷𝜇⟨𝐽𝐿𝜇⟩𝑎 = ± 𝑖
24𝜋2 𝜀

𝜇𝜈𝜆𝜌tr 𝑇𝑎𝜕𝜇 (𝐴𝜈𝜕𝜆𝐴𝜌 +
1
2𝐴𝜈𝐴𝜆𝐴𝜌) for 𝑛 = 2, (6.61b)

where the overall sign depends on the chirality of the fermions.
4The result for an abelian theory in two dimensions is derived in Exercise 6.7.
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The form (6.61) of the anomaly is not unique: it depends on the chosen
regularization of the fermionic determinant. Another regularization could
result in another form of the effective action, differing by a local functional
of the gauge field. To understand the extent of this ambiguity, recall that the
fermionic determinant is given by a sum of one loop graphs with any number
of insertions of the external field 𝐴. The first term contains one power of 𝐴
and diverges likeΛ𝑛−1, whereΛ is some ultraviolet cutoff; the second contains
two powers of 𝐴 and diverges like Λ𝑛−2 and so on. The 𝑛-th term contains 𝐴𝑛

and is logarithmically divergent. All subsequent terms are finite. Divergent
terms give rise to ambiguities in the effective action. One is free to change
the renormalization conditions so as to add to the effective action finite terms
proportional to the coefficients of these divergences. Therefore, one is free
to modify the effective action by adding a polynomial in 𝐴 of order 𝑛 (and
containing terms of dimension 𝑛). If the expression (6.61) was itself the
variation of such a polynomial, then by a different choice of renormalization
one could remove the anomaly. We shall now see that this question can be
cast as a problem of cohomology.

6.4.2 TheWess–Zumino consistency condition

The operators 𝛿𝜖 defined in (6.48) form a representation of the gauge algebra:

[𝛿𝜖1 , 𝛿𝜖2] = 𝛿[𝜖1,𝜖2]. (6.62)

If we now apply the above operatorial relation to the vacuum functional𝑊(𝐴)
we get an equation for the integrated anomaly 𝒜(𝜖, 𝐴):

𝛿𝜖1𝒜(𝜖2, 𝐴) − 𝛿𝜖2𝒜(𝜖1, 𝐴) = 𝒜([𝜖1, 𝜖2], 𝐴). (6.63)

This is called theWess–Zumino (WZ) consistency condition. If the anomaly
is defined as gauge variation of the effective action 𝑊, as in (6.50), then
it must satisfy the above constraint. Such anomalies are called consistent
anomalies. If on the other hand one defines the anomaly as ⟨𝐷𝜇𝐽𝜇⟩, then the
result of a calculation may or may not satisfy this condition, depending on
the regularization procedure.
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Multiplying (6.61) by an infinitesimal gauge parameter 𝜖𝑎 and integrating
over spacetime we obtain the expressions5

𝒜(𝐴, 𝜖) = ∓ 1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈 tr 𝜕𝜇𝜖 𝐴𝜈 for 𝑛 = 1;

(6.64a)

𝒜(𝐴, 𝜖) = ∓ 𝑖
24𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜆𝜌 tr 𝜕𝜇𝜖 (𝐴𝜈𝜕𝜆𝐴𝜌 +
1
2𝐴𝜈𝐴𝜆𝐴𝜌) for 𝑛 = 2.

(6.64b)

One can verify by explicit calculation that they satisfy the WZ consistency
condition, see Exercise 6.2. In fact, the WZ consistency condition determines
the anomaly completely, up to an overall normalization.

The definitions in this section have a clear geometrical meaning. Let 𝒞 be
the space of connections 𝐴, and 𝒢 the gauge group.6 For a fixed infinitesimal
gauge transformation 𝜖, 𝛿𝜖 is a first order (functional) differential operator
corresponding to the directional derivative along a vector field tangent to the
orbits of the gauge group in 𝒞. We can think of it as a vertical vectorfield on 𝒞,
i.e. a vectorfield that is in the kernel of the projection𝒞→ 𝒞∕𝒢. Fix a reference
gauge field 𝐴 and consider its gauge orbit𝒪𝐴. It is diffeomorphic to the gauge
group 𝒢. The anomaly 𝒜 is a linear functional that maps vectors on 𝒪𝐴 to
real numbers. Thus, we can think of it as a one-form on 𝒪𝐴. Equation (6.63)
is the statement that𝒜 is a closed form (a one-cocycle). If𝑊 was a globally
well-defined functional on 𝒪𝐴, equation (6.50) would mean that 𝒜 is an
exact form, and 𝒜 would be in the trivial cohomology class in 𝐻1(𝒪𝐴), or
equivalently of 𝐻1(𝒢). However, at this stage we do not really know𝑊 well
enough. Equation (6.50) must be interpreted as saying that𝒜 is locally exact,
i.e. the differential the locally-defined functional −𝑊. In Section 6.5 we will
consider the global properties of𝑊 and we shall see that it is not globally
well-defined. This will be a non-perturbative proof that the anomaly is a
genuine physical phenomenon.

6.4.3 The covariant anomaly

One peculiar aspect of the expressions (6.61) is that they are not gauge covari-
ant. One can see this as a further indication that gauge invariance is broken
in these theories.

5For the present purposes it proves convenient to perform an integration by parts so that
one derivative acts on the gauge parameter. This is legitimate, since 𝜖 vanishes at infinity.

6Unlike earlier sections, here we consider connections and gauge transformations on
spacetime, not just space.
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Define an arbitrary infinitesimal variation of the connection to be

𝛿𝐵𝐴𝑎
𝜇 = 𝐵𝑎𝜇, (6.65)

in such a way that

𝛿𝐵𝑊 = ∫ 𝑑2𝑛𝑥 𝛿𝑊
𝛿𝐴𝑎

𝜇
𝐵𝑎𝜇 = ∫ 𝑑2𝑛𝑥 ⟨𝐽 𝜇

𝐿𝑎 ⟩𝐵
𝑎
𝜇 = −2 ∫ 𝑑2𝑛𝑥 tr ⟨𝐽𝜇𝐿 ⟩𝐵𝜇. (6.66)

Following a similar logic as in the derivation of the WZ consistency condition,
we see that7

[𝛿𝜖, 𝛿𝐵] = 𝛿[𝐵,𝜖]. (6.67)

We must therefore have

𝛿𝐵𝛿𝜖𝑊 − 𝛿𝜖𝛿𝐵𝑊 = 𝛿[𝐵,𝜖]𝑊. (6.68)

The l.h.s. is
−𝛿𝐵𝒜(𝐴, 𝜖) − ∫ 𝑑2𝑛𝑥 𝛿𝜖⟨𝐽

𝜇
𝐿𝑎 ⟩𝐵

𝑎
𝜇

and the r.h.s. is

∫ 𝑑2𝑛𝑥 ⟨𝐽 𝜇
𝐿𝑎 ⟩[𝐵𝜇, 𝜖]

𝑎 = − ∫ 𝑑2𝑛𝑥 𝐵𝑎𝜇[⟨𝐽
𝜇
𝐿 ⟩, 𝜖]𝑎,

where we used total antisymmetry of the structure constants. Putting these
pieces together, and keeping in mind that 𝐵 is arbitrary, the gauge variation of
the current is determined by the following condition:

∫ 𝑑2𝑛𝑥 𝛿𝜖⟨𝐽
𝜇

𝐿𝑎 ⟩𝐵
𝑎
𝜇 = ∫ 𝑑2𝑛𝑥 [⟨𝐽𝜇𝐿 ⟩, 𝜖]𝑎𝐵

𝑎
𝜇 − 𝛿𝐵𝒜(𝐴, 𝜖). (6.69)

The first piece on the r.h.s. is the usual covariant transformation of the current.
This relation tells us that the current is covariant only if the anomaly is zero.

We may then ask whether we can define a new current8

𝐽′𝜇𝐿𝑎 = 𝐽 𝜇
𝐿𝑎 + 𝑋𝜇

𝑎 , (6.70)

7Since 𝐵 is itself a transformation parameter, we assume that it does not to vary under gauge
transformations.

8Note that the freedom of adding a piece to the current is more general than the freedom
of adding a local counterterm ∆𝑊 to the effective action. In the latter case one would have
𝑋𝜇
𝑎 =

𝛿∆𝑊
𝛿𝐴𝑎𝜇

, which is not true in general, and in particular not for the 𝑋’s given below.
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transforming covariantly. For this we need that the transformation property
of 𝑋𝜇

𝑎 be given by

∫ 𝑑2𝑛𝑥 (𝛿𝜖𝑋)
𝜇
𝑎𝐵𝑎𝜇 = ∫ 𝑑2𝑛𝑥 [𝑋𝜇, 𝜖]𝑎𝐵𝑎𝜇 + 𝛿𝐵𝒜(𝐴, 𝜖). (6.71)

In this case the anomalous terms cancel and

∫ 𝑑2𝑛𝑥 𝛿𝜖⟨𝐽
′𝜇
𝐿𝑎⟩𝐵

𝑎
𝜇 = ∫ 𝑑2𝑛𝑥 [⟨𝐽′𝜇𝐿 ⟩, 𝜖]𝑎𝐵𝑎𝜇. (6.72)

or, due to the arbitrariness of 𝐵𝑎𝜇,

𝛿𝜖⟨𝐽
′𝜇
𝐿 ⟩ = [⟨𝐽′𝜇𝐿 ⟩, 𝜖]. (6.73)

It is not a priori clear that a solution of (6.71) exist. Since we insist on
locality, 𝑋𝜇 must be of dimension one for 𝑛 = 1 and three for 𝑛 = 2. Thus
in two spacetime dimension 𝑋𝜇 must be proportional to 𝜖𝜇𝜈𝐴𝜈 and in four
dimensions it must be a linear combination of terms of the form 𝐴𝑑𝐴 or 𝐴3.
One then finds [BaZ84]

𝑋𝜇
𝑎 = ∓ 1

8𝜋𝜀
𝜇𝜈𝐴𝜈 for 𝑛 = 1, (6.74a)

𝑋𝜇
𝑎 = ± 𝑖

24𝜋2 𝜀
𝜇𝜈𝜌𝜎tr (𝐴𝜈𝜕𝜌𝐴𝜎 + 𝜕𝜈𝐴𝜌𝐴𝜎 +

3
2𝐴𝜈𝐴𝜌𝐴𝜎) for 𝑛 = 2. (6.74b)

The polynomial 𝑋𝜇
𝑎 is called the Bardeen–Zumino counterterm and the covari-

ant divergence of ⟨𝐽′𝜇𝐿𝑎⟩ is known as the covariant anomaly:

⟨𝐷𝜇𝐽
′𝜇
𝐿 ⟩𝑎 = ± 1

2𝜋𝜀
𝜇𝜈 tr𝑇𝑎𝐹𝜇𝜈 for 𝑛 = 1 (6.75a)

⟨𝐷𝜇𝐽
′𝜇
𝐿 ⟩𝑎 = ± 𝑖

16𝜋2 𝜀
𝜇𝜈𝜆𝜌 tr𝑇𝑎𝐹𝜇𝜈𝐹𝜆𝜌 for 𝑛 = 2. (6.75b)

One can then check that the integrated covariant anomalies

𝒜′(𝐴, 𝜖) = ± 1
2𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈 tr 𝜖 𝐹𝜇𝜈 for 𝑛 = 1 (6.76a)

𝒜′(𝐴, 𝜖) = ± 𝑖
16𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜆𝜌 tr 𝜖 𝐹𝜇𝜈𝐹𝜆𝜌 for 𝑛 = 2 (6.76b)

do not satisfy the WZ consistency condition, see Exercise 6.2. Therefore, these
anomalies are not the variation of a functional𝑊(𝐴), not even locally. They
can still be used as diagnostics for the existence of the anomaly, as we shall
see in Section 6.8.1.
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6.4.4 Commutator anomalies

Recall that in the canonical formulation of YM theory, the generators of time-
independent gauge transformations 𝐺𝜖, that we refer to as the Gauss law
generators, satisfy the Poisson brackets (1.215). In the quantum theory, we
should therefore have

[𝐺𝜖1 , 𝐺𝜖2] = 𝑖𝐺[𝜖1,𝜖2]. (6.77)
In the presence of chirally coupled fermions, the Gauss law contains also
the charge density 𝐽 0

𝐿𝑎 or 𝐽
0

𝑅𝑎. When integrated, the corresponding classical
charges satisfy the algebra (1.17). Thus the full Gauss law generators

𝐺𝜖 = ∫ 𝑑3𝑥 𝜖𝑎(𝐷𝑖𝐸𝑖𝑎 + 𝐽 0
𝐿∕𝑅𝑎) (6.78)

are still expected to satisfy (6.77). Instead, in an anomalous gauge theory, the
algebra is modified by the appearance of a Schwinger term

[𝐺𝜖1 , 𝐺𝜖2] = 𝑖𝐺[𝜖1,𝜖2] +Ω(𝐴, 𝜖1, 𝜖2). (6.79)

This term has the same origin as the anomalous divergence of the current:
the fermionic charge density

𝐽 0
𝐿𝑎(𝑥) = 𝜓†(𝑥)𝑇𝑎𝑃−𝜓(𝑥), 𝐽 0

𝑅𝑎(𝑥) = 𝜓†(𝑥)𝑇𝑎𝑃+𝜓(𝑥),

being the product of two fermion fields evaluated at the same point, is an
ill-defined operator. In two dimensions, the current can be defined by normal
ordering. The calculation of the commutator of two fermionic charge densities
is left as Exercise 6.3. Let us call 𝐺′ the Gauss law operator with this definition
of the current. Then one finds

[𝐺′
𝑎(𝑥), 𝐺′

𝑏(𝑦)] = 𝑖𝑓𝑎𝑏𝑐𝐺′
𝑐(𝑥)𝛿(𝑥 − 𝑦) ± 𝑖

2𝜋𝛿𝑎𝑏
𝑑
𝑑𝑥𝛿(𝑥 − 𝑦), (6.80)

with the sign depending on the chirality. Thus the Schwinger term is

Ω(𝜖1, 𝜖2) = ± 1
2𝜋 ∫ 𝑑𝑥 tr 𝜖1𝜕𝑥𝜖2. (6.81)

In this particular case the Schwinger termoriginates entirely from the fermionic
term. Also note that the Schwinger term is independent of𝐴: it definesmerely
a central extension of the algebra.

A gauge invariant regularization of the current akin to (6.8) leads instead
to an extension of the algebra depending explicitly on 𝐴:

[𝐺𝑎(𝑥), 𝐺𝑏(𝑦)] = 𝑖𝑓𝑎𝑏𝑐𝐺𝑐(𝑥)𝛿(𝑥 − 𝑦) ∓ 1
8𝜋𝑓𝑎𝑏𝑐𝐴

𝑐
1𝛿(𝑥 − 𝑦), (6.82)
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which means that

Ω(𝜖1, 𝜖2) = ∓ 1
4𝜋 ∫ 𝑑𝑥 tr [𝜖1, 𝜖2]𝐴1. (6.83)

One easily sees that these two results differ by a redefinition

𝐺′
𝑎(𝑥) = 𝐺𝑎(𝑥) ±

1
8𝜋𝐴

𝑎
1 (𝑥). (6.84)

Notice that the additional term is not invariant under infinitesimal gauge
transformations, so in (6.82) the Schwinger term has contributions from both
terms of the Gauss law. The additional term proportional to 𝐴 is recognized
as the time component of the Bardeen–Zumino form (6.74a). Thus we may
say that (6.81) is the Schwinger term for the covariant current, whereas (6.83)
is the Schwinger term for the consistent current.

Similar results hold in four dimensions [Jo851, Jo852]. The Gauss law
defined with the consistent current satisfies

[𝐺𝑎(𝑥), 𝐺𝑏(𝑦)] = 𝑖𝑓𝑎𝑏𝑐𝐺𝑐(𝑥)𝛿(𝑥 − 𝑦)

∓ 𝑖
48𝜋2 𝜀𝑖𝑗𝑘tr

[
[𝑇𝑎, 𝑇𝑏](𝜕𝑖𝐴𝑗𝐴𝑘 + 𝐴𝑖𝜕𝑗𝐴𝑘 + 𝐴𝑖𝐴𝑗𝐴𝑘)

+ 𝜕𝑖(𝑇𝑎𝐴𝑗𝑇𝑏𝐴𝑘)
]
𝛿(𝑥 − 𝑦), (6.85)

corresponding to the Schwinger term

Ω(𝜖1, 𝜖2) = ∓ 𝑖
48𝜋2

∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘tr
[
[𝜖1, 𝜖2](𝜕𝑖𝐴𝑗𝐴𝑘 + 𝐴𝑖𝜕𝑗𝐴𝑘 + 𝐴𝑖𝐴𝑗𝐴𝑘)

+ 𝜖1𝜕𝑖𝐴𝑗𝜖2𝐴𝑘 − 𝜖1𝐴𝑖𝜖2𝜕𝑗𝐴𝑘
]
. (6.86)

The redefinition
𝐺′
𝑎(𝑥) = 𝐺𝑎(𝑥) + 𝑋0

𝑎(𝑥), (6.87)

with 𝑋0
𝑎 given by (6.74b), leads to the algebra

[𝐺′
𝑎(𝑥), 𝐺′

𝑏(𝑦)] = 𝑖𝑓𝑎𝑏𝑐𝐺′
𝑐(𝑥)𝛿(𝑥 − 𝑦)

∓ 𝑖
24𝜋2 𝜀𝑖𝑗𝑘tr

[
{𝑇𝑎, 𝑇𝑏} 𝜕𝑖𝐴𝑗

]
𝜕𝑘𝛿(𝑥 − 𝑦), (6.88)

that corresponds to the Schwinger term

Ω′(𝜖1, 𝜖2) = ∓ 𝑖
24𝜋2

∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘tr
[
{𝜕𝑖𝜖1, 𝜕𝑗𝜖2}𝐴𝑘] . (6.89)
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Also in this case, the Schwinger terms coming from the covariant current
contain fewer powers of 𝐴, and derivatives of the transformation parameters.

The anomalies in commutators that we have just encountered satisfy a
consistency condition of cohomological nature, that is analogous to the WZ
condition. Quite generally, let us assume that the algebra of generators of
time-independent gauge transformations has an abelian extension (6.79). In
order that the generators 𝐺𝜖 be representable as linear operators on a Hilbert
space, they must satisfy the Jacobi identity:

[𝐺𝜖1 , [𝐺𝜖2 , 𝐺𝜖3]] + [𝐺𝜖2 , [𝐺𝜖3 , 𝐺𝜖1]] + [𝐺𝜖3 , [𝐺𝜖1 , 𝐺𝜖2]] = 0. (6.90)

Therefore we get the following consistency condition:

𝛿𝜖1Ω(𝐴; 𝜖2, 𝜖3) + 𝛿𝜖2Ω(𝐴; 𝜖3, 𝜖1) + 𝛿𝜖3Ω(𝐴; 𝜖1, 𝜖2)
+Ω(𝐴; 𝜖1, [𝜖2, 𝜖3]) + Ω(𝐴; 𝜖2, [𝜖3, 𝜖1]) + Ω(𝐴; 𝜖3, [𝜖1, 𝜖2]) = 0. (6.91)

This means that Ω, regarded as a differential 2-form on 𝒢, must be closed, or
equivalently that Ω has to be a two-cocycle for the action of the gauge group.
A redefinition of the Gauss law

𝐺′
𝜖 = 𝐺𝜖 + 𝑋(𝐴; 𝜖), (6.92)

changes the Schwinger term by the coboundary of 𝑋:

Ω′(𝐴; 𝜖1, 𝜖2) = Ω(𝐴; 𝜖1, 𝜖2)+𝛿𝜖1𝑋(𝐴; 𝜖2)−𝛿𝜖2𝑋(𝐴; 𝜖1)−𝑋(𝐴, [𝜖1, 𝜖2]). (6.93)

If 𝑋(𝐴; 𝜖) = 𝛿𝜖𝐹(𝐴), i.e. if 𝑋 is the coboundary of a zero-cochain 𝐹, equa-
tion (6.62) implies that Ω is unchanged.

6.5 TheWess–Zumino functional
In the preceding section we have considered the effect of infinitesimal gauge
transformations on the fermionic determinant. Let us now consider the effect
of finite gauge transformations. Define the Wess–Zumino (WZ) functional
Γ𝑊𝑍(𝐴, 𝑔) to be (minus) the change in the fermionic effective action under a
gauge transformation:

𝑊(𝐴𝑔) −𝑊(𝐴) = −Γ𝑊𝑍(𝐴, 𝑔). (6.94)

When 𝑔 differs infinitesimally from the identity, Γ𝑊𝑍 becomes the anomaly:

Γ𝑊𝑍(𝐴, 1 + 𝜖) = 𝒜(𝐴, 𝜖). (6.95)
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From the definition one finds that

Γ𝑊𝑍(𝐴𝑔1 , 𝑔2) − Γ𝑊𝑍(𝐴, 𝑔1𝑔2) + Γ𝑊𝑍(𝐴, 𝑔1) = 0. (6.96)

This condition has a cohomological significance and is the analogue of the
WZ consistency condition for finite transformations. A functional satisfying it
is said to be a one-cocycle for the action of the gauge group with coefficients
in the smooth functionals of 𝐴𝜇.

From the way it was derived, Γ𝑊𝑍 is seen to depend on a connection 𝐴
and a gauge transformation 𝑔. However, 𝑔 is just a map from spacetime to the
group 𝐺 and we can also think of it as a configuration for a chiral model. In
this case we denote it as 𝑈 and we can think as Γ𝑊𝑍(𝐴,𝑈) as a possible term
in the action for a chiral model coupled to gauge fields. In this case (6.96) can
be rewritten in the suggestive form

Γ𝑊𝑍(𝐴𝑔, 𝑈𝑔) − Γ𝑊𝑍(𝐴,𝑈) = −Γ𝑊𝑍(𝐴, 𝑔). (6.97)

where 𝑈𝑔 = 𝑔−1𝑈 can be thought of as the gauge transform of 𝑈 by 𝑔. Com-
paring with (6.94), this formula shows that the WZ functional has the same
anomalous transformation property as the fermionic determinant. The im-
portant difference, that we shall now see, is that whereas𝑊 is a non-local
functional, Γ𝑊𝑍 is a local functional.9

We can compute Γ𝑊𝑍 explicitly by integrating the anomaly. We begin by
fixing a reference gauge field 𝐴𝜇. Then we can identify the orbit through
𝐴𝜇 with 𝒢 (by mapping 𝑔 to 𝐴

𝑔
𝜇) and we can regard 𝑊 as a function on 𝒢.

As above, we think of the anomaly𝒜 as a one-form on 𝒢. Since𝒜 is closed,
its integral along a curve does not change under continuous deformations
of the curve, as long as the endpoints remain fixed. It can only change in a
discontinuous way if we change the homotopy class of the curve. Let 𝑔(𝑟) be a
one-parameter family of gauge transformations interpolating between 𝑔 and
the identity:

�̄�(𝑟) = 𝑒𝑟𝜖𝑎𝑇𝑎 ; �̄�(0) = 𝑒 ; �̄�(1) = 𝑔. (6.98)
and let

�̄�𝜇(𝑟) = 𝐴�̄�(𝑟) = �̄�−1𝐴𝜇�̄� + �̄�−1𝜕𝜇�̄� (6.99)
be the gauge transform of 𝐴𝜇 at the point 𝑟 along the path. Then the WZ
functional can be written

Γ𝑊𝑍(𝐴, 𝑔) = ∫
1

0
𝑑𝑟𝒜(�̄�, �̄�−1𝜕�̄�). (6.100)

9Here local means that it depends only on the fields and finitely many derivatives of the
fields. It is also local in the sense that it is not smooth on the whole field space, as we shall
discuss later.
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Let us perform the integral explicitly in two dimensions (𝑛 = 1). Using
the anomaly (6.64) we have to compute

1
4𝜋 ∫

1

0
𝑑𝑟∫ 𝑑2𝑥𝜀𝜇𝜈tr�̄�−1𝜕𝑟�̄�𝜕𝜇(�̄�−1𝐴𝜈�̄�+�̄�−1𝜕𝜈�̄�)

= 1
4𝜋 ∫

1

0
𝑑𝑟∫ 𝑑2𝑥𝜀𝜇𝜈tr𝜕𝑟�̄��̄�−1

[
𝜕𝜇𝐴𝜈−𝜕𝜇�̄��̄�−1𝐴𝜈+𝐴𝜈𝜕𝜇�̄��̄�−1−𝜕𝜇�̄��̄�−1𝜕𝜈�̄��̄�−1

]
.

Now we rewrite this in a covariant form in the three coordinates 𝑟, 𝑥1, 𝑥2,
which parametrize a three-dimensional ball with boundary 𝑆2 (it is assumed
that the 𝑟-component of 𝐴𝜇 is zero):

1
4𝜋 ∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈tr [𝜕𝜆�̄��̄�−1𝜕𝜇𝐴𝜈 − 𝜕𝜆�̄��̄�−1𝜕𝜇�̄��̄�−1𝐴𝜈 −

1
3𝜕𝜆�̄��̄�

−1𝜕𝜇�̄��̄�−1𝜕𝜈�̄��̄�−1] .

The first two terms are a total derivative, and can be rewritten as an integral
on the boundary 𝑆2, so we obtain

Γ𝑊𝑍(𝐴, 𝑔) = − 1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈tr𝑅𝜇𝐴𝜈 −

1
12𝜋 ∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈tr �̄�𝜆�̄�𝜇�̄�𝜈, (6.101)

where 𝑅𝜇 = 𝜕𝜇𝑔𝑔−1 and �̄�𝜇 = 𝜕𝜇�̄��̄�−1. We note that if 𝑔 = 1 + 𝜖, 𝑅𝜇 = 𝜕𝜇𝜖,
so the first term gives back 𝒜(𝐴, 𝜖), as expected. Also, we recognize that the
second term is the WZW action 𝑆𝑊𝑍𝑊 , defined in (4.15), with the correct
normalization of the coefficient, 𝑐 = 2𝜋.

Recall that, even though the integrand of 𝑆𝑊𝑍𝑊(�̄�) is the same as that of the
winding number, 𝑆𝑊𝑍𝑊(�̄�) is not a topological invariant, since it depends on
the boundary values of �̄�. The WZW action that appears in the WZ functional
corresponds to the choice 𝑛 = 1, or 𝑐 = 2𝜋, for the coefficient. Thus, the WZ
functional can be viewed as a left-gauged extension of the WZW functional.

One can proceed in the same way in higher dimensions. Integrating the
anomaly (6.64) one arrives at the following expression for the Wess–Zumino
functional in four dimensions

Γ𝑊𝑍(𝐴𝜇, 𝑔) = − 𝑖
48𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎tr
[(
𝐴𝜇𝜕𝜈𝐴𝜌 + 𝜕𝜇𝐴𝜈𝐴𝜌 + 𝐴𝜇𝐴𝜈𝐴𝜌

)
𝑅𝜎

− 1
2𝐴𝜇𝑅𝜈𝐴𝜌𝑅𝜎 − 𝐴𝜇𝑅𝜈𝑅𝜌𝑅𝜎

]

− 𝑖
240𝜋2

∫
𝐵
𝑑5𝑥 𝜀𝜆𝜇𝜈𝜌𝜎tr �̄�𝜆�̄�𝜇�̄�𝜈�̄�𝜌�̄�𝜎. (6.102)

Once again we recognize that the last term is the WZW functional with the
correctly normalized coefficient 𝑐 = 2𝜋.
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Finally, let us return to the question whether 𝑊(𝐴) is a globally well-
defined functional on the orbits of the gauge group. We will discuss this in
the two-dimensional case, for an 𝑆𝑈(2) YM theory. Assuming that spacetime
has been compactified to 𝑆2, the gauge group is 𝒢 = Γ∗(𝑆2, 𝑆𝑈(2)) and

𝜋1(𝒢) = 𝜋3(𝑆𝑈(3)) = ℤ.

Thus we need to ask whether𝑊 is single-valued along a non-contractible
path in the orbit. As observed above, the gauge variation of𝑊 is the same
as the gauge variation of the WZ functional. Therefore, up to an additive
constant, these two functionals are the same, when restricted to a gauge orbit.
We therefore ask whether Γ𝑊𝑍 is single-valued along a non-contractible path
in the orbit. To answer this question one just has to integrate the anomaly
along a closed loop, in which case in (6.98) we have to set �̄�(1) = 𝑒. Then, of
the whole WZ action, only the WZW term remains, and is equal to 2𝜋. Thus,
𝑊 is not single-valued, but 𝑒𝑖𝑊 is.

Now consider a 𝑆𝑈(𝑁) YM theory in four dimensions, with 𝑁 > 2.
Assuming that spacetime has been compactified to 𝑆4, the gauge group is
𝒢 = Γ∗(𝑆4, 𝑆𝑈(𝑁)) and

𝜋1(𝒢) = 𝜋5(𝑆𝑈(𝑁)) = ℤ.

One can repeat the argument given above for the two-dimensional case, and
we conclude that𝑊 changes by 2𝜋 when one follows a noncontractible path
in the orbit.

6.6 The descent equations

The axial anomaly, the gauge anomaly and the Schwinger terms of gauge
theories in different dimensions, are strictly related. In fact, we will see that
one can obtain the solution of theWZ consistency condition, i.e. the consistent
anomaly, including the correct normalization, by a series of manipulations,
starting from the axial anomaly in a space of two more dimensions. We will
define the cocycles 𝜔𝑘𝑟 , for 𝑘 = 0, 1, 2, where 𝑟 = 2𝑛 − 𝑘 − 1 is the degree of
𝜔 as a form in spacetime (and hence also the dimension of the space over
which 𝜔 has to be integrated), and 𝑘 is its degree as a form in the space of
connections (more precisely, in an orbit of the gauge group in the space of
connections). This means that, given 𝑘 infinitesimal gauge transformation
parameters 𝜖1,… , 𝜖𝑘, and 𝑟 vectorfields 𝑣1,… , 𝑣𝑟, 𝜔𝑘𝑟 (𝜖1,… , 𝜖𝑘, 𝑣1,… , 𝑣𝑟) is a
real number. The fact that these are cocycles means that they are closed, both
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as 𝑟-forms on space(time) and as 𝑘-forms on the orbit of the gauge group. The
relations between all these forms constitute the so-called “descent equations”.

In order to minimize the index clutter it is convenient to use the algebra
of differential forms. Hence we write 𝐴 = 𝐴𝑎

𝜈𝑇𝑎𝑑𝑥𝜈, 𝐹 = 1
2
𝐹𝑎𝜇𝜈𝑇𝑎𝑑𝑥𝜇 ∧ 𝑑𝑥𝜈.

The exterior derivative acting on a 𝑝-form 𝜔 can be defined in a coordinate-
independent way by specifying the result of acting with 𝑑𝜔 on 𝑝 + 1 vector-
fields:

𝑑𝜔(𝑣1,… , 𝑣𝑝+1) =
∑

1<𝑖<𝑝+1
(−1)𝑖+1𝑣𝑖(𝜔(𝑣1,… , 𝑣𝑖,… , 𝑣𝑝+1))

+
∑

1<𝑖<𝑗<𝑝+1
(−1)𝑖+𝑗𝜔([𝑣𝑖, 𝑣𝑗], 𝑣1,… , 𝑣𝑖,… , 𝑣𝑗,… , 𝑣𝑝+1),

(6.103)

where a hat over a vector means that it is missing. If the components of 𝜔 are
defined by

𝜔 = 1
𝑝!𝜔𝜇1,…,𝜇𝑝𝑑𝑥

𝜇1 ∧ … ∧ 𝑑𝑥𝜇𝑝 (6.104)

we can also write

𝑑𝜔 = 1
𝑝!𝑑𝜔𝜇1,…,𝜇𝑝 ∧ 𝑑𝑥

𝜇1 ∧ … ∧ 𝑑𝑥𝜇𝑝 , (6.105)

where the differential acts only on the components. Thus we can write 𝐹 =
𝑑𝐴 + 𝐴 ∧ 𝐴, and to further condense the notation also wedge products will
not be written explicitly, so 𝐹 = 𝑑𝐴 + 𝐴2.

One begins from the expression for the Chern class, a 2𝑛-form in 2𝑛 di-
mensions:

𝑐𝑛 = 𝑘𝑛tr𝐹𝑛, (6.106)
where

𝑘𝑛 =
1
𝑛! (

𝑖
2𝜋)

𝑛
(6.107)

is a normalization constant, such that the integral of 𝑐𝑛 is an integer. Note
that since in our conventions the Lie algebra generators 𝑇𝑎 (and hence also
𝐹) are antihermitian, the power of 𝑖 is needed to make the expression real. In
particular, in the following we need

𝑘2 = − 1
8𝜋2 , 𝑘3 = − 𝑖

48𝜋3 , 𝑘4 =
1

384𝜋4 . (6.108)

The Chern class is gauge invariant

𝛿𝜖𝑐𝑛 = 0 (6.109)
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and closed
𝑑𝑐𝑛 = 0. (6.110)

Thus we can write 𝑐𝑛, at least locally, as the exterior differential of an 2𝑛 − 1
form 𝜔02𝑛−1, called the Chern–Simons form

𝑐𝑛 = 𝑑𝜔02𝑛−1. (6.111)

A general formula can be given in any dimension, but we limit ourselves to
the cases 𝑛 = 2, 3, 4, where we have

𝜔03(𝐴) = 𝑘2tr(𝐹𝐴 − 1
3𝐴

3), (6.112a)

𝜔05(𝐴) = 𝑘3tr(𝐹2𝐴 − 1
2𝐹𝐴

3 + 1
10𝐴

5), (6.112b)

𝜔07(𝐴) = 𝑘4tr(𝐹3𝐴 − 2
5𝐹

2𝐴3 − 1
5𝐹𝐴𝐹𝐴

2 + 1
5𝐹𝐴

5 − 1
35𝐴

7). (6.112c)

The gauge variation of the Chern–Simons form is closed, because

𝑑𝛿𝜖𝜔02𝑛−1 = 𝛿𝜖𝑑𝜔02𝑛−1 = 𝛿𝜖𝑐𝑛 = 0,

therefore it is locally the differential of a (2𝑛 − 2)-form:

𝛿𝜖𝜔02𝑛−1(𝐴) = 𝑑𝜔12𝑛−2(𝐴, 𝜖). (6.113)

This form can be written as

𝜔12𝑛−2(𝐴, 𝜖) = tr𝑑𝜖 𝜙2𝑛−3(𝐴), (6.114)

where the (2𝑛 − 3)-form 𝜙2𝑛−3 = 𝜙𝑎2𝑛−3𝑇𝑎 is a polynomial in 𝐴 and 𝐹. For
𝑛 = 2, 3, 4 this polynomial is given by

𝜙1 = −𝑘2𝐴, (6.115a)

𝜙3 = −𝑘32 (𝐹𝐴 + 𝐴𝐹 − 𝐴3), (6.115b)

𝜙5 = −𝑘43 [(𝐹
2𝐴 + 𝐹𝐴𝐹 + 𝐴𝐹2)

− 4
5(𝐴

3𝐹 + 𝐹𝐴3) − 2
5(𝐴

2𝐹𝐴 + 𝐴𝐹𝐴2) + 3
5𝐴

5]. (6.115c)

From these formulae we recognize that

2𝜋 ∫ 𝜔12𝑛−2(𝐴, 𝜖) = 𝒜(𝐴, 𝜖) (6.116)
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is the consistent anomaly in dimension 2𝑛 − 2. The origin of the factor 2𝜋
will be explained below.

The coboundary of 𝜔12𝑛−2 (in the sense of Lie algebra cohomology) is a
closed (2𝑛 − 2)-form, thus locally it is the differential of a (2𝑛 − 3)-form

𝛿𝜖1𝜔
1
2𝑛−2(𝐴, 𝜖2) − 𝛿𝜖2𝜔

1
2𝑛−2(𝐴, 𝜖1) − 𝜔12𝑛−2(𝐴, [𝜖1, 𝜖2]) = 𝑑𝜔22𝑛−3(𝐴, 𝜖1, 𝜖2).

(6.117)
When integrated on a closed manifold without boundary, this is just the WZ
consistency condition (6.63). For 𝑛 = 2, 3, 4 we find

𝜔21(𝐴, 𝜖1, 𝜖2) = 2𝑘2tr 𝜖1𝑑𝜖2, (6.118a)
𝜔23(𝐴, 𝜖1, 𝜖2) = 𝑘3tr {𝑑𝜖1, 𝑑𝜖2}𝐴, (6.118b)

𝜔25(𝐴, 𝜖1, 𝜖2) =
𝑘4
15tr (5𝐹 − 3𝐴2) [2𝐴{𝑑𝜖1, 𝑑𝜖2} − 𝑑𝜖1𝐴𝑑𝜖2 + 𝑑𝜖2𝐴𝑑𝜖1] .

(6.118c)

The 2-cocycles in (6.118a) and (6.118b) are just the Schwinger terms (6.81)
and (6.89):

∫ 𝑑2𝑛𝑥 𝜔22𝑛−3(𝜖1, 𝜖2) = Ω(𝐴, 𝜖1, 𝜖2). (6.119)

The factor 2𝜋 has the same origin as in (6.116).
It is clear from (6.113) and (6.117) that 𝜔12𝑛−2 and 𝜔

2
2𝑛−3 are only defined

up to a closed form. In particular one could add to 𝜔12𝑛−2 the closed form
−𝑑(tr𝜖𝜙(𝐴)) and get

�̂�12𝑛−2(𝐴, 𝜖) = −tr 𝜖𝑑𝜙2𝑛−3, (6.120)

which is another form of the consistent anomaly. Applying the coboundary to
�̂�12𝑛−2 defines a different 2-cocycle �̂�

2
𝑝:

𝛿𝜖1�̂�
1
2𝑛−2(𝐴, 𝜖2) − 𝛿𝜖2�̂�

1
2𝑛−2(𝐴, 𝜖1) − �̂�12𝑛−2(𝐴, [𝜖1, 𝜖2]) = 𝑑�̂�22𝑛−3(𝐴, 𝜖1, 𝜖2).

(6.121)
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For 𝑛 = 2, 3, 4
�̂�21(𝐴, 𝜖1, 𝜖2) = 𝑘2tr [𝜖1, 𝜖2]𝐴, (6.122a)

�̂�23(𝐴, 𝜖1, 𝜖2) =
1
2𝑘3tr

[
[𝜖1, 𝜖2](𝐹𝐴 + 𝐴𝐹 − 𝐴3)

+ 𝜖1𝑑𝐴𝜖2𝐴 − 𝜖1𝐴𝜖2𝑑𝐴
]
, (6.122b)

�̂�25(𝐴, 𝜖1, 𝜖2) =
1
3𝑘4tr

{
[𝜖1, 𝜖2]

[
(𝐹2𝐴 + 𝐹𝐴𝐹 + 𝐴𝐹2)

− 4
5{𝐴

3, 𝐹} − 2
5{𝐴,𝐴𝐹𝐴} +

3
5𝐴

5]

− 1
5 [𝜖1, 𝑑𝜖2][𝐹,𝐴

2] − 3
5(𝑑𝜖1𝐴𝜖2 + 𝜖2𝐴𝑑𝜖1)(𝐹𝐴 + 𝐴𝐹 − 𝐴3)

+ 1
5 [𝜖2, 𝑑𝜖1][𝐹,𝐴

2] − 3
5(𝑑𝜖2𝐴𝜖1 + 𝜖1𝐴𝑑𝜖2)(𝐹𝐴 + 𝐴𝐹 − 𝐴3)

}
.

(6.122c)
The cocycles (6.122a) and (6.122b) are the Schwinger terms (6.83) and (6.86).

Finally we discuss the normalization of the gauge anomaly, in particular
the origin of the factor 2𝜋 in equation (6.116) and (6.119). Consider the
integral of 𝜔02𝑛−1(𝑔

−1𝑑𝑔) on a 2𝑛 − 1-dimensional sphere. Since the gauge
field is pure gauge, we can put 𝐹 = 0 and so in Equations (6.112) only the last
term survives. One can actually show that the general formula for this term is

(−1)𝑛−1𝑛!(𝑛 − 1)!
(2𝑛 − 1)!

tr𝐴2𝑛−1. (6.123)

Now consider the formula for 𝑐𝑛 integrated not on a compactmanifold without
boundary, but onℝ𝑛. Further assume that𝐴 → 𝑔−1𝑑𝑔 on the sphere at infinity.
We then find that

𝑐𝑛 = (−1)𝑛−1 ( 𝑖
2𝜋)

𝑛 (𝑛 − 1)!
(2𝑛 − 1)!

∫
𝑆2𝑛−1

tr(𝑔−1𝑑𝑔)2𝑛−1. (6.124)

Since 𝑐𝑛 is an integer, so is the integral on the right. Indeed for 𝑛 = 2 the
integral on the right is just the winding number.10 When the integral is
extended only over one hemisphere this is the two-dimensional WZW action,
and the analogous integral with 𝑛 = 2 is precisely the four-dimensional WZW
action (4.25). Now we recall that the coefficient 𝑐 of the WZW action, in
any dimension, is quantized in integral multiples of 2𝜋, and also that the
WZ action is just a gauged version of the WZW action, keeping the same
normalization. Since the gauge anomaly is the variation of the WZ action, it
has an additional factor 2𝜋 compared to the result of the dimensional descent.

10In fact the argument given here is just the reverse of the argument given in Section 3.6.3
to show that 𝑐2 is an integer.
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6.7 A global gauge anomaly
In studying gauge anomalies we have discussed the effect of infinitesimal
gauge transformations on the effective action of chiral fermions. If a theory
is invariant under infinitesimal gauge transformations, it may still fail to be
invariant under gauge transformations that are not homotopic to the identity.
The classic example is the 𝑆𝑈(2) gauge theory in four dimensions coupled to
Weyl fermions [Wit82].

The discussion will be in the context of the Euclidean functional integral.
We start by noticing that the usual non-abelian anomaly vanishes in the pure
𝑆𝑈(2) case, as one can easily check by the explicit computation of the trace
in (6.61). However, the fourth homotopy group of 𝑆𝑈(2) is non-trivial

𝜋4(𝑆𝑈(2)) = ℤ2. (6.125)

This means that when we compactify the four-dimensional spacetime to 𝑆4,
there are gauge transformations𝑈(𝑥), with𝑈(𝑥)→ 1 as |𝑥|→∞, that cannot
be continuosly deformed to the identity. The fact that the homotopy group is
ℤ2 means that if 𝑈 is such a transformation, 𝑈2 is homotopic to the identity.
We would like to determine the transformation properties of the fermionic
effective action under a homotopically nontrivial transformation 𝑈(𝑥).

Let 𝒟[𝐴] be the Dirac operator acting on an 𝑆𝑈(2) doublet of Dirac
fermions. The effective action𝑊(𝐴) for Dirac fermions is defined by

𝑒−𝑊𝐷(𝐴) = ∫ (𝑑𝜓𝑑�̄�)𝐷𝑒− ∫ �̄�𝒟[𝐴]𝜓 = det𝒟[𝐴]

and can be regularized in a way that is invariant under all gauge transforma-
tions. The effective action for two 𝑆𝑈(2) doublets of Weyl fermions is the
same as the effective action for one 𝑆𝑈(2) doublet of Dirac fermions. Thus
the determinant of the Dirac operator acting on one Weyl doublet must be the
square root of the Dirac operator acting on one Dirac doublet:

𝑒−𝑊𝑊(𝐴) = ∫ (𝐷�̄�𝐷𝜓)𝑊𝑒− ∫ �̄�𝒟[𝐴]𝜓 = (det𝒟[𝐴])1∕2. (6.126)

Now there is an ambiguity in extracting the square root, because we have to
choose the sign, andwhenwe choose it for a particular𝐴, we fix this ambiguity
everywhere, because the determinant is a continuous functional on the space
of the gauge connections. Consider a path 𝐴(𝑡) joining 𝐴 to 𝐴𝑈 , where 𝑈 is
homotopically nontrivial. For example, we may choose

�̃�(𝑡) = (1 − 𝑡)𝐴 + 𝑡𝐴𝑈 . (6.127)
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The spectrum of 𝐴𝑈 is exactly the same as the spectrum of 𝐴, but there may
be some rearrangement of the eigenvalues along the way. If one eigevalue (or
an odd number of eigenvalues) changes sign along the path, then

(det𝒟[𝐴𝑈])1∕2 = −(det𝒟[𝐴])1∕2, (6.128)

or equivalently,
𝑊(𝐴𝑈) =𝑊(𝐴) + 𝑖𝜋. (6.129)

Witten proved, using a mod2 version of the Atiyah–Singer index theorem for
the Dirac operator in five dimensions, that there has to be an odd number of
eigenvalues crossing zero along the path, so that indeed (6.128) must hold.
Since for every gauge configuration there is another one that is gauge equiva-
lent and for which (det𝒟[𝐴])1∕2 has opposite sign, this has the consequence
that the functional integral over the gauge fields must be exactly zero. This
makes the theory ill defined.11

There is an alternative way of reaching the same conclusion that does
not rely on the index theorem [Kli90]. First we observe that, by continuity,
if (6.128) holds for a particular 𝐴, it holds for all 𝐴. It is therefore enough to
prove (6.128) for 𝐴 = 0. Let us embed 𝑆𝑈(2) into 𝑆𝑈(3), and represent the
homotopically nontrivial map 𝑈1 ∶ 𝑆4 → 𝑆𝑈(2) by 𝑈1 ∶ 𝑆4 → 𝑆𝑈(3):

𝑈1 = [
𝑈1 0
0 1

]

Since 𝜋4(𝑆𝑈(3)) = 0, it is possible to find a continuous path 𝑈(𝑡) in 𝑆𝑈(3)
that joins 𝑈1 to the identity (this path will obviously not lie entirely in the
subgroup 𝑆𝑈(2)):

𝑈(1) = 𝑈1, 𝑈(0) = 𝕀. (6.130)

Unlike (6.127), this path in the space of gauge fields consisting entirely of pure
gauge fields, albeit in a larger gauge group:

�̃�(𝑡) = 𝑈(𝑡)−1𝑑𝑈(𝑡), (6.131)

with �̃�(0) = 0. Choosing𝑊(0) = 0, the difference

𝑊(�̃�(1)) −𝑊(�̃�(0)) =𝑊(𝑈−1
1 𝑑𝑈1) (6.132)

11This pathology is similar to the one encountered in Section 4.3 when the quantization
condition is not satisfied.
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is given by the integral of the 𝑆𝑈(3) (infinitesimal) gauge anomaly along the
path, i.e. by the WZ functional, and since this WZ functional is evaluated for
�̃� = 0, it reduces just to the WZW term12

𝑆𝑊𝑍𝑊(𝑈1) =
𝑖

240𝜋2
∫
𝐵5
tr(𝑈−1

1 𝑑𝑈1)5 = 𝑖𝜋. (6.133)

Finally, since the endpoints of the path lie in the subgroup 𝑆𝑈(2) we arrive
again at (6.129).

The lesson we learn from this theory is that the local gauge anomaly does
not exhaust the information about the anomalous behavior of a gauge theory,
and the global structure of the gauge group has to be taken into account to
discuss the consistency at the quantum level.

6.8 Some applications

6.8.1 Anomaly cancellation

The presence of a gauge anomaly, whether local or global, renders a theory
inconsistent. In particular, in perturbation theory maintaining local gauge
invariance is necessary for renormalizability [GJa72, BIM72]. Therefore, the
most important role of gauge anomalies is as a criterion to select viable theo-
ries. If we make the Lie algebra indices explicit, the four-dimensional gauge
anomaly (6.61) reads

[
𝐷𝜇⟨𝐽

𝜇
𝐿∕𝑅⟩

]𝑎
= ± 𝑖

24𝜋2 𝜀
𝜇𝜈𝜆𝜌𝑑𝑎𝑏𝑐𝜕𝜇 (𝐴𝑏

𝜈𝜕𝜆𝐴𝑐
𝜌 +

1
2𝑓𝑐𝑑𝑒𝐴

𝑏
𝜈𝐴𝑑

𝜆𝐴
𝑒
𝜌) , (6.134)

where
𝑑𝑎𝑏𝑐 =

1
2tr𝑇𝑎{𝑇𝑏, 𝑇𝑐}. (6.135)

Note that the covariant form of the anomaly (6.75b) is also proportional to the
same tensor, so in both cases the anomaly cancellation criterion is 𝑑𝑎𝑏𝑐 = 0.

In the canonical formalism, themanifestation of the anomaly is a Schwinger
term in the commutators of gauge generators, see (6.79). For example, in four
dimensions, the Schwinger term (6.118) is given more explicitly by

− 𝑖
12𝜋2

∫ 𝑑3𝑥 𝜀𝑖𝑗𝑘𝑑𝑎𝑏𝑐𝜕𝑖𝜖𝑎1𝜕𝑗𝜖
𝑏
2𝐴

𝑐
𝑘, (6.136)

12This is the same integral that was used in Section 5.3 to evaluate the spin of the 𝑁 = 3
skyrmion. We observe that the integral over 𝑆5 would give 2𝜋, and we obtain half that because
the integral is over one hemisphere only.
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showing that the vanishing of 𝑑𝑎𝑏𝑐 is necessary for the closure of the Gauss
law algebra. Not unexpectedly, the condition for the absence of anomalies is
the same in the covariant and in the canonical approach.

The presence of anomalies thus depends on the tensor𝑑𝑎𝑏𝑐. There are some
groups all whose representations have 𝑑𝑎𝑏𝑐 = 0. This is the case of 𝑆𝑈(2) (but
no other special unitary group), all orthogonal groups except 𝑆𝑂(6) ≈ 𝑆𝑈(4)
and all symplectic groups. These are called safe groups. For the other groups,
𝑑𝑎𝑏𝑐 may or may not be zero, depending on the representation. If in a given
representation the generators 𝑇𝑎 are antihermitian, the generators in the
complex conjugate representation are 𝑇∗𝑎 = −𝑇𝑇𝑎 . If the representation is real
or pseudoreal, it is equivalent to its complex conjugate

𝑇𝑎 = −𝑈𝑇𝑇𝑎𝑈−1 (6.137)

for some unitary matrix 𝑈. But then, it follows that the tensor 𝑑𝑎𝑏𝑐 is auto-
matically zero:

𝑇𝑟[𝑇𝑎{𝑇𝑏, 𝑇𝑐}] = −𝑇𝑟[𝑇𝑇𝑎 {𝑇𝑇𝑏 , 𝑇
𝑇
𝑐 }] = −𝑇𝑟[𝑇𝑎{𝑇𝑏, 𝑇𝑐}]. (6.138)

Thus, anomalies can only arise when a group has complex representations.
The only such groups are 𝑆𝑈(𝑁) with 𝑁 > 2, 𝑆𝑂(6) ≈ 𝑆𝑈(4) and 𝐸6.

So far we have considered the case of a gauge field coupled to only one
chiral component of the fermions. If it couples to both, but they are in different
representations or have different charges, the anomaly cancellation criterion
becomes

𝑑𝑎𝑏𝑐(𝐿) − 𝑑𝑎𝑏𝑐(𝑅) = 0, (6.139)

where 𝑑𝑎𝑏𝑐(𝐿∕𝑅) are the 𝑑-tensors of the representations carried by the left-
and right-handed fermions. This is the case of the Standard Model. We leave
it to Exercise 6.6 to check the anomaly cancellation in this important case.

6.8.2 Anomaly matching

Another important aspect of anomalies in general, and gauge anomalies in
particular, is that their presence or absence in a certain theory should be
reflected in any effective theory that approximates it at low energy. This is
known as anomaly matching [tHo79] and it implies, among other things, that
the anomalies must be the same above and below a phase transition. It gives
useful restrictions for model building.

Here we mention only one particular case, that contains some of the
essential features of the Standard Model. Suppose we have a fermion that is
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coupled chirally to a gauge field and also has Yukawa couplings to a Higgs
field:

ℒ𝐹 = −�̄�𝐿𝛾𝜇𝐷𝜇𝜓𝐿 − �̄�𝑅𝛾𝜇𝜕𝜇𝜓𝑅 − 𝑔�̄�𝐿Φ𝜓𝑅 − 𝑔�̄�𝑅Φ†𝜓𝐿. (6.140)

We do not need to write the gauge and scalar parts of the action. When
the theory is in the symmetric phase, both the Higgs and the fermions are
massless, and the gauge current has an anomaly given by (6.61). Now consider
what happens in the Higgs phase: the Higgs field acquires a VEV ⟨Φ⟩ = Φ
with |Φ| = 𝜐, and the Yukawa coupling gives rise to a fermion mass term
with 𝑚𝐹 = 𝑔𝜐. When one looks at the theory at energy scales below this
mass, one would normally assume that, due to the Appelquist–Carazzone
decoupling theorem [ApC74], all effects due to the fermion vanish. This could
have very unpleasant effects. For example, suppose the full theory contains
other fermions in such representations that the total gauge anomaly vanishes.
If such fermions are massless, or have a mass that is much smaller than𝑚𝐹 ,
then removing the massive fermion would ruin the anomaly cancellation and
the low energy theory would seem to be pathological.

In fact, in this case the decoupling theorem does not work in the usual
way. Let us write the Higgs field as Φ = 𝜌Φ̂𝑈, where Φ̂ is the unit vector
pointing in the direction of the VEV Φ, 𝜌 is the massive radial mode, and
the field 𝑈 describes the massless Goldstone bosons. We assume that we are
looking at the theory at an energy much below the mass of the 𝜌 field, so
that only the Goldstone degrees of freedom are active. If we take the limit
𝑔 →∞, the fermion disappears, but it leaves behind a WZ action 𝑆𝑊𝑍(𝐴,𝑈)
as given in (6.102) [DHF84a, DHF84b]. The gauge variation of this functional
is equal to the anomaly of the original theory, so if the fermion was involved
in an anomaly cancellation mechanism, this role of the fermion is taken over
by the Goldstone bosons and the anomaly cancels also in the low energy
effective theory. Gauge invariance is maintained at the level of the effective
action. One can verify that this cancellation works also in the canonical
formalism: the Gauss law algebra in the presence of the WZ term has exactly
the same Schwinger term as the Gauss law algebra of the original anomalous
fermionic theory, so if the total Schwinger term is zero in the fundamental
theory, it is also zero in the low energy effective theory where one fermion has
decoupled [PeR88]. The difference with the original fermionic theory is that
whereas the latter may be renormalizable (if the total anomaly cancels, and
depending on the form of the Lagrangian), the low energy effective theory
is a nonlinear sigma model and hence definitely non-renormalizable. This
is not a problem, though, because it was meant from the outset to be only a
description of the low energy world.
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6.8.3 Skyrmions as baryons, the final word

In Section 5.3 we saw that the skyrmions of the 𝑁 = 3 chiral model can be
quantized either as bosons or as fermions, depending whether the coefficient
of the WZW term is an even or odd multiple of 2𝜋. We now have all the
ingredients that are needed to fix this ambiguity,

We have seen that the decay of the neutral pion can be represented by a
term of the form (6.39) in the low energy effective field theory of QCD. That
expression came from a one-loop calculation in QCD, but we can try to derive
it directly by coupling the 𝑁 = 3 chiral model to the electromagnetic field.
The chiral action, including the WZW term, is invariant under the vector
transformations 𝑈 → 𝑔−1𝑈𝑔. Consider in particular the case 𝑔 = exp{𝑖𝛼𝑄},
or infinitesimally

𝛿𝑈 = −𝑖𝛼[𝑄,𝑈], (6.141)

where 𝑄 is the electric charge matrix of the three lightest quarks

𝑄 =
⎛
⎜
⎜
⎝

2∕3 0 0
0 −1∕3 0
0 0 −1∕3

⎞
⎟
⎟
⎠

.

The terms discussed in Section 2.4 are invariant under this global 𝑈(1) trans-
formation, but not under its local counterpart with parameter 𝛼(𝑥). They can
be made invariant by the usual procedure of replacing partial derivatives with
the covariant derivatives

𝐷𝜇𝑈 = 𝜕𝜇𝑈 + 𝑖𝐴𝜇[𝑄,𝑈]. (6.142)

This procedure does not work for the WZW term (there is no extension of
the gauge potential in the interior of the 5-dimensional space). Nevertheless,
the covariantization of the WZW action can be achieved by an ad hoc pro-
cedure [Wit83a]. One can check that the following action is a 𝑈(1)-gauge
invariant generalization of 𝑆𝑊𝑍𝑊 :

𝑆(𝐴,𝑈) = 𝑆𝑊𝑍𝑊(𝑈) −
𝑛𝑒
48𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝐴𝜇tr𝑄(𝑅𝜈𝑅𝜌𝑅𝜎 + 𝐿𝜈𝐿𝜌𝐿𝜎)

+ 𝑖𝑛𝑒2
24𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜕𝜇𝐴𝜈𝐴𝜌tr[𝑄2(𝑅𝜎 + 𝐿𝜎) (6.143)

+ 1
2(𝑄𝑈𝑄𝑈

−1𝐿𝜎 + 𝑄𝑈−1𝑄𝑈𝑅𝜎)].
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Here 𝑛 = 𝑐∕2𝜋 is the integer appearing in the coefficient of the WZW action,
see (4.24). Since

𝑈 = 𝑒𝑖𝜋𝑎𝜆𝑎∕𝐹𝜋 ,

where 𝜆𝑎 are the (hermitian) Gell–Mann matrices, we have

𝑅𝜇 =
𝑖
𝐹𝜋

𝜕𝜇𝜋𝑎𝜆𝑎 + … , 𝐿𝜇 =
𝑖
𝐹𝜋

𝜕𝜇𝜋𝑎𝜆𝑎 + … .

Then, the terms quadratic in 𝐴𝜇 give

𝑖𝑛𝑒2
24𝜋2

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜕𝜇𝐴𝜈𝐴𝜌tr [3𝑄2 𝑖
𝐹𝜋

𝜕𝜎𝜋𝑎𝜆𝑎]

The term that matters for the neutral pion decay has 𝑎 = 3, and since tr𝑄2𝜆3 =
1∕3, we find

𝑛𝑒2
96𝜋2𝐹𝜋

∫ 𝑑4𝑥 𝜀𝜇𝜈𝜌𝜎𝜋0𝐹𝜇𝜈𝐹𝜌𝜎.

Comparing with the QCD result (6.39) we find that

𝑛 = 𝑁𝑐. (6.144)

Since in the real world there are three colors, we conclude that the skyrmion
must be quantized as a fermion.

6.9 Exercises

Exercise 6.1: The ABJ anomaly in 𝑑 = 4

Complete the calculation of theABJ anomaly in four dimensions. Write
the Fourier transform of 𝑆𝜈𝐴𝜌(𝑦)𝑆𝜆 in (6.20) and perform the integrals
leading to (6.21).

Exercise 6.2: TheWZ consistency conditions

Check that the consistent anomalies (6.61) satisfy the WZ consistency
condition (6.63), while the covariant anomalies (6.75b) do not.
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Exercise 6.3: Anomalies in commutators

Evaluate the commutator of the normal ordered charge density for a
multiplet of free chiral fermions in two dimensions.

Exercise 6.4: The two-dimensional WZ functional

Check that the two-dimensional WZ functional (6.101) satisfies the
condition (6.97).

Exercise 6.5: 𝑈(1) gaugedWZW action

Check that the action (6.143) is 𝑈(1)-invariant.

Exercise 6.6: Anomalies in the Standard Model

Verify that the gauge anomalies cancel for the group 𝑆𝑈(2) × 𝑈(1)
when the fermions have the quantum numbers of the Standard Model.

Exercise 6.7: The Schwinger model

The Schwinger model is 2-dimensional QED with vectorial fermion
coupling. The fermionic action (6.1) is

𝑆𝐹(𝜓, �̄�) = − ∫ 𝑑2𝑥 �̄�𝛾𝜇𝐷𝜇𝜓

= ∫ 𝑑2𝑥
[
−�̄�𝛾𝜇𝜕𝜇𝜓 + 𝑖𝑒𝐴𝜇𝑗

𝜇
𝑉
]
. (6.145)

The gamma matrices are given by (A.10).

1. Compute the expectation value of the vector current and show
that it is conserved.

2. use the identity
𝛾𝐴𝛾𝜇 = 𝜀𝜇𝜈𝛾𝜈 (6.146)

to reobtain the anomaly of the axial current (6.19).
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3. Integrate the equation

⟨𝐽𝜇𝑉⟩ =
1
𝑒
𝛿𝑊(𝐴)
𝛿𝐴𝜇

. (6.147)

to give a closed form expression for𝑊.

4. adding now the Maxwell action to the fermionic effective action,
derive the quantumequation ofmotion and show that it describes
a massive state with mass𝑚2 = 𝑒2∕𝜋.

5. using only (6.146), from the result of 3. derive the effective action
for the chiral Schwinger model, where 𝑗𝜇𝑉 is replaced by 𝑗

𝜇
𝐿 in

the action. Compute its gauge variation and compare with the
consistent anomaly (6.64a).





Appendix A

Notations and conventions

A.1 Units
In most of the text natural units are used, where 𝑐 and ℏ are taken as the
units of velocity and angular momentum (or action). In some sections dealing
with finite dimensional quantum mechanics, the Heaviside–Lorentz system
of units is used, that is the rationalized version of Gauss units. In this system
the electric field generated by a charge 𝑄 is

𝐸𝑖 =
1
4𝜋

𝑄
𝑟2𝑥𝑖, (A.1)

and the charge contained in a sphere is

𝑄 = ∫
𝑆2
𝑑𝜎𝑖𝐸𝑖 (A.2)

without factors 4𝜋. Maxwell’s equations are

𝜕𝜇𝐹𝜇𝜈 = 𝐽𝜈 (A.3)

and the electromagnetic energy density is

ℰ = 1
2(�⃗�

2 + �⃗�2), (A.4)

both without factors 4𝜋. In these units charges and fluxes have dimensions
𝑀1∕2𝐿3∕2𝑇−1, the electromagnetic field𝐹𝜇𝜈 has dimensions𝑀1∕2𝐿−1∕2𝑇−1 and
the potential 𝐴𝜇 has dimensions𝑀1∕2𝐿1∕2𝑇−1. The fine structure constant is

𝛼 = 𝑒2
4𝜋ℏ𝑐 . (A.5)

251
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A.2 Tensors and spinors
The dimension of space is𝑑 and the dimension of spacetime is𝑛 = 𝑑+1 inmost
of the book, except for Chapter 6, where 𝑑 + 1 = 2𝑛. Latin indices 𝑖, 𝑗, 𝑘… are
spatial indices, greek indices 𝜇, 𝜈, 𝜌… are spacetime indices. Internal indices
may be taken from various parts of the latin or greek alphabet,

The Minkowski metric is

𝜂𝜇𝜈 =

⎛
⎜
⎜
⎜
⎝

−1
1

1
…

⎞
⎟
⎟
⎟
⎠

(A.6)

One advantage of this signature is that the Wick rotation (the replacement
𝑡 ↦→ 𝜏 ≡ −𝑖𝑡) directly leads to a Euclidean metric. With this signature the
Lagrangian for a scalar is

−12𝜕𝜇𝜙𝜕
𝜇𝜙 − 1

2𝑚
2𝜙2 (A.7)

and the Lagrangian for a free spinor, following the conventions of [Wei95], is

−�̄�(𝛾𝜇𝜕𝜇 +𝑚)𝜓 (A.8)

where
�̄� = 𝑖𝜓†𝛾0.

The gamma matrices are defined by

{𝛾𝜇, 𝛾𝜈} = 2𝜂𝜇𝜈. (A.9)

In order to guarantee that the action be real we further demand that 𝛾0 be
antihermitian and 𝛾𝑖 be hermitian. The chirality operator will be called 𝛾𝐴.
Specific choices in two dimensions are

𝛾0 = 𝑖𝜎2, 𝛾1 = 𝜎1, 𝛾𝐴 = 𝛾0𝛾1 = 𝜎3 (A.10)

and in four dimensions

𝛾0 = (
0 −𝑖𝕀
−𝑖𝕀 0

) , 𝛾𝑘 = (
0 −𝑖𝜎𝑘
𝑖𝜎𝑘 0

) , 𝛾𝐴 = −𝑖𝛾0𝛾1𝛾2𝛾3 = (
𝕀 0
0 −𝕀

) ,

(A.11)
where 𝜎𝑘 are the Pauli matrices (B.21).
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The Euclidean action is defined as 𝑆𝐸 = −𝑖𝑆|𝑡→−𝑖𝑡. For bosonic fields this
amounts to replacing the Minkowski metric 𝜂𝜇𝜈 with the Euclidean metric
𝛿𝜇𝜈 and changing the sign of the action.

The totally antisymmetric Levi–Civita symbol is defined by 𝜀0123=1. It is
used to define the dual of a two-form by

(∗𝜔)𝜇𝜈 =
1
2𝜂𝜇𝛼𝜂𝜈𝛽𝜀

𝛼𝛽𝛾𝛿𝜔𝛾𝛿. (A.12)

In Minkowski space ∗∗𝜔 = −𝜔, whereas in Euclidean space one has ∗∗𝜔 = 𝜔.

A.3 List of symbols

𝑗𝜇 Noether current
𝐽𝜇 current coupled to gauge fields
𝐽𝜇𝑇 topological current
𝒬 configuration space
𝒜 abelian gauge field on 𝒬 (Chapter 3) or anomaly (Chapter 6)
𝒞 space of connections
𝒢 gauge group
𝜙 linear scalar field (possibly with constraints)
𝜑 coordinates

Γ(𝑀,𝑁) space of maps from𝑀 to 𝑁
𝑛 dimension of spacetime (Chapters 1–5)
𝑑 dimension of space
𝐸𝑆 static energy
𝐹𝜋 pion decay constant
𝑊 winding number





Appendix B

Lie groups and Lie algebras

Let 𝐺 be a Lie group, 𝔤 its Lie algebra and {𝑒𝑎} a basis in 𝔤. Let 𝑉 be a vector
space carrying a representation 𝜌 of 𝐺. Then the basis elements have explicit
representations as matrices 𝑇𝑎 = 𝜌(𝑒𝑎) acting on 𝑉. They are assumed to be
antihermitian, satisfy the commutation relations

[𝑇𝑎, 𝑇𝑏] = 𝑓𝑎𝑏𝑐𝑇𝑐. (B.1)

and are normalized so that

tr𝑇𝑎𝑇𝑏 = −12𝛿𝑎𝑏. (B.2)

The structure constants are real for a real Lie algebra, and in general antisym-
metric only in the first two indices.

The adjoint representation 𝐴𝑑 is a representation of 𝐺 on 𝔤. For a matrix
group it can be defined simply by

𝐴𝑑(𝑔)𝑌 = 𝑔𝑌𝑔−1, (B.3)

for any 𝑔 ∈ 𝐺 and 𝑋 ∈ 𝔤. The corresponding representation of the Lie algebra
is called 𝑎𝑑:

𝑎𝑑(𝑋)𝑌 = [𝑋,𝑌]. (B.4)

More explicitly, the matrix representation of 𝑎𝑑(𝑒𝑎) is given by the structure
constants:

𝑎𝑑(𝑒𝑎)𝑏𝑐 = −𝑓𝑎𝑏𝑐. (B.5)

and the algebra
[𝑎𝑑(𝑒𝑎), 𝑎𝑑(𝑒𝑏)] = 𝑓𝑎𝑏𝑐 𝑎𝑑(𝑒𝑐) (B.6)
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follows from the Jacobi identity. TheKilling form is the𝐴𝑑-invariant quadratic
form

𝐵(𝑋,𝑌) = tr𝑎𝑑(𝑋)𝑎𝑑(𝑌), (B.7)
or explicitly in components

𝐵𝑎𝑏 = tr𝑎𝑑(𝑒𝑎)𝑎𝑑(𝑒𝑏) = 𝑓𝑎𝑐𝑑𝑓𝑏𝑑𝑐. (B.8)

For compact simple Lie groups the Killing form is negative definite, so one can
use −𝐵 as a positive definite inner product in 𝔤. One can then lower the third
index of the structure constants and the resulting tensor 𝑓𝑎𝑏𝑐 is antisymmetric
in all three indices.

When a field 𝜙 carries a representation 𝜌 of a group 𝐺, the finite transfor-
mation is conventionally

𝜙′ = 𝜌(𝑔−1)𝜙 (B.9)
and for an infinitesimal transformation 𝑔 = 1 + 𝜖, the variation of the field is

𝛿𝜖𝜙 = −𝜌(𝜖)𝜙. (B.10)

When there are no ambiguities, the symbol 𝜌 indicating the representation is
omitted.

Let us now focus on the orthogonal groups. The generators of 𝔰𝔬(𝑛) are
the vectorfields in ℝ𝑛

𝑀𝑎𝑏 = 𝑥𝑎𝜕𝑏 − 𝑥𝑏𝜕𝑎. (B.11)
They are orthogonal to the radial vector 𝑥𝑐𝜕𝑐 and therefore are tangent to the
sphere 𝑆𝑛−1 ⊂ ℝ𝑛. They satisfy the algebra (Lie brackets)

[𝑀𝑎𝑏,𝑀𝑐𝑑] = −𝛿𝑎𝑐𝑀𝑏𝑑 + 𝛿𝑎𝑑𝑀𝑏𝑐 + 𝛿𝑏𝑐𝑀𝑎𝑑 − 𝛿𝑏𝑑𝑀𝑎𝑐. (B.12)

The vectorfield𝑀𝑎𝑏 generates counterclockwise rotations in the plane (𝑎, 𝑏).
For 𝔰𝔬(3) we define

𝐾𝑎 =
1
2𝜖𝑎𝑏𝑐𝑀𝑏𝑐 (B.13)

or
𝑀𝑎𝑏 = 𝜖𝑎𝑏𝑐𝐾𝑐, (B.14)

so 𝐾𝑎 generates counterclockwise rotations around the axis 𝑎. In spherical
coordinates these vectorfields read

𝐾1 = −sinΦ 𝜕
𝜕Θ − cotΘ cosΦ 𝜕

𝜕Φ , (B.15a)

𝐾2 = cosΦ 𝜕
𝜕Θ − cotΘ sinΦ 𝜕

𝜕Φ , (B.15b)

𝐾3 =
𝜕
𝜕Φ . (B.15c)
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Their algebra is
[𝐾𝑎, 𝐾𝑏] = −𝜖𝑎𝑏𝑐𝐾𝑐. (B.16)

We take this as the basic algebra of 𝔰𝔬(3). From (B.5), the corresponding
adjoint representation matrices are (𝑡𝑎)𝑏𝑐 = 𝑎𝑑(𝐾𝑎)𝑏𝑐 = 𝜖𝑎𝑏𝑐. Explicitly

𝑡1 =
⎛
⎜
⎜
⎝

0 0 0
0 0 1
0 −1 0

⎞
⎟
⎟
⎠

, 𝑡2 =
⎛
⎜
⎜
⎝

0 0 −1
0 0 0
1 0 0

⎞
⎟
⎟
⎠

, 𝑡3 =
⎛
⎜
⎜
⎝

0 1 0
−1 0 0
0 0 0

⎞
⎟
⎟
⎠

. (B.17)

The fundamental representation of 𝑆𝑂(3) coincides with the adjoint.
For the group 𝑆𝑂(4) we define

𝐾±
𝑎 = 1

2(𝐾𝑎 ±𝑀𝑎4) (B.18)

and it is easy to check that

[𝐾+
𝑎 , 𝐾+

𝑏 ] = −𝜖𝑎𝑏𝑐𝐾+
𝑐 (B.19a)

[𝐾−
𝑎 , 𝐾−

𝑏 ] = −𝜖𝑎𝑏𝑐𝐾−
𝑐 (B.19b)

[𝐾+
𝑎 , 𝐾−

𝑏 ] = 0. (B.19c)

proving that 𝔰𝔬(4) = 𝔰𝔬(3)⊕ 𝔰𝔬(3) .
The group 𝑆𝑈(2) is a double covering of 𝑆𝑂(3), so they have the same Lie

algebra. In the fundamental representation of 𝑆𝑈(2) the generators 𝐾𝑎 are
represented by the matrices

𝜏𝑎 =
𝑖
2𝜎𝑎, (B.20)

where 𝜎𝑎 are the Pauli matrices

𝜎1 = (
0 1
1 0

) , 𝜎2 = (
0 −𝑖
𝑖 0

) , 𝜎3 = (
1 0
0 −1

) . (B.21)

They satisfy an algebra isomorphic to (B.16)

[𝜏𝑎, 𝜏𝑏] = −𝜖𝑎𝑏𝑐𝜏𝑐 (B.22)

and the trace normalization (B.2).
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The generators of 𝑆𝑈(3) in the fundamental representation are 𝑖
2
𝜆𝑎, where

𝜆𝑎 are the Gell–Mann matrices

𝜆1 =
⎛
⎜
⎜
⎝

0 1 0
1 0 0
0 0 0

⎞
⎟
⎟
⎠

, 𝜆2 =
⎛
⎜
⎜
⎝

0 −𝑖 0
𝑖 0 0
0 0 0

⎞
⎟
⎟
⎠

, 𝜆3 =
⎛
⎜
⎜
⎝

1 0 0
0 −1 0
0 0 0

⎞
⎟
⎟
⎠

,

𝜆4 =
⎛
⎜
⎜
⎝

0 0 1
0 0 0
1 0 0

⎞
⎟
⎟
⎠

, 𝜆5 =
⎛
⎜
⎜
⎝

0 0 −𝑖
0 0 0
𝑖 0 0

⎞
⎟
⎟
⎠

, (B.23)

𝜆6 =
⎛
⎜
⎜
⎝

0 0 0
0 0 1
0 1 0

⎞
⎟
⎟
⎠

, 𝜆7 =
⎛
⎜
⎜
⎝

0 0 0
0 0 −𝑖
0 𝑖 0

⎞
⎟
⎟
⎠

, 𝜆8 =
1
√
3

⎛
⎜
⎜
⎝

1 0 0
0 1 0
0 0 −2

⎞
⎟
⎟
⎠

.



Appendix C

Bundles

We give here just the minimal definitions that are used in the main text. A
fiber bundle is a manifold 𝐸 that looks locally like a product manifold. More
precisely, there is a manifold𝑀, called the base space, and a surjective map
𝑝 ∶ 𝐸 → 𝑀, called the projection, such that for every point 𝑥 ∈ 𝑀 there is a
neighborhood𝑈 such that the inverse image 𝑝−1(𝑈) is diffeomorphic to𝑈×𝐹,
where 𝐹 is called the typical fiber. The inverse image 𝑝−1(𝑥) is called the fiber
over 𝑥 and is diffeomorphic to 𝐹. Thus, 𝐸 looks locally like the product𝑀 ×𝐹.

There are various types of bundles, depending on the structures that may
be present in the fibers. One very useful class of bundles are the vectorbundles,
whose fibers are vectorspaces. Typical examples are the tangent and cotangent
bundle of𝑀.

Another important class of bundles are those whose typical fiber is a group.
Of these, the most important ones are the principal bundles, that are defined
as follows. A principal bundle is a space 𝑃 on which a group 𝐻 acts freely
(i.e. without fixed points) from the right. The base space is the quotient (also
called the space of orbits)𝑀 = 𝑃∕𝐻 and the projection 𝑝 ∶ 𝑃 → 𝑀maps each
𝑦 ∈ 𝑃 to its equivalence class [𝑦] = 𝑦mod𝐻 ∈ 𝑀. Since the action is free,
each orbit is diffeomorphic to𝐻. In this case the orbits of𝐻 are the fibers of
the bundle. The standard example of a principal bundle, and the one that we
shall be mostly interested in, is a Lie group 𝐺, with 𝜄 ∶ 𝐻 → 𝐺 a Lie subgroup
and𝑀 = 𝐺∕𝐻 the space of right cosets. A special case is the Hopf bundle
with 𝑃 = 𝑆𝑈(2), 𝐹 = 𝑈(1),𝑀 = 𝑆2. Its projection ℎ ∶ 𝑆3 → 𝑆2 is called the
Hopf map and is dicussed in more details in Appendix D.4.
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EF

M

p-1(x)

x
p

ι

Figure 29. A fiber bundle.

A section of a bundle is a map 𝑠 ∶ 𝑀 → 𝐸 such that 𝑝◦𝑠 is the identity of
𝑀, i.e. 𝑠 maps each point of𝑀 into the fiber over that point. Such maps do
not always exist globally. It can be shown that a principal bundle is trivial, i.e.
𝑃 is diffeomorphic to𝑀 × 𝐹, if and only if it has a global section.



Appendix D

Geometry of 𝑺𝑼(𝟐)

D.1 Euler angles and covering of 𝑺𝑶(𝟑)
An element 𝑈 ∈ 𝑆𝑈(2) is a complex 2 × 2matrix

𝑈 =
3∑

𝑘=1
𝑖𝑢𝑘𝜎𝑘 + 𝑢4𝕀 = [

𝑢4 + 𝑖𝑢3 𝑢2 + 𝑖𝑢1
−𝑢2 + 𝑖𝑢1 𝑢4 − 𝑖𝑢3

] , (D.1)

where 𝜎𝑖 are the Pauli matrices and

1 = det𝑈 = 𝑢21 + 𝑢22 + 𝑢23 + 𝑢24. (D.2)

So 𝑆𝑈(2) is the unit sphere in ℝ4. The element with coordinates (0, 0, 0, 1)
corresponds to the unit matrix 𝕀 and can be thought of a the north pole of
the sphere. The south pole is the element with coordinates (0, 0, 0,−1), corre-
sponding to the matrix −𝕀.

The Lie algebra of 𝑆𝑈(2) consists of the anti-hermitian matrices. It can be
identified geometrically with the plane 𝑥4 = 1 in ℝ4. We take as basis in the
Lie algebra the matrices (B.20). The isomorphism of the Lie algebras 𝔰𝔲(2)→
𝔰𝔬(3)maps 𝜏𝑖 to 𝑡𝑖, as given in (B.17). This also defines an isomorphism of a
neighbourhood of the identity in 𝑆𝑈(2) to a neighbourhood of the identity in
𝑆𝑂(3), and we can use this fact to introduce the Euler angles as coordinates
on 𝑆𝑈(2). Define:

𝑈(Θ,Φ,Ψ) = exp(−Φ𝜏3) exp(−Θ𝜏2) exp(−Ψ𝜏3)

=
⎡
⎢
⎣

cos Θ
2
exp

[
− 𝑖
2
(Φ + Ψ)

]
−sin Θ

2
exp

[
− 𝑖
2
(Φ − Ψ)

]

sin Θ
2
exp

[ 𝑖
2
(Φ − Ψ)

]
cos Θ

2
exp

[ 𝑖
2
(Φ + Ψ)

] ⎤
⎥
⎦

(D.3)
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Every matrix𝑈 ∈ 𝑆𝑈(2) can be written in this way, provided that 0 < Φ ≤ 2𝜋,
0 ≤ Θ ≤ 𝜋, 0 < Ψ ≤ 4𝜋. There is a homomorphism from 𝑆𝑈(2) to 𝑆𝑂(3) that
maps 𝑈(Θ,Φ,Ψ) to

𝑅(Θ,Φ,Ψ) = exp(−Φ𝑡3) exp(−Θ𝑡2) exp(−Ψ𝑡3)

=
⎡
⎢
⎢
⎣

cosΘ cosΦ cosΨ − sinΦ sinΨ −cosΘ cosΦ sinΨ − sinΦ cosΨ sinΘ cosΦ
cosΘ sinΦ cosΨ + cosΦ sinΨ − cosΘ sinΦ sinΨ + cosΦ cosΨ sinΘ sinΦ

− sinΘ cosΨ sinΘ sinΨ cosΘ

⎤
⎥
⎥
⎦

.

It is a double covering because 𝑅(Θ,Φ,Ψ + 2𝜋) = 𝑅(Θ,Φ,Ψ) but

𝑈(Θ,Φ,Ψ + 2𝜋) = −𝑈(Θ,Φ,Ψ).

As a consequence the range ofΨ as a coordinate in𝑆𝑈(2) is twice the range ofΨ
as a coordinate in 𝑆𝑂(3). Note also that𝑅(Θ,Φ,Ψ) is the adjoint representation
of 𝑈(Θ,Φ,Ψ).

D.2 Invariant forms and vectorfields

As on any Lie group, one can define the Lie-algebra-valued Maurer–Cartan
forms

𝐿 = 𝑈−1𝑑𝑈, 𝑅 = 𝑑𝑈𝑈−1. (D.4)

The form 𝐿 is invariant under the action of left multiplication 𝑈 ↦→ 𝑔𝑈
and 𝑅 is invariant under the right multiplication 𝑈 ↦→ 𝑈𝑔. They can be
decomposed on the basis of the Lie algebra

𝐿 = 𝐿𝑎𝑇𝑎, 𝑅 = 𝑅𝑎𝑇𝑎, (D.5)

where 𝐿𝑎, 𝑅𝑎, with 𝑎 = 1, 2, 3 are ordinary differental forms on 𝑆𝑈(2). Given
any coordinate system {𝑦𝛼}, they can be decomposed on a natural basis

𝐿𝑎 = 𝐿𝑎𝛼𝑑𝑦𝛼, 𝑅𝑎 = 𝑅𝑎𝛼𝑑𝑦𝛼. (D.6)

The components of the Maurer–Cartan forms in Euler coordinates can be
calculated directly by inserting (D.3) in (D.4) and decomposing

𝑈−1𝑑𝑈 = 𝐿𝑎𝛼𝜏𝑎𝑑𝑦𝛼, 𝑑𝑈𝑈−1 = 𝑅𝑎𝛼𝜏𝑎𝑑𝑦𝛼
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In this way one finds

𝐿1 = −sinΨ𝑑Θ + sinΘ cosΨ𝑑Φ, (D.7a)
𝐿2 = −cosΨ𝑑Θ − sinΘ sinΨ𝑑Φ, (D.7b)
𝐿3 = −𝑑Ψ − cosΘ𝑑Φ, (D.7c)
𝑅1 = sinΦ𝑑Θ − sinΘ cosΦ𝑑Ψ, (D.7d)
𝑅2 = −cosΦ𝑑Θ − sinΘ sinΦ𝑑Ψ, (D.7e)
𝑅3 = −𝑑Φ − cosΘ𝑑Ψ. (D.7f)

One can then explicitly verify the Maurer–Cartan equations:

𝑑𝐿𝑎 + 1
2𝑓𝑏𝑐

𝑎𝐿𝑏 ∧ 𝐿𝑐 = 0 ; 𝑑𝑅𝑎 − 1
2𝑓𝑏𝑐

𝑎𝑅𝑏 ∧ 𝑅𝑐 = 0, (D.8)

with 𝑓𝑎𝑏𝑐 = −𝜖𝑎𝑏𝑐.
The left-invariant forms 𝐿𝑎 are linearly independent and form a global

field of bases for one-forms. Then, there is a dual field of bases for vectors 𝐿𝑎:

𝐿𝑎 = 𝐿𝛼𝑎𝜕𝛼, (D.9)

where the matrix 𝐿𝛼𝑎 is the inverse of the matrix 𝐿𝑎𝛼.

𝐿𝛼𝑎𝐿𝑏𝛼 = 𝛿𝑏𝑎, 𝐿𝛼𝑎𝐿𝑎𝛽 = 𝛿𝛼𝛽 .

The vectors𝐿𝑎 are left-invariant. Similarly one defines a basis of right-invariant
vectorfields

𝑅𝑎 = 𝑅𝛼𝑎𝜕𝛼. (D.10)

In Euler coordinates

𝐿1 = −sinΨ 𝜕
𝜕Θ + 1

sinΘ cosΨ 𝜕
𝜕Φ − cotΘ cosΨ 𝜕

𝜕Ψ , (D.11a)

𝐿2 = −cosΨ 𝜕
𝜕Θ − 1

sinΘ sinΨ 𝜕
𝜕Φ + cotΘ sinΨ 𝜕

𝜕Ψ , (D.11b)

𝐿3 = − 𝜕
𝜕Ψ , (D.11c)

𝑅1 = sinΦ 𝜕
𝜕Θ + cotΘ cosΦ 𝜕

𝜕Φ − 1
sinΘ cosΦ 𝜕

𝜕Ψ , (D.11d)

𝑅2 = −cosΦ 𝜕
𝜕Θ + cotΘ sinΦ 𝜕

𝜕Φ − 1
sinΘ sinΦ 𝜕

𝜕Ψ , (D.11e)

𝑅3 = − 𝜕
𝜕Φ . (D.11f)
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These vectorfields are the infinitesimal generators of the action of the group
on itself. More precisely, the vectorfields 𝐿𝑎 generate the right multiplication
and 𝑅𝑎 generate the left mutiplication.

A direct calculation gives the Lie brackets

[𝐿𝑎, 𝐿𝑏] = −𝜖𝑎𝑏𝑐𝐿𝑐 (D.12a)
[𝑅𝑎, 𝑅𝑏] = 𝜖𝑎𝑏𝑐𝑅𝑐 (D.12b)
[𝑅𝑎, 𝐿𝑏] = 0. (D.12c)

Since [𝑋,𝑌] = ℒ𝑋𝑌 (the Lie derivative) the last bracket expresses the fact
that the vectorfields 𝐿𝑎 are left-invariant and the 𝑅𝑎 are right-invariant.

The adjoint representation matrices are given by:

𝐴𝑑(𝑔)𝑎𝑏 = 𝑅(𝑔)𝑎𝛼𝐿(𝑔)𝛼𝑏 .

One can indeed check that

𝐴𝑑(𝑈(Θ,Φ,Ψ)) = 𝑅(Θ,Φ,Ψ).

D.3 Invariant metric and volume form
Given an inner product 𝛾𝑎𝑏 in the Lie algebra, we can construct a left- and a
right- invariant metric on 𝑆𝑈(2)

ℎ(𝐿)𝛼𝛽 = 𝐿𝑎𝛼𝐿𝑏𝛽𝛾𝑎𝑏

and
ℎ(𝑅)𝛼𝛽 = 𝑅𝑎𝛼𝑅𝑏𝛽𝛾𝑎𝑏.

However, if the inner product is 𝐴𝑑-invariant, both metrics agree and are
bi-invariant. Thus for example the inner product

𝛾(𝑣, 𝑤) = 𝐶 tr(𝑣 𝑤)

is 𝐴𝑑-invariant, because

tr(𝑔−1𝑣𝑔 𝑔−1𝑤𝑔) = tr(𝑣 𝑤).

The components of this inner product are

𝛾𝑎𝑏 = 𝐶 tr(𝜏𝑎𝜏𝑏) = −𝐶2 𝛿𝑎𝑏.
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If we choose 𝐶 = −1∕2, 𝛾𝑎𝑏 =
1
4
𝛿𝑎𝑏, in which case

1
2
𝐿𝑎 and

1
2
𝑅𝑎 are orthornor-

mal bases (“triads”) for the bi-invariantmetric ℎ𝛼𝛽 . Then, in Euler coordinates,
the bi-invariant metric is

𝑑𝑠2 = 1
4[(𝐿

1)2 + (𝐿2)2 + (𝐿3)2]

= 1
4[𝑑Θ

2 + 𝑑Φ2 + 𝑑Ψ2 + 2 cosΘ𝑑Φ𝑑Ψ]

= ℎ𝛼𝛽 𝑑𝑦𝛼𝑑𝑦𝛽 . (D.13)

The corresponding volume element is

𝜔 = 1
8𝐿

1 ∧ 𝐿2 ∧ 𝐿3

= 1
8 sinΘ𝑑Θ ∧ 𝑑Φ ∧ 𝑑Ψ

=
√
detℎ 𝑑𝑦1 ∧ 𝑑𝑦2 ∧ 𝑑𝑦3. (D.14)

With this volume form, the volume of 𝑆𝑈(2) is ∫ 𝜔 = 2𝜋2, which is the volume
of the unit three-sphere. Indeed the invariant metric ℎ is the metric induced
from the Euclideanmetric inℝ4 by the embedding (D.2). The curvature scalar
of this metric is 𝑅 = 6.

D.4 The Hopf map

The Hopf map is the projection of the Hopf bundle 𝑆3 → 𝑆2 that factors the
right action of𝑈(1) generated by the vectorfield 𝐿3. The Euler angles are well-
adapted to this projection, in the sense that the orbits of 𝑈(1) have constant
Θ and Φ, and Ψ is a coordinate in the orbits. Thus the Hopf map maps the
point with coordinates (Θ,Φ,Ψ) to the point on the sphere with spherical
coordinates (Θ,Φ).

The Hopf map can be presented in terms of the Cartesian coordinates of
the spaces where the spheres are embedded. It is convenient to rename the
coordinates of ℝ4

𝑢1 → 𝑥3, 𝑢2 → 𝑥4, 𝑢3 → 𝑥2, 𝑢4 → 𝑥1,

in such a way that

𝑈 = [
𝑧1 𝑖𝑧∗2
𝑖𝑧2 𝑧∗1

] with 𝑧1 = 𝑥1 + 𝑖𝑥2, 𝑧2 = 𝑥3 + 𝑖𝑥4. (D.15)
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These are the complex coordinates on the sphere, when viewed as ℂℙ1. Com-
paring with (D.3) we find

𝑥1 = cos Θ2 cos
Φ + Ψ
2 , (D.16a)

𝑥2 = −cos Θ2 sin
Φ + Ψ
2 , (D.16b)

𝑥3 = sin Θ2 sin
Φ − Ψ
2 , (D.16c)

𝑥4 = −sin Θ2 cos
Φ − Ψ
2 , (D.16d)

On the other hand theCartesian coordinates ofℝ3 inwhich 𝑆2 is embedded are

𝑦1 = sinΘ cosΦ, (D.17a)
𝑦2 = sinΘ sinΦ, (D.17b)
𝑦3 = cosΘ. (D.17c)

The Hopf map is then given by

𝑦1 = 2(𝑥2𝑥3 − 𝑥1𝑥4), (D.18a)
𝑦2 = 2(𝑥1𝑥3 + 𝑥2𝑥4), (D.18b)
𝑦3 = 𝑥21 + 𝑥22 − 𝑥23 − 𝑥24 . (D.18c)

There are two very useful sections of the Hopf bundle. The map 𝑠− maps
𝑆2∖{𝑁}→ 𝑆3

𝑧1(Θ,Φ) = cos Θ2 𝑒
−𝑖𝜑, 𝑧2(Θ,Φ) = −𝑖 sin Θ2 . (D.19)

This map is regular at the South pole, since (𝑧1(𝜋,Φ), 𝑧2(𝜋,Φ)) = (0,−𝑖)
independently of the direction one approaches it, but singular at the North
pole, since (𝑧1(0,Φ), 𝑧2(0,Φ)) = (𝑒−𝑖Φ, 0). In Euler coordinates, it is given by
Ψ = Φ.

The map 𝑠+ maps 𝑆2∖{𝑆}→ 𝑆3

𝑧1(Θ,Φ) = cos Θ2 , 𝑧2(Θ,Φ) = −𝑖 sin Θ2 𝑒
𝑖Φ. (D.20)

This map is regular at the North pole, since (𝑧1(0, 𝜑), 𝑧2(0, 𝜑)) = (1, 0) inde-
pendently of the direction one approaches it, but singular at the South pole,
since (𝑧1(𝜋,Φ), 𝑧2(𝜋,Φ)) = (0,−𝑖𝑒𝑖Φ). In Euler coordinates, it is given by
Ψ = −Φ.

The right-invariant vectorfields project on vectorfields on the sphere. In
fact, the projection of −𝑅𝑎 is precisely the vectorfield 𝐾𝑎 in (B.15).
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Figure 30. Twelve fibers of the Hopf bundle. The ambient space is 𝑆3, projected
stereographically toℝ3. The vertical red line is the fiber over the south pole 𝜃 = 𝜋 (it
extends to infinity and all the points at infinity are identified). The black circle in the
horizontal plane is the orbit over the north pole 𝜃 = 0. The ten cyan-colored curves
are orbits over ten points on the parallel 𝜃 = 𝜋∕8, with different longitudes 𝜙. All
the fibers over a parallel span the surface of a two-dimensional torus, and the tori
become thicker with increasing 𝜃. Every fiber is linked once with every other fiber.





Appendix E

Homotopy

E.1 Basic definitions
Let𝑀, 𝑁 be finite dimensional manifolds. We choose a point 𝑥0∈𝑀 and a
point 𝑦0∈𝑁; they are called the basepoints of𝑀 and 𝑁. We denote Γ(𝑀,𝑁)
the space of all smooth functions𝑓 ∶ 𝑀→𝑁. (By smoothwemean continuous
and 𝑟-times differentiable, with 0≤𝑟≤∞). We denote Γ∗(𝑀,𝑁) the subspace
of basepoint preservingmaps, i.e. maps 𝑓 such that 𝑓(𝑥0)=𝑦0.

We say that two maps 𝑓, 𝑔 ∈ Γ(𝑀,𝑁) are homotopic, and write 𝑓 ≃ 𝑔,
if there exists a continuous map 𝐹 ∶ 𝑀 × 𝐼 → 𝑁 such that 𝐹(𝑥, 0) = 𝑓(𝑥),
𝐹(𝑥, 1)=𝑔(𝑥). Intuitively, 𝐹 gives a one parameter family of maps, depend-
ing continuously on 𝑡, that interpolates between 𝑓 and 𝑔. Sometimes it is
convenient to put into evidence the dependence on the parameter, and write
𝑓𝑡=𝐹(., 𝑡); then 𝑓0=𝑓, 𝑓1=𝑔. In the case when𝑀, 𝑁 have basepoints and
𝑓, 𝑔 ∈ Γ∗(𝑀,𝑁)∗ one requires 𝐹(𝑥0, 𝑡) = 𝑦0 for all 𝑡 (this is called a based
homotopy).

It is easy to prove that homotopies compose, in the following sense: if
𝑓1 ≃ 𝑓2 are maps from 𝑁 to 𝑃 and 𝑔1 ≃ 𝑔2 are map from 𝑀 to 𝑁, then
𝑓1◦𝑔1 ≃ 𝑓2◦𝑔2.

The relation of being homotopic is an equivalence relation. The quotient
of Γ(𝑀,𝑁) by this relation, i.e. the set of homotopy classes of maps from𝑀
to 𝑁, is denoted [𝑀,𝑁]. Similarly one defines [𝑀,𝑁]∗, the set of homotopy
classes of basepoint-preserving maps.

The set of homotopy classes thus defined do not depend on 𝑟, the degree
of differentiability of the maps. In fact, from the mathematical point of view,
it is most natural to assume that𝑀 and𝑁 are only topological spaces and that
the maps are only continuous (𝑟=0).
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Two spaces𝑀 and 𝑁 are said to have the same homotopy type if there are
maps 𝑓 ∶ 𝑀 → 𝑁 and 𝑔 ∶ 𝑁 → 𝑀 such that 𝑓◦𝑔 ≃ 𝐼𝑑𝑀 and 𝑔◦𝑓 ≃ 𝐼𝑑𝑁 . It is
easy to see that if𝑀 and𝑁 have the same homotopy type, then [𝑃,𝑀] = [𝑃,𝑁]
and [𝑀,𝑄] = [𝑁,𝑄] for all spaces 𝑃, 𝑄. A space 𝑁 is said to be contractible if
it is homotopy equivalent to a point or in other words if the identity map is
homotopic to the constant map. Stated more explicitly, this means that there
is a continuous map 𝐹 ∶ 𝐼 × 𝑁 → 𝑁 such that 𝐹(0, 𝑦) = 𝑦 and 𝐹(1, 𝑦) = 𝑦0.
For example, all vectorspaces are contractible. It is enough to take the origin
as basepoint and consider 𝐹(𝑡, 𝑦) = 𝑡𝑦. If 𝑁 is contractible, then [𝑀,𝑁]∗ is
the trivial set consisting of a single element. To see this it is sufficient to note
that for any map 𝑓 ∶ 𝑀 → 𝑁, 𝐼𝑑𝑁◦𝑓 = 𝑓 is homotopic to 𝑦0◦𝑓 = 𝑦0. So from
the point of view of homotopy a contractible space is equivalent to a single
point.

A map 𝑝 ∶ 𝑃 → 𝑀 is said to be a fibration if it has the homotopy lifting
property, which means that given a homotopy 𝑓𝑡 ∶ 𝑄 → 𝑀 and a lift of 𝑓0,
namely a map 𝑓0 ∶ 𝑄 → 𝑃 such that 𝑝◦𝑓0 = 𝑓0, then there exists a homotopy
𝑓𝑡 such that 𝑝◦𝑓𝑡 = 𝑓𝑡. In particular, there exist a lift of 𝑓1 and it is homotopic
to the lift of 𝑓0. Important special cases of fibrations are fiber bundles. We
shall return to this later.

In the case when𝑀 is a sphere 𝑆𝑚={𝑥∈ �̄�𝑚+1 ∣ 𝑥21+⋯ + 𝑥2𝑚+1=1} with
𝑚≥1, the sets of homotopy classes can be given a group structure. This case
is so important that it deserves a special name: the space 𝜋𝑚(𝑁)=[𝑆𝑚, 𝑁]∗ is
called𝑚-th homotopy group of 𝑁.

We first show how the group structure is defined in the case𝑚=1 (𝜋1(𝑁)
is also called the fundamental group of𝑁). We think of 𝑆1 as an open interval
𝐼 = [0, 1] with the endpoints identified; the basepoint of 𝑆1 corresponds to
0 (or 1). A basepoint preserving map 𝑓 ∶ 𝑆1→𝑁 is just a loop starting and
ending at 𝑦0. Given two loops 𝑓1, 𝑓2 we can define a third loop 𝑓1 ⋅ 𝑓2 by
“going first around 𝑓1, then 𝑓2, at double speed”:

𝑓1 ⋅ 𝑓2(𝑡) =
⎧

⎨
⎩

𝑓1(2𝑡) for 0 ≤ 𝑡 ≤ 1
2

𝑓2(2𝑡 − 1) for 1
2
≤ 𝑡 ≤ 1.

If we denote [𝑓] ∈𝜋1(𝑁) the homotopy class of the loop 𝑓, then [𝑓1][𝑓2] =
[𝑓1 ⋅ 𝑓2] defines a group multiplication in 𝜋1(𝑁).

In the case𝑚≥2, we think of 𝑆𝑚 as the𝑚-cube 𝐼𝑚 with all points of the
boundary identified. Note that if we call 𝑡1,… , 𝑡𝑚 the coordinates in 𝐼𝑚, the
boundary 𝜕𝐼𝑚 of the cube consists of all points for which at least one of the
coordinates is equal to 0 or 1. A map 𝑓 ∶ 𝐼𝑚→𝑁 such that for all 𝑥∈ 𝜕𝐼𝑚,
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Figure 31. Proof that 𝜋2(𝑀) is abelian. The first square represents the homotopy
between 𝑓1 (yellow) and 𝑓2 (red), as given in (A.2). Black areas (including the
contours of the rectangles) are points where the value of the function is 𝑦0. By a
continuous sequence of deformations one arrives at interchanging the order of 𝑓1
and 𝑓2 in the homotopy.

𝑓(𝑥)=𝑦0 can be regarded as a map 𝑓 ∶ 𝑆𝑚→𝑁, and thus defines a homotopy
class in 𝜋𝑚(𝑁). We define 𝑓1 ⋅ 𝑓2 by

𝑓1 ⋅ 𝑓2(𝑡1,… , 𝑡𝑚) =
⎧

⎨
⎩

𝑓1(2𝑡1, 𝑡2,… , 𝑡𝑚) for 0 ≤ 𝑡1 ≤
1
2

𝑓2(2𝑡1 − 1, 𝑡2,… , 𝑡𝑚) for 1
2
≤ 𝑡1 ≤ 1.

The group structure in 𝜋𝑚(𝑁) is then defined as in the case𝑚=1.
The groups 𝜋𝑚(𝑁) for 𝑚 ≥ 2 are always abelian, whereas 𝜋1(𝑁) need

not be abelian. This is illustrated in Figure 31 for the case 𝑚= 2. It is also
immediately clear why this cannot be done for𝑚=1.

The definition of 𝜋𝑚(𝑁) given above works also in the case 𝑚=0. The
sphere 𝑆0 consists of the two points +1 and −1. One of them, for example +1,
can be taken as basepoint. A basepoint-preserving map 𝑓 ∶ 𝑆0→𝑁 maps +1
to 𝑦0 and −1 to some point 𝑦 of 𝑁. Thus there is a bijective correspondence
between Γ∗(𝑀,𝑁) and 𝑁. Two maps 𝑓 and 𝑓′ are homotopic if 𝑦 = 𝑓(−1)
and 𝑦′=𝑓′(−1) belong to the same arcwise connected component of 𝑁. Thus
𝜋0(𝑁) = [𝑆0, 𝑁]∗ = {arcwise connected components of𝑁}. This set does not
have a group structure in general.

Summarizing, the homotopy groups give some information about the topol-
ogy of a manifold: 𝜋0(𝑁)≠0 if 𝑁 has more than one connected component,
𝜋1(𝑁)≠0 if𝑁 is multiply connected, 𝜋𝑚(𝑁)≠0 if𝑁 contains non-contractible
𝑚-spheres. One can prove that if𝑀 is a smooth manifold then the homotopy
groups characterize its homotopy type.

If 𝑓 ∶ 𝑁 → 𝑄 is a smooth map, there are natural homomorphisms 𝜋𝑘(𝑓) ∶
𝜋𝑘(𝑁)→ 𝜋𝑘(𝑄) for all 𝑘, defined as follows: 𝜋𝑘(𝑓)maps the homotopy class
of a map 𝑔 ∶ 𝑆𝑘 → 𝑁 to the homotopy class of the map 𝑓◦𝑔 ∶ 𝑆𝑘 → 𝑄. One
can easily check that these are homomorphisms.
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There are some results that allow us to easily calculate the homotopy
groups of some spaces in terms of those of other spaces. The homotopy groups
of a Cartesian product are the direct sum of the homotopy groups of the factors:

𝜋𝑛(𝑀 ×𝑁) = 𝜋𝑛(𝑀)⊕𝜋𝑛(𝑁). (E.1)

IfM is a connected but not simply connected and𝑝 ∶ �̄� → 𝑀 is a covering,
𝜋𝑛(𝑀) = 𝜋𝑛(�̄�) for 𝑛 ≥ 2. If �̄� is the universal covering of𝑀 (i.e. �̄� is simply
connected), then 𝜋1(𝑀) is isomorphic to the group of deck transformations of
�̄�, i.e. homeomorphisms 𝑓 of �̄� such that 𝑝◦𝑓 = 𝑝.

More general relations can be obtained from the homotopy exact sequence,
to be discussed in Section E.5

E.2 The winding number
Let𝑀 and 𝑁 be compact, connected manifolds without boundary, both of
dimension 𝑛. We denote 𝜔= 1

𝑛!
𝜔𝑖1⋯𝑖𝑛𝑑𝑦𝑖1 ∧⋯ ∧ 𝑑𝑦𝑖𝑛 a volume-form on 𝑁.

For example, if 𝑁 is endowed with a riemannian metric ℎ=ℎ𝛼𝛽𝑑𝑦𝛼 ⊗ 𝑑𝑦𝛽 it
is natural to consider the riemannian volume form 𝜔=

√
detℎ 𝑑𝑦1 ∧⋯∧ 𝑑𝑦𝑛.

Given a map 𝜑 ∶ 𝑀→𝑁 we define the winding number of 𝜑

𝑊(𝜑) =
∫𝑀 𝜑∗𝜔
∫𝑁 𝜔

= 1
Vol(𝑁)

∫
𝑀
𝑑𝑛𝑥 𝜀𝜇1⋯𝜇𝑛𝜕𝜇1𝜑

1⋯ 𝜕𝜇𝑛𝜑
𝑛 𝜔1⋯𝑛. (E.2)

The geometrical meaning of this quantity can be understood as follows. Recall
that a point 𝑥∈𝑀 is a regular point for the map 𝜑 if the tangent map 𝑇𝜑||||𝑥 is
surjective (i.e., in coordinates, if det(𝜕𝜇𝜑𝛼)(𝑥)≠0). A point 𝑦∈Im𝜑⊂𝑁 is a
regular value for 𝜑 if all the points in its pre-image 𝜑−1(𝑦) are regular points.
It can be proven that if 𝑦 is any regular value of 𝜑, then

𝑊(𝜑) =
(
# of points in 𝜑−1(𝑦) with det(𝜕𝜇𝜑𝛼)>0

)

−
(
# of points in 𝜑−1(𝑦) with det(𝜕𝜇𝜑𝛼)<0

)
. (E.3)

A theorem of Hopf states that in the case when 𝑁 = 𝑆𝑛, [𝑀, 𝑆𝑛]∗ = ℤ are
classified by the winding number. In particular the winding number is the
integer topological invariant that characterizes the homotopy classes of maps
from 𝑆𝑛 to 𝑆𝑛.

This theorem can be easily understood in the case of maps 𝜑 ∶ 𝑆1 → 𝑆1.
If 𝜃 is a coordinate in the first circle and 𝜑 in the second, we must have

𝜑(2𝜋) = 𝜑(0)mod2𝜋.
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𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6 𝑆7 𝑆8

𝜋1 ℤ 0 0 0 0 0 0 0
𝜋2 0 ℤ 0 0 0 0 0 0
𝜋3 0 ℤ ℤ 0 0 0 0 0
𝜋4 0 ℤ2 ℤ2 ℤ 0 0 0 0
𝜋5 0 ℤ2 ℤ2 ℤ2 ℤ 0 0 0
𝜋6 0 ℤ12 ℤ12 ℤ2 ℤ2 ℤ 0 0
𝜋7 0 ℤ2 ℤ2 ℤ ×ℤ12 ℤ2 ℤ2 ℤ 0
𝜋8 0 ℤ2 ℤ2 ℤ2

2 ℤ24 ℤ2 ℤ2 ℤ

Table E.1. Homotopy groups of the low-dimensional spheres.

The winding number is given by

𝑤(𝜑) = 1
2𝜋 ∫

2𝜋

0
𝑑𝜃𝑑𝜑𝑑𝜃 = 1

2𝜋 (𝜑(2𝜋) − 𝜑(0)).

By plotting the graph of 𝜑(𝜃) one can visually see that for any regular value
(i.e. point where 𝑑𝜑

𝑑𝜃
is nonzero) the winding number is equal to the number

of points in the pre-image where 𝑑𝜑
𝑑𝜃

is positive minus the number of points in

the pre-image where 𝑑𝜑
𝑑𝜃
is negative.

E.3 Homotopy groups of spheres
Wewill often need the homotopy groups of the spheres, 𝜋𝑚(𝑆𝑛). Some of these
are given in Table E.1. All the elements above the diagonal are zero. All the
elements on the diagonal are given by the theorem of Hopf mentioned in the
preceding section, and the integer classifying the maps is the winding number.
The part below the diagonal is quite complicated, but there are regularities.
For example, the second and third column are the same from 𝜋3 onwards.
This is due to the properties of the Hopf map, as we shall see later. From
the third column onwards, all the elements on the second and third lower
diagonal areℤ2; from the fifth column onwards, all the elements on the fourth
lower diagonal are ℤ24.

E.4 Homotopy groups of Lie groups
The groups 𝑆𝑂(2) ≈ 𝑈(1) and 𝑆𝑈(2) are homeomorphic to 𝑆1 and 𝑆3, so
their homotopy groups can be read off Table E.1. The group 𝑆𝑂(4) is 𝑆𝑈(2) ×
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𝜋𝑛(.) 𝑆𝑂(3) 𝑆𝑂(4) 𝑆𝑂(5) 𝑆𝑂(6) 𝑆𝑈(3) 𝐺2, 𝐹4, 𝐸6,7,8
𝜋1 ℤ2 ℤ2 ℤ2 ℤ2 0 0
𝜋2 0 0 0 0 0 0
𝜋3 ℤ ℤ⊕ℤ ℤ ℤ ℤ ℤ
𝜋4 ℤ2 ℤ2 ⊕ℤ2 ℤ2 0 0 0
𝜋5 ℤ2 ℤ2 ⊕ℤ2 ℤ2 ℤ ℤ 0
𝜋6 ℤ12 ℤ12 ⊕ℤ12 0 0 ℤ6 0

Table E.2. Homotopy groups of some low dimensional Lie groups.

𝜋𝑛(.) 𝑈(𝑁) 𝑂(𝑁) 𝑆𝑝(𝑁)
𝑁 > 𝑛∕2 𝑁 > 𝑛 + 1 𝑁 > (𝑛 − 2)∕4

𝜋0 0 ℤ2 0
𝜋1 ℤ ℤ2 0
𝜋2 0 0 0
𝜋3 ℤ ℤ ℤ
𝜋4 0 0 ℤ2
𝜋5 ℤ 0 ℤ2
𝜋6 0 0 0
𝜋7 ℤ ℤ ℤ
𝜋8 0 ℤ2 0

Table E.3. Homotopy groups of the classical Lie groups for sufficiently large 𝑁.

𝑆𝑈(2)∕𝑍2, so its homotopy groups can be derived from the general properties
mentioned in the end of Section E.1. The homotopy groups of some low
dimensional Lie groups are listed in Table E.2.

Table E.3 gives the homotopy groups of the classical (unitary, orthogonal,
symplectic) groups, for sufficiently large 𝑁 (the condition is indicated in the
second row). These homotopy groups are periodic modulo 2 (for the unitary
groups) and modulo 8 (for the orthogonal and symplectic groups). This is
known as Bott periodicity. The homotopy groups of the symplectic groups are
the same as those of the orthogonal groups, but shifted by four.

We recall the main applications of these homotopy groups:

• 𝜋0(𝐺) is the set of connected components. 𝜋0(𝑂(3)) is related to parity.

• 𝜋1(𝑂(3)) = 𝜋1(𝑆𝑂(3)) is related to spin in dimensions 𝑑 ≥ 3.

• 𝜋3(𝑆𝑝(1)) = 𝜋3(𝑆𝑈(2)) is related to instantons.
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• 𝜋3(𝑈(𝑁)) = 𝜋3(𝑆𝑈(𝑁)) is related to the existence of Skyrmions.

• 𝜋5(𝑈(3)) = 𝜋5(𝑆𝑈(3)) is related to the spin of Skyrmions.

• 𝜋4(𝑆𝑈(2)) = 𝜋4(𝑆𝑝(1)) is related to a global anomaly.

E.5 The homotopy exact sequence
An exact sequence of groups is a sequence of group homomorphisms ℎ𝑖 ∶
𝐺𝑖 → 𝐺𝑖+1 such that imℎ𝑖 = kerℎ𝑖+1. When an exact sequence is known to
exist, then knowledge of the properties of some of the groups or homomor-
phisms forming the sequence can be used to infer properties of other groups
or homomorphisms.

We shall be interested in the homotopy theory of a principal bundle. As
usual in homotopy theory, the total space 𝑃 and the base space𝑀 are equipped
with basepoints 𝑝0 and [𝑝0]. The orbit through 𝑝0 can be identified with the
group𝐻 by identifying 𝑝0 with the identity of 𝐻. This gives an injective map
𝜄 ∶ 𝐻 → 𝑃. The maps 𝜄 and 𝜇 are such that 𝜇◦𝜄 is the constant map 𝐻 → 𝑀
with image [𝑝0]. It can be shown that a fiber bundle is a fibration, so the map
𝜇 has the homotopy lifting property. Using this property, one can show that
there is a long exact sequence involving the homotopy groups of𝐻, 𝑃 and𝑀.

Recall from Section E.1 that given a map 𝑓 ∶ 𝑀 → 𝑁 there is an in-
duced homomorphism of homotopy groups 𝑓∗ ∶ 𝜋𝑛(𝑀) → 𝜋𝑛(𝑁). Now
consider a principal bundle and the homotopy groups of 𝐻, 𝑃 and 𝑀. We
have homomorphisms

𝜋𝑛(𝐻)
𝜄∗,→ 𝜋𝑛(𝑃)

𝜇∗,,→ 𝜋𝑛(𝑀) (E.4)

Since 𝜇◦𝜄 = [𝑝0], im 𝜄∗ ⊂ ker𝜇∗. Conversely, if 𝑓 ∶ 𝑆𝑛 → 𝑃 is such that
𝜇◦𝑓 is homotopic to a constant (i.e. [𝑓] ∈ ker𝜇∗), by the homotopy lifting
property there exists a map 𝑓′, homotopic to 𝑓, such that 𝜇◦𝑓′ = [𝑝0]. Thus
im 𝜄∗ ⊃ ker𝜇∗. Altogether we have found that im 𝜄∗ = ker𝜇∗, therefore the
sequence (E.4) is exact at 𝜋𝑛(𝑃).

Now we can tie together the short sequences (E.4) for different 𝑛 into a
long exact sequence, by defining homomorphisms 𝜕 ∶ 𝜋𝑛(𝑀)→ 𝜋𝑛−1(𝐻) and
showing that im 𝜇∗ = 𝑘𝑒𝑟𝜕 and im 𝜕 = ker 𝜄∗.

…→ 𝜋𝑛+1(𝑀)
𝜕
,→ 𝜋𝑛(𝐻)

𝜄∗,→ 𝜋𝑛(𝑃)
𝜇∗,,→ 𝜋𝑛(𝑀)

𝜕
,→ 𝜋𝑛−1(𝐻)→ … .

…
𝜕
,→ 𝜋0(𝐻)

𝜄∗,→ 𝜋0(𝑃)
𝜇∗,,→ 𝜋0(𝑀) (E.5)
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The last three sets in the sequence do not have a group structure, but the
sequence is still exact if we define the kernel of a based map to consist of those
elements of the domain that are mapped to the basepoint of the target.

We will now define the map 𝜕. Let 𝐵𝑛 = {𝑥 ∈ ℝ𝑛|𝑥21 …𝑥
2
𝑛 ≤ 1} be the

closed unit ball inℝ𝑛 and 𝛿𝑛 the inclusion of the unit sphere 𝑆𝑛 as the boundary
of 𝐵𝑛+1. Furthermore, let 𝛾𝑛 ∶ 𝐵𝑛 → 𝑆𝑛 be the map that identifies all points
of the boundary as the basepoint of 𝑆𝑛.

Pick a map 𝑓 ∶ 𝑆𝑛 → 𝑀. Since 𝐵𝑛 is contractible, 𝑓◦𝛾𝑛 ∶ 𝐵𝑛 → 𝑀 is
homotopic to a constant. The constant map 𝐵𝑛 → 𝑀 has a lift, which is the
constant map 𝐵𝑛 → 𝑃. By the homotopy lifting property, also 𝑓◦𝛾𝑛 has a lift
𝜆 ∶ 𝐵𝑛 → 𝑃. This is shown in the following commutative diagram:

𝑃

𝑆𝑛−1 𝐵𝑛 𝑆𝑛 𝑀

𝜇
𝛿𝑛−1 𝛾𝑛

𝜆

𝑓

Now consider the map 𝜆◦𝛿𝑛−1 ∶ 𝑆𝑛−1 → 𝑃. Since 𝜇◦𝜆◦𝛿𝑛−1 is the constant
map, the image of 𝜆◦𝛿𝑛−1 lies in the orbit through 𝑝0. Thus, there must exist
a map 𝜓 ∶ 𝑆𝑛−1 → 𝐻 such that 𝜆◦𝛿𝑛−1 = 𝜄◦𝜓. We define 𝜕([𝑓]) = [𝜓].
By repeatedly using the homotopy lifting property, it can be shown that the
sequence (E.5) is exact at all groups.

To see what such sequences are useful for, consider first the rather trivial
case of the universal covering of the circle: ℤ → ℝ → 𝑆1. Since all the
homotopy groups of ℝ are trivial, the long sequence breaks up into infinitely
many short exact sequences

0→ 𝜋𝑛(𝑆1)→ 𝜋𝑛−1(ℤ)→ 0

for 𝑛 = 1, 2…. The map in the middle is injective (because of the 0 on the
left) and surjective (because of the 0 on the right), so 𝜋𝑛(𝑆1) is isomorphic to
𝜋𝑛−1(ℤ). The only nontrivial homotopy group of ℤ is 𝜋0(ℤ) = ℤ, so the only
nontrivial homotopy group of 𝑆1 is 𝜋1(𝑆1) = ℤ, as is seen in the first column
of Table E.1.

As a less trivial case consider the Hopf bundle, defined in Section (D.4),
that has fiber 𝑆1, total space 𝑆3 and base space 𝑆2. Since 𝜋𝑛(𝑆1) = 0 for 𝑛 ≥ 2,
the long sequence breaks up into infinitely many short exact sequences

0→ 𝜋𝑛(𝑆3)→ 𝜋𝑛(𝑆2)→ 0

for 𝑛 = 3, 4…. Again, the map in the middle is injective (because of the 0 on
the left) and surjective (because of the 0 on the right), so 𝜋𝑛(𝑆2) is isomorphic
to 𝜋𝑛(𝑆3), as can indeed be seen, for the first few 𝑛, in Table E.1.
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Basic homology and
cohomology

To define the real 𝑝-th homology group of an orientedmanifold𝑀 we consider
the set of all 𝑝-dimensional oriented submanifolds of𝑀. Here 𝑝 is an integer
smaller or equal to the dimension of 𝑀. In the case 𝑝 = 0 an oriented
submanifold is just a point of 𝑀 together with a sign. If 𝑚1, 𝑚2, . . . are 𝑝-
dimensional submanifolds of 𝑀, and 𝑐1, 𝑐2, . . . are real numbers, a formal
linear combination ∑

𝑖
𝑐𝑖𝑚𝑖,

is called a real p-chain.1 The set of all real 𝑝-chains is denoted 𝐶𝑝(𝑀). It is
an (infinite dimensional) real vectorspace having all 𝑝-dimensional oriented
submanifolds of𝑀 as generators.

Given an oriented submanifold𝑚 one can consider its boundary 𝜕𝑚. It
is a (𝑝 − 1)-dimensional oriented submanifold of𝑀. Thus we can define a
linear operator 𝜕𝑝 ∶ 𝐶𝑝(𝑀)→ 𝐶𝑝−1(𝑀) by

𝜕𝑝 (
∑

𝑖
𝑐𝑖𝑚𝑖) =

∑

𝑖
𝑐𝑖𝜕𝑚𝑖. (F.1)

In the case 𝑝 = 0 we make the convention that the boundary of a point is the
empty set. Whenno confusion can arisewe shall often omit the subscript𝑝 and
denote the boundary operator by 𝜕. By construction, 𝜕 is a homomorphism.

1Later onwe shall consider amore general constructionwhere 𝑐𝑖 are elements of an arbitrary
abelian group but for the moment we stick to the reals.
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The boundary of a manifold of dimension 𝑝 is a manifold of dimension (𝑝−1)
without boundary. Therefore

𝜕◦𝜕 = 0. (F.2)

Let 𝑍𝑝(𝑀) = 𝑘𝑒𝑟𝜕𝑝 ⊂ 𝐶𝑝(𝑀) and 𝐵𝑝(𝑀) = 𝑖𝑚𝜕𝑝−1 ⊂ 𝐶𝑝(𝑀). The elements
of𝑍𝑝(𝑀) are called𝑝-cycles and the elements of𝐵𝑝(𝑀) are called𝑝-boundaries.
Because of (F.2), every boundary is a cycle, i.e. 𝐵𝑝(𝑀) ⊂ 𝑍𝑝(𝑀), but not every
cycle is necessarily a boundary.

Two cycles are said to be homologous if their difference is a boundary. For
example consider two cycles that consist just of two 𝑝-dimensional submani-
folds𝑚1 and𝑚2 without boundary, each with coefficient 1. These two cycles
are homologous provided there exists a (𝑝 + 1)-dimensional submanifold 𝑛
whose boundary is given by the union of 𝑚1 and 𝑚2, with the appropriate
orientation.

The relation of being homologous is an equivalence relations and we are
interested in the equivalence classes of 𝑝-cycles. The 𝑝-th homology group of
𝑀 is the quotient 𝐻𝑝(𝑀) = 𝑍𝑝(𝑀)∕𝐵𝑝(𝑀).2 If we consider the sequence of
vectorspaces

…→ 𝐶𝑝+1
𝜕𝑝−1
,,,,→ 𝐶𝑝

𝜕𝑝
,,→ 𝐶𝑝−1

𝜕𝑝+1
,,,,→ …

𝐻𝑝(𝑀) is a measure of the failure of the sequence being exact at 𝐶𝑝.
It is remarkable that although 𝐶𝑝(𝑀), 𝑍𝑝(𝑀) and 𝐵𝑝(𝑀) are infinite di-

mensional groups, the quotient𝐻𝑝(𝑀) is finite dimensional. The dimension
of 𝐻𝑝(𝑀) is called the 𝑝-th Betti number of𝑀, denoted 𝑏𝑝(𝑀). We will not
prove that 𝑏𝑝 are finite, but we can make this plausible by considering some
examples.

Example F.1

Since the boundary of a point is empty, every 0-chain is a 0-cycle:
𝑍0(𝑀) = 𝐶0(𝑀). On the other hand 𝐵0 consists of linear combinations
of points which arise by taking the boundary of a one-chain. For ex-
ample, consider two zero-cycles each consisting of a single point, with
coefficients 1 and -1 respectively. These cycles are homologous if and
only if there exist a curve segment joining them. If𝑀 is connected, any
two points can be joined by a curve, so all homology classes are just
multiples of the homology class of a point: 𝐻0(𝑀) = ℝ and 𝑏0 = 1. If
𝑀 consists of several connected components, choose a point 𝑝𝑖 in each

2This terminology emphasizes the additive abelian group structure.
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one. Every 0-cycle is homologous to a linear combination of 𝑝𝑖’s. In
this case 𝑏0 is equal to the number of connected components of𝑀.

Example F.2

Every loop embedded in a two-sphere divides the sphere in two disks.
Therefore every one-cycle on the sphere is homologous to zero, and
𝐻1(𝑆2) = 0.

Example F.3

The torus can be seen as the product of two unit intervals 𝐼 × 𝐼 (a
square) with opposing sides identified (i.e. (𝑥, 0) ≡ (𝑥, 1) and (0, 𝑦) ≡
(1, 𝑦)). The loops 𝑡 ↦→ (𝑥0, 𝑡) and 𝑡 ↦→ (𝑡, 𝑦0), for fixed 𝑥0 and 𝑦0,
are one-dimensional submanifolds that have no boundary and are not
the boundary of any two-dimensional submanifold. Thus they define
nontrivial homology classes. Every 1-cycle is homologous to a linear
combination of these two loops, so they generate 𝐻1(𝑆1 × 𝑆1) = ℝ2.
The first Betti number of the 2-dimensional torus is 𝑏1(𝑆1 × 𝑆1) = 2.

Example F.4

By a similar argument, the first Betti number of the 𝑛-dimensional
torus is 𝑛 and the 𝑝-th Betti number of the 𝑛-dimensional torus is

(𝑛
𝑝

)
,

the number of ways of choosing 𝑝 directions out of 𝑛, each choice
giving a different 𝑝-dimensional cycle that is not a boundary.

Example F.5

Let𝑀 be a compact, connected𝑛-dimensionalmanifoldwithout bound-
ary. There are no (𝑛 + 1)-chains, so 𝐵𝑛(𝑀) = 0 and 𝐻𝑛(𝑀) = 𝑍𝑛(𝑀).
Every cycle is a multiple of𝑀 itself, so𝐻𝑛(𝑀) = ℝ, the generator being
𝑀 itself, and 𝑏𝑛 = 1.

Example F.6

There are no (𝑚 + 1)-chains, so𝐻𝑝(𝑀) = 0 for 𝑝 > 𝑚.
Let us now define the real cohomology groups. We use de Rham’s
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definition, which is based on the use of differential forms. We denote
𝐶𝑝(𝑀) the space of smooth 𝑝-forms (totally antisymmetric 𝑝-tensors)
on 𝑀. In this context the 𝑝-forms are also called 𝑝-cochains. the
exterior differential 𝑑 is a map from 𝐶𝑝(𝑀) to 𝐶𝑝+1(𝑀), with the prop-
erty that

𝑑◦𝑑 = 0. (F.3)

A 𝑝 form 𝛼 is said to be closed, or a p-cocycle, if 𝑑𝛼 = 0, and exact, or a p-
coboundary, if there exists a (𝑝+1)-form 𝛽 such that 𝛼 = 𝑑𝛽. The space
of all closed forms is denoted 𝑍𝑝(𝑀) and the space of all exact forms
is denoted 𝐵𝑝(𝑀). Because of (F.3), we have 𝐵𝑝(𝑀) ⊂ 𝑍𝑝(𝑀). Two
closed forms which differ by an exact form are said to be cohomologous.
This is an equivalence relation and the equivalence classes of closed
𝑝-formsmodulo exact 𝑝-forms are called cohomology classes. The 𝑝-th
(de Rham) cohomology group of𝑀 is𝐻𝑝(𝑀) = 𝑍𝑝(𝑀)∕𝐵𝑝(𝑀).

Also in this case, 𝐶𝑝, 𝑍𝑝 and 𝐵𝑝 are infinite dimensional vec-
torspaces, but the cohomology groups are finite dimensional. Their
dimensions are denoted 𝑏𝑝.

Example F.7

The space 𝐶0(𝑀) is the space of real functions on 𝑀 and 𝑍0(𝑀) is
the subspace of locally constant functions. The space 𝐵0(𝑀) is empty,
since there are no forms of order −1. If𝑀 is connected, every locally
constant function is constant, so𝐻0(𝑀) = 𝑍0(𝑀) = ℝ. If𝑀 has several
connected components, a locally constant function is constant on each
connected component, so 𝐻0(𝑀) = ℝ𝑏0 , where 𝑏0 is the number of
connected components of𝑀.

Example F.8

Every one-form on a sphere of dimension 𝑚 > 1 is exact, so
𝐻1(𝑆𝑚) = 0.

Example F.9

Parametrize a circle 𝑆1 with an angle 0 ≤ 𝜑 < 2𝜋. The form 𝑑𝜑 is
closed and locally exact, but it is not globally exact, because 𝜑 is not
a (single-valued) function on the circle. Given a one-form 𝛼 on the
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circle consider the integral 𝑓(𝜑) = ∫ 𝜑0 𝛼. We have locally 𝛼 = 𝑑𝑓. If
𝑓(2𝜋) = 0, then 𝑓 is a well-defined function on the circle and 𝛼 is
exact. Thus two one-forms 𝛼1 and 𝛼2 are cohomologous if and only
if ∫𝑆1 𝛼1 = ∫𝑆1 𝛼2. Suppose that ∫𝑆1 𝛼 = 𝑐. Then 𝛼 is cohomologous to
(𝑐∕2𝜋)𝑑𝜑 and we find that𝐻1(𝑆1) = ℝ, generated by (the cohomology
class of) 𝜔 = 1

2𝜋
𝑑𝜑.

Example F.10

Generalizing the previous example, on an 𝑛-dimensional compact,
connected manifold without boundary, all forms of degree 𝑛 are closed,
because there are no forms of degree𝑛+1. Thus,𝑍𝑛 = 𝐶𝑛. FromStokes’
theorem, the integral of any exact 𝑛-form on 𝑀 must be zero. Thus
a volume form defines a nontrivial cohomology class, that generates
𝐻𝑛(𝑀) = ℝ.

The most important property of the homology and cohomology groups
is that they are topological invariants, i.e. if 𝑀 and 𝑁 are homeomorphic,
they have the same homology and cohomology groups. However, in general,
two manifolds with the same homology and cohomology groups need not be
homeomorphic.

Comparing the results in the given examples one notices that 𝐻𝑝(𝑀) and
𝐻𝑝(𝑀) are the same. This is not casual. Consider the real number defined by

⟨𝛼|𝑚⟩ = ∫
𝑚
𝛼, (F.4)

where 𝛼 is a 𝑝 form and𝑚 is a 𝑝 dimensional submanifold of𝑀. This defines
a bilinear pairing 𝐶𝑝(𝑀) × 𝐶𝑝(𝑀)→ ℝ. If𝑚 is a cycle and 𝛼 is a cocycle, the
pairing depends only on the homology class of𝑚 and the cohomology class
of 𝛼. In fact, using Stokes’ theorem,

⟨𝛼 + 𝑑𝛽|𝑚⟩ = ⟨𝛼|𝑚⟩

and
⟨𝛼|𝑚 + 𝜕𝑛⟩ = ⟨𝛼|𝑚⟩.

So we actually have a bilinear pairing𝐻𝑝(𝑀) ×𝐻𝑝(𝑀)→ ℝ.
One can prove that this pairing is nondegenerate, in the sense that ⟨𝛼|𝑚⟩ =

0 for all 𝛼 ∈ 𝑍𝑝(𝑀) implies𝑚 = 𝜕𝑛 and ⟨𝛼|𝑚⟩ = 0 for all𝑚 ∈ 𝑍𝑝(𝑀) implies
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𝛼 = 𝑑𝛽. Thus,𝐻𝑝(𝑀) is isomorphic to the dual space𝐻𝑝(𝑀)∗. In particular,
they have the same dimensions 𝑏𝑝 = 𝑏𝑝.

This shows that there is no more information in the cohomology groups
than there is in the homology groups. However, the direct sum ⊕𝑝𝐻𝑝(𝑀)
can be given an algebra structure, with the product coming from the exterior
product of forms. This whole algebra is a topological invariant, and it does
not have a counterpart in homology.

One can define homology groups with coefficients in any abelian group 𝐺.
In the definition of a 𝑝-chain given above one just reinterprets the coefficients
𝑐𝑖 as elements of 𝐺 instead of real numbers. The resulting homology groups
are denoted 𝐻𝑝(𝑀,𝐺). The most important case is 𝐺 = ℤ, the group of the
integers. The integer homology group𝐻𝑝(𝑀,ℤ) can be shown to be a finitely
generated abelian group, and has the general structure

ℤ⊕ …⊕ℤ⊕ℤ𝑛1 ⊕ …ℤ𝑛𝑘 ,

where there are 𝑏𝑝 direct addends ℤ and 𝑘 addends which are cyclic groups
(of order 𝑛1,… , 𝑛𝑘). The direct sum of the ℤ groups forms the so-called free
part, while the direct sum of the cyclic groups is called the torsion part.

The integer homology groups are the ones that contain most information.
The homology groups with other coefficients can be obtained from the ones
with integer coefficients by using the so-called universal coefficient theorem.
For example, the real homology groups are obtained by replacing every addend
ℤ by an addend ℝ and dropping the torsion part. Therefore, they contain less
information than the integer homology groups.

One can also define cohomology groups with arbitrary coefficients. In
general it is not possible to use differential forms. In the real case, one can
regard a differential form as a linear map from 𝐶𝑝(𝑀) to ℝ. In general one
can define 𝐶𝑝(𝑀,𝐺) to be the space of all homomorphisms from 𝐶𝑝(𝑀,ℤ)
to 𝐺. The differential 𝑑 is defined in this case by the requirement that for
every cochain 𝛼 and chain 𝑚, 𝑑𝛼(𝑚) = 𝛼(𝜕𝑚). The resulting cohomology
groups 𝐻𝑝(𝑀,𝐺) are again related to the corresponding homology groups.
For example

𝐻𝑝(𝑀,ℤ) = free(𝐻𝑝(𝑀,ℤ))⊕ tor(𝐻𝑝−1(𝑀,ℤ)).

It is possible to represent the integer cohomology classes by means of
singular differential forms [AlE57]. For our purposes it will be enough to note
that the homomorphism ℤ→ ℝ gives rise to a homomorphism𝐻𝑝(𝑀,ℤ)→
𝐻𝑝(𝑀,ℝ), and that the latter group can be represented in the de Rham way
by differential forms. A de Rham cohomology class is in the image of this
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homomorphism if and only if

⟨𝛼|𝑚⟩ = ∫
𝑚
𝛼 ∈ ℤ ∀𝑚 ∈ 𝑍𝑝(𝑀,ℤ).

Finallywemention a connection betweenhomology andhomotopy groups,
known as the Hurewicz theorem: if 𝜋1(𝑀)=…=𝜋𝑟(𝑀)=0, then𝐻1(𝑀,ℤ)=
…=𝐻𝑟(𝑀,ℤ)=0 and𝐻𝑟+1(𝑀,ℤ)=𝜋𝑟+1(𝑀).





Appendix G

Manifolds of maps

G.1 Geometry of spaces of maps
The spaces of maps Γ(𝑀,𝑁) introduced in Section E.1 can be given the struc-
ture of topological spaces and differentiable manifolds. The purpose of a differ-
entiable structure on some space 𝑋 is to be able to define smooth functions on
𝑋. This is done by postulating that every point in 𝑋 has a neighborhood that
is homeomorphic to an open set in some vector space 𝑉, and then patching
together sufficiently many such neighborhoods to construct a global atlas. For
finite dimensional real manifolds, 𝑉 = ℝ𝑛. We know how to do calculus on
ℝ𝑛 and we use the atlas to define calculus on 𝑋. One then says that ℝ𝑛 is the
model for𝑀. If𝑀 is𝑚-dimensional and𝑁 is 𝑛-dimensional, a suitable mani-
fold model for Γ(𝑀,𝑁)will be something akin to Γ(ℝ𝑚,ℝ𝑛). Functions on an
infinite dimensional manifold are often called functionals and the notation
𝑓[𝜑] is used instead of 𝑓(𝜑) to make this clear. In the main text we have not
used this convention, that is mostly superfluous, but we will find it convenient
to use it in this appendix. We will not deal with any of the subtleties involved
in defining smooth function(al)s on Γ(𝑀,𝑁), but show instead how, following
the standard constructions for finite dimensional manifolds, one can define
tensors on Γ(𝑀,𝑁) and do some actual calculations with them. Physicists
will find that this is mostly an application of familiar rules from the calculus
of variations.

We assume coordinate systems {𝑥𝜇} on𝑀 and {𝑦𝛼} on 𝑁, One can take
as coordinates on Γ(𝑀,𝑁) the values 𝜑𝛼(𝑥), for all 𝛼 and 𝑥. Therefore the
coordinates are indexed by the infinite set {𝛼, 𝑥}.

A real functional is a real-valued function on Γ(𝑀,𝑁). Most functionals
of interest in physics are integrals of scalars constructed with the field and
its derivatives. Functionals that are integrals of scalars formed with 𝜑 and
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a finite number of derivatives of 𝜑 are called local functionals. Note that in
general, even though their argument is a function on𝑀, functionals have no
dependence on a point in𝑀. However, particular functionals may have such
dependence, for example one may define a functional 𝑒𝑣𝑥 = ∫ 𝑑𝑛𝑦𝛿(𝑥 − 𝑦),
whose value on a function is the value of that function at 𝑥:

𝑒𝑣𝑥[𝜑] = 𝜑(𝑥). (G.1)

Let𝜑 be a point onΓ(𝑀,𝑁) and let 𝑐(𝑡) be a curve onΓ(𝑀,𝑁), parametrized
by a real parameter 𝑡, with 𝑐(0) = 𝜑. The vector tangent to this curve at the
point 𝜑 is a linear first order differential operator 𝑣 that acting upon a real-
valued functional 𝑓 gives the real number:

𝑣(𝑓) = 𝑑𝑓(𝑐(𝑡))
𝑑𝑡

|||||𝑡=0. (G.2)

We can then write
𝑣 = ∫

𝑥
𝑣𝛼(𝑥) 𝛿

𝛿𝜑𝛼(𝑥)
, (G.3)

where 𝛿
𝛿𝜑𝛼(𝑥)

are the basis vectors and we use the shorthand notation

∫
𝑥
= ∫

𝑀
𝑑𝑛𝑥.

The sum over the indexing set now consists of a sum over 𝛼 and an integral
over 𝑥.1

The space of all vectors at 𝜑 is a linear space called the tangent space at
𝜑, denoted 𝑇𝜑Γ(𝑀,𝑁). The union of all tangent spaces is another manifold
𝑇Γ(𝑀,𝑁) called the tangent bundle. It is a bundle in the sense that there is a
projection from 𝑇Γ(𝑀,𝑁) to Γ(𝑀,𝑁), namely the map that associates to any
vector the point at which it is attached.

One can visualize a vector tangent to Γ(𝑀,𝑁) at a point 𝜑 as follows. A
curve 𝑐(𝑡) in Γ(𝑀,𝑁) is a one-parameter deformation of the map 𝜑 = 𝑐(0).
For every point 𝑥 ∈ 𝑀 we have a curve 𝑐𝑥 in 𝑁 defined by 𝑐𝑥(𝑡) = (𝑐(𝑡))(𝑥).
Every such curve has a tangent vector at 𝜑(𝑥). Therefore a vector tangent to
𝜑 is an assignment to each point 𝑥 ∈ 𝑀 of a vector tangent to 𝑁 at 𝜑(𝑥). In
other words a vector tangent to Γ(𝑀,𝑁) at a point 𝜑 is a map 𝑣 from𝑀 to 𝑇𝑁
which projects onto 𝜑. This is called a vectorfield along 𝜑.

1DeWitt proposed that the coordinate 𝑥 be subsumed in the index𝛼 and that the summation
convention should be extended to include integration over 𝑥 [DeW64]. Then this expression
would be written 𝑣𝛼 ⋅ 𝛿

𝛿𝜑𝛼
. We shall not use this condensed notation here.
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A one-form on Γ(𝑀,𝑁) at 𝜑 is a linear map from the tangent space at 𝜑 to
the reals. The space of all one-forms at 𝜑 is the cotangent space 𝑇∗𝜑Γ(𝑀,𝑁).

If 𝑓[𝜑] is a functional on Γ(𝑀,𝑁), its differential is the one-form 𝛿𝑓,
defined by

𝛿𝑓(𝑣) = 𝑣(𝑓). (G.4)

In the coordinates defined above, the differential is

𝛿𝑓 = ∫
𝑥

𝛿𝑓
𝛿𝜑𝛼(𝑥)

𝛿𝜑𝛼(𝑥). (G.5)

The natural basis for forms consists of the functional differentials 𝛿𝜑𝛼(𝑥). It
is dual to the natural basis for vectors

𝛿𝜑𝛼(𝑥) ( 𝛿
𝛿𝜑𝛽(𝑦)

) =
𝛿𝜑𝛼(𝑥)
𝛿𝜑𝛽(𝑦)

= 𝛿𝛼𝛽𝛿(𝑥 − 𝑦). (G.6)

Thus, a one-form 𝜔 can be expanded in local coordinates,

𝜔 = ∫
𝑥
𝜔𝛼(𝑥)𝛿𝜑𝛼(𝑥). (G.7)

In this way the value of the form 𝜔 on the vector 𝑣 is given by

𝜔(𝑣) = ∫
𝑥
𝜔𝛼(𝑥)𝑣𝛼(𝑥). (G.8)

As usual, tensors can be defined as multilinear maps from the tensor products
of tangent and cotangents spaces to the reals. We will only need differential
forms, that are totally antisymmetric covariant tensors. In general, a 𝑝-form
can be written

𝜔 = 1
𝑝! ∫𝑥1

⋯ ∫
𝑥𝑝
𝜔𝛼1…𝛼𝑝(𝑥1,… , 𝑥𝑝)𝛿𝜑

𝛼1(𝑥1) ∧⋯ ∧ 𝛿𝜑𝛼𝑝(𝑥𝑝). (G.9)

The value of 𝜔 on vectors 𝑣1,. . .𝑣𝑝 is

𝜔(𝑣1,… , 𝑣𝑝) =
1
𝑝! ∫𝑥1

⋯ ∫
𝑥𝑝
𝜔𝛼1…𝛼𝑝(𝑥1,… , 𝑥𝑝)𝑣

𝛼1
1 (𝑥1) … 𝑣

𝛼𝑝
𝑝 (𝑥𝑝). (G.10)

Note that the differentials in (G.9) in general are evaluated at the different
points: the components 𝜔𝛼1…𝛼𝑝 are multilocal. In special cases, some or all the
arguments (𝑥1,… , 𝑥𝑝)may coincide, in which case the number of integrations
is correspondingly reduced.
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Also note that in general the components of tensors (vectors, forms. . . )
are functionals with a dependence on the point in 𝑀. In this respect they
are somewhat similar to (G.1). The dependence on 𝑥 has to be understood
in the same sense as an index. Thus the components are not genuine scalar
functionals, just like the components of a vector on a finite dimensional
manifold are not scalar functions on the manifold. It is only when they are
contracted with other objects and integrated that they become true scalar
functionals (without a dependence on points in𝑀).

The contraction of the 𝑝-form 𝜔 with a vector 𝑣 is the 𝑝 − 1-form

𝑖𝑣𝜔 = 1
(𝑝 − 1)!

∫
𝑥1
⋯ ∫

𝑥𝑝
𝑣𝛼1(𝑥1)𝜔(𝑥1,… , 𝑥𝑝)𝛼1…𝛼𝑝𝛿𝜑

𝛼2(𝑥2) ∧⋯ ∧ 𝛿𝜑𝛼𝑝(𝑥𝑝).

(G.11)
Next we define tensor fields. A vector field 𝑣 is a section of 𝑇Γ(𝑀,𝑁), i.e.

the assignment of a tangent vector to each point of Γ(𝑀,𝑁). A tangent vector
field can be written as in (G.3), but now with the components 𝑣𝛼 being also
functionals of 𝜑. Then, (G.3) becomes

𝑣[𝜑] = ∫ 𝑑𝑥 𝑣[𝜑]𝛼(𝑥) 𝛿
𝛿𝜑𝛼(𝑥)

.

For example, the Lie bracket of two vector fields 𝑣 and 𝑤 is given by

[𝑣, 𝑤] = ∫
𝑥
∫
𝑦
(𝑣[𝜑]𝛼(𝑥)𝛿𝑤[𝜑]

𝛽(𝑦)
𝛿𝜑𝛼(𝑥)

− 𝑤[𝜑]𝛼(𝑥)𝛿𝑣[𝜑]
𝛽(𝑦)

𝛿𝜑𝛼(𝑥)
) 𝛿
𝛿𝜑𝛽(𝑦)

. (G.12)

Tensor fields are defined in a similar way. In particular one can define
fields of differential forms. Then, the exterior derivative is defined as usual by

𝑑𝜔(𝑣1,… 𝑣𝑘+1) =
∑

𝑖
(−)𝑖+1𝑣𝑖

(
𝜔(𝑣1,… , 𝑣𝑖,… 𝑣𝑘+1)

)

−
∑

𝑖<𝑗
(−)𝑖+𝑗𝜔([𝑣𝑖, 𝑣𝑗], 𝑣1,… 𝑣𝑖 … , 𝑣𝑗,… 𝑣𝑘+1), (G.13)

where 𝑣𝑖 on the r.h.s. has to be regarded as a directional derivative acting on
the function in brackets, and the hat denotes that one argument is missing.
In particular, if 𝜔 is a one-form on Γ(𝑀,𝑁)

𝑑𝜔(𝑣, 𝑤) = 𝑣(𝜔(𝑤)) − 𝑤(𝜔(𝑣)) − 𝜔([𝑣, 𝑤])

= ∫
𝑥
∫
𝑦
𝑣[𝜑]𝛼(𝑥)𝑤[𝜑]𝛽(𝑦)(

𝛿𝜔[𝜑]𝛽(𝑦)
𝛿𝜑𝛼(𝑥)

− 𝛿𝜔[𝜑]𝛼(𝑥)
𝛿𝜑𝛽(𝑦)

). (G.14)
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G.2 Homotopy of spaces of maps

Next, we describe some relations between the homotopy, and cohomology
groups of 𝑁 and those of the space of maps Γ∗(𝑀,𝑁). We assume for sim-
plicity that𝑀 and 𝑁 are compact, connected manifolds without boundary, of
dimension𝑚 and 𝑛 respectively.

We begin by the following result, of which special cases are used several
times in this book:

𝜋𝑘(Γ∗(𝑆𝑚, 𝑁)) = 𝜋𝑘+𝑚(𝑁). (G.15)

To understand this result it is convenient to represent the sphere 𝑆𝑘 as a 𝑘-
dimensional cube 𝐼𝑘 with the points on the boundary identified. We shall
denote 0 ≤ 𝑡𝑖 ≤ 1, 𝑖 = 1,… , 𝑘 the coordinates on this cube. The same can be
done with 𝑆𝑚. The space 𝑁 has a basepoint denoted 𝑦0; we also choose as a
basepoint in Γ∗(𝑆𝑚, 𝑁) the constant map 𝑦0 (the distinction between these
two meanings of the symbol 𝑦0 will be clear from the context).

An element of Γ∗(𝑆𝑚, 𝑁) is a map 𝜑 from 𝐼𝑚 to𝑁 such that 𝜑(𝑥1,… , 𝑥𝑚) =
𝑦0 whenever one of its arguments is either 0 or 1. An element of𝜋𝑘(Γ∗(𝑆𝑚, 𝑁))
is (the homotopy class of) amap𝑓 from 𝐼𝑘 toΓ∗(𝑆𝑚, 𝑁), such that𝑓(𝑡1,… , 𝑡𝑘) =
𝑦0 whenever one of its arguments is either 0 or 1. Let us define a map
𝑓 ∶ 𝐼𝑘+𝑚 → 𝑁 by

𝑓(𝑡1,… , 𝑡𝑘, 𝑥1,… , 𝑥𝑚) = (𝑓(𝑡1,… , 𝑡𝑘))(𝑥1,… , 𝑥𝑚).

We have 𝑓 = 𝑦0 whenever one of its arguments is either 0 or 1. So 𝑓 defines a
map from 𝑆𝑘+𝑚 to 𝑁, and hence an element of 𝜋𝑘+𝑚(𝑁).

Continuous deformations of 𝑓 correspond to continuous deformations of
𝑓. Therefore the correspondence of the homotopy class of 𝑓 to the homotopy
class of 𝑓 is bijective.

G.3 Cohomology of spaces of maps

Insofar as Γ∗(𝑀,𝑁) is a topological space, one can define its cohomology
groups. In the main text, and in particular in Sections 3.3 and 4.2, we have
used some relations between the cohomology groups of these spaces and those
of 𝑁. In the rest of this section we outline these constructions in some detail
and in greater generality.

We begin by defining linear maps ℎ𝑝 ∶ 𝐶𝑝+𝑚(𝑁)→ 𝐶𝑝(Γ(𝑀,𝑁)), where
𝑝 = 0, 1, 2,… . Given a 𝑝 +𝑚-form 𝜔 on 𝑁, a map 𝜑 ∈ Γ(𝑀,𝑁) and tangent
vectors 𝑣1,… , 𝑣𝑝 ∈ 𝑇𝜑Γ(𝑀,𝑁), we define the 𝑝-form ℎ𝑝𝜔 on Γ(𝑀,𝑁)) by
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giving its value at the point 𝜑 on the vectors 𝑣1… 𝑣𝑝:

(ℎ𝑝𝜔)𝜑(𝑣1,… , 𝑣𝑝) = ∫
𝑀
𝜑∗𝑖𝑣𝑝 … 𝑖𝑣1𝜔. (G.16)

The forms on Γ(𝑀,𝑁) obtained in this way are local, in the sense that they
depend only on a finite number of derivatives of 𝜑. The homomorphisms ℎ𝑝
intertwine the action of the exterior differentials on 𝑁 and Γ(𝑀,𝑁):

𝑑◦ℎ𝑝 = ℎ𝑝+1◦𝑑. (G.17)

Thusℎ𝑝 induce homomorphisms on the cohomology groupsℎ𝑝 ∶ 𝐻𝑝+𝑚(𝑁)→
𝐻𝑝(Γ(𝑀,𝑁)). In the rest of the section we give the proof of (G.17), by explicit
calculation.

Let 𝜔 be a field of 𝑝 + 𝑚-forms and 𝑣𝑖, 𝑖 = 1,… , 𝑝 + 1 be arbitrary vec-
torfields, all defined in the neighbourhood of a map 𝜑 in Γ(𝑀,𝑁). Thus 𝑣𝑖
can be decomposed as in (G.3), the components 𝑣𝛼(𝑥) now being arbitrary
functionals of 𝜑. From (G.13) and (G.16) we have

𝑑(ℎ𝑝𝜔)𝜑(𝑣1,… , 𝑣𝑝+1) =
∑

𝑖
(−)𝑖+1𝑣𝑖 ∫

𝑀
𝜑∗𝑖𝑣𝑝+1 … �̂�𝑣𝑖 … 𝑖𝑣1𝜔

+
∑

𝑖<𝑗
(−)𝑖+𝑗 ∫

𝑀
𝜑∗𝑖𝑣𝑝+1 … �̂�𝑣𝑗 … �̂�𝑣𝑖 … 𝑖𝑣1 𝑖[𝑣𝑖 ,𝑣𝑗]𝜔.

(G.18)

In the first term, 𝑣𝑖 acts as a directional derivative, and the Lie bracket of
vectorfields is defined in (G.12). The 𝑖-th term in the first sum is

∫
𝑥
𝑣𝛼𝑖 (𝑥)

𝛿
𝛿𝜑𝛼(𝑥)

∫
𝑦
𝜀𝑖1…𝑖𝑚 𝜕𝜑

𝛼1

𝜕𝑦𝑖1
… 𝜕𝜑𝛼𝑚
𝜕𝑦𝑖𝑚

𝑣𝛽11 (𝑦) … 𝑣
𝛽𝑖
𝑖 (𝑦) … 𝑣

𝛽𝑝+1
𝑝+1 (𝑦)

× 𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝛼𝑚(𝜑(𝑦)) (G.19)

that evaluates to

∫
𝑥
∫
𝑦
𝜀𝑖1…𝑖𝑚 𝑣𝛼𝑖 (𝑥)[𝑚

𝜕
𝜕𝑦𝑖1

𝛿(𝑥 − 𝑦)𝜕𝜑
𝛼2

𝜕𝑦𝑖2
… 𝜕𝜑𝛼𝑚
𝜕𝑦𝑖𝑚

𝑣𝛽11 (𝑦) … 𝑣
𝛽𝑖
𝑖 (𝑦) … 𝑣

𝛽𝑝+1
𝑝+1 (𝑦)

× 𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼𝛼2…𝛼𝑚 (𝜑(𝑦))

+
∑

𝑗≠𝑖

𝜕𝜑𝛼1
𝜕𝑦𝑖1

… 𝜕𝜑𝛼𝑚
𝜕𝑦𝑖𝑚

𝑣𝛽11 (𝑦) … 𝑣
𝛽𝑖
𝑖 (𝑦) …

𝛿𝑣𝛽𝑗𝑗 (𝑦)
𝛿𝜑𝛼(𝑥)

… 𝑣𝛽𝑝+1𝑝+1 (𝑦)𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝛼𝑚 (𝜑(𝑦))

+ 𝜕𝜑𝛼1
𝜕𝑦𝑖1

… 𝜕𝜑𝛼𝑚
𝜕𝑦𝑖𝑚

𝑣𝛽11 … 𝑣𝛽𝑖𝑖 … 𝑣𝛽𝑝+1𝑝+1 𝛿(𝑥 − 𝑦)(𝜕𝛼𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝛼𝑚 )(𝜑(𝑦))]. (G.20)
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In the first term we replace 𝜕
𝜕𝑦𝑖1

𝛿(𝑥 − 𝑦) by − 𝜕
𝜕𝑥𝑖1

𝛿(𝑥 − 𝑦), integrate by parts
and change the dummy index 𝛼 to 𝛽𝑖. Then one can rewrite this as

∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖2𝜑

𝛼2 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑚𝑣𝛽11 …

𝜕𝑣𝛽𝑖𝑖
𝜕𝑥𝑖1

… 𝑣𝛽𝑝+1𝑝+1𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛽𝑖𝛼2…𝛼𝑚

+ ∫
𝑥
∫
𝑦
𝜀𝑖1…𝑖𝑚 𝜕𝜑

𝛼1

𝜕𝑦𝑖1
… 𝜕𝜑𝛼𝑚
𝜕𝑦𝑖𝑚

∑

𝑗≠𝑖
𝑣𝛼𝑖 (𝑥)

𝛿𝑣𝛽𝑗𝑗 (𝑦)
𝛿𝜑𝛼(𝑥)

× 𝑣𝛽11 (𝑦) … 𝑣
𝛽𝑖
𝑖 (𝑦) … 𝑣

𝛽𝑗
𝑗 (𝑦) … 𝑣

𝛽𝑝+1
𝑝+1 (𝑦)𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝑎𝑚(𝜑(𝑦))

+ ∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖1𝜑

𝛼1 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑣𝛽11 … 𝑣𝛽𝑖𝑖 … 𝑣

𝛽𝑝+1
𝑝+1 𝜕𝛽𝑖𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝛼𝑚 . (G.21)

When this expression is inserted into the first sum on the r.h.s. of (G.18), the
alternating sum over 𝑖 of the second term gives Lie-brackets that cancel the
second sum on the r.h.s. of (G.18). Thus, (G.18) is equal to the alternating
sum over 𝑖 of the first and third term in this last expression. Using

𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛽𝑖𝛼2…𝛼𝑚 = (−)𝑖+𝑝−1𝜔𝛽1…𝛽𝑝+1𝛼2…𝛼𝑚 ,

the alternating sum of the first term in (G.21) can be rewritten:

(−)𝑝
∑

𝑖
∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖2𝜑

𝛼2 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑚𝑣𝛽11 …

𝜕𝑣𝛽𝑖𝑖
𝜕𝑥𝑖1

… 𝑣𝛽𝑝+1𝑝+1𝜔𝛽1…𝛽𝑝+1𝛼2…𝛼𝑚

= (−)𝑝 ∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖2𝜑

𝛼2 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑚 𝜕

𝜕𝑥𝑖1
(𝑣𝛽11 … 𝑣𝛽𝑝+1𝑝+1 )𝜔𝛽1…𝛽𝑝+1𝛼2…𝛼𝑚

= (−)𝑝+1 ∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖1𝜑

𝛼1 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑣𝛽11 … 𝑣𝛽𝑝+1𝑝+1𝑚𝜕𝛼1𝜔𝛽1…𝛽𝑝+1𝛼2…𝛼𝑚 .

(G.22)
Altogether, (G.18) is equal to

∫
𝑥
𝜀𝑖1…𝑖𝑚𝜕𝑖1𝜑

𝛼1 … 𝜕𝑖𝑚𝜑
𝛼𝑚𝑣𝛽11 … 𝑣𝛽𝑝+1𝑝+1 [

∑

𝑖
(−)𝑖+1𝜕𝛽𝑖𝜔𝛽1…𝛽𝑖…𝛽𝑝+1𝛼1…𝛼𝑚

+ (−)𝑝+1𝑚𝜕𝛼1𝜔𝛽1…𝛽𝑝+1𝛼2…𝛼𝑚]. (G.23)

Using total antisymmetry in 𝛼1…𝛼𝑚, the quantity in square bracket can be
replaced by (𝑚 + 𝑝 + 1)𝜕[𝛽1𝜔𝛽2…𝛽𝑝+1𝛼1…𝛼𝑚] = (𝑑𝜔)𝛽1…𝛽𝑝+1𝛼1…𝛼𝑚 . Thus (G.18) is
equal to

∫
𝑀
𝜑∗𝑖𝑣𝑝+1 … 𝑖𝑣1𝑑𝜔 = ℎ𝑝+1(𝑑𝜔)𝜑(𝑣1… 𝑣𝑝+1). (G.24)

Since 𝑣1,… , 𝑣𝑝+1 are arbitrary, this concludes the proof of (G.17).





Appendix H

Solutions to selected exercises

H.1 Exercise 1.2: Noether currents of the 𝑶(𝑵)
model

The generators of 𝑂(𝑁) are 𝑁 × 𝑁 matrices (𝑇𝑎)𝑚𝑛 with 𝑎 = 1,… , 𝑁(𝑁−1)
2

,
𝑚, 𝑛 = 1,… , 𝑁, antisymmetric in (𝑚, 𝑛). Hence the infinitesimal transforma-
tion with small parameters 𝜖𝑎 acts as

𝛿𝜙𝑚 = 𝜖𝑎𝑇𝑎𝑚𝑛𝜙𝑛.

According to the general formula (1.7), the Noether current is

𝑗𝜇𝑎 = −𝜕𝜇𝜙𝑚𝑇𝑎𝑚𝑛𝜙𝑛.

The divergence of the current is

𝜕𝜇𝑗
𝜇
𝑎 = −□𝜙𝑚𝑇𝑎𝑚𝑛𝜙𝑛 − 𝜕𝜇𝜙𝑚𝑇𝑎𝑚𝑛𝜕𝜇𝜙𝑛,

The second term is identically zero, because 𝑇𝑎 is antisymmetric. The equa-
tions of motion for 𝜙𝑚 is

□𝜙𝑛 = (𝑚2 + 𝜆𝜙2)𝜙𝑛.

When we use this equation, the first term becomes proportional to 𝜙𝑚𝜙𝑛 and
also vanishes because of antisymmetry. Hence the current 𝑗𝜇𝑎 is conserved on
shell.

Let’s consider now the broken phase: after the field redefinition, the
Lagrangian becomes

−12𝜕𝜇𝜋
𝑚𝜕𝜇𝜋𝑚 − 1

2𝜕𝜇𝜒𝜕
𝜇𝜒 −𝑚2𝜒2 − 𝜆

4 (𝜋
𝑚𝜋𝑚 + 𝜒2)2 − 𝜆𝑓𝜒(𝜋𝑚𝜋𝑚 + 𝜒2).

293
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We consider separately the action of the unbroken generators of 𝑂(𝑁 − 1),
with 𝑎 = 1,… , (𝑁−1)(𝑁−2)

2
and acting as

𝛿𝜋𝑚 = 𝜖𝑎𝑇𝑎𝑚𝑛𝜋𝑛, 𝛿𝜒 = 0,

and the remaining 𝑁 − 1 generators acting as

𝛿𝜋𝑚 = 𝜖𝑏𝑇𝑏𝑚𝑁(𝑓 + 𝜒), 𝛿𝜒 = 𝜖𝑏𝑇𝑏𝑁𝑚𝜋𝑚.

The conserved currents are

𝑗𝜇𝑎 = −𝜕𝜇𝜋𝑚𝑇𝑎𝑚𝑛𝜋𝑛

and
𝑗𝜇𝑏 = −𝑇𝑏𝑚𝑁[(𝑓 + 𝜒)𝜕𝜇𝜋𝑚 − 𝜋𝑚𝜕𝜇𝜒],

respectively. The equations of motion for 𝜋 and 𝜒 are:

□𝜋𝑚 = 𝜆𝜋𝑚(𝜋𝑛𝜋𝑛 + 𝜒2 + 2𝑓𝜒)
□𝜒 = 𝜆(𝜋𝑚𝜋𝑚 + 𝜒2 + 2𝑓𝜒)(𝑓 + 𝜒).

The divergences of the two currents

𝜕𝜇𝑗
𝜇
𝑎 = −□𝜋𝑚𝑇𝑎𝑚𝑛𝜋𝑛

𝜕𝜇𝑗
𝜇
𝑏 = −𝑇𝑏𝑚𝑁[(𝑓 + 𝜒)□𝜋𝑚 − 𝜋𝑚□𝜒]

are found again to vanish on-shell.

H.2 Exercise 1.4: alternative chiral Lagrangian
Consider first the bosonic part (the first line) of the Lagrangian (1.218):

−14tr𝜕𝜇Σ
†𝜕𝜇Σ − 𝜆

4 (
1
2trΣ

†Σ − 𝑓2)
2

Using tr(𝜎𝑎𝜎𝑏) = 2𝛿𝑎𝑏 we find

tr(𝜕𝜇Σ†𝜕𝜇Σ) = 2(𝜕𝜇𝜎𝜕𝜇𝜎 + 𝜕𝜇𝜋𝑎𝜕𝜇𝜋𝑎)

and
trΣ+Σ = 2(𝜋𝑎𝜋𝑎 + 𝜎2),

that immediately reproduce the bosonic part of (1.59).
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From the definitions
𝑃± =

1 ± 𝛾5
2

and
𝑁𝐿 = 𝑃−𝑁, 𝑁𝑅 = 𝑃+𝑁,

one has for the conjugate spinors

�̄�𝐿 = 𝑖𝑁+
𝐿 𝛾

0 = 𝑖𝑁+𝑃−𝛾0 = 𝑖𝑁+𝛾0𝑃+ = �̄�𝑃+

and
�̄�𝑅 = 𝑖𝑁+

𝑅 𝛾
0 = 𝑖𝑁+𝑃+𝛾0 = 𝑖𝑁+𝛾0𝑃− = �̄�𝑃−,

where we have used the fact that 𝛾5 anticommutes with 𝛾𝜇. Thus

�̄�𝐿𝛾𝜇𝜕𝜇𝑁𝐿 = �̄�𝑃+𝛾𝜇𝜕𝜇𝑃−𝑁 = �̄�𝛾𝜇𝜕𝜇𝑃−𝑁

and
�̄�𝑅𝛾𝜇𝜕𝜇𝑁𝑅 = �̄�𝑃−𝛾𝜇𝜕𝜇𝑃+𝑁 = �̄�𝛾𝜇𝜕𝜇𝑃+𝑁,

so the free fermionic part of the Lagrangian (1.218) reduces to

−�̄�𝛾𝜇𝜕𝜇𝑁.

For the fermion-scalar interaction term, using the same machinery, we
have

�̄�𝐿Σ𝑁𝑅 + �̄�𝑅Σ†𝑁𝐿 = �̄�[(𝜎 + 𝑖𝜋𝑎𝜎𝑎)𝑃+ + (𝜎 − 𝑖𝜋𝑎𝜎𝑎)𝑃−]𝑁
= �̄�(𝜎 + 𝑖𝜋𝑎𝜎𝑎𝛾5)𝑁
= �̄�(𝜎 + 2𝜋𝑎𝜏𝑎𝛾5)𝑁.

H.3 Exercise 1.5: coordinates on the sphere
In each case, the simplest way to calculate the metric is to start from the ex-
pressions 𝑧𝑖(𝑦𝛼) of the embedding coordinates as functions of the coordinates
on the sphere. Differentiate

𝑑𝑧𝑖 =
𝜕𝑧𝑖
𝜕𝑦𝛼 𝑑𝑦

𝛼,

and insert in the line element of the embedding space ℝ𝑁

𝑑𝑠2 = 𝑑𝑧21 + … + 𝑑𝑧2𝑁 .



296 APPENDIX H. SOLUTIONS TO SELECTED EXERCISES

Comparing with the line element on the sphere

𝑑𝑠2 = ℎ𝛼𝛽𝑑𝑦𝛼𝑑𝑦𝛽

one reads off the components ℎ𝛼𝛽 .
In the case of the stereographic coordinates, the relations 𝑧𝑖(𝜔𝛼) are derived

as follows. From elementary geometry,
𝑧𝑖

𝑟 − 𝑧𝑁
= 𝜔𝑖
2𝑟 for 𝑖 = 1,… , 𝑁 − 1.

Define
𝜌2 = 𝜔21 + … + 𝜔2𝑁−1 = 4𝑟2 𝑟 + 𝑧𝑁

𝑟 − 𝑧𝑁
.

Inverting we obtain

𝑧𝑁 = 𝑟𝜌
2 − 4𝑟2
𝜌2 + 4𝑟2

and therefore

𝑧𝑖 =
4𝑟2

𝜌2 + 4𝑟2𝜔𝑖 for 𝑖 = 1,… , 𝑁 − 1.

H.4 Exercise 1.6: Noether’s theorems for
Yang–Mills fields

Let’s consider YM theory minimally coupled with scalars and fermions

ℒ = −14𝐹
𝑎
𝜇𝜈𝐹

𝜇𝜈
𝑎 − �̄�𝑛(𝛾𝜇𝐷𝜇 +𝑚)𝜓𝑛 − 1

2𝐷𝜇𝜙𝑚𝐷
𝜇𝜙𝑚, (H.1)

where 𝑚 and 𝑛 are indices in the (generally different) representation of 𝐺
associated with the matter fields 𝜓 and 𝜙. The conjugated momenta of the
various fields are

𝜋𝜇𝜈𝐴 𝑎 =
𝛿𝑆

𝛿𝜕𝜇𝐴𝑎
𝜈
= −𝐹𝜇𝜈𝑎

𝜋𝜇𝑚𝜙 = 𝛿𝑆
𝛿𝜕𝜇𝜙𝑚

= −𝐷𝜇𝜙𝑚

𝜋𝜇𝑛𝜓 = 𝛿𝑆
𝛿𝜕𝜇𝜓𝑛

= −�̄�𝑛𝛾𝜇

So, using field transformations (1.117), the current 𝐾𝜇 defined in (1.126) is

𝐾𝜇
𝜖 = −1𝑒 𝐹

𝜇𝜈
𝑎 𝐷𝜈𝜖𝑎 + 𝐷𝜇𝜙𝑚𝜖𝑎𝜌(𝑇𝑎)𝑚𝑙𝜙𝑙 + �̄�𝑛𝛾𝜇𝜖𝑎𝜌(𝑇𝑎)𝑛𝑙𝜓𝑙.
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The conserved current from the second Noether theorem is

𝑘𝜇𝜖 = 𝐾𝜇
𝜖 + 𝜖𝑎𝑅𝜇𝑎 ⋅ 𝐸,

where 𝑅𝜇𝑎 is defined in eq. (1.125), while 𝐸 is the left hand side of the Euler–
Lagrange equation 𝐸 = 0. The only field with 𝑅𝜇𝑎 ≠ 0 is the gauge field and
its equation of motion is

𝐷𝜈𝐹
𝜈𝜇
𝑎 − 𝑒𝜙𝑙𝜌(𝑇𝑎)𝑙𝑚𝐷𝜇𝜙𝑚 − 𝑒�̄�𝑛𝛾𝜇𝜌(𝑇𝑎)𝑛𝑙𝜓𝑙 = 0,

Hence

𝑘𝜇𝜖 =
1
𝑒 𝜖

𝑎𝐷𝜈𝐹
𝜈𝜇
𝑎 − 1

𝑒 𝐹
𝜇𝜈
𝑎 𝐷𝜈𝜖𝑎 =

1
𝑒 𝜕𝜈(𝜖

𝑎𝐹𝜈𝜇𝑎 ).

The conservation of this current is a trivial consequence of 𝐹 being antisym-
metric.

If 𝜖 is constant, 𝐾𝜇
𝜖 reduces to

𝑗𝜇𝜖 = −1𝑒 𝐹
𝜇𝜈
𝑎 𝑓𝑏𝑐𝑎𝐴𝑏

𝜇𝜖𝑐 + 𝐷𝜇𝜙𝑚𝜖𝑎𝜌(𝑇𝑎)𝑚𝑙𝜙𝑙 + �̄�𝑛𝛾𝜇𝜖𝑎𝜌(𝑇𝑎)𝑛𝑙𝜓𝑙, (H.2)

which is just the Noether current associated to invariance of (H.1) under global
gauge transformations. For 𝐴𝜇 = 0 this is identical to the sum of the Noether
currents (1.12) and (1.18). In the presence of a nonzero gauge field, we can
write

𝑗𝜇 = [𝐴𝜈, 𝐹𝜇𝜈] + 𝐽𝜇, (H.3)

where 𝐽𝜇 is the covariantly conserved matter current defined by (1.135).
Then, removing the parameter 𝜖 and suppressing the algebra index, we

have

𝜕𝜇𝑗𝜇 = [𝜕𝜇𝐴𝜈, 𝐹𝜇𝜈] + [𝐴𝜈, 𝜕𝜇𝐹𝜇𝜈] + 𝜕𝜇𝐽𝜇

= 1
2[𝐹𝜇𝜈 − [𝐴𝜇, 𝐴𝜈], 𝐹𝜇𝜈] + [𝐴𝜈,−[𝐴𝜇, 𝐹𝜇𝜈] + 𝐽𝜈] + 𝐷𝜇𝐽𝜇 − [𝐴𝜇, 𝐽𝜇]

= −12[[𝐴𝜇, 𝐴𝜈], 𝐹𝜇𝜈] − [𝐴𝜈, [𝐴𝜇, 𝐹𝜇𝜈]] = 0, (H.4)

where we used the YM equation and covariant conservation of 𝐽𝜇.
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H.5 Exercise 1.7: covariant derivatives of nonlinear
fields

Apply the covariant derivatives to the inverse of Equations (1.69):

𝜌 =
√
𝜙21 + 𝜙22 + 𝜙23,

Θ = arctan
⎛
⎜
⎜
⎝

√
𝜙21 + 𝜙22
𝜙3

⎞
⎟
⎟
⎠

,

Φ = arctan (𝜙2𝜙1
)

and use the Leibnitz rule 𝐷𝜇𝑓(𝜙) = 𝑓′(𝜙)𝐷𝜇𝜙 to find

𝐷𝜇𝜌 = 𝜕𝜇𝜌,

𝐷𝜇Θ = 1
𝜙21 + 𝜙22 + 𝜙23

⎡
⎢
⎢
⎣

𝜙3√
𝜙21 + 𝜙22

(𝜙1𝐷𝜇𝜙1 + 𝜙2𝐷𝜇𝜙2) −
√
𝜙21 + 𝜙22𝐷𝜇𝜙3

⎤
⎥
⎥
⎦

,

𝐷𝜇Φ = 1
𝜙21 + 𝜙22

(𝜙1𝐷𝜇𝜙2 − 𝜙2𝐷𝜇𝜙1).

Then, expanding the covariant derivatives and using (1.69) one gets

𝐷𝜇𝜌 = 𝜕𝜇𝜌,
𝐷𝜇Θ = 𝜕𝜇Θ + sinΦ𝐴1

𝜇 − cosΦ𝐴2
𝜇,

𝐷𝜇Φ = 𝜕𝜇Φ + cotΘ(cosΦ𝐴1
𝜇 + sinΦ𝐴2

𝜇) − 𝐴3
𝜇

This agrees with (1.143), when we use for 𝐾𝛼
𝑎 the explicit formula (B.15).

H.6 Exercise 1.8: London penetration depth
The equations of motion of the Proca Lagrangian (1.146) are

□𝐴𝜈 − 𝜕𝜈𝜕𝜇𝐴𝜇 −𝑚2
𝐴𝐴𝜈 = 0,

thus the magnetic field𝐻𝑖 = 𝜖𝑖𝑗𝑘𝜕𝑗𝐴𝑘 must satisfy

□𝐻𝑖 = 𝑚2
𝐴𝐻𝑖,
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whose general solution is

𝐻𝑖 = 𝑐𝑖1𝑒
𝑚𝐴�̄�⋅𝑟1 + 𝑐𝑖2𝑒

−𝑚𝐴�̄�⋅𝑟2

with 𝑐1 and 𝑐2 constant vectors and 𝑟1 and 𝑟2 constant unit vectors (|𝑟1,2| = 1).
Moreover, the divergence of𝐻 must be zero:

𝜕𝑖𝐻𝑖 = 𝑚𝐴𝑟1 ⋅ 𝑐1𝑒𝑚𝐴�̄�⋅𝑟1 −𝑚𝐴𝑟2 ⋅ 𝑐2𝑒−𝑚𝐴�̄�⋅𝑟2 = 0

From the boundary conditions,𝐻 must be constant on the plane 𝑥 = 0, hence
𝑟1 = 𝑟2 = (1, 0, 0). A field configuration with 𝑐1 ≠ 0 would lead to infinite
energy, so we are forced to set 𝑐1 = 0. From the null divergence condition
there immediately follows 𝑐2𝑥 = 0, therefore the component of the magnetic
field orthogonal to the surface 𝑥 = 0 does not penetrate in the superconductor.
Without loss of generality we can therefore assume that the magnetic field
for 𝑥 < 0 is �̄� = (0, 0, 𝐻). We have 𝑐𝑖2 = 𝐻𝑖, so the unique solution of the
equations of motion is

𝐻𝑥 = 0, 𝐻𝑦 = 0, 𝐻𝑧 = 𝐻𝑒−𝑚𝐴𝑥,

where𝑚𝐴 is the inverse of the London penetration depth 𝜆𝐿.

H.7 Exercise 1.9: weakly vanishing functions
The statement that 𝐹 is weakly zero means that 𝐹(𝑞𝑖, 𝑝𝑎,𝒜𝑚(𝑞)) = 0. Thus

𝛿𝐹||||Σ = ( 𝜕𝐹
𝜕𝑞𝑖

+ 𝜕𝐹
𝜕𝑝𝑚

𝜕𝒜𝑚
𝜕𝑞𝑖

) 𝛿𝑞𝑖 + 𝜕𝐹
𝜕𝑝𝑎

𝛿𝑝𝑎.

The coefficients of 𝛿𝑞𝑖 and 𝛿𝑝𝑎 have to vanish separately. In the former we
can replace 𝒜𝑚 by −Φ𝑚 and we get

𝜕
𝜕𝑞𝑖

(𝐹 − Φ𝑚
𝜕𝐹
𝜕𝑝𝑚

) ≈ 0.

Since the primary constraints do not depend on 𝑝𝑎 at all, the second also gives
𝜕
𝜕𝑝𝑎

(𝐹 − Φ𝑚
𝜕𝐹
𝜕𝑝𝑚

) ≈ 0.

Finally, since 𝜕Φ𝑚
𝜕𝑝𝑛

= 𝛿𝑛𝑚 we also have

𝜕
𝜕𝑝𝑛

(𝐹 − Φ𝑚
𝜕𝐹
𝜕𝑝𝑚

) ≈ 0.

Thus the function 𝐹 − Φ𝑚
𝜕𝐹
𝜕𝑝𝑚

is a constant, and the constant is zero, because
it is zero on Σ.
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H.8 Exercise 2.1: Bogomol’nyi bound for the kink

In terms of the prepotential𝑊(𝜙), the static energy is

∫ 𝑑𝑥 (12
𝑑𝜙
𝑑𝑥 + 1

2𝑊
′2) = ∫ 𝑑𝑥12 (

𝑑𝜙
𝑑𝑥 +𝑊′)

2
− ∫ 𝑑𝑥𝑑𝜙𝑑𝑥𝑊

′.

The second integrand is equal to 𝑑𝑊
𝑑𝑥
, so the static energy is

𝐸𝑆 = ∫ 𝑑𝑥12 (
𝑑𝜙
𝑑𝑥 +𝑊′)

2
− (𝑊(∞) −𝑊(−∞)).

In order to reproduce the explicit potential (2.2) one needs

𝑊′ =
√

𝜆
2
(
𝜙2 − 𝑓2

)
.

We can simply integrate this expression in 𝜙 to find

𝑊 =
√

𝜆
2 (

1
3𝜙

3 − 𝑓2𝜙)

In this form

𝑊(∞) −𝑊(−∞) = −
√

𝜆
2
2
3𝑓

2(𝜙(∞) − 𝜙(−∞)),

that is proportional to the topological charge (2.10).
It is then straightforward to prove that the kink solves the equation

𝑑𝜙
𝑑𝑥 +𝑊′ = 0.

H.9 Exercise 2.2: interactions between kinks

The momentum of a generic field configuration in the half line to the left
of 𝑏 is

𝑃 = − ∫
𝑏

−∞
𝑑𝑥 �̇�𝜙′,
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so the force that it exerts is

𝐹 ≡ 𝑑𝑃
𝑑𝑡 = − ∫

𝑏

−∞
𝑑𝑥

(
�̈�𝜙′ + �̇��̇�′

)

= − ∫
𝑏

−∞
𝑑𝑥

(
𝜙′′𝜙′ − 𝑉,𝜙𝜙′ + �̇��̇�′

)

= − ∫
𝑏

−∞
𝑑𝑥 (12𝜙

′2 − 𝑉 + 1
2 �̇�

2)
′

= −12𝜙
′2 + 𝑉 − 1

2 �̇�
2|||||
𝑏

−∞
. (H.5)

In passing to the second line, we have used the equation of motion

�̈� = 𝜙′′ − 𝑉,𝜙.

If we now let 𝜙1 and 𝜙2 be respectively an antikink at 𝑥 = −𝑎 and a kink
at 𝑥 = 𝑎 with 𝑎 much larger than their linear dimension, we can write

𝜙(𝑥) = 𝜙1(𝑥) + 𝜙2(𝑥) + 1,

where 1 is a minimum of the potential. Since a kink rapidly approaches −1
for 𝑥 ≪ 𝑎, we can treat 𝜙2 + 1 as a small perturbation. For this field, the force
at −𝑎 ≪ 𝑏 ≪ 𝑎 is

𝐹 = −12(𝜙
′
1 + 𝜙′2)

2 + 𝑉(𝜙1 + 𝜙2 + 1)|||||
𝑏

−∞

= −12𝜙
′2
1 − 1

2𝜙
′2
2 − 𝜙′1𝜙

′
2 + 𝑉(𝜙1) + 𝑉,𝜙(𝜙1)(𝜙2 + 1)|||||

𝑏

−∞

= −𝑉(𝜙2) − 𝜙′1𝜙
′
2 + 𝑉,𝜙(𝜙1)(𝜙2 + 1)|||||

𝑏

−∞

= −𝜙′1𝜙
′
2 + 𝜙′′1 (𝜙2 + 1)|||||

𝑏

−∞
,

where we used the individual energy equipartition for the kink and the an-
tikink, the equation of motion (H.9) and considered that 𝑉(𝜙2) ≈ 𝑉(−1) = 0
for 𝑥 ≤ 𝑏.

Looking at the specific forms of 𝜙1 and 𝜙2,

𝜙1(𝑥) = − 𝑚
√
𝜆
tanh [ 𝑚√

2
(𝑥 + 𝑎)] , 𝜙2(𝑥) =

𝑚
√
𝜆
tanh [ 𝑚√

2
(𝑥 − 𝑎)] ,
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we can use the following approximations for 𝑥 ≈ 𝑏:

𝜙1(𝑥) ≈
𝑚
√
𝜆

(
−1 + 2𝑒−

√
2𝑚(𝑥+𝑎)

)
, 𝜙2(𝑥) ≈

𝑚
√
𝜆

(
−1 + 2𝑒

√
2𝑚(𝑥−𝑎)

)
,

and we find
𝐹 ≈ 𝑚4

𝜆 16𝑒−2
√
2𝑚𝑎,

which is exponentially small for 𝑎 ≫ 1∕𝑚.

H.10 Exercise 2.4: critical vortices
At the critical point the static energy is

𝐸𝑠 = ∫ 𝑑2𝑥 [12𝐵
2 + 1

2 |𝐷𝑖𝜙|
2 + 𝑒2

8 (|𝜙|
2 − 𝑓2)2] (H.6)

In the second term we can write

|𝐷𝑖𝜙|2 = |(𝐷1 + 𝑖𝐷2)𝜙|2 − 𝑖(𝐷1𝜙)∗𝐷2𝜙 + 𝑖𝐷1𝜙(𝐷2𝜙)∗

which, integrating by parts (without discarding the surface term) and using
the boundary conditions for 𝜙, becomes

|(𝐷1 + 𝑖𝐷2)𝜙|2 − 𝑒𝐵(𝑓2 − |𝜙|2) − 𝑖𝜀𝑖𝑗(𝜕𝑖𝜙)∗𝜕𝑗𝜙.

Note that the last term is a total derivative and its boundary contribution is
𝜋𝑓2 times the winding number. On the other hand, the first and third term
in (H.6) give

1
2
[
𝐵 + 𝑒

2(|𝜙|
2 − 𝑓2)

]2
− 𝑒
2𝐵(|𝜙|

2 − 𝑓2),

thus the static energy becomes

𝐸𝑠 = ∫ 𝑑2𝑥 {12
[
𝐵 + 𝑒

2(|𝜙|
2 − 𝑓2)

]2
+ 1
2 |(𝐷1 + 𝑖𝐷2)𝜙|2} + 𝜋𝑛𝑓2.

The two terms in the integral are manifestly positive, so

𝐸𝑠 ≥ 𝜋𝑛𝑓2 (H.7)

and the inequality is saturated only if (2.147) are satisfied.
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Using the Ansatz (2.99) with 𝜙 = 𝐹(𝑟)𝑒𝑖𝑛𝜑 in order to describe vortices
with arbitrary winding number, the Bogomol’nyi equations reduce to

𝐴′(𝑟) + 𝐴(𝑟)
𝑟 + 𝑒

2(𝐹(𝑟)
2 − 𝑓2) = 0 (H.8)

𝐹′(𝑟) − 𝑛𝐹(𝑟)𝑟 + 𝑒𝐴(𝑟)𝐹(𝑟) = 0, (H.9)

while the equations of motion are

−𝑒2𝐴2𝐹 − 1
2𝑒

2𝐹(𝐹2 − 𝑓2) − 𝑛2 𝐹𝑟2 +
𝐹′
𝑟 + 𝐹′′ + 2𝑒𝑛𝐴𝐹𝑟 = 0

for the scalar field and

𝐴′′ + 𝐴′

𝑟 − 𝐴
𝑟2 − 𝑒2𝐹2𝐴 + 𝑒𝑛𝐹

2

𝑟 = 0

for the vector potential 𝐴𝜇.
If we call 𝐵1 the l.h.s. eq. (H.8) and 𝐵2 the l.h.s. of eq. (H.9), it is straight-

forward to see that the equation of motion for the scalar field is equal to
𝐵′2−𝑒𝐴𝐵2+(𝑛+1)

𝐵2
𝑟
−𝑒𝐹𝐵1, while the equation for the electromagnetic field

is 𝐵′1 − 𝑒𝐹𝐵2, thus the Bogomol’nyi equations directly imply the equations of
motion.

From boundary conditions, the asymptotic behaviour of 𝐹 and 𝐴 for
𝑟 →∞ is

𝐹 ∼ 𝑓, 𝐴 ∼ 𝑛
𝑒𝑟 ,

hence we can linearize the equations of motion at large 𝑟 for small perturba-
tions 𝛿𝐴 and 𝛿𝐹

𝑟2𝜕2𝑟𝛿𝐴 + 𝑟𝜕𝑟𝛿𝐴 − (𝑒2𝑓2𝑟2 + 1)𝛿𝐴 = 0
𝑟2𝜕2𝑟𝛿𝐵 + 𝑟𝜕𝑟𝛿𝐵 − (𝑒2𝑓2𝑟2)𝛿𝐵 = 0.

After a rescaling 𝑒𝑓𝑟 → 𝑥, the two expressions reduce to particular cases of
the defining equation of modified Bessel functions 𝐾𝛼

𝑥2𝜕2𝑥𝑦(𝑥) + 𝑥𝜕𝑥𝑦(𝑥) − (𝑥2 + 𝛼2)𝑦(𝑥) = 0.

So, finally,

𝐹 ∼ 𝑓 − 𝑘𝑆𝐾0(𝑒𝑓𝑟)

𝐴 ∼ 𝑛
𝑒𝑟 − 𝑘𝐴𝐾0(𝑒𝑓𝑟),

with 𝑘𝐴 and 𝑘𝑆 constants.
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H.11 Exercise 2.5: interaction of vortices
We write

𝜙 = 𝐹𝑒𝑖𝜒.
where 𝐹 is gauge invariant and 𝜒 transforms by a shift under gauge transfor-
mations. Whenever 𝐹 ≠ 0, we can define the gauge invariant vector field

𝑎𝜇 = 𝐴𝜇 −
1
𝑒 𝜕𝜇𝜒,

which is related to the covariant derivative of 𝜒:

𝐷𝜇𝜒 = 𝜕𝜇𝜒 − 𝑒𝐴𝜇 = −1𝑒 𝑎𝜇.

The relation between 𝐴𝜇 and 𝑎𝜇 has the form of a gauge transformation, and
since the abelian magnetic field is gauge invariant,

𝜕𝑖𝑎𝑗 − 𝜕𝑗𝑎𝑖 = 𝜖𝑖𝑗𝐵.

Since the action and the energy are gauge invariant, they can be rewritten
entirely in terms if the gauge invariant fields 𝐹 and 𝑎𝜇:

𝐸𝑆 = ∫ 𝑑2𝑣 [12𝐵
2 + 1

2𝑒
2𝐹2𝑎𝑖𝑎𝑖 +

1
2𝜕𝑖𝐹𝜕𝑖𝐹 +

𝜆
4 (𝐹

2 − 𝑓2)2] .

In these variables, the field equations are

𝜕𝑖𝐹𝑖𝑗 = 𝑒2𝐹2𝑎𝑗
𝜕2𝐹 − 𝑒2𝐹 |𝑎|2 = 𝜆𝐹(𝐹2 − 𝑓2).

The vacuum solution is defined by 𝐹 = 𝑓, 𝑎𝑖 = 0. A small deviation from the
vacuum can be parameterized as

𝐹 = 𝑓(1 − 𝜎).

In these variables the EOMs are

𝜕𝑖𝐹𝑖𝑗 − 𝑒2𝑓2𝑎𝑗 = 𝑒2𝑓2(𝜎2 − 2𝜎)𝑎𝑗 (H.10)
𝜕2𝜎 − 2𝜆𝑓2𝜎 = −𝑒2|𝑎|2 + 𝑒2𝜎|𝑎|2 − 3𝜆𝑓2𝜎2 + 𝜆𝑓2𝜎3. (H.11)

The linear terms have been written on the l.h.s., the interactions in the r.h.s. .
The energy functional is

𝐸𝑆 = ∫ 𝑑2𝑥
[1
2𝐵

2 + 1
2𝑒

2𝑓2|𝑎|2 − 𝑒2𝑓2|𝑎|2𝜎

+ 1
2𝑓

2(𝜕𝜎)2 + 𝜆𝑓4𝜎2 + 1
2𝑒

2𝑓2|𝑎|2𝜎2 − 𝜆𝑓4𝜎3 + 𝜆
4𝑓

4𝜎4
]
. (H.12)
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Now the vacuum is 𝜎 = 0, 𝑎𝑖 = 0, and its energy is zero. We will be interested
in calculating the energy of certain solutions of the equations of motion. If 𝜎
and 𝑎𝑖 are small, one would naively be tempted to approximate the energy by
keeping only terms quadratic in these variables, namely the first two terms in
each line above. However, this would be incorrect. Notice that in (H.11) |𝑎|2
acts as a source term for 𝜎. Thus a term that looks already quadratic in the
small variables, is seen to be only linear on shell.

In practice, to calculate the energy of a solution we can use the EOMs.
Thus we add to the energy integrand the EOM of 𝜎, multiplied by 𝑓2𝜎, in such
a way as to get rid of the term linear in 𝜎 in the energy functional (the “source”
term). Integrating by parts the term 𝑓2𝜎𝜕2𝜎 (this is allowed if 𝜎 goes to zero
sufficiently fast at infinity), we get

𝐸𝑆 = ∫ 𝑑2𝑥[12𝐵
2 + 1

2𝑒
2𝑓2|𝑎|2

− 1
2𝑓

2(𝜕𝜎)2 − 𝜆𝑓4𝜎2 − 1
2𝑒

2𝑓2|𝑎|2𝜎2 + 2𝜆𝑓4𝜎3 − 3𝜆
4 𝑓

4𝜎4]. (H.13)

If we now neglect terms of order cubic and quartic in the variables 𝜎 and
𝑎𝑖, we see that the part of the energy due to the scalar field has exactly the
opposite sign as in the original expression. This result holds for the single
vortex solutions 𝜎(𝑖), 𝜒(𝑖) and 𝑎(𝑖), but also for the Abrikosov ansatz with
𝜎 = 𝜎(1) + 𝜎(2), 𝜒 = 𝜒(1) + 𝜒(2) and 𝑎 = 𝑎(1) + 𝑎(2), so we can compute the
interaction energy

𝐸int = ∆𝐸 = 𝐸𝑆 − 𝐸(1)𝑆 − 𝐸(2)𝑆 (H.14)

starting from (H.13). The fields 𝜎(𝑖) and 𝑎(𝑖) are exponentially decreasing
functions of the distance from the respective vortex cores, and we retain terms
linear in each of these fields. Let us consider separately the three terms

1
2𝐵

2 + 1
2 |𝐷𝜙|

2 + 𝑉.

For the magnetic energy 𝐸mag =
1
2
∫ 𝑑2𝑥 𝐵2, we have

∆𝐸mag = ∫ 𝑑2𝑥 𝐵(1)𝐵(2)

The magnetic field for a vortex located in the origin is

𝐵(𝑟) = −𝑎′(𝑟) − 𝑎(𝑟)
𝑟 .
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Using the explicit form (2.148a)

𝐵(𝑟) = −𝑘𝐴𝑚𝐴 (𝐾′
1(𝑚𝐴𝑟) +

1
𝑚𝐴𝑟

𝐾1(𝑚𝐴𝑟)) = 𝑘𝐴𝑚𝐴𝐾0(𝑚𝐴𝑟).

Thus finally shifting the origins of the coordinates

∆𝐸mag = 𝑘2𝐴𝑚
2
𝐴 ∫ 𝑑2𝑥 𝐾0(𝑚𝐴|𝑥 − 𝑥(1)|)𝐾0(𝑚𝐴|𝑥 − 𝑥(2)|).

Now we come to the kinetic term of the scalars. The integrand in ∆𝐸1 is

−𝑓2𝜕𝑖𝜎(1)𝜕𝑖𝜎(2) + 𝑓2𝑒2𝑎(1)𝑖 𝑎(2)𝑖 .

Now inserting the asymptotic forms,

∆𝐸1 = ∫ 𝑑2𝑥
[
− 𝑘2𝑆𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|)

+ cos
(
𝜑(1) − 𝜑(2)

)
𝑓2𝑒2𝑘2𝐴𝐾1(𝑚𝐴|𝑥 − 𝑥(1)|)𝐾1(𝑚𝐴|𝑥 − 𝑥(2)|)

]
.

Where 𝜑(1)and 𝜑(2) are the angular coordinates of 𝑥 in the reference frames
centered respectively in 𝑥(1) and 𝑥(2). Since

𝜕𝑥𝐾0(𝑚𝑥) = −𝑚𝐾1(𝑚𝑥),

we can easily recast it in the form

∆𝐸1 = ∫ 𝑑2𝑥
[
(𝑓2𝑒2𝑘2𝐴 − 𝑘2𝑆)𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|)

]
.

For the potential energy 𝐸2 = ∫ 𝑑2𝑥𝑉 we get

∆𝐸2 = −2𝜆𝑓2 ∫ 𝑑2𝑥 𝜎(1)𝜎(2).

and using the explicit form (2.148b)

∆𝑉 = −2𝜆𝑓2𝑘2𝑆 ∫ 𝑑2𝑥 𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|).

Summing up the different contributions,

𝐸int = ∫ 𝑑2𝑥
{
𝑘2𝐴
[
𝑚2
𝐴𝐾0(𝑚𝐴|𝑥 − 𝑥(1)|)𝐾0(𝑚𝐴|𝑥 − 𝑥(2)|)

+ 𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|)
]

− 𝑘2𝑆
[
𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝜕𝑖𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|)

+𝑚2
𝑆𝐾0(𝑚𝑆|𝑥 − 𝑥(1)|)𝐾0(𝑚𝑆|𝑥 − 𝑥(2)|)

]}
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In 𝑑 = 2, a relevant property of 𝐾0 is

𝑚2𝐾0(𝑚|𝑥|) = 2𝜋𝛿2(𝑥) + 𝜕2𝐾0(𝑚|𝑥|),

so, after an integration by parts, the internal energy reduces to

𝐸int = 2𝜋𝑘2𝐴𝐾0(𝑚𝐴|𝑥(1) − 𝑥(2)|) − 2𝜋𝑘2𝑆𝐾0(𝑚𝐴|𝑥(1) − 𝑥(2)|),

where 𝐶𝐴 = 2𝜋𝑘2𝐴 and 𝐶𝜙 = 2𝜋𝑘2𝑆. Notice that at criticality, due to the
Bogomol’nyi equations, 𝑘𝑆 = 𝑘𝐴, so the interaction energy is zero.

H.12 Exercise 2.7: formulae for the monopole

Consider Equation (2.127)

ℱ𝜇𝜈 = �̂�𝑎𝐹𝜇𝜈 −
1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎𝐷𝜇�̂�𝑏𝐷𝜈�̂�𝑐.

It is equal to

ℱ𝜇𝜈 = �̂�𝑎𝜕𝜇𝐴𝑎
𝜈 − �̂�𝑎𝜕𝜈𝐴𝑎

𝜇 + 𝑒𝜀𝑎𝑏𝑐�̂�𝑎𝐴𝑏
𝜇𝐴𝑏

𝜈

− 1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎(𝜕𝜇�̂�𝑏 + 𝑒𝜀𝑏𝑑𝑒𝐴𝑑
𝜇�̂�𝑒)(𝜕𝜈�̂�𝑐 + 𝑒𝜀𝑐𝑘𝑙𝐴𝑘

𝜈 �̂�𝑙)

and since 𝜀𝑖𝑗𝑘𝜀𝑖𝑚𝑛 = 𝛿𝑗𝑚𝛿𝑘𝑛 − 𝛿𝑗𝑛𝛿𝑘𝑚, it can be expanded into

�̂�𝑎𝜕𝜇𝐴𝑎
𝜈 − �̂�𝑎𝜕𝜈𝐴𝑎

𝜇 −
1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎𝜕𝜇�̂�𝑏𝜕𝜈�̂�𝑐

+ �̂�𝑎�̂�𝑎𝐴𝑏
𝜈𝜕𝜇�̂�𝑏 − �̂�𝑎�̂�𝑎𝐴𝑏

𝜇𝜕𝜈�̂�𝑏

− �̂�𝑎𝐴𝑎
𝜈 �̂�𝑏𝜕𝜇�̂�𝑏 + �̂�𝑎𝐴𝑎

𝜇�̂�𝑏𝜕𝜈�̂�𝑏.

The last two terms are identically zero because �̂�𝑎�̂�𝑎 = 1, so 0 = 𝜕𝜇(�̂�𝑎�̂�𝑎) =
2�̂�𝑎𝜕𝜇�̂�𝑎, while the rest becomes

𝜕𝜇(�̂�𝑎𝐴𝑎
𝜈 ) − 𝜕𝜈(�̂�𝑎𝐴𝑎

𝜇) −
1
𝑒 𝜀𝑎𝑏𝑐�̂�

𝑎𝜕𝜇�̂�𝑏𝜕𝜈�̂�𝑐,

that is exactly Equation (2.126).
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H.13 Exercise 2.8: monopole in unitary gauge

The Higgs field transforms as 𝜙′𝑎 = 𝑇𝑎𝑏𝜙𝑏 and in the ansatz (2.130) it is
proportional to 𝑥𝑎

𝑟
= �̂�𝑎, so we just need to compute

𝑇�̂� =

⎛
⎜
⎜
⎜
⎝

�̂�1
�̂�22+�̂�

2
1 �̂�3

1−�̂�23
− �̂�1�̂�22

1+�̂�3
− �̂�1�̂�3

− �̂�1�̂�22
1+�̂�3

+ �̂�2
�̂�21+�̂�

2
2 �̂�3

1−�̂�23
− �̂�2�̂�3

�̂�21 + �̂�22 + �̂�23

⎞
⎟
⎟
⎟
⎠

Taking in account that �̂�21+�̂�
2
2+�̂�

2
3 = 1, the last expression can be simplified to

𝑇�̂� =
⎛
⎜
⎜
⎝

0
0
1

⎞
⎟
⎟
⎠

.

So the scalar field after this transformation is 𝜙′𝑎 = 𝛿𝑎3𝐹(𝑥), that corresponds
to the unitary gauge.

H.14 Exercise 3.7: symmetric gauge fields
Under an infinitesimal rotation 𝛿𝑥𝑎 = 𝜖𝑎𝑏𝑥𝑏, the gauge field transforms as

𝛿𝜖𝐴𝑎 =
𝜕𝐴𝑎
𝜕𝑥𝑏

𝛿𝑥𝑏 − 𝜖𝑎𝑏𝐴𝑏

= (Ξ𝑎𝑏𝜖𝑏𝑐 − 𝜖𝑎𝑏Ξ𝑏𝑐)𝑥𝑐𝑓(𝑟).

On the other hand, under an infinitesimal gauge transformation with constant
gauge parameter 𝜔 = 1

2
𝜔𝑐𝑑Ξ𝑐𝑑, the gauge field transforms as

𝛿𝜔𝐴𝑎 = [𝐴𝑎, 𝜔]
= −(Ξ𝑎𝑏𝜔𝑏𝑐 − 𝜔𝑎𝑏Ξ𝑏𝑐)𝑥𝑐𝑓(𝑟).

Thus, if we choose 𝜔𝑎𝑏 = 𝜖𝑎𝑏, we have a symmetry 𝛿𝐴𝑎 = 0.
The monopole ansatz (2.130) is of the form (3.137), with the generators in

the spinor representation given by Ξ𝑎𝑏 = 𝜖𝑎𝑏𝑐𝜏𝑐 =
𝑖
2
𝜖𝑎𝑏𝑐𝜎𝑐.

The instanton/anti-instanton ansatz (3.53), (3.55) is also of this form, in
the case 𝑁 = 4. Recall that 𝔰𝔬(4) = 𝔰𝔲(2)⊕ 𝔰𝔲(2) and that in the adjoint
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representation, the two 𝔰𝔲(2) subalgebras correspond to the self-dual and
anti-self-dual 4 × 4 real matrices respectively. The full algebra is generated by

Ξ𝜇𝜈 = (
Σ𝜇𝜈 0
0 Σ̄𝜇𝜈

)

that satisfy the commutation relations (3.136).

H.15 Exercise 3.8: the BPST instanton on the sphere

We use 𝑥𝜇, with 𝜇 = 1, 2, 3, 4, as coordinates in Euclidean space ℝ4 and 𝑧𝑎
with 𝑎 = 1, 2, 3, 4, 5 as coordinates in ℝ5. The sphere is embedded in ℝ5 by
the condition

(𝑧1)2 + (𝑧2)2 + (𝑧3)2 + (𝑧4)2 + (𝑧5)2 = 𝜆2.

The stereographic map is

𝑧𝜇 = 2𝜆2𝑥𝜇
𝑟2 + 𝜆2 𝑧5 = 𝜆2 − 𝑟2

𝜆2 + 𝑟2𝜆 (H.15)

where 𝑟2 = (𝑥1)2 + (𝑥2)2 + (𝑥3)2 + (𝑥4)2. (This agrees with the results of
Exercise 1.5 up to a trivial rescaling.)

Under this map a gauge field 𝐴𝜇 in ℝ4 becomes a gauge field �̂�𝑎 on 𝑆4.
They are related by

𝐴𝜇 =
𝜕𝑧𝑎
𝜕𝑥𝜇 �̂�𝑎

= 1
𝜆2 + 𝑥2 (2𝜆

2�̂�𝜇 −
4𝜆2𝑥𝜇𝑥𝜈

𝜆2 + 𝑥2 �̂�𝜈 − 2𝜆𝑥𝜇�̂�5 − 2𝜆𝑥𝜇
𝜆2 − 𝑥2
𝜆2 + 𝑥2 �̂�5)

= 1
𝜆2 + 𝑥2

(
2𝜆2�̂�𝜇 − 2𝜆𝑥𝜇�̂�5 − 2𝜆2𝑥𝜇𝑧𝑎�̂�𝑎

)

= 2𝜆2
𝜆2 + 𝑥2 (2�̂�𝜇 −

𝑥𝜇
𝜆 �̂�5) . (H.16)

In the last step we used that �̂� is tangential to the sphere. To obtain the inverse
relation one can contract relation (H.16) with 𝑥𝜇, giving

𝑥𝜇𝐴𝜇 =
2𝜆

𝜆2 + 𝑥2
(
𝜆𝑥𝜇�̂�𝜇 − 𝑥2�̂�5

)
= 𝑧𝜇�̂�𝜇 −

2𝜆𝑥2
𝜆2 + 𝑥2 �̂�5
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On the sphere 𝑧𝜇�̂�𝜇 = −𝑧5�̂�5, hence

�̂�5 = −𝑥
𝜇

𝜆 𝐴𝜇 and �̂�𝜇 =
𝜆2 + 𝑥2
2𝜆2 𝐴𝜇 −

𝑥𝜈𝑥𝜇
𝜆2 𝐴𝜈

We take the generators of 𝔰𝔬(5) to be

Ξ𝜇𝜈 = (
Σ𝜇𝜈 0
0 Σ̄𝜇𝜈

) for 𝜇, 𝜈 = 1, 2, 3, 4

and

Ξ𝑖5 =
1
2 (

0 𝜎𝑖

𝜎𝑖 0
) , Ξ45 =

𝑖
2 (

0 −𝐼
𝐼 0

)

with 𝑖 = 1, 2, 3. They satisfy the commutation relations (3.136).
The ansatz (3.137) gives us a 𝑆𝑂(5) Yang–Mills field in ℝ5

�̂�𝑎 = 𝑐Ξ𝑎𝑏𝑥𝑏, (H.17)

that is tangential to 𝑆4 and is invariant under simultaneous rotations and
gauge transformations, with the same parameter. (Since the radius of the
sphere is fixed, the function 𝑓(𝑟) becomes just a constant 𝑐).

A gauge transformation of �̂� has the form

�̂�𝑎 → �̂�′
𝑎 = 𝑈−1�̂�𝑎𝑈 +𝑈−1𝑖 𝑧

𝑏

𝜆2𝑀𝑏𝑎𝑈

where 𝑧𝑏𝑀𝑏𝑎 = 𝑧2𝜕𝑎 − 𝑧𝑎𝑧𝑏𝜕𝑏 is the derivative tangential to the sphere. We
can eliminate the components of �̂� in the directions Σ𝜇5 by a transformation
of the form

𝑈 = 𝑒𝑖𝑓(𝑧5)Ξ𝜇5𝑧𝜇 .

The fifth component is

�̂�′
5 = 𝑈−1�̂�5𝑈 +𝑈−1𝑖 𝑧

𝑏

𝜆2 (−𝑖𝑧𝑏𝜕5 + 𝑖𝑧5𝜕𝑏)𝑈

= 𝑈−1 1
𝜆2

(
−𝑖𝑧𝜇 + 𝑖𝑧𝜈𝑧𝜈𝑓′(𝑧5)𝑧𝜇 − 𝑖𝑧5𝑓(𝑧5)𝑧𝜇

)
Ξ𝜇5𝑈

Demanding that this vanishes results in a differential equation for 𝑓

𝑓′(𝑧5)(𝜆2 − 𝑧25) − 𝑧5𝑓(𝑧5) − 1 = 0,
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where we have used 𝑧𝜈𝑧𝜈 = 𝜆2 − 𝑧25 on the hypersphere. This is solved by

𝑓(𝑧5) =
arccos 𝑧5

𝜆2√
𝜆2 − 𝑧25

.

After the gauge fixing �̂�5 = 0, the field configuration has a residual 𝑆𝑂(4)
symmetry, and takes the form

�̂�𝜇 = − 𝑖𝑐
𝜆(𝜆 + 𝑧5)

Ξ𝜇𝜈𝑧𝜈.

Using the transformation (H.15), we immediately see that this corresponds to

𝐴𝜇 = − 2𝑖𝑐
𝜆2 + 𝑥2Ξ𝜇𝜈𝑥

𝜈

inℝ4. When we put 𝑐 = 1, this is recognized as the 𝑆𝑂(4) field of an instanton
and anti-instanton put together. The choice 𝑐 = 1 is the only one for which
the ansatz (H.17) solves the YM equations [JaR76]. Also note that we have
chosen the radius of the sphere to be exactly the size of the instanton. In this
way the action density is constant.

H.16 Exercise 3.9: quantum fluctuations around
the instanton

We will compute𝑊1(�̄�) = − log𝑍1(�̄�) at zero external source. In this case
the expectation value of the quantum field 𝑎𝜇 will be zero and we can identify
𝐷𝜇 = �̄�𝜇. Thus the ghost operator is simply the Laplacian on scalars ∆(0) =
−�̄�2. Then, the effective action is formally

𝑊1(�̄�) = 𝑆𝑌𝑀(�̄�) +
1
2Tr log

(
𝜆2∆(1)(�̄�)

)
− 1
2Tr log

(
𝜆2∆(1)(0)

)

− Tr log
(
𝜆2∆(0)(�̄�)

)
+ Tr log

(
𝜆2∆(0)(0)

)
. (H.18)

We work on a sphere of radius 𝜆, so we have naturally inserted factors 𝜆2 for
dimensional reasons. For an operator𝒪, with eigenvalues 𝜆𝑛 andmultiplicities
𝑚𝑛, we have

Tr log
(
𝜆2𝒪

)
=
∑

𝑚𝑛 log
(
𝜆2𝜆𝑛

)
. (H.19)

We thus need the spectra of these operators.
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Since our problem has 𝑂(5) symmetry, the calculation of the eigenvalues
and their multiplicities is essentially a problem of group theory: the eigen-
values are the Casimirs of the representations and the multiplicities their
dimensions. We can split the field 𝑎𝑎𝜇 into a pure gauge (longitudinal) part
and a “transverse” part.

From the definitions (3.109), (3.111) one easily sees that given a Lie-algebra
valued function 𝜙,

∆(1)𝐷𝜇𝜙 = 𝐷𝜇∆(0)𝜙. (H.20)

Therefore, ∆(1) acting on longitudinal vectors has the same spectrum as ∆(0)
on scalars. The derivation of this spectrum, as well as the spectrum of ∆(1)
acting on transverse vectors, can be found in [BeP77]. For the operators of
interest, the eigenvalues and multiplicities are given in the following table:

operator 𝜆𝑛𝜆2 𝑚𝑛 𝑛min N.Z.

𝑛(𝑛 + 3) − 4 1
6
(𝑛 + 1)(𝑛 + 2)(2𝑛 + 3) 1 5

∆(1𝑇)(�̄�)

𝑛(𝑛 + 3) − 2 1
2
𝑛(𝑛 + 3)(2𝑛 + 3) 2 0

𝑛(𝑛 + 3) + 2 5
6
(𝑛 − 1)(𝑛 + 4)(2𝑛 + 3) 2 0

∆(1𝑇)(0) 𝑛(𝑛 + 3) + 2 3
2
𝑛(𝑛 + 3)(2𝑛 + 3) 1 0

∆(1𝐿)(�̄�) 𝑛(𝑛 + 3) − 2 1
2
𝑛(𝑛 + 3)(2𝑛 + 3) 1 0

∆(1𝐿)(0) 𝑛(𝑛 + 3) 1
2
(𝑛 + 1)(𝑛 + 2)(2𝑛 + 3) 1 0

∆(0)(�̄�) 𝑛(𝑛 + 3) − 2 1
2
𝑛(𝑛 + 3)(2𝑛 + 3) 1 0

∆(0)(0) 𝑛(𝑛 + 3) 1
2
(𝑛 + 1)(𝑛 + 2)(2𝑛 + 3) 0 3

All the series of eigenvalues start from 𝑛min; N.Z. is the number of zero modes.
We write ∆(1𝑇) and ∆(1𝐿) for the operator ∆(1) acting on transverse and longitu-
dinal fields. As mentioned before, the spectra of ∆(1𝐿) and ∆(0) are the same,
except that themode 𝑛 = 0 does not exist for the operator∆(1𝐿)(0), because the
three zero modes of ∆(0) are constants, and then 𝐷𝜇𝜙0 = 𝜕𝜇𝜙0 = 0. Because
of this, when we expand det∆(1) = det∆(1)𝑇det∆(1)𝐿 we have some partial
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cancellations with the ghost operators and we can write formally

𝑍1 = 𝑒−𝑆𝑌𝑀(�̄�)
√
det∆(1𝑇)(0)

√
det∆(1𝑇)(�̄�)

√
det′∆(0)(0)

√
det∆(0)(�̄�)

det∆(0)(�̄�)
det∆(0)(0)

=
√
det∆(1𝑇)(0)

√
det∆(1𝑇)(�̄�)

√
det∆(0)(�̄�)

√
det′∆(0)(0)

1
03 . (H.21)

In the first line, the three fractions are the contributions of transverse vectors,
longitudinal vectors and ghosts, respectively and primes indicate that zero
modes are omitted. The term 1∕03 is due to the zero modes of ∆(0)(0) and will
be dealt with below, together with the zero modes of ∆(1𝑇)(�̄�).

Since the multiplicities grow like 𝑛3, each sum is quartically divergent.
The sums can be regulated using the Schwinger proper time method

Tr log
(
𝜆2𝒪

)
= − ∫

∞

0

𝑑𝑠
𝑠 𝐾𝒪(𝑠), (H.22)

where
𝐾𝒪(𝑠) = Tr𝑒−𝑠𝒪 =

∑

𝑛
𝑚𝑛𝑒−𝑠𝜆𝑛 (H.23)

is the heat kernel of the operator 𝒪.

The ultraviolet corresponds to the lower end of the 𝑠-integration and the
infrared to the upper end, as one understands by noting that 𝑠 has dimension
of length squared. Infrared divergences are only associated to the eight zero
modes, and are dealt with by going to collective coordinates. In particular,
the 5 zero modes of ∆(1𝑇) can be related to translations and dilatations in flat
space, while the three zero modes of ∆(0) are related to the rotational moduli
and produce an unimportant factor of the volume of 𝑆𝑈(2). Remember that
for each collective coordinate we have a Jacobian, that is given by

√
𝑆𝑐𝑙, and

that the action of the instanton is 8𝜋2

𝑔2𝐵
, where we have affixed a “𝐵” to the YM

coupling to remind us that it is the “bare” coupling, since the instanton is
a solution of the classical YM equations. Thus the zero modes give rise to
integrals

constant × (8𝜋
2

𝑔2𝐵
)
4

∫ 𝑑4𝑥0 ∫
𝑑𝜆
𝜆5 .

The factor 𝜆−5 has been inserted on the basis of dimensional analysis.
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For small 𝑠 the heat kernel can be expanded as

𝑇𝑟𝐾𝒪(𝑠) ∼
1

(4𝜋𝑠)2
∫ 𝑑4𝑥

[
𝑏0(𝒪) + 𝑠𝑏2(𝒪) + 𝑠2𝑏4(𝒪) + …

]

= 𝑎
𝑠2 +

𝑏
𝑠 + 𝑐 + 𝑂(𝑠). (H.24)

and the traces are regulated by putting a cutoff Λ2
𝑈𝑉 in the lower end of the

𝑠-integration. Again for dimensional reasons, and since we are now interested
in isolating the ultraviolet divergences, we also put an infrared cutoff 𝜆2 on
the upper end of the integration. Then one sees that the first three terms give
quartic, quadratic and logarithmic divergences, repectively. In particular, the
logarithmic divergence is

1
2Tr log

(
𝜆2𝒪

)
= −𝑐 log

(
𝜆2Λ𝑈𝑉

)
. (H.25)

The so-called Seeley–DeWitt coefficients 𝑏𝑘(𝒪) are gauge invariant combina-
tions of the backgroundfield and its derivatives, forwhich general formulas are
available. However, given that we know the spectra exactly, it is more conve-
nient to calculate directly the coefficients 𝑎, 𝑏, 𝑐 by evaluating the traces (H.19)
with the Euler–Maclaurin formula

∞∑

𝑛=𝑛min
𝑓(𝑛) = ∫

∞

𝑛min
𝑑𝑥𝑓(𝑥) + 1

2(𝑓(𝑛min) + 𝑓(∞)) +
∞∑

𝑘=2

𝐵𝑘
𝑘!

(
𝑓(𝑘−1)(𝑥)

) |||||
∞

𝑛min
,

(H.26)
where 𝐵𝑛 are the Bernoulli numbers. Since we are only interested in the
leading terms of the expansion in 𝑠, it is enough to keep the terms 𝑘 = 2, 3 in
the last sum. The zero modes have to be retained in this sum, as explained
above.
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The results of these sums are reported in following table for each series of
eigenvalues:

operator 𝑎 𝑏 𝑐1 𝑐0
1
6

1 − 271
90

5

∆(1)𝑇(�̄�)

1
2

1 − 281
30

0

5
6

−5 239
18

0

∆(1)𝑇(0) 3
2

−3 − 281
10

+ 30 0

∆(0)(�̄�) 1
2

1 19
30

0

∆(0)(0) 1
2

1 − 61
30

3

We have split 𝑐 = 𝑐0 + 𝑐1: the column 𝑐0 gives the contribution to 𝑐 of the zero
modes and the column 𝑐1 gives the contribution of the nonzero modes. In the
fourth line, 30 is the contribution of the mode 𝑛 = 1. All the remaining sums
for the vector operator start from 𝑛 = 2 and those for the ghost operator start
from 𝑛 = 1.

We observe that in (H.18) the coefficients𝑎 and 𝑏 sumup to zero, separately
for the vectors and ghosts. This means that there are no quartic and quadratic
divergences. This is the desired effect of having normalized the functional
integral with the integral without instanton. There remain the logarithmic
divergences. From the preceding table, we find

𝑐tot = −27190 + 5 − 281
90 + 239

18 + 281
10 − 30 − (−1930 +

61
30) + 6 = 22

3

so the effective action is

𝑊1(𝜆) = 𝑆𝑌𝑀(�̄�) + 𝑐tot log
(
𝜆2Λ𝑈𝑉

)
+ constant

= 8𝜋2

𝑔2𝐵
− 11

3 log
(
𝜆2Λ2

𝑈𝑉
)
+ constant (H.27)

and the amplitude is

𝑍1 = constant × (8𝜋
2

𝑔2𝐵
)
4

∫ 𝑑4𝑥0 ∫
𝑑𝜆
𝜆5 𝑒

−𝑊1(𝜆). (H.28)
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H.17 Exercise 6.1: the ABJ anomaly in 𝒅 = 𝟒
Going to momentum space and performing the trace and the integration over
𝑦 we arrive at the following expression:

−4𝑒2𝜀𝜇𝜈𝜌𝜆𝐹𝛼𝜇𝜖𝛼 ∫
𝑑4𝑘
(2𝜋)4

𝑘𝜈�̃�𝜌(𝑘)𝑒
−𝑖𝑘

(
𝑥+ 𝜖

2

)
∫ 𝑑4𝑝

(2𝜋)4
𝑒𝑖𝑝𝜖 𝑝𝜆

𝑝2(𝑝 + 𝑘)2
.

The last integral is equal to

−𝑖 𝜖
𝛽

𝜖2
∫ 𝑑4𝑝

(2𝜋)4
𝜕𝑒𝑖𝑝𝜖

𝜕𝑝𝛽
𝑝𝜆

𝑝2(𝑝 + 𝑘)2
= 𝑖 𝜖

𝛽

𝜖2
∫ 𝑑4𝑝

(2𝜋)4
𝑒𝑖𝑝𝜖 𝜕

𝜕𝑝𝛽
𝑝𝜆

𝑝2(𝑝 + 𝑘)2

so we remain with

−4𝑖𝑒2𝜀𝜇𝜈𝜌𝜆𝐹𝛼𝜇
𝜖𝛼𝜖𝛽
𝜖2

∫ 𝑑4𝑘
(2𝜋)4

𝑘𝜈�̃�𝜌(𝑘)𝑒
−𝑖𝑘

(
𝑥+ 𝜖

2

)
∫ 𝑑4𝑝

(2𝜋)4
𝑒𝑖𝑝𝜖 𝜕

𝜕𝑝𝛽
𝑝𝜆

𝑝2(𝑝 + 𝑘)2
.

At this point we perform the average over the directions of 𝜖

−𝑖𝑒2𝜀𝜇𝜈𝜌𝜆𝐹𝛼𝜇 ∫
𝑑4𝑘
(2𝜋)4

𝑘𝜈�̃�𝜌(𝑘)𝑒−𝑖𝑘𝑥 ∫
𝑑4𝑝
(2𝜋)4

𝜕
𝜕𝑝𝛼

𝑝𝜆
𝑝2(𝑝 + 𝑘)2

.

The dependence on 𝜖 has disappeared, so this expression survives in the limit
𝜖 → 0. The second integral is a surface term. It is independent of 𝑘, giving

∫ 𝑑4𝑝
(2𝜋)4

𝜕
𝜕𝑝𝛼

𝑝𝜈
𝑝2(𝑝 − 𝑘)2

= 1
8𝜋2𝛿

𝛼
𝜈 .

The remaining integral is the derivative of the electromagnetic field

∫ 𝑑4𝑘
(2𝜋)4

𝑘𝜈�̃�𝜌(𝑘)𝑒−𝑖𝑘𝑥 = 𝑖𝜕𝜈𝐴𝜌,

so, collecting all the pieces, the divergence of the current is

𝑒2
16𝜋2 𝜀

𝜇𝜈𝜌𝜎𝐹𝜇𝜈𝐹𝜌𝜎.

H.18 Exercise 6.3: anomalies in commutators

Using the representation of the gamma matrices 𝛾0 = 𝑖𝜎2, 𝛾1 = 𝜎1 and
𝛾𝐴 = 𝜎3, the fermionic action can be split into

− ∫ 𝑑2𝑥 �̄�𝛾𝜇𝜕𝜇𝜓 = 𝑖 ∫ 𝑑2𝑥
[
𝜓†𝐿𝜕−𝜓𝐿 + 𝜓†𝑅𝜕+𝜓𝑅

]
, (H.29)
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where 𝜕± = 𝜕0 ± 𝜕1. We see that the two chiralities correspond to left- and
right-movers. We restrict our attention to the right-handed sector and we drop
the subscript 𝑅 from the fermions from now on.

The canonical quantization of the resulting theory, is obtained by imposing
the canonical anti-commutation relation at fixed 𝑡:

{𝜓†𝛼(𝑥), 𝜓𝛽(𝑦)} = 𝛿𝛽𝛼𝛿(𝑥 − 𝑦). (H.30)

The equation of motion for 𝜓𝛼 is solved by:

𝜓𝛼 = ∫
+∞

0

𝑑𝑘
2𝜋 [𝑏𝛼(𝑘)𝑒

𝑖𝑘(𝑥−𝑡) + 𝑎†𝛼(𝑘)𝑒−𝑖𝑘(𝑥−𝑡)]. (H.31)

The relation (H.30), leads to

{𝑏𝛼(𝑘), 𝑏†𝛽(𝑘
′)} = 2𝜋𝛿𝛼𝛽𝛿(𝑘 − 𝑘′), (H.32)

{𝑎𝛼(𝑘), 𝑎†𝛽(𝑘
′)} = 2𝜋𝛿𝛼𝛽𝛿(𝑘 − 𝑘′), (H.33)

𝑎, 𝑏 and 𝑎†, 𝑏† are the usual annihilation and creation operators, defining the
Fock space:

𝑏𝛼(𝑘)|0⟩ = 0, 𝑏†𝛼(𝑘)|0⟩ = |𝑘, 𝛼,+⟩, (H.34)
𝑎𝛼(𝑘)|0⟩ = 0, 𝑎†𝛼(𝑘)|0⟩ = |𝑘, 𝛼,−⟩, (H.35)

|0⟩ is the Fock vacuum and |𝑘, 𝛼,±⟩ one-particle states.
Let us consider the current operator 𝐽𝑎 = −𝑖𝜓†𝛼𝑇𝑎

𝛼
𝛽𝜓𝛽, It will be useful

to smear it with a test function 𝜖(𝑥) with values in the Lie algebra of 𝑆𝑈(𝑁):
𝐽𝜖 = ∫ 𝑑𝑥 𝜖𝑎𝐽𝑎. The current generates global 𝑆𝑈(𝑁) transformations and
obeys the classical current algebra

[𝐽𝜖1 , 𝐽𝜖2] = 𝐽[𝜖1,𝜖2] (H.36)

However at quantum level 𝐽𝜖 is not a well defined operator: we are just con-
sidering two quantum operator at the same point and ultraviolet divergences
arise in this limit. In two dimensions a simple solution is normal ordering

𝐽𝑎(𝑥) = −𝑖 ∶ 𝜓†𝛼𝑇𝑎𝛼𝛽𝜓𝛽 ∶ .

This is sufficient to avoid all the ultraviolet divergences in two dimensions.
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With this definition let us computethe commutator of two charge densities
𝜌𝛼𝛼′ =∶ 𝜓†𝛼𝜓𝛼′ ∶. Wick’s theorem gives

[𝜌𝛼𝛼′(𝑥), 𝜌𝛽𝛽′(𝑦)] = {𝜓𝛼′(𝑥), 𝜓†𝛽(𝑦)} ∶ 𝜓
†
𝛼(𝑥)𝜓𝛽′(𝑦) ∶

− {𝜓𝛽′(𝑦), 𝜓†𝛼(𝑥)} ∶ 𝜓
†
𝛽(𝑦)𝜓𝛼′(𝑥) ∶

+ ⟨0|[𝜌𝛼𝛼′(𝑥), 𝜌𝛽𝛽′(𝑦)]|0⟩. (H.37)

The first two pieces are the ones we expect from the classical algebra; the
third term derives from the ordering we have used to define the currents. The
expectation value of the commutator can be evaluated using (H.31) and the
distributional identity

− 1
(2𝜋)2

( 1
(𝑥 − 𝑦 + 𝑖𝜖)2

− 1
(𝑥 − 𝑦 − 𝑖𝜖)2

) = 1
2𝜋𝑖

𝑑
𝑑𝑥𝛿(𝑥 − 𝑦).

One obtains

⟨0|[𝜌𝛼𝛼′(𝑥), 𝜌𝛽𝛽′(𝑦)]|0⟩ = 𝛿𝛼𝛽𝛿𝛼′𝛽′
1
2𝜋𝑖

𝑑
𝑑𝑥𝛿(𝑥 − 𝑦),

Contracting (H.37) with −𝑖𝑇𝑎𝛼𝛼′ and −𝑖𝑇
𝑏
𝛽𝛽′ we obtain the algebra of the quan-

tum current operators:

[𝐽𝑎(𝑥), 𝐽𝑏(𝑦)] = 𝑖𝑓𝑎𝑏𝑐𝐽𝑐(𝑥)𝛿(𝑥 − 𝑦) − 𝐶
2𝜋𝑖𝛿

𝑎𝑏 𝑑
𝑑𝑥𝛿(𝑥 − 𝑦), (H.38)

where 𝐶 is defined by tr𝑇𝑎𝑇𝑏 = 𝐶𝛿𝑎𝑏. The new term commutes with all
operators in the theory, so it is called a central extension. The resulting algebra
is called a Kac–Moody algebra.

The same calculation for the left-handed fermion yields the same algebra
but with the opposite sign for the central term.

In the presence of the chiral coupling to a gauge field, one can show by
different methods that, with suitable choice of regularization method, the
central extension is the same as in the free case.

H.19 Exercise 6.4: the two-dimensional WZ
functional

We compute

− 1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈tr

[
𝜕𝜇(𝑔−1𝑈)(𝑔−1𝑈)−1(𝑔−1𝐴𝜈𝑔 + 𝑔−1𝜕𝜈𝑔)

]
+ 𝑆𝑊𝑍𝑊(𝑔−1𝑈).
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The first integral gives

1
4𝜋 ∫ 𝑑2𝑥 𝜀𝜇𝜈tr

[
𝑅𝑔𝜇𝐴𝜈 + 𝑅𝑔𝜇𝑅

𝑔
𝜈 − 𝑅𝑈𝜇 𝐴𝜈 − 𝑅𝑈𝜇 𝑅

𝑔
𝜈
]

(H.39)

where we denote 𝑅𝑔𝜇 = 𝜕𝜇𝑔𝑔−1 and 𝑅𝑈𝜇 = 𝜕𝜇𝑈𝑈−1. The second term gives

− 1
12𝜋 ∫ 𝑑3𝑥 𝜀𝜆𝜇𝜈tr

[
−�̄�𝑔𝜆�̄�

𝑔
𝜇�̄�

𝑔
𝜈 + 3�̄�𝑔𝜆�̄�

𝑔
𝜇�̄�𝑈𝜈 − 3�̄�𝑔𝜆�̄�

𝑈
𝜇 �̄�𝑈𝜈 + �̄�𝑈𝜆 �̄�

𝑈
𝜇 �̄�𝑈𝜈

]
,

(H.40)
The first and last terms in this expression are equal to−𝑆𝑊𝑍𝑊(�̄�) and 𝑆𝑊𝑍𝑊(�̄�)
respectively. The two middle terms add up to a total derivative that exactly
cancels the last term in (H.39). The second term in (H.39) vanishes identically.
The remaining terms exactly reconstruct −Γ𝑊𝑍(𝐴, 𝑔) + Γ𝑊𝑍(𝐴,𝑈).

H.20 Exercise 6.6: anomalies in the Standard Model
The group 𝑆𝑈(2) is safe by itself, but problems can arise when𝑈(1) generators
are present in the trace defining 𝑑𝑎𝑏𝑐. Since the 𝑆𝑈(2) generators are traceless,
we only need to worry about terms with one and three 𝑈(1) insertions.

If we consider one𝑈(1) contribution, since the right-handed fermions are
𝑆𝑈(2)-singlets, we get the condition

0 =
∑

𝑌𝐿𝑇𝑟[𝑇𝑎𝑇𝑏] = −12𝛿𝑎𝑏
∑

𝑌𝐿, (H.41)

where the sum is over doublets and 𝑌𝐿 is the 𝑈(1) hypercharge of the (left-
handed) doublet. This is equivalent to

∑
𝑌𝐿 = 0. (H.42)

Three 𝑈(1) insertions yield the condition

0 =
∑

𝐿
𝑌3
𝐿 −

∑

𝑅
𝑌3
𝑅, (H.43)

where the sums are over both left and right fields. In the first generation we
have the following hypercharge assignments:

𝑌𝑒𝐿 = −12 , 𝑌𝜈𝐿 = −12 , 𝑌𝑒𝑅 = −1, 𝑌𝜈𝑅 = 0,

𝑌𝑢𝐿 =
1
6 , 𝑌𝑑𝐿 =

1
6 , 𝑌𝑢𝑅 =

2
3 , 𝑌𝑑𝑅 = −13 ,
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These values satisfy both (H.42) and (H.43). Note that (H.42) is satisfied
separately by the leptons and quarks while (H.43) holds due to amore intricate
cancellation.

Finally we observe that in each family there are four doublets of chiral
fermions (one leptonic doublet and three quark doublets) and therefore the
condition for the cancellation of the global 𝑆𝑈(2) anomaly is also satisfied.

H.21 Exercise 6.7: the Schwinger model
1. The identity (6.146), which is easily checked for our choice of gamma

matrices, is the key to the peculiar properties of this model. The first
such property is that the axial invariance of massless fermions extends
to a local invariance. The fermionic action is invariant, by construction,
under the “vector” gauge transformations

𝜓′(𝑥) = 𝑒−𝑖𝛼(𝑥)𝜓(𝑥), �̄�′(𝑥) = �̄�(𝑥)𝑒𝑖𝛼(𝑥), 𝐴′
𝜇(𝑥) = 𝐴𝜇(𝑥) −

1
𝑒 𝜕𝜇𝛼.

but using (6.146) and

𝛾𝜇𝑒−𝑖𝛽𝛾𝐴 = 𝑒𝑖𝛽𝛾𝐴𝛾𝜇,

it is also invariant under an additional “axial” local gauge invariance

𝜓′(𝑥) = 𝑒𝑖𝛽(𝑥)𝛾𝐴𝜓(𝑥), �̄�′(𝑥) = �̄�(𝑥)𝑒𝑖𝛽(𝑥)𝛾𝐴 , 𝐴′
𝜇(𝑥) = 𝐴𝜇(𝑥) +

𝑖
𝑒 𝜀𝜇𝜈𝜕

𝜈𝛽.
(H.44)

Since every gauge potential can be decomposed in its longitudinal and
transverse parts

𝐴𝜇 =
1
𝑒
(
𝜕𝜇𝛼 + 𝜀𝜇𝜈𝜕𝜈𝛽

)
. (H.45)

we see that by the transformations written above we can eliminate 𝐴𝜇
from the action, which then reduces to that of free fermions. Define the
Clifford algebra-valued functions

𝜙 = 𝛼𝕀 + 𝛽𝛾𝐴, �̄� = 𝛼𝕀 − 𝛽𝛾𝐴.

where the scalars 𝛼 and 𝛽 can be written as non-local functions of the
gauge potential:

𝛼 = 𝑒
𝜕2 𝜕

𝜇𝐴𝜇

𝛽 = 𝑒
𝜕2 𝜖

𝜌𝜎𝜕𝜌𝐴𝜎. (H.46)
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The gauge potential can be rewritten as a kind of pure gauge field:

𝛾𝜇𝐴𝜇 =
1
𝑒 𝛾

𝜇𝜕𝜇𝜙.

Then one can check the operator identity

𝛾𝜇(𝜕𝜇 − 𝑖𝑒𝐴𝜇) = 𝑒𝑖�̄�𝛾𝜇𝜕𝜇 𝑒−𝑖𝜙.

On the r.h.s. the derivative is supposed to act on everything that is to
its right. One can then write an exact formula for the propagator in the
background electromagnetic field:

𝐺(𝑥, 𝑦) = 𝑒𝑖𝜙(𝑥)𝑆(𝑥 − 𝑦) 𝑒−𝑖�̄�(𝑦)

= 𝑆(𝑥 − 𝑦)𝑒𝑖(�̄�(𝑥)−�̄�(𝑦)), (H.47)

where 𝑆(𝑥 − 𝑦) is the propagator of the free fermion.
Using the methods of Section 6.1, the VEV of the vector current can be
defined as the 𝜖 → 0 limit of

⟨𝐽𝜇𝑉(𝑥, 𝜖)⟩ = −Tr𝛾𝜇𝐺
(
𝑥 − 𝜖

2 , 𝑥 +
𝜖
2
)
𝑒𝑖𝑒 ∫ 𝐴,

For small 𝜖 we then have

𝐺
(
𝑥 − 𝜖

2 , 𝑥 +
𝜖
2
)
= 𝑆(−𝜖)

[
1 − 𝑖𝜖𝜇𝜕𝜇�̄�(𝑥) + …

]
,

where the free propagator is given by (6.17)

𝑆(−𝜖) = − 𝑖
2𝜋

𝛾𝜇𝜖𝜇
|𝜖|2 .

Using this expansion, expanding also the parallel transport operator to
first order in 𝜖, the terms that contain up to two 𝜖’s in the numerator are

⟨𝐽𝜇𝑉⟩ = −tr 𝛾𝜇
𝛾𝜌𝜖𝜌
2𝜋𝜖2

(
𝕀 − 𝑖𝜖𝜈𝜕𝜈�̄� + 𝑖𝑒𝜖𝜆𝐴𝜆(𝑥)

)

= − 𝜖𝜈
𝜋𝜖2

(
𝜂𝜇𝜈 + 2𝜀𝜇𝜈𝜖𝜌𝜕𝜌𝛽

)
.

The first term vanishes upon averaging over directions. The remaining
two terms, using (6.18) and then the definition (H.45), become

⟨𝐽𝜇𝑉⟩ =
1
𝜋𝜖

𝜇𝜈𝜕𝜈𝛽.

The vector current is conserved, as desired. Finally using (H.46) we
obtain

⟨𝐽𝜇𝑉⟩ =
𝑒
𝜋 (𝛿𝜇𝜈 −

𝜕𝜇𝜕𝜈
𝜕2 )𝐴𝜈. (H.48)
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2. While vector gauge invariance is maintained, the classical invariance
under the axial gauge transformations (H.44) is broken. In fact in two
dimensions, due to the identity (6.146), the axial current is dual of the
vector current

𝐽𝜇𝐴 = 𝜀𝜇𝜈𝐽𝑉𝜈
and therefore using (H.48) one finds

⟨𝜕𝜇𝐽
𝜇
𝐴⟩ =

𝑒
𝜋𝜀

𝜇𝜈𝜕𝜇𝐴𝜈,

in agreement with our previous result (6.19).

3. We can now easily integrate (6.147) to obtain the effective action

𝑊𝐹(𝐴) =
𝑒2
2𝜋 ∫ 𝑑2𝑥 𝐴𝜇 (𝜂𝜇𝜈 −

𝜕𝜇𝜕𝜈
𝜕2 )𝐴𝜈. (H.49)

Integrating by parts, one can also rewrite this expression as

𝑊𝐹[𝐴] =
𝑒2
𝜋 ∫ 𝑑𝑥 𝐹𝜇𝜈 1𝜕2𝐹𝜇𝜈,

that is manifestly gauge invariant.

4. Adding the fermionic effective action to theMaxwell action the partition
function is

𝑍 = ∫ (𝑑𝐴) exp [𝑖 ∫ 𝑑2𝑥 (−14𝐹𝜇𝜈𝐹
𝜇𝜈 + 𝑒2

2𝜋𝐴
𝜇 (𝑔𝜇𝜈 −

𝜕𝜇𝜕𝜈
𝜕2 )𝐴𝜈)] .

(H.50)
It is gauge invariant and describes a free massive boson field. The
equation of motion is:

𝜕𝜇𝐹𝜇𝜈 −
𝑒2
𝜋 (𝑔𝜇𝜈 −

𝜕𝜇𝜕𝜈
𝜕2 )𝐴𝜈;

multiplying by 𝜕2 the above equation we get:

𝜕2(𝜕𝜇𝐹𝜇𝜈) +
𝑒2
𝜋 (𝜕𝜇𝐹

𝜇𝜈) = 0.

The physical degree of freedom is 𝑉𝜇 = (𝜕𝜇𝐹𝜇𝜈), with mass 𝑚2 =
𝑒2

𝜋
; actually, due to the condition 𝜕𝜇𝑉𝜇 = 0, only one component is

independent. One can regard the massive boson as a bound state of the
original fermion-antifermion degrees of freedom.
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5. The effective action in the chiral Schwingermodel can be easily obtained
from (H.49). Using (6.146) we have

𝛾𝜇 (
1 − 𝛾𝐴
2 )𝐴𝜇 = 𝛾𝜇 (

𝑔𝜇𝜈 − 𝜀𝜇𝜈
2 )𝐴𝜈

and therefore the partition function of the chirally coupled model can
be obtained from the one of the vectorially coupled model by replacing

𝐴𝜇 → 𝑔𝜇𝜈 − 𝜀𝜇𝜈
2 𝐴𝜈,

This leads to

𝑊 = 𝑒2
8𝜋𝐴𝜇 (𝜂𝜇𝜈 − 2𝜕

𝜇𝜕𝜈
𝜕2 − 𝜀𝜇𝜆𝜕𝜈𝜕𝜆 + 𝜀𝜈𝜆𝜕𝜇𝜕𝜆

𝜕2 )𝐴𝜈,

whose gauge variation is

𝛿𝜖𝑊 = 𝑒2
4𝜋 ∫ 𝑑2𝑥

(
𝜖𝜕𝜇𝐴𝜇 − 𝜀𝜇𝜈𝜕𝜇𝜖𝐴𝜈

)
.

The first term is the gauge variation of 𝐴𝜇𝐴𝜇. It could be modified or
even removed by adding a local counterterm. The second term has the
same form as the consistent anomaly.
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This book presents in a systematic fashion a number of quantum field 
theoretic phenomena that have a topological underpinning.

The systematics is provided by the homotopy groups of the configuration 
space: solitons and instantons are related to the zeroth and first homotopy 
groups respectively, and quantized parameters to the second. The close 
relation of some of these notions to anomalies is also discussed. These 
concepts have many applications, from particle physics to statistical and 
condensed matter physics. The focus is mainly on the former, but some 
particularly instructive examples of the latter are also described.
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