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Preface

With the advances in the Internet, AI, and robot technologies, our daily lives and
professional environments have increasingly incorporated a variety of digital media.
My research anddevelopment efforts have been centered around a new, emerging type
of medium: avatars. Avatars, which include both teleoperated robots and computer-
generated (CG) agents, enable users to operate in physically distant locations or
even virtual environments, such as the metaverse. Attracted by their convenience
and the broad spectrum of possibilities, various organizations, including companies
and hospitals, have explored utilizing robot avatars. However, despite the initial
enthusiasm, the widespread adoption experienced only a modest surge and failed
to firmly establish itself. Nevertheless, the recent shift toward remote work driven
by the COVID-19 pandemic has served as a catalyst for the resurgence of avatar
technology, propelling its research, development, and practical application into a
new phase. The large-scale societal shift toward telework has clearly highlighted
avatar technology’s potential to reshape how we work, communicate, and interact
within a rapidly evolving digital landscape.

I am currently leading a project under the Moonshot Research and Development
ProgramGoal 1, “The Realization of a Society inWhich Human Beings Can Be Free
from the Limitations of Body, Brain, Space, and Time by 2050”. It was launched in
2020 by the Japan Science and Technology Agency (JST) with the aim to empower
individuals from diverse backgrounds and with various responsibilities, such as care-
giving or parenting, to pursue activities that align with their lifestyles, free from the
constraints of their bodies, physical space, and the limitations of their brains and
time. Our project, named “The Realization of an Avatar-Symbiotic Society Where
Everyone Can Perform Active Roles Without Constraint,” focuses on developing
Cybernetic Avatars (CAs), a type of avatar that are designed to enhance people’s
physical, cognitive, and perceptual abilities through the integration of advanced tech-
nologies such as robotics andAI.Thus, our project aims to contribute to the realization
of Goal 1, facilitating a world where people are liberated from the confines of space
and time.

This book stems from the JST’s Moonshot R&D project described above,
presenting a vision of a future where avatars play an integral role in shaping the
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vi Preface

fabric of our interconnected society. It introduces our ongoing efforts to advance
avatar technology and is structured into nine chapters. Chapter 1 discusses the poten-
tially revolutionary impact of CAs as a new medium of communication, liberating
individuals from physical barriers and creating more flexible work environments.
Chapters 2–4 present developments in CAs with advanced autonomous function-
ality. Chapters 5 and 6 discuss the creation of a CA platform that connects multiple
operators and CAs. Chapter 7 explores the physiological and neuroscientific effects
of avatars and other media on operators and users. Finally, Chaps. 8 and 9 discuss
the societal implementation of CAs.

Toyonaka, Osaka, Japan
February 2024

Hiroshi Ishiguro

Acknowledgment Thisworkwas supported by JSTMoonshot R&DGrantNumber JPMJMS2011.
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Chapter 1
Introduction: Cybernetic Avatar

Hiroshi Ishiguro

Abstract The chapter discusses the potentially revolutionary impact of Cybernetic
Avatars (CAs) as a newmedium of communication, liberating individuals from phys-
ical limitations and enabling them to work more freely. Through CAs, people with
disabilities and the elderly will gain new opportunities for social engagement. More-
over, we envision a more inclusive society where humans coexist with robots and AI,
fostering diversity and collaboration. The chapter also explores the transformative
initiatives of our JSTMoonshotR&DGoal 1, and the social and ethical considerations
inherent in a society in which CAs and humans are integrated.

1.1 Avatar as a New Medium

With advances in the Internet, AI, and robot technologies, we have come to use
various media in our daily lives and work. In particular, remarkable advances have
been made in the media to support human communication. Starting with the radio,
followed by the telephone, television, and the Internet, our lives and society have
been transformed.

The reason people are so fascinated with media is that the purpose of our lives
is to communicate with others. Human beings understand themselves by interacting
with others, and they develop society together.

Ishiguro has focused on the research and development of avatars as a new tech-
nology for such media. Avatars are teleoperated robots or CG agents. They can be
used to operate in remote locations or virtual spaces such as the metaverse.

However, the development of this avatar technology did not start until the turn
of the millennium. I presented a very simple robotic avatar combining a videocon-
ferencing system and a mobile platform in 1999 at the International Conference on
Robots and Intelligent Systems (IROS) (Ishiguro and Trivedi 1999), and the first
model of Geminoid, a robot avatar that looks exactly like me, was developed in

H. Ishiguro (B)
Osaka University, Toyonaka, Osaka, Japan
e-mail: ishiguro@sys.es.osaka-u.ac.jp
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2006 (Ishiguro and Libera 2018). Around 2010, several startup companies around
the world were developing and selling robot avatars (Takayama et al. 2011).

However, it was a relatively small boom, and those robot avatars never took
root in the world. At that time, remote work itself was not accepted. Not only the
avatars, but also the idea of working daily with a videoconferencing system was not
accepted by society. Therefore, companies, hospitals, and other organizations that
initially introduced robot avatars with high hopes for their convenience and various
possibilities gradually stopped using them.

However, the coronavirus pandemic has made remote work commonplace, and
the research, development, and practical application of these avatars have become
active again. During the pandemic, many people used videoconferencing systems to
work remotely because face-to-face meetings were not feasible.

1.2 The Vision of Moonshot Goal 1 Avatar Symbiotic
Society Project

The Moonshot Research and Development Program, which began in FY2020,
consists of nine goals. Goal 1 of the project is “The realization of a society in which
human beings can be free from the limitations of the body, brain, space, and time by
2050” (JST 2020). Ishiguro is working on research and development as one of the
project managers for Goal 1. The following is a more detailed explanation.

The aim of Goal 1 is to enable people of various backgrounds and values, such
as those who need to raise children and/or take care of the elderly, to participate in
a variety of activities in accordance with their lifestyles. To achieve this, we need
to create a society in which people are free from the constraints of the body, brain,
space, and time. For this purpose, we need to develop Cybernetic Avatar (or CA,
which means a developed avatar fused with artificial intelligence) technology, which
can extend people’s physical, cognitive, and perceptual abilities by highly utilizing
a series of technologies known as cyborgs and avatars, and then apply it in a socially
accepted manner. The research and development of CAs will be carried out while
taking into account socially accepted ideas.

On the basis of Goal 1, Ishiguro aims for “The Realization of an Avatar-Symbiotic
Society where Everyone Can Perform Active Roles without Constraint” (Ishiguro
2020). The goal is to create a society in which everyone can participate in a variety
of work, education, medical care, and daily social activities without having to go to
the workplace by freely operating multiple CAs remotely. In 2050, our lifestyles will
change dramatically in terms of how we choose our locations, how we use our time,
and how we expand our capabilities, and we will enable a symbiotic society with
avatars that are in balance with society.

A more specific CA utilization is shown in Fig. 1.1. In education, a home class
will be done by a teacher using a CA. Typical instruction can be provided by the
CA’s autonomous AI functions, and unexpected questions can be handled by the
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teacher via teleoperation, allowing him or her to operate many CAs simultaneously.
However, students from all over the world can gather at the school using CAs and
engage in various discussions.

The same will be true at work. Work can be done at home by inviting experts via
CAs to the home, and meetings can be held at the office with members from around
the world. This way of working will minimize commuting and allow people to work
freely.

In medical care, simple medical examinations, such as those for a cold, will be
performed at home by a doctor using a CA. This will greatly reduce the risk of
spreading infectious diseases. However, in city hospitals, various specialists will
examine patients using CAs, so even a small hospital in a city can function as well
as a general hospital.

Discussion at school Study at home
Edu-

cation

Work

Medi-
cal

Tele-
operation

Work in the project Work at home

Specialized treatment in the hospital Daily medical care

Every
-day

Party Private

Teleoperation

CA Infrastructure

Tele-
operation

Teleoperation

Teleoperation

Tele-
operation

Teleoperation

Teleoperation

Fig. 1.1 Avatar symbiosis
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As this happens, more and more people will use CAs as conversation partners in
their daily lives, and they will attend parties, sports, travels, etc., as CAs. In other
words, everyone, including the elderly and the disabled, will be able to participate
freely in a variety of activities using a large number of CAs with expanded physical,
cognitive, and perceptual abilities that surpass those of ordinary people. They will be
able to work and study anywhere and anytime, minimizing commuting to and from
work and school and allowing them to have more free time.

In this way, theMoonshot R&D project aims to create an avatar symbiosis society
in which everyone can usemultiple CAs to express themselves in various ways and to
be active freely. CAs here refer to teleoperated robots and CG agents, and “free (自在
(jizai) in Japanese)” refers to the state in which CAs can act as the operator wishes
by extending the operator’s capabilities while taking into account the operator’s
intentions.

The concept of “free (自在 (jizai) in Japanese)” is particularly important. For a
single person to use multiple CAs, the CAs must have the ability to perform tasks
autonomously. The operator controls the CAs, which operate almost autonomously,
and directly manipulates them only when necessary, thereby using multiple CAs
simultaneously. In this case, the CAs must not ignore the operator’s intentions and
act autonomously but must act autonomously in response to the operator’s intentions.
This is “free.”TomanipulateCAs freelymeans tomanipulatemultipleCAs according
to one’s intentions, while making full use of their autonomous AI functions, etc.

1.3 How Will CAs Change Society?

I call the world in which CAs are intervening the virtualized real world (see Fig. 1.2).
The virtualized real world is a world in which CAs combine the advantages of both
the real world and the virtual world. Normally, we work in the real world using our
physical bodies. The advantage of working in the real world is, of course, income.
However, because we work in the real world, recovering from any mistakes we make
is not easy. This is because failures always haunt our one and only flesh-and-blood
body.

However, in the virtual worlds that have spread after the creation of the Internet,
various worlds have been created, andmany people can operate anonymously. There-
fore, even if something goeswrong, they can easilymove to another virtual world and
continue their activities or continue their activities under a different name. However,
the problem is that only a very limited number of people earn income from their
activities in virtual worlds.

The virtualized real world is a world in which CAs integrate these advantages
of earning income in the real world with the advantages of being different selves in
the virtual world. In the virtualized real world with CAs, one can freely work with
different CAs, becoming different selves.

This virtualized real world is expected to be achieved in Japan. In addition to
Internet technologies, technologies to create humanoid robots (Moonshot calls them
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Real name 
virtual world

Real world

Virtual world
Virtualized 
real world

Virtual world

Humans

Real world

Real name

Anonymous

SNS

Video
Conference

Robot avatarsCG avatars

Fig. 1.2 Avatar symbiotic society

presence CAs) and CG characters (Moonshot calls them CG-CAs) are necessary
to create a virtualized real world, and these technologies are Japan’s strong points.
In addition, Japan has a culture that easily accepts such robots and CG characters.
In the West, humanoid robots and CG characters tend to be difficult to accept in
daily life, but in Japan, for example, Vtubers (people who use CG characters to
stream on YouTube) have already become commonplace and accepted in daily life.
Therefore, the virtualized real world is expected to start in Japan. Once it takes root
in Japanese society, it will be able to spread to the rest of the world. For example,
just as the gaming world, such as Nintendo consoles (the Nintendo Switch and Sony
PlayStation, etc.), has spread from Japan to the rest of the world, so too will the
virtual world spread.

The virtualized real world is a virtual world created by CAs through their sensors
and actuators, which are linked to the real world. In other words, the CAs provide
the individual operator with a new existence, and a large number of CAs create a
new society composed of CAs and humans. At the same time, CAs’ AI functions,
such as environmental recognition, can extend or replace the operator’s recognition
capabilities. Also, the operator can extend his or her own cognition of society (social
awareness, human relationships, and the meaning of things) through the cooperation
of a large number of CAs.

The virtualized real world achieved by CAs is a new world that offers a variety of
possibilities and that will greatly enhance society. However, it will also cause new
social problems, for example, (1) the real-world anonymization problem with CAs,
(2) the ability expansion problem, (3) the multiple CA manipulation problem by a
single operator, and (4) the human relationship augmentation problem. Because the
virtual world of the Internet is independent of the real world, anonymity, capability
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expansion, and relationship expansion are not major problems. If a problem occurs,
it can be solved by returning to the real world, and the problem can be handled
independently between the virtual world and the real world. However, the virtualized
real world, as shown in Fig. 1.2, is rooted in the real world, so these problems must
be handled more carefully.

In the virtual world, various societies can exist at the same time, and rules and
ethical norms can be created for each society. However, the real world is always a
single society with a single set of rules and codes of ethics, and while CA technology
can multiplex that single society, it is always rooted in the real world, which is a
single society, and must therefore inherit some of the rules and codes of ethics of the
traditional real world.

The rights and responsibilities of humans, CAs, and autonomous robots also need
to be discussed. Questions such as whether or not CAs and autonomous robots can
be allowed to do things that are not allowed to humans and how we can trust CAs
and autonomous robots are issues that need to be considered immediately.

(1) Real-world anonymization problem: The first problem with CAs is that of
anonymization, which has both advantages and disadvantages. Working with
CAs means working with different faces, which in some cases is easier, while
in others the inability to identify individuals can be a problem. If a police officer
or a medical professional is not trustworthy in uniform, he or she can ask for
identification when receiving services. In other words, an “avatar authentication
mechanism” is needed.

(2) Ability expansion problem: As already mentioned, CAs can expand their abil-
ities to work. However, this ability is not the one that the person has in the first
place, and various problems may arise from this gap. The gap between the two
is likely to create various problems: CAs can dramatically improve perceptual
abilities. When humans interact with other humans, we do so with the belief
that others have similar abilities as humans. We do not expect them to see things
that we do not see. However, a CA with advanced perceptual abilities may use
special sensors to see things that the other person wants to keep secret.

CAs can also be used to extend locomotion. They will be able to move faster
than humans and act on the environmentwithmore force than humans. Theywill
be able to break things that humans cannot break. CAs may have overwhelming
power that humans do not have. Such CAs cannot be used freely by everyone.
Just as a driver’s license is required to drive a car, a licensing system needs to
be established to use CAs with superior mobility.

With CAs, we can work in a way that has a great impact on people. For
example, a person canwork as a famous historical figure or as a current celebrity.
This augmentation of figures by CAs, like the augmentation of athletic ability,
must be properly controlled and, if necessary, licensed.

(3) Multiple existence problem: One of the important goals of CA development in
Moonshot-type R&D projects is to allow one operator to handle multiple CAs.
At present, if an operator uses many CAs with different personalities, it may
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cause confusion about his own personality. How serious this problem is needs
to be determined by actual CA use.

If a single operator simultaneously uses a CA with the same personality
that exists in several completely different locations, problems may arise for the
recipient of the service. We humans live our lives assuming that people can
only exist in one place at a time. However, if a single operator has access to
multiple CAs, he/she can be in multiple places at the same time. The recipient
of the service may feel that his/her CAs exist everywhere. If they have negative
feelings about the CAs, they may feel that they are being watched at all times
and in all places.

(4) Relationship augmentation problem: With CAs, we can operate in a different
world from our normal self with a different personality. It could be said that
we can start our lives over. In this case, the relationships between individuals
will become more diverse. People who are already active in the virtual world,
belonging to various communities, will be likely to have complex relationships
to some extent, but these relationships will not necessarily be rooted in the real
world. However, in the virtualized real world using CAs, truly diverse human
relationships that are rooted in the real world will become possible. Such diverse
relationships should expand our human potential and bring about many positive
effects. However, some people may be troubled by the complexity of human
relationships.

1.4 Challenges of CAs Research and Development

Solutions to these issues are not available right now, nor does this document address
all of them. Most of the issues are currently under research. Through this book, we
hope that readers will learn how CA systems are being researched, developed, and
implemented in society and will consider how these issues might be solved in the
future.

As mentioned, a variety of new social and ethical issues will arise in an avatar
symbiosis society. Though a society full of great potential will be created, various
problems will arise because of the new society. While carefully considering such
issues, the Moonshot R&D project also aims to establish a code of ethics that
embraces CAs in our society.

However, while such challenges remain in CA development, there is no doubt
that it will bring about significant changes to society, and in particular CAs will be
an indispensable technology for the achievement of diversity and inclusion. In the
virtualized real world where CAs will be created, people will be free from physical
constraints, and they will be able to work freely. People with various disabilities and
the elderly who have difficulty moving their bodies will be able to work freely.

Thus, freeing people from physical limitations is critical to achieving a society
of diversity and inclusion. Many kinds of discrimination that need to be eliminated
from society often stem from the physical body. The history of discrimination has
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been that people have been mistreated for having a different skin color and for being
physically disabled. Since the start of the millennium, the lack of recognition of
gender diversity has also become an issue. All of these are caused by the physical
body, and with CAs we can free ourselves from such physical limitations and be free
to be who we want to be.

With CAs, human diversity can be achieved, and various people will be able to
work together in the same world. I believe this will fully enable inclusion.

CAs, supported by AI technology, are becoming more and more capable. For
example, CAs’ visual and auditory abilities have already surpassed those of humans.
AI technology can detect subtle emotions expressed in the facial expressions of the
interlocutor, which cannot be judged by the human eye. For example, its ability to
express itself using gestures is superior to that of humans. It is difficult for a person
with considerable training to speak with beautiful gestures, but with AI technology
a CA can add such gestures to the content of speech. In other words, anyone can
easily operate CAs and expand their own capabilities through AI technology.

If the AI technology is applied to a CA’s dialogue capability, it will become a
CA that can perform simple dialogue autonomously. It will be a CA that speaks
autonomously while following the operator’s intention. However, an autonomous
robot is a machine that makes its own decisions and acts on its own initiative. Here,
we also refer to robots that act autonomously while following human intention as
CAs.

In any case, not only CAs that are operated by humans speaking directly to them
but also CAs that operate autonomously according to human intentions are expected
to be active in future society. Such CAs will either be human or robotic. A CA that
is operated by a human directly speaking to it may possibly be treated like a human.
However, it may be difficult to distinguish whether the CA is operated by a human
speaking directly or by AI following human intentions but operating autonomously.
The reason is that AI technology has already become capable of human-like voices
and human-like interaction.

In such a society, the boundary between humans and CAs will blur, and a society
in which humans, robots, and CG characters all work together will likely be created.
Such a society is the next step after diversity and inclusion. Humans will be freed
from physical limitations, and a more developed form of diversity and inclusion will
be possible. We will build a richer society with diverse colleagues, including not
only humans but also robots and AI that support human society. I believe this is the
society of the future.
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Chapter 2
Development of Cybernetic Avatars
with Humanlike Presence
and Lifelikeness

Hiroshi Ishiguro, Kohei Ogawa, Yoshihiro Nakata, Mizuki Nakajima,
Masahiro Shiomi, Yuya Onishi, Hidenobu Sumioka, Yuichiro Yoshikawa,
Kazuki Sakai, Takashi Minato, Carlos T. Ishi, and Yutaka Nakamura

Abstract Cybernetic Avatars (CAs) are controlled by an operator through an inter-
face that communicates movements, voice, or the intent of action. The operator can
use the CA to perform activities remotely. In other words, the CA is the operator’s
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2.1 Introduction

Cybernetic Avatars (CAs) are controlled by an operator through an interface that
communicates movements, voice, or the intent of action. The operator can use the
CA to perform activities remotely. In other words, the CA is the operator’s alter
ego. Therefore, the CA should have humanlike presence and lifelikeness. CAs were
developed based on androids, which are humanlike robots. Geminoid is the most
famous CA with humanlike presence. A CA with its own presence can act instead
of the person controlling it. For example, a CA with the humanlike presence of a
minister in a busygovernmentministry canperformofficial duties in various locations
on behalf of the minister, dramatically increasing the minister’s productivity.

However, a CA that closely resembles a person is not the best for every situation.
Robotic and computer graphics technologies can be used to create a life-like CA that
does not resemble a person; this CAcan resemble cute animals or animated characters
that are lifelike. Older and younger generations prefer suchCAs. Humanlike CAs can
sometimes be intimidating because they have a presence similar to that of humans,
and CAs that only have a life-like feel, such as that of a small animal, are not
intimidating and are easily accepted by many people. A life-like CA is particularly
suitable as a dialogue partner for the elderly and young.

This chapter introduces related research, focusing on the development ofCAswith
humanlike presence and a lifelikeness, and their interface technology. In Sect. 2.2,
we describe the development of a CA with humanlike presence. In Sect. 2.6, we
describe the development of a life-like CA that does not have a humanlike presence,
but resembles cute animals or animated characters. As an extension to these charac-
teristics, we are developing a mobile childlike CA and a hugging CA that can be used
in a mental therapy settings. These CAs are described in Sects. 2.4 and 2.5. An auto-
matic motion generation system was required for these CAs to adequately express
the intentions, emotions, and personality state; this system is described in Sect. 2.7.
The construction of the system’s basic learning model is described in Sect. 2.8. The
basic technologies used in the interfaces of these CAs are based on cognitive science
research and described in Sect. 2.3.
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2.2 Research and Development of Cybernetic Avatar
with Humanlike Presence

2.2.1 Research and Development of Human-Engaged Robots
and Avatars

Until 2000, research and development in robotics focused on manipulation and navi-
gation. Manipulation research and development began with the Unimate industrial
robot developed by George Charles Devol Jr. in 1962. Navigation research began
with Shakey’s research and development at SRI International between 1966 and
1972. After approximately 2000, a new field of robotics research and development
called interaction emerged. This research and development was triggered by the
IEEE/ACM International Conference on Human–Robot Interaction (HRI), an inter-
national conference initiated by researchers worldwide, including Ishiguro, who is
involved in the research and development of robots that interact with humans.

Ishiguro has been engaged in the research and development of robots, particularly
androids, that have humanlike appearances. Figure 2.1 shows the flow of Ishiguro’s
research and development.

Ishiguro has been involved in the research and development of autonomous and
teleoperated robots, such as avatars, throughout his career. In 1997, Ishiguro devel-
oped Town Robot, an autonomous robot designed to interact with people. In 2000,
Ishiguro developed Robovie at the Advanced Telecommunications Research Insti-
tute International (ATR). In 2015, in collaboration with Kawahara and others at
Kyoto University, Ishiguro developed ERICA, an autonomous talking android with
humanlike appearance, for the JST ERATO Ishiguro Human Robot project.

In 1999, Ishiguro presented a teleoperated robot/avatar combining a video confer-
encing system and a mobile cart at the IEEE/RSJ International Conference on
Intelligent Robots and Systems (IROS), now the largest international conference
on robotics. Around 2010, many companies attempted to make this type of avatar
commercially viable. One such example is Texai, which was developed by Willow
Garage and funded by Google.

Fig. 2.1 Research and development of Ishiguro’s avatars and autonomous robots
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However, avatar development ended in a primary boom in 2010. By 2020, most
companies stopped researching, developing, or selling robot-based avatars.Oneof the
reasons that discouraged robot avatar researchwas rareness of remotework.However,
during the COVID-19 pandemic, which began in 2019, remote work became more
prevalent. Avatars have the potential to advance rapidly with the global of prevalence
of remote work.

During the 2000s, Ishiguro continued his research and development of avatars
and created Geminoid HI-1, which culminated in the development of an avatar that
closely resembles his appearance in 2006. In addition, Ishiguro created a neutral-
looking Telenoid that resembled a human; the Telenoid did not have a discernable
gender, age, or personality.

People do not always accept avatars that closely resemble human beings. Children
and the elderly tend to prefer avatars that do not closely resemble humans. To develop
services that utilize avatars for people in various situations, researchers must develop
different types of avatars.

Ishiguro has concurrentlyworked on the research and development of autonomous
robots while developing avatars. This emphasis stems from the understanding that
avatars and autonomous robots are complementary. Ishiguro initially researched
and developed autonomous robots that interacted with people. However, to realize
autonomous robots that can interact with people, we need data on how these robots
engage with them. Ishiguro began his research on avatars to gather this data. Avatars
could be used remotely to interact with people; then, data on how people interact
with this avatar, which mimics an autonomous robot, could be collected.

Although Ishiguro began researching avatars for this purpose, he realized that
avatars could be effective in assisting people with their activities. Since then, he
has been involved in the research and development of both autonomous robots and
avatars.

The R&D of autonomous robots is also important for the R&D of avatars. To
make avatars more operator friendly, they must have various autonomous functions.

2.2.2 Operating Interface for HP-CA

A Cybernetic Avatar (CA) with humanlike presence, such as a Geminoid, an avatar
with Ishiguro’s appearance, is called an HP-CA.

The operational interface of an HP-CA, whose primary function is talking to
people, is shown in Fig. 2.2. The operating procedure was as follows: The operator
interacts with a human in front of the HP-CA while monitoring the video and audio
from cameras and microphones installed in the CA’s eyes and ears and from cameras
and microphones in the room. The HP-CA’s lip movement (Ishi et al. 2012), head
movement (Sakai et al. 2016), and emotion estimation for facial expressions (Fu
et al. 2023) were performed automatically. Because of the automatic estimation of
the HP-CA’s movement and facial expressions, the HP-CA’s operator can operate
the avatar without worrying about their posture.
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Fig. 2.2 Operating interface of the HP-CA

In general, a CA can be operated in two ways. One is to faithfully transmit the
operator’s movements to the CA and transmit information from sensors on the CA
to the operator. This method is used when a CA is used to perform physical tasks.
The other is the method used in dialogue-based tasks; such tasks convey only the
operator’swords and simplemovements. This secondmethodmakes the operator feel
like the CA’s body is theirs because their voice and gestures are mimicked by the CA
(Alimardani et al. 2013, 2016). Another important aspect of the second teleoperation
method is that it mediates the operator’s intentions.

In the teleoperation used in this section, the operator primarily communicates
only their voice to the CA; the operator’s voice communicates their intention. The
communication of their intentions has multiple stages:

1. The operator conveys nonverbal emotional information, such as facial expres-
sions, in addition to their voice, and the CA generates motions based on the voice
and emotional information.

2. The operator conveys only their voice, and the CA estimates the emotion from
the voice and generates motions based on the voice.

3. The operator conveys only the main points of their speech, and the CA generates
speech, voice, and motions from these main points.

4. The operator gives the CA instructions, and the CA generates speech.
5. The CA observes the operator’s behavior to infer the operator’s intentions and

behaves based on the inferred intentions.

A survey of the multiple phases of teleoperation reveals a problem in intent medi-
ation. That is, does the intention tomove the CA lie with the operator or CA? The first
stage clearly places the intention with the CA; however, at stage 5, the CA presumes
the operator’s intention; thus, the CA’s intention is largely reflected.

The intention of the operator or CA is also influenced by the intentions of the
dialogue partner. When using a CA to provide services, the operator or CA must
fully consider the intentions of the dialogue partner receiving the service. In other
words, the intentions are not only those of the operator or CA but also those of the
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dialogue partner, and the problem of how these intentions are mediated must be
dealt with. This problem is an important and interesting issue in CA research and
development and must be addressed further in the future.

2.2.3 Research and Development of HP-CA in Our Moonshot
Project

Current research and development of CAs is beginning to produce results in the
above areas of intention communication. Research on estimating emotions and gener-
ating gestures from an operator’s voice has begun to produce results. In addition,
recent advances in large-scale language models have made it possible for operators
to communicate only the main points of their speech to the CA.

For Ishiguro’s HP-CA, Geminoid HI-6 (the 6th generation of Geminoid HI-
1, which was developed in 2006), we designed eye gaze, head movements, and
gestures in collaboration with experts on gestures, creating an HP-CA that has
expressions similar to those of a human (Fig. 2.3). While expressive dialogue using
gestures usually requires training, the behavior of this CA is generated automatically;
therefore, anyone can use it to engage in an expressive dialogue.

2.2.3.1 Gesture Generation from Voice

To realize an HP-CA that is more expressive than the operator, we developed a
function that generates motion according to the contents of the operator’s speech. In
the system developed in this study, each word was labeled as shown in Table 2.1, and
appropriate motions were assigned to each label. The corresponding words listed in
Table 2.1 are examples of implemented words, and the samemotion may be assigned
to different labels. For example, for the label “Greeting,” the gesture is like bowing
(Fig. 2.4a), and for the label “Realize,” usedwhen talking about the future, the gesture
is that of opening and unleashing the mind (Fig. 2.4b). In addition, when CAs are

Fig. 2.3 HP-CA’s gestures in dialogue (Geminoid HI-6)
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Table 2.1 Examples of
behavior and language
correspondence

Label Example of corresponding words

Greeting Hello, good evening, good morning

Monitor Figure, show

Realize Realize, execution, carry, mellow

Body Body, android

Impossible Not, finish, cannot

Expect Expect, want, wish

Me Me, myself, Ishiguro

Develop Development, accepting

Goodbye Goodbye, bye bye

Fillar Well

Excitement Amazing, cool, surprised

Future Deal with, future

Nod Yes, that’s right

Denial No

talking about what they hold dear, as in the label “Expect,” they use a gesture of
closing their arms, symbolizing a protecting stance.

We developed HP-CA, which can present very rich gestures based on the corre-
spondence between words and gestures generated from Ishiguro’s pre-recorded
speech.

Humans find it difficult to use beautiful hand gestures during presentations; they
require considerable training to realize this skill. However, HP-CAs can deliver
speeches while using ideal hand gestures without significant training.

Thus, the CA can be a useful tool for people with disabilities. Even if a person
has a disability in his/her leg, he/she can work anywhere and anytime using a CA.
The CA can also be a useful tool for able-bodied people. They can give presentations
with expressive abilities beyond their own.

2.2.3.2 Lecture by HP-CA

Weconfirmed that Ishiguro’sHP-CAcangive lectures to an audience.TheHP-CAhas
the potential to present lectures of the same or better quality than the person operating
them because of psychological effects. Shimaya et al. (2019) studied communication
using avatars and reported that conversations could be facilitated when the robot was
operated remotely or in the same room. In addition, when the HP-CA is used as an
avatar, it can provide a stronger sense of presence than video conferencing (Sakamoto
et al. 2007).
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(a) bowing (b) Extend both hands (c) Slide mention

(d) Lower both hands (e) Extend a hand  (f) Brash off

Fig. 2.4 Examples of gestures

Kamide et al. (2014) evaluated nonverbal information expressed by humanoid
robots. According to their study, the actions of a humanoid robot giving a presen-
tation, such as making eye contact with the audience or pointing at a screen, are
important for improving the audience’s understanding. In other words, the effective
use of motion in robot presentations can enhance their impact.

Many other effects related to human interaction with avatars and robots have been
studied (numerous research examples can be found in Ishiguro and Libera (2018)).
Against the background of these studies, we evaluated an audience impressions when
HP-CA was used to present lectures. Here, we administered a questionnaire after a
lecture presented by an HP-CA, evaluated the impressions of the audience based
on the answers obtained, and examined the HP-CA’s educational and other effects.
In the first hour of the lecture, the HP-CA gave a lecture with a voice and gestures
based on a recorded voice and manually assigned gestures; in the next hour, Ishiguro
remotely operated the HP-CA to interact with the audience. In the remote control,
Ishiguro selected and expressed gestures according to the content of his speech.

The title of the lecture was “Avatar and Future Society;” the HP-CA introduced
the avatars and autonomous robots that have been developed by Ishiguro so far. The
lecture was given to students and their parents (approximately 900 people in total) at
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Fig. 2.5 Lecture by HP-CA

the Tottori Prefectural Tottori Nishi High School; a voluntary questionnaire survey
was administered to the students after the lecture. The lecture was held at the Tottori
Prefectural Citizens’ Cultural Hall, Rika Hall (Fig. 2.5).

Students were asked to answer questions regarding anthropomorphism, warmth,
competence, discomfort, and educational effectiveness on a 5-point scale Valid
responses were obtained from 245 audience members (male = 102, female = 136,
non-response = 7) between the ages of 15 and 18 years (mean = 16.16, variance =
0.898).

In the lectures in this study, items related to anthropomorphism were rated highly
for humanlike appearance. In addition, items related to warmth were rated high for
sociability and kindness, whereas those related to emotions were rated low. These
evaluations of emotion, kindness, and sociability are expected to be influenced by
the operator’s speaking style.

All items related to competence were rated high. This high rating may have been
due to audience bias caused by being in a lecture and the operator being a university
professor.

Discomfort was not experienced, although there were some variations in the eval-
uation of discomfort. This is believed to be influenced by the audience’s interest in
and familiarity with the robot.

The educational effectiveness score was above three for all questions. However,
further investigation is needed because this factor was influenced by the audience’s
prior interest in the robot.

2.2.3.3 Real-Time Motion Generation by Word Prediction

We developed a function that generates gestures from voice in real-time. Because
of the function’s real-time nature, it requires predicting the occurrence of words in
speech. Nishiguchi et al. (2017) proposed the rule that in situations where a robot
converses with more than two people, the robot should prioritize actions over speech.
To ensure that the avatar’s behavior corresponds to its words, we developed a word
prediction function that is based on a neural-network. The system predicts words and
generates the avatar’s behavior in the following steps: (1) Recognizing the speech
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of the avatar’s operator. (2) Predicting the next utterance by using the speech recog-
nition results as the input. (3) Searching for words corresponding to gestures. (4)
Determining the appropriate gesture in an instance where an action corresponds to
multiple words. (5) Controlling the avatar.

In this study, Bidirectional Encoder Representations from Transformers (BERT)
was used to predict the avatar operator’s next word. The accuracy of this prediction
depends on the number of characters inputted.

The prediction accuracy increased monotonically from 10 to 50 characters and
decreased slightly at 60 characters compared with the accuracy at 50 characters.
Therefore, for the character counts tested in this experiment, the highest and lowest
prediction accuracies were achieved with 50 (35.6%) and 10 (19.8%) characters,
respectively.

To improve prediction accuracy, we are working on speech prediction using GPT,
a large-scale language model. Instead of predicting words, this system recognizes
the operator’s utterance and predicts the subsequent sentence. This method improves
real-time performance and enables the generation of motion according to the oper-
ator’s intentions. We aim to develop a more general system by referring to related
studies. These efforts will help us to continue improving the system.

2.3 Research on the Cognitive Aspects of a High Presence
Teleoperation Interface

Teleoperated robots have become increasingly prevalent in various fields, allowing
humans to remotely control robots in unsafe or impractical situations. These robots
are used in search and rescue operations, scientific research, space exploration, and
critical inspections (Rea and Seo 2022). However, despite their extensive use in
specialized scenarios, remotely operated robots have not yet been widely adopted
by the public for work and personal use (Bartneck et al. 2020). For the moment,
even expert operators encounter challenges in teleoperation tasks; they struggle with
basic collision avoidance and experience increased stress levels (Rea and Seo 2022).
This challenge raises the question of how the average person would fare in teleoper-
ation tasks, particularly in scenarios involving multiple robots controlled by a single
operator.

The field of human–robot interaction (HRI) deals with how robots interact with
humans in social settings (Bartneck et al. 2020). One of the primary obstacles to
achieving effective teleoperation performance is the operator’s ability, which can
be constrained by technological limitations and interface design. To address this
issue, researchers must focus on user-centered teleoperation interfaces that aim to
reduce the cognitive load on operators and enhance their overall experience. In this
section, we explore the significance of a good user experience and interface design
in teleoperation systems, particularly in the context of controlling multiple robots.



2 Development of Cybernetic Avatars with Humanlike Presence … 21

Good user experience (UX) in teleoperation can be defined as a reduction in
the overall load imposed on the operator during the task (Lichiardopol 2007). The
overall load includes several types of load, the most significant of which is the
cognitive load, which refers to the mental resources required to perform a particular
task effectively. In teleoperation scenarios, reducing the cognitive load is crucial
because it directly affects task performance and operator well-being. By providing
an interface that minimizes cognitive load, operators can more efficiently control and
monitor multiple robots, resulting in improved teleoperation performance.

2.3.1 Research Objective

The goal of creating an interface with a good user experience, that is, an interface that
reduces cognitive load, can be realized in multiple ways. Notable examples include
providing helpful information or making the controls of teleoperation intuitive, for
example, using 3D (Regenbrecht et al. 2017) and multimodal interfaces (Triantafyl-
lidis et al. 2020). In this section, we focus on reducing the information displayed to
the operator to achieve a user experience with a reduced cognitive load.

There are several ways to achieve this objective, such as by entirely removing the
background information. For our investigation, we blurred the information displayed
to the operator.We used the blurring function because it is easy to deploy but effective
for hiding information, which is useful for achieving the purpose of reducing the
amount of information displayed. Furthermore, it provides a sense of control to the
operator, as background information is still present and the degree or location of
the blurring can also be adjusted. In addition, since blurring is now available for
teleconferencing and other methods, people have become familiar and comfortable
with it.

This section will focus on using the blurring function for when a single operator
controls a single robot; however, this approach can easily be extended to a situation
where a single operator operates multiple robots.

2.3.2 Proposed System Concepts

To achieve the goal of creating an interface with a good user experience, we propose
a new robotic teleoperation system called COMPANIONS. COMPANIONS is an
acronym for COMmunicating PArtner N Intuitive Operating Novel System. The
system is based on the idea of mitigating information overload while preserving
the intuitive aspects of the system. To achieve the desired aim, COMPANIONS
incorporates the blurring of redundant background information.

When using blurring, it is assumed that a significant difference in operating ability
and information overload is achieved. Even slight visual acuity and blurring can result
in a marked change in a person’s neuropsychological abilities for performing a task
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Fig. 2.6 COMPANIONS design for one robot—two humans interaction scenario

(Bertone et al. 2007). Taking this idea forward, it was postulated that by introducing
blurring to redundant background objects, the overall quantity of objects that a user
must focus on decreases. Thus, only the minimum possible information required
for efficient operation would be displayed. COMPANIONS aims to use blurring to
improve the operator’s focus and operations through reduced cognitive strain when
teleoperating a robot (Fig. 2.6).

2.3.3 Experiment

2.3.3.1 Objectives

The experiment had two main aims: (1) to test the effectiveness of information
reduction on the mitigation of cognitive load for the operator, and (2) to test the
subjective comfort (or preference) of the operator.

To achieve these aims, three experimental conditions were considered: No Blur,
Blur, and Blackout, corresponding to full, partial, and no background displays,
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Fig. 2.7 Three experimental
conditions. Obtained after
performing Chroma key
operation and shown to the
participants

respectively (Fig. 2.7). The rationale behind having three conditions is to show that
the level of “background removal” matters and that blur will strike a perfect balance
between showcasing the appropriate amount of information to the operator.

Thus, the experimental hypothesis is:

1. Hypothesis 1: Blur (Fig. 2.7a) and blackout (Fig. 2.7c) conditions will lead to a
reduced cognitive load compared to No Blur (Fig. 2.7b).

2. Hypothesis 2: The blurred (Fig. 2.7a) condition will be more subjectively
comfortable than the blackout (Fig. 2.7c) and no-blur (Fig. 2.7b) conditions.

2.3.3.2 Method

Experimental Situation

Asmentioned above, there were three degrees of hidden background information that
could be displayed to the operator during the experiment: full, partial, and complete.
It is hypothesized that the blur condition, which strikes a perfect balance between
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Fig. 2.8 Schematic of the
experimental setup, with
operator room (left) and
interlocutor room (right)

hiding information but still allows a holistic view of teleoperation, is preferred.
Thus, three experimental conditions were considered: Blur, No Blur, and Blackout
(hereafter referred to as black).

Experimental Procedure

A schematic of the experimental setup is shown in Fig. 2.8. There are two separate
room setups: one housing the participants and the other containing the supposed
interlocutors and CommU robot. The combined video was shown to the partici-
pants (operators) on a Tobii display. The operators controlled the eye gaze of the
CommU robot using keyboard arrow keys while simultaneously interacting with the
interlocutors.

Experimental Evaluation

Eighteen participants were recruited for the experiment. Among the 18 participants,
3 were female and 15 were male. Most participants were university students of ages
18–23.

Subjective impressions of the participants’ mental workload were obtained through
questionnaires using three types of psychometric studies: theTechnologyAcceptance
Model (TAM) (Lewis 2019), NASA-Task Load index (TLX) (Stanton et al. 2017),
and User Experience Questionnaire (Hinderks et al. 2018). The NASA-TLX was
used to measure mental demand and provide a subjective evaluation of the cognitive
load related to Hypothesis 1. The TAM and UEQ provide user impressions about the
experiment, and as such, are related to Hypothesis 2.

Furthermore, the eye gaze based tracked based on the Tobii screen was used as
an objective measure of the cognitive load. In conjunction with the questionnaires
mentioned above, the eye-gaze data provides more varied means of evaluating the
participants’ cognitive loads.

There are two types of eye movement: saccades and fixations (Conklin et al.
2018). Saccades are involuntary movements between visuals and fixations refer to
the fixing of the eye gaze on a particular visual (image or text). The eye movement
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distance was used as an objective measure of cognitive load. Research has shown
that the eye movement distance can be used as a measure of cognitive load.

For Hypothesis 2, to measure the participants’ subjective impression of the exper-
imental conditions, a questionnaire employing a ranking system based on the partic-
ipants’ preferences was utilized. Additionally, the UEQ and TAM questionnaires
were also used.

2.3.3.3 Results

The box and whisker plot shown in Fig. 2.9 illustrates the cognitive load aspect
of the NASA-TLX questionnaire. We used the Bonferroni correction on the results
of Friedman and Wilcoxon signed-rank tests to show that there was a significant
difference between the blurred and no-blur conditions.

To analyze the results of the objective movement of an operator’s gaze, we created
a heat map of the gaze, as shown in Fig. 2.10. This figure shows a representative
sample of a participant’s gaze. The eye gaze is mostly centered on the two interlocu-
tors; however, for the no-blur condition, the eye gaze was more scattered. The area
marked by a red circle in Fig. 2.10 shows the distracted eye gaze segment.

To draw statistical insights about the eye gaze, we must perform further analyses.
A larger saccadic movement between two fixation points indicates a large cognitive
load. Hence, the overall eye-gaze flight across the display was recorded. Since eye
movement during an activity indicate the level of cognitive load and gaze flight is
indicative of mental effort, a statistical test of the normalized data can be performed.

The eye-gaze flight data are shown in Fig. 2.11. These data show that the total
eye-gaze flight is different for different conditions; namely, conditions where the
operator receives less information (blurred and black) have less gaze flight.

Subjective user preferences were gathered at the end of the three experimental
conditions via a questionnaire that asked them to rank the three conditions in order
of preference. The user preferences and mean rank obtained for each condition were

Fig. 2.9 Box and whisker
plot of the cognitive load
aspect of the NASA-TLX
questionnaire
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Fig. 2.10 Tobii eye gaze
heat map for the three
experimental conditions

Fig. 2.11 Box and whisker
plot of the normalized eye
gaze flight data for blur, no
blur, and blackout conditions
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Fig. 2.12 Mean rankings of
the experimental conditions

plotted. The mean rank is the weighted mean, where the mean of all the rankings for
an option are weighted by the frequency with which an option is ranked at a certain
position. Figure 2.12 shows that conditions where part of the operator’s display is
blurred are the most preferred, with a mean rank lower than the other conditions,
indicating that most participants ranked this condition as ranks 1 or 2.

2.3.4 Summary

To test Hypothesis 1, three metrics were defined, and their corresponding results are
shown. The blur condition reduced both the subjective (mental demand, Fig. 2.9)
and objective evaluations (gaze flight, Fig. 2.11) of cognitive load for the no blur
condition. Surprisingly, the blackout condition suppressed only the objective metric
of the cognitive and not the subjective metric. The eye gaze flights of the blur and
blackout conditions are significantly different from those of the no-blur condition.
Hence, the above result partially supports Hypothesis 1; that is, the blur condition
can reduce cognitive load but does not improve task performance.

For Hypothesis 2, the subjective user experience of the participants was measured
using the ranking questionnaire; the results of the two questionnaires, TAMandUEQ,
showed no significant difference among the three conditions; however, Fig. 2.12
shows that the blur condition ranked higher than the other conditions. In addi-
tion, statistical tests showed a significant between the blur and blackout conditions
(Fig. 2.12). Thus, the participant’s rankings support Hypothesis 2. The participants
might have preferred the blur condition over the blackout condition because they
found the blackout condition to be unfamiliar and distracting.

The partial support of Hypothesis 1 suggests that selectively blurring information
displayed to an operator can help in realizing our goal of reducing the operator’s
cognitive load. Further, the partial support for Hypothesis 2 indicates that the goal
of achieving a good user experience can also be realized with the blurring system.

Thus, our experimental results indicate that the blurring system can reduce cogni-
tive load in the case of a single robot with a single operator; given the increased
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complexity and heightened mental demand, this interface design has the poten-
tial for use in a scenario where one operator controls multiple robots. The exper-
iment described above has a few limitations: it only measured the qualitative impact
of changing the amount of information displayed, it could only use fixed pre-
recorded video settings, and the participants were of similar demographics (age
group, education level, nationality, etc.).

2.4 Research and Development of a Mobile Humanoid CA

In this section, we focus on the research and development of a mobile humanoid
Cybernetic Avatar (CA) called Yui. The aim of this research and development is
not only for Yui to resemble a human in appearance but also to strongly convey
the presence of the operator to the interlocutor, thereby achieving natural emotional
transmission. In particular, we detail the development of a head unit that allows for
a human-like appearance and emotional expression by reproducing the operator’s
facial expressions through remote operation; we also develop an operation interface
that provides a natural operating experience for the user and mirrors the operator’s
expressions in Yui, enhancing the conveyance of the operator’s presence; finally, we
investigate the significance of mobility mechanisms in humanoid CAs in facilitating
natural communication between an operator and the interlocutor.

The humanoid CA, as a remotely operated robot, plays a crucial role not only in
enabling remote tasks but also in deepening emotional communication between the
operator and interlocutor. The CAs realistic appearance, facial expressions, gaze, and
speech aim to strongly convey the presence of the operator, thus achieving the natural
transmission of emotions. The proposed operation interface could allow the operator
to feel the presence of the remote interlocutor and possibly vice versa, suggesting
that both parties could feel as though they are conversing face-to-face.

Mobility in humanoid CAs significantly expands the range of tasks that the oper-
ator can perform remotely and enables more natural communication by allowing the
adjustment of the CA’s position relative to the interlocutor. Here, we propose a CA
that employs a wheeled mobility system to move around. Despite being wheeled, the
full-body movement of the humanoid allows for more effective interaction between
the operator and interlocutor.
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2.4.1 Realistic Head Unit for the Humanoid CA:
Development and Features

Traditional remote-operation robot technology focuses on operability and enhances
the operator’s sense of presence (Darvish et al. 2023). However, in remote commu-
nication, the interlocutor’s perception of the operator’s presence is equally impor-
tant. From this perspective, our project initially developed the head unit shown in
Fig. 2.13a for the humanoid CA Yui (Nakajima et al. 2024). This unit strengthens
emotional communication and interaction between the operator and interlocutor.

Yui’s head unit adopts a childlike and gender-neutral design to facilitate commu-
nication with a broad audience. By adopting a design that minimizes distinctive
features, an approach similar to that used in Telenoid (Ogawa et al. 2011) is adopted.
The goal of this head unit is to evoke the presence of the operator through the
behaviors and facial expressions of the CA. The head, including the three degrees
of freedom in the neck, has 21 degrees of freedom and controls the eyeballs, skin,
and overall posture. The adoption of electric motors, considering their quietness
and responsiveness, facilitates natural movement. Some motors are used for directly
driving joints, whereas others utilize both forward and reverse rotations to actuate two
different points by pulling wires; this configuration enables the nuanced movements
of the skin. This unique assignment of motor rotations increases the total number of
actuation points, resulting in 28 actuation points.

The head unit is equipped with prosthetic eyes that contain wide-angle lens
cameras (Fig. 2.13b) that balance a broad field of view with a humanlike appear-
ance. Additionally, built-in microphones in both ears (Fig. 2.13c) provide the oper-
ator with stereo acoustics of the remote environment and directional information
about the interlocutor, enabling communication as if the operator were in the same
space as the interlocutor.

Fig. 2.13 Head unit for the humanoid CA Yui: a head unit; b prosthetic eye containing wide-angle
lens camera; c microphone embedded in the prosthetic ear
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2.4.2 Operation Interface for the Humanoid CA Operation

Each of Yui’s eyeballs can move independently from side-to-side, while they move
in unison when moving up and down, giving a total of three degrees of freedom.
Synchronizing the movement of Yui’s eyeballs with those of the operator enhanced
the intuitive perception of the distance and relative positions of remote objects. In
our experiment (Shinkawa and Nakata 2023), using the android Ibuki (Nakata et al.
2022), which has the same eyeball degrees of freedom, we synchronized the oper-
ator’s eye movements with the android’s to observe surrounding objects. The results
confirmed that synchronizing eye movements reduces the operator’s task execution
time and workload. The reduction of these metrics indicates that facilitating gaze
transitions with low operational loads during teleoperation can potentially streamline
communication.

The microphones embedded in the humanoid CA’s ears capture stereo sounds
and present them as stereo acoustics to the operator. The shape of the ears allows
the determination of the direction of sound sources, including the front and back,
enabling the operator to experience a sense of physical presence.

The operator’s facial expressions, recognized by cameras mounted on a Head-
Mounted Display (HMD), are reflected in the movements of the humanoid CA’s
skin. This skin movement allows the operator’s expressions, such as smiles, to be
transmitted to the interlocutor in real time. In addition, the operator’s speech, captured
by the HMD microphone, is played through the CA’s chest speaker.

2.4.3 Mobility Mechanisms in Humanoid CA

The introduction of mobility mechanisms in humanoid CAs is crucial for enhancing
the operator’s sense of presence. Past studies have shown that feedback resulting
from avatar actions increases an operator’s sense of presence (Ma and Kaber 2006).
Mobility mechanisms may allow the operator to interact more dynamically with
a remote environment, further enhancing the sense of presence. Furthermore, this
mobility enables a more comprehensive observation of remote locations and more
proactive interactions with people and objects, expanding what the avatar can do.

The integration of mobility mechanisms also significantly affects nonverbal
communication. In particular, the adjustment of distance and positioning relative to
the interlocutor is an essential element in communication (Hall et al. 1968; Kendon
1990); it facilitates more natural and effective dialogue.

Our humanoid CA adopts a wheeled mobility system. However, since our
humanoid CAmust closely resemble natural human movement, it must have human-
like behavior duringmovement. Therefore, we installed a linear actuationmechanism
on a differential two-wheeled cart to simulate the knee flexion and extension associ-
ated with walking; this mechanism causes the upper body to oscillate up and down
(Nakata et al. 2022). This oscillation results in humanlike movement. In addition, it
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Fig. 2.14 Mobile android Ibuki with a person

can allow people walking alongside the android to synchronize their walking cycles
with the oscillation of the android’s upper body (Yagi et al. 2022). Research on human
relationships indicates that people tend to synchronize their walking cycles more
easily when they have better first impressions (Cheng et al. 2020). If we can adjust
the behavior of the moving humanoid CA, it could potentially facilitate commu-
nication between the operator and the interlocutor through full-body movements,
promoting more natural interactions. Figure 2.14 shows the mobile android Ibuki
with a person walking alongside it.

2.4.4 Potential Applications of Humanoid CA

The images in Fig. 2.15 represent various potential applications of humanoid CAs.
These include roleplay scenarios conducted using the head unit in actual operation.1

For instance, deep dialogue with students during supervision and discussion may be
achieved, and emotional connections with patients may be deepened during remote
medical consultations. Furthermore, gatherings with close friends, and emotionally
engaging reporting, e.g., detailed reports of delicious food, comparable to face-to-
face interactions,might be experienced. In language learning, practical skill improve-
ment can be realized through practice, akin to face-to-face sessions. In addition,
stronger emotional bonds with family members may be fostered in family conversa-
tions, even when the people having the conversation are not at the same place. These
applications showcased the potential of communication through humanoid CAs.

1 Yui: Android Avatar (English Subtitles) https://youtu.be/D0R2R-64RKU Accessed 17 Nov 2023.

https://youtu.be/D0R2R-64RKU
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Fig. 2.15 Potential applications of humanoid CA: a supervision and discussion; bmedical consul-
tations; c gatherings with close friends; d emotionally engaging reporting; e language learning;
f family conversations

While these applications are currently hypothetical, technical advancements in
humanoid CAs have increased their feasibility. Future research should focus on
evaluating and improving the practicality of such scenarios. In particular, the combi-
nation with mobility mechanisms can enrich user experience. In the long term, we
anticipate new possibilities for humanoid CAs in fields such as education, healthcare,
and social interaction.

2.4.5 Concluding Remarks

In this section, we discussed the development and features of the mobile humanoid
CA Yui. Specifically, we introduced a head unit that reflects the operator’s facial
expressions; further, we introduced an operation interface that offers a natural expe-
rience for the operator along with an effective mobility mechanism. These additions
showcase the potential of humanoid CAs. These technologies not only enhance the
quality of interaction during remote communication but also pave the way for prac-
tical applications in everyday life and business. Future research should focus on
refining these technologies and their applications to promote the practicality and
adoption of humanoid CAs.
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2.5 Development of a Huggable CA

2.5.1 Background of a Huggable CA

The development of hardware systems capable of interacting with individuals, oper-
ators, and both physical and virtual agents is pivotal in CA research. To achieve
this capability, researchers have introduced various platforms, including humanlike
androids (Glas et al. 2016; Shiomi et al. 2020b; Nakata et al. 2022), robot devices
(Minami et al. 2021; Asaka et al. 2023), computer graphic-based agents (Yoshikawa
et al. 2023; Moriya et al. 2023), and other platforms (Horikawa et al. 2023). These
systems enable people to interact autonomouslywithCAs and operators through tele-
operation. Other studies have demonstrated the importance of conversational interac-
tion in various contexts: educational support for children (Kawata et al. 2022), online
job interview training (Yoshikawa et al. 2023), and attentive listening in psychiatric
daycare (Ochi et al. 2023).

For interactions between humans and CAs in particular human–robot interaction
contexts, researchers have focused on touch interaction because of its effectiveness in
natural and acceptable interactions. Human–robot touch interaction offers numerous
benefits for individuals, akin to human-to-human touch. These advantages include
mental therapy effects (Shibata 2004), pain reduction (Geva et al. 2020), encourage-
ment of self-disclosure (Shiomi et al. 2021), improvement in motivation (Shiomi and
Hagita 2016; Higashino et al. 2021), and stress buffering (Shiomi and Hagita 2021).

While touch interactions are effective in human-avatar interaction contexts, the
current design of CAs primarily focus on verbal interaction, neglecting the potential
for touch interactions between individuals, operators, and CAs. The CAs developed
above successfully advanced conversation-based interactions, although their capa-
bilities for touch interactions were limited. Rather than extending the capabilities
of CAs that were not originally designed for touch interaction, we chose to develop
CAs designed for touch interaction because such an approach is more useful for
conducting research on human-avatar touch interactions.

Considering these factors, we developed huggable CAs that physically interact
with people. We developed two types of huggable CAs: Moffuly-MS and Avatar
Hiro-chan; the types of CAs allow for different types of touch interactions between
humans andCAs.To facilitate huggable interactionswith humans,weoutfitted fabric-
based capacitance-type touch sensors withMoffuly-MS and Avatar Hiro-chan. In the
remainder of this section, we discuss the specifics of huggable CAs.
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2.5.2 Moffuly-MS: A Huggable CA with a Large Stuffed-Toy
Appearance

2.5.2.1 Hardware and Software

Moffuly-MS is a modified version of Moffuly-II (Onishi et al. 2023), which is a
large teddy-bear-type robot that can hug people and touch their heads and backs
while hugging. The Moffuly-MS resembles a gigantic rabbit (Fig. 2.16, left), and its
hardware settings resemble those of Moffuly-II: approximately 200 cm tall with 110
cm arms and three DOFs for each arm (two DOFs for each elbow and one DOF for
each wrist). We covered its metal frame and cotton cushions with fabric that acts as
skin. Fabric-based capacitance-type touch sensors were installed on the skin to detect
contact with people. We also equipped the CA with a removable mouth to reduce the
risk of infection because people’s faces come into contact the mouth during hugs.

TheMoffuly-MS control device also resembles that ofMoffuly-II. We used Rasp-
berry Pi 4 to control each motor (Dynamixel MX-106R, 8.4 N m), read the sensor
values on the fabric skin, play sounds during interaction, and enable teleoperation
through a network. By reading the sensor values, such as motor joint angles and
torque, the system controls the maximum number of joints and their speed during
hug interactions to ensure safe contact with people.

We implemented two hugging behaviors: autonomous and teleoperated. In the
autonomous setting, the Moffuly-MS closes its arms when an interacting person
hugs it until the touch sensors on its arm detect contact. After detecting contact,
Moffuly-MS stops its arm movements and maintains the hug. Moffuly-MS opens its
arms autonomously after the person releases it.

In the teleoperated setting, the operator can control the hug behavior of the
Moffuly-MS using a network. Moreover, using online conference systems such

Fig. 2.16 Moffuly-MS (left) and avatar Hiro-chan (right)
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Fig. 2.17 Squeezing gesture during hugging

as Zoom, the operator can directly talk to people through Moffuly-MS’s hug
interactions.

2.5.2.2 Intra-hug Gesture Designs

Intra-hug gestures, such as rubbing and squeezing, play essential roles in both
human–robot (Block et al. 2023) and human–human hug interactions (Goodwin
2020; Mondada et al. 2020; Onishi et al. 2021; Dueren et al. 2021). For example,
individuals in relationships touch each other’s faces and heads to convey intimate
emotions. Therefore, we implanted two intrahug gestures (rubbing and squeezing)
in two areas (the head and back). Based on previous studies, the robot firmly held the
interacting individual for three seconds (squeezing gesture) or vertically moved its
hand for three seconds (rubbing gesture). In this implementation, we used Moffuly-
MS’s left hand or each gesture; its right hand continued to hold the lower back of the
person it was hugging for both behaviors. The speed of the arm movement was set
at approximately 10 cm/s to efficiently stimulate the C-tactile fibers using a rubbing
gesture (Essick et al. 1999). Figures 2.17 and 2.18 show examples of squeezing and
rubbing gestures during the hug interaction.

2.5.3 Avatar Hiro-Chan: A Huggable CA with a Baby-Like
Stuffed-Toy Appearance

2.5.3.1 Hardware and Software

Avatar Hiro-chan is a modified version of HIRO (Sumioka et al. 2021), a baby-like
stuffeddevicewhosedesign is basedon aminimal humandesign approach for interac-
tions with seniors with dementia. Avatar Hiro-chan is identical to a faceless baby-like
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Fig. 2.18 Rubbing gesture during hugging

robot namedHIRO, which is approximately 30-cm tall.We chose this design to avoid
the incongruence between faces and voices in the context of emotional representa-
tion. For example, if the robot’s face expresses sad emotions but its voice suggests
happiness, seniors with dementia may become confused during the interactions and
discontinue them. As a previous study reported that senior citizens could imagine
facial expressions by interacting with a conversational robot (Sumioka et al. 2014),
we also excluded facial features from Avatar Hiro-chan.

The hardware settings of HIRO and Avatar Hiro-chan have different control
systems. Avatar Hiro-chan uses M5Stack for teleoperation through a network, has
one DOF for each arm for touch interactions with people, and can connect fabric-
based capacitance-type touch sensors, such as Moffuly-MS, to detect touch interac-
tions. Avatar Hiro-chan uses audio modalities to interact with people. Like HIRO, it
uses recordings captured at the age of one year. We installed 91 voices: 20 positive,
25 weakly positive, 17 weakly negative, and 29 negative. Moreover, in the weakly
positive voices, we installed three different babbling sounds, denoting meaningless
articulations such as “mama.”

For interactions between Avatar Hiro-chan and users, we again implemented
autonomous and teleoperated modes. In the autonomous mode, similar to HIRO,
Avatar Hiro-chan uses acceleration sensor outputs. When the values on the accelera-
tion sensors have frequent significant changes (i.e., userswho physically interactwith
Avatar Hiro-chan like caring for a baby), Avatar Hiro-chan’s internal state becomes
positive and then it uses positive voices in interactions. Because a past study found
that such negative voices as crying discourage users from interacting with HIRO
(Yamato et al. 2022), Avatar Hiro-chan uses fewer negative voices in its interac-
tion even though the acceleration sensor values have not changed (i.e., users are not
physically interacting with Avatar Hiro-chan).
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2.5.4 Potential Use Cases

2.5.4.1 Moffuly-MS

In this subsection, we describe possible use cases forMoffuly-MS by considering the
existing interaction studies between humans and CAs. One possible case is to inves-
tigate the appearance effects of huggable CAs by comparing them with an original
Moffuly-II and other CAswith humanlike appearances, such asGeminoid (Sakamoto
and Ishiguro 2009), ERICA (Glas et al. 2016), and SOTO (Shiomi et al. 2020b).
Because appearance effects have an essential role in human–robot touch interaction
(Shiomi and Hagita 2021), comparing touch interaction effects with different CAs
provides interesting knowledge, including gender effects. Similar to this context,
interaction with CAs may be influenced by such operator characteristics as gender
and voice. Investigating the combination effects among the genders of users, the
operators, and the CAs would be interesting.

Analyzing touch interaction behaviors using touch sensors is a typical type of
study related to huggable CAs. In physical interaction between people and CAs,
people may change their touch behaviors based on their attitudes and perceived feel-
ings. Since Moffuly-MS has fabric-based capacitance-type touch sensors on its skin,
it can easily gather people’s touching behavior data. Understanding touching behav-
iors and their implied attitudes by analyzing their characteristics will facilitate both
autonomous and teleoperated interactions to appropriately respond to user actions.

Another use case is investigating the effects of hug interactions on individuals
with autism spectrum disorder (ASD). Several studies reported the effectiveness of
using CAs in the context of conversational training for them (Kawata et al. 2022;
Yoshikawa et al. 2023; Ochi et al. 2023), although these studies focused less on phys-
ical interaction between robots and such individuals. On the other hand, some studies
reported that tactile feeling increases perceived comfort during communication with
ASD individuals (Tatsukawa et al. 2016; Miguel et al. 2017). Related to this effect,
researchers investigated the effects of a hug machine, which provides pressure to
such individuals to calm the sensitive (Grandin 1992; Edelson et al. 1999). Following
these studies, hug interaction with Moffuly-MS may provide positive effects toward
conversational task-based training to ASD individuals.

Investigating the effects on operators is another interesting use case because
existing studies on interaction between humans and CAs have mainly focused on
the effects on users who interact with CAs. However, we believe that interaction by
CAs may influence operators, e.g., receiving positive impressions toward the users
due to the interaction contents by CAs. Providing touch interaction through CAs to
users may also influence the perceptions of operators.
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2.5.4.2 Avatar Hiro-Chan

In this subsection, we describe potential use cases for Avatar Hiro-chan based on
current interaction studies between humans and CAs. One use case is to conduct
a similar experiment with HIRO (i.e., one- or two-week trials at nursing homes)
using Avatar Hiro-chans controlled by specialists and gather teleoperation logs to
understand how professional people interact with dementia seniors. Such trials might
provide important guidelines for designing robot behaviors for dementia seniors and
a useful dataset to train autonomous controlling systems for Avatar Hiro-chan. For
example, gathering voice timing and their contents would be useful for understanding
how professionals forge interaction between them.

Analyzing caring behaviors toward Avatar Hiro-chan using both touch and accel-
eration sensors is another typical study related to huggable CAs. In particular in
interaction with dementia seniors and Avatar Hiro-chan, understanding how the
former treat it is essential for long-term acceptable interaction. Due to behavioral and
psychological symptoms of dementia (BPSD) (Cerejeira et al. 2012), such aggressive
behaviors as physical tantrums may occur. An autonomous recognition system for
such situationsmay calmdementia seniors by changingAvatarHiro-chan’s behaviors
and summoning staff to support such dementia seniors.

Another possible use case is to investigate the effects of multiple Avatar Hiro-
chans for interaction with one user because of their size and simple teleoperation.
Past studies in human–robot interaction showed the effectiveness of multiple robot
conversations in the context of understandability and attracting people’s intention
(Sakamoto et al. 2009; Shiomi and Hagita 2016; Iio et al. 2021; Shiomi et al.
2023). Using multiple Avatar Hiro-chans might also provide fruitful knowledge in
the context of multiple robot interaction with dementia seniors.

Moreover, focusing on both senior citizens and children is another interesting
perspective in the Avatar Hiro-chan context. Our preliminary trials showed that chil-
dren greatly acceptedHIRO in after-school care environments; althoughwe designed
Avatar Hiro-chan for dementia seniors, it can be used to investigate how children
interact with huggable CAs. For example, grandparents can operateAvatar Hiro-chan
and interact with their grandchildren by teleoperation. Such childcare support trials
through a teleoperated robot are an active research field in Japan. In fact, robotics
researchers developed a teleoperated robot in the context of childcare support and
investigated the social acceptance of such a robot system (Abe et al. 2018; Nakanishi
et al. 2022). Similar to this context, analyzing operators’ control logs while inter-
acting with children offers interesting opportunities for comparing the differences in
the behavior sequences of dementia seniors and children.

2.5.5 Summary

Existing studies related to interaction between CAs and people are mainly focused
on conversational interaction, although physical interaction has an essential role in
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human–human interaction. Enabling physical interaction between people and CAs
is critical for more acceptable and effective services by CAs. Moreover, adding such
a modality increases our understanding of the effects of physical interaction on the
perceptions of not only users but also operators. Therefore, this chapter introduced
two kinds of huggable CAs designed to physically interact with people. The first
is Moffuly-MS, which has a large, huggable rabbit-like appearance. The second is
Avatar Hiro-chan, which has a small, huggable baby-like appearance. Both CAs have
the capability to interact with people physically through fabric-based touch sensors.
We also developed a teleoperated system that enables operators to interact with users
by CAs and discussed possible use cases using two different kinds of huggable CAs.

2.6 Development of Life-Like CA and Mechanisms
for Collaborative Conversation

CAs, which are capable of looking after the lives of children (Nakanishi et al. 2022),
the elderly (Noguchi et al. 2023), and individuals requiring special attention, are
posited to provide a sense of security to both guardians and dependents by offering
personalized services through dialogue. However, if a CA possesses an overly strong
presence that is difficult to ignore, users may become overly reliant on it, incurring
increased costs for generating dialogue content capable of meeting such excessive
expectations. Furthermore, the presence of an overly dependable CA may inad-
vertently impede user initiative in their activities. In response, the development of
small-sized, life-like CAs, that do not have human-level presence but resemble cute
animals or animated characters that are lifelike, is expected to serve roles similar to
those of pets. Such entities can integrate seamlessly into living spaces without being
imposing while still engaging deeply with users when necessary.

There are two possible mechanisms that enable artificial agents to communicate
with humans: automatic and teleoperated dialogue systems. Considering the cost of
human resources, caring for children and the elderly necessitates the implementation
of autonomous dialogue systems. However, given the high individualization (and
associated costs) required and the difficulties in building highly adaptive general
artificial intelligence, such systems should ideally be hybrid in nature, engaging in
human intervention only in scenarios demanding emergency responses or attentive
listening. However, this implies that human operators must manage multiple CAs.
Remaining aware of dialogues provided simultaneously by various CAs at different
locations is challenging; hence, amechanism that assists operators in swiftly grasping
dialogue history and initiating appropriate conversations upon transition is necessary.

Recently, another approach considered for providing a flexible ability to sustain
conversations with humans involves enabling multiple robots to talk collaboratively
(Arimoto et al. 2018; Nishio et al. 2021) and increase their influence (Shiomi et al.
2020a; Okada et al. 2023). Accordingly, this study aims to develop a life-like CA
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empowered by collaborative dialogue with paired CAs. The goal is to support oper-
ators in simultaneously managing dialogue services through multiple pairs of CAs
in various locations. This section introduces a system of multiple cooperative CAs
that can not only autonomously provide dialogue services in pairs but also allows
an operator to smoothly participate in a conversation with a user via a CA, with the
secondCA serving an assistive role in the understanding of dialogue history and initi-
ating conversations. Two field experiments using the proposed system demonstrated
its feasibility.

Furthermore, technology that controls multiple CAs and supports operators in
communicating with others was expanded to create a new online communication
environment called CommU-talk. Each user can use a 3Dmodel of a small humanoid
robot named CommU as their CA to talk to other avatars and the proxies of other
participants. Notably, the control signal from each user to their avatar is also utilized
to partially control other avatars, which facilitates user communication by displaying
supportive nonverbal responses toward their respective avatars. Finally, future work
is discussed based on current accomplishments.

2.6.1 Collaborative Dialogue System of Multiple CAs
for Simultaneous Dialogue Services at Multi-locations

If CAs capable of autonomous dialogue services in multiple locations are deployed,
with human operators only intervening to control the CAs when autonomous oper-
ations fail, a small number of operators could use these CAs to provide high-quality
dialogue services at multiple sites. For this dialogue service, where one operator
managesNCAs (a 1:NCAs system), eachCAmust sustain dialogue, and the operator
should seamlessly take when necessary.

However, sustaining dialogue is generally not a simple task. Autonomous robots
are expected to sustain dialogue and gather information, even after some failures
in conversation. Moreover, transitioning to remote dialogue is not straightforward.
It is challenging for operators to instantly understand the history of a conversation,
which makes it difficult to develop appropriate dialogue flow after sudden operator
participation. In other words, operators face the challenge of not only understanding
the context of a conversation but also immediately and simultaneously initiating
hospitable dialogue. In response, our project considers the utilization of a method
that achieves dialogue continuation through the collaboration of multiple robots
(Arimoto et al. 2018; Nishio et al. 2021), which resolve two challenges: continuing
dialogue and handing over conversations between CAs and the operator (Fig. 2.19).
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Fig. 2.19 Challenges in 1:NCAs control systems (continuing dialogue and switching conversations
between automatic and teleoperated modes), and the expected advantage of using multiple CAs for
the systems

2.6.1.1 Dialogue Continuation Through Multiple CAs Collaboration

We have devised a method called “Dialogue without Voice Recognition” that
continues dialogue even when human speech cannot be recognized; this method
coordinates multiple robots that actively prompt speech from humans and engage
in conversations with each other or take turns speaking (Yoshikawa et al. 2017).
To test our method, we constructed situations in which robots continued to respond
evasively without basing their statements on human speech. Past studies have shown
that using multiple robots for this type of dialogue is less likely to make people feel
ignored compared to when a single robot conducts “Dialogue without Voice Recog-
nition.” Further, using multiple robots improves the perceived sense of conversation
(Arimoto et al. 2018).

Thus, we developed a system that offers prolonged dialogue opportunities to
the elderly by deepening the dialogue based on recognized results when possible,
and otherwise, maintains the dialogue without failure through “Dialogue without
Voice Recognition.” Here, the expectation is that having one robot respond when a
person does not speak gives the person a sense of reassurance that they do not need
to speak, allowing for dialogue continuity. Indeed, in a demonstrative experiment
conducted at an elderly care facility, it was reported that over 50% of the elderly did
not cease dialogue formore than 30min, indicating that a significant level of dialogue
continuation was achieved (Nishio et al. 2021). The same strategy was applied to
build a recommendation dialogue system by repeating and answering questions and
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demonstrate its practical feasibility through a field experiment to recommend food
at a food court in a shopping mall (Sakai et al. 2022). The same recommendation
dialogue system was adopted for the multiple CA dialogue system introduced in this
section.

2.6.1.2 Handover of the Conversation Between CAs and the Operator

Using multiple CAs in one location has more advantages than the continuation of
conversation in the automatic mode. When switching, the operator must not only
understand the context, but also immediately start a hospitable conversation. To
facilitate this, if the second robot automatically generates a summary of the past
conversation, the operator not only becomes aware of it but can also share it with the
guest, establishing it as the focal point for further development in the conversation.
In addition, even after starting a conversation with the operator, the second robot can
support the operator in advancing the conversation through their main avatar.

2.6.1.3 Implementation of Multiple CAs Dialogue System
with Supportive Handover

Figure 2.20 illustrates a rough sketch of the proposed system, which has two modes.
The first is the autonomous mode on the left side. The second is the teleoperation
mode on the right side. In the autonomousmode, the Q-A-basedmulti-robot dialogue
system (Sakai et al. 2022) maintains dialogue by asking the human guest questions.
Questions, responses, and comments were provided alternately by the two CAs.
When either CA spoke, their voice was generated with text-to-speech (TTS) software
or a pre-recorded sound file was played with the loudspeaker associated with the
speaking CA; the movements of the speaking CA’s mouth (open-close) and arms
(drumming gesture) were produced in synchrony with the CA’s utterance to make
the interlocutor feel as if the sound was produced by the CA’s mouth. Note that one
of the CAs is prepared to speak with the same voice as the operator to conceal the
unnaturalness of the handover between the autonomous and teleoperation modes.

In the teleoperation mode, the operator talks through one of the CAs by talking in
front of themicrophone associatedwith the CA’s laptop interface. The captured voice
is converted by a voice-changer software to sound like a CA and is produced from
the loudspeaker associated with the corresponding CA. Note that the captured voice
is also analyzed to detect formants that generate synchronized mouth (open-close)
and arm (drumming gesture) based on the simplified version of Ishi’s method (Ishi
et al. 2018).

The most distinguishable feature of the method is that it triggers words that share
dialogue history, which ensures successful switching. In the system used in the field
experiments introduced in this section, the sub-CA asks the main CA, which is
controlled by an operator, questions to summarizes or refers to the answers obtained
from the guest user interacting with the CAs. The operator then starts developing
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Fig. 2.20 Multiple-CA dialogue system with supportive handover (left) and its field experiments
in an amusement park (right top) and children’s bookstore (right bottom)

conversation to recommend something in accordance with the context. For example,
the sub-CA may ask “Well, I understand that the guest likes white tigers very much.
Do you know something to recommend to a person who loves white tigers?” When
the sub-CA asks the main CA, the operator must perceive that they must answer the
questions through themainCAand should be able to naturally develop a conversation
for the recommendation by answering the question; this process might reduce the
difficulty and cognitive load of handing over the conversation.

Meanwhile, the operator can also trigger utterances from the second robot through
a simple button-type GUI, which is implemented to derive the necessary and conve-
nient utterances for task accomplishment. In the recommendation conversation, the
sub-CA generates FAQs about the recommended item, which prompts the operator
to provide information included in the answer of the FAQs such as “Where can the
guest find the recommended item in the shop?” or “How much is it?” This function
allows the operator to convey recommendations without being too pushy.

2.6.1.4 Evaluation of Improved Conversation Quality in Souvenir
Recommendation in Amusement Park

A field experiment was conducted in an aquarium and zoo (Nifrel, EXPOCITY)
frequented by a significant number of children. Two conversational booths, each
housing a pair of small desktop humanoid robots, called CommUCAs, were installed
near the park exit gates. These installations aimed to provide a dialogue service that
introduces visitors to souvenir shop products located beyond the exit.

Children were invited to sit in front of the CAs and initiate autonomous dialogue
by pressing a button. In this mode, the CAs inquired about the children’s experi-
ences in the park and asked them questions about their preferences; their responses
were used for souvenir recommendations and to deduce the children’s preferred park
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experiences. After several preferences were determined and potential recommenda-
tions were narrowed down, an operator started a conversation that introduced the
selected souvenir items. After arriving at the booth, the operator chooses from a list
of potential items to introduce. The CA without an operator prompted the operator
to refer to the user’s responses, facilitating the introduction of products based on the
autonomous dialogue. This system was designed to enable the operator to listen to a
summary of the prior conversation; the summary enables the operator to introducing
souvenirs that the childmight prefer and gain insight into the rationale behind product
recommendations. This approach allows for a seamless transition from autonomous
to remote operated dialogue.

We compared the days when only the autonomous mode was used both to
gather information from the children and recommend an item to when the oper-
ator performed this task. On days when the operator managed recommendations,
there were occasions when only one pair of robots had a guest. However, in many
cases, both pairs had two guests simultaneously. In such cases, the robots must main-
tain conversations before switching to the operator. When switching in, the operator
should be able to start a conversation immediately. In approximately 68% of cases
where the operator took over and completed services, both booths were occupied,
following the proposed method for transitioning from autonomous to teleoperated
modes. On days when the operator managed the recommendations, the conversation
was rated better than those when only the autonomous mode was used.

These results suggest that the proposed handovermethod successfully transitioned
from the autonomous mode to the teleoperated mode without introducing a signifi-
cant discontinuity that could disrupt the recommendation conversation. Meanwhile,
supplementing autonomous dialogue with a human touch through the teleoperated
conversation improved the overall impression.

2.6.1.5 Evaluation of Reduction of Teleoperator’s Load to Handover
in Children’s Bookstore

Similarly, a pilot study was conducted in the picture book section of a bookstore
(TSUTAYA, EXPOCITY store) visited by several children. Two conversational
booths, each featuring a pair of small desktop humanoid robots called CommUCAs,
were set up at two locations within the picture-book section; these booths provided
a dialogue service that introduced picture books to the guest children.

The procedure for engaging the children in dialogue was akin to that of Nifrel,
as explained in the previous subsection. Upon pressing a button, an autonomous
dialogue began; during this conversation, the CAs asked the children about their
preferences based on picture books they previously read previously. This information
was used to recommend new picture books the children might enjoy. Once prefer-
ences were collected and recommendations were narrowed down, an operator was
prompted to take over the conversation and introduce the picture book that would be
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recommended to the child. Following the same protocol as Nifrel, the nonoperator-
controlled CA assists the transition to the teleoperatedmode by referring to the user’s
responses to the recommended item.

During the transition between the autonomous and teleoperated modes, we
prepared conditions both with and without implementing the proposed collaborative
handover to assess its impact on operator support in the dialogue system transition.
Specifically, the easewithwhich the operators entered the conversationwas assessed.
The NASA Task Load Index (NASA TLX), a tool used to evaluate the burden of
performing a task, was also used in this evaluation.

This study compared operator evaluations on days when customer service was
provided with and without the proposed collaborative handover. In this experiment,
two pairs of twin CAs were used by a single operator. The operator changed every
hour andwas asked to evaluate the load felt during the operation. Seventeen operators
used the system with the proposed method while another seventeen operators used
the same system without the proposed transition method. The proposed method was
confirmed to be superior in terms of the operators’ workloads, including factors such
as time pressure. This superiority suggests that the proposed method may reduce the
cognitive and psychological burden on operators during themanagement of and entry
into dialogue.Moreover, although an increase in the purchasing rate of recommended
products was not tested for the possible conditions of this investigation, an increase
in the purchasing rate of recommended products compared to the period before the
experiment was observed. This indicates that using CAs for recommendations may
aid in the selection of picture books.

2.6.2 Extending Multiple CAs Dialogue System to Online
Conversation

Online conferencing systems such as Zoom, Skype, Microsoft Teams, and Google
Meet have become globally ubiquitous, a trend that has significantly accelerated with
measures taken to combat the spread of COVID-19. Recent advancements in avatar
technology have provided users with the option of employing computer-generated
avatars (CG avatars) instead of using their actual faces in these interfaces. Concur-
rently, the concept of the metaverse—a virtual realm grounded in virtual/augmented
reality technologies—has gained prominence. In this metaverse, social activities,
including conversations, are expected to occur through avatars that run parallel to
the physical world. Avatar-mediated communication is expected to foster a sense
of security among users by enabling them to conceal their true identities. Close
alignment of movements between users and their avatars can provide users with a
heightened sense of body ownership and agency (Daprati et al. 1997; Blakemore
et al. 1999; Nishio et al. 2012).

However, it remains unclear how users can attain a strong sense of participation in
conversations and behave naturally in the virtual world. This ambiguity stems partly
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from a lack of precise methods for perceiving and acting in a virtual environment.
This deficiency inhibits the emergence of natural, timely, and socially appropriate
responses between avatars, which is essential for cultivating the aforementioned
sense of immersion. To overcome this challenge, we hypothesize that the technology
introduced in this subsection, which involves the control of multiple CAs by an
operator to facilitate operator-to-operator communication, would be advantageous
for enhancing participation in the virtual world. This technology empowers the oper-
ators to harness other avatars to shape the communication scene according to their
desired outcomes, as demonstrated in this subsection.

2.6.2.1 Implementation of Semi-autonomous Social Avatar Room:
CommU-Talk

The method of controlling multiple CAs to support operator communication was
extended to create a new online communication environment called CommU
Talk (Fig. 2.21). An online virtual conferencing system was used with computer
graphics robots (CG robots) representing the participant’s proxy agents. A three-
dimensional CG model of a humanoid robot called CommU was used to draw CG
robots that talked to each other; therefore, this conferencing system was called
CommU-Talk. Each user used a 3D CG robot as a proxy agent to talk to other
avatars and participants. Notably, the signal of each user used to control his/her
avatar was also used to partially control other avatars to support user communication
by exhibiting supportive nonverbal responses toward his/her own avatar.

Fig. 2.21 Information flow in CommU-Talk
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In CommU-Talk, the participants’ voices were captured using microphones and
listened to each other. Furthermore, the captured voiceswere utilized to automatically
produce non-verbal behaviors of CG robots so that they looked like theywere actively
speaking and attentively listening to each other; the speaking CG robot moved its
lips and hand gestures in synchrony with its voice, while the listening robots directed
their gaze and nodded toward the speaking robot. The automatic function to produce
nonverbal behavior synchronized with voices is expected not only to simplify the
control of CG robots but to also provide users with a rich sense of agency; addition-
ally, it ensures attention from others, independent of how the participants typically
achieved it.

2.6.2.2 Applications of CommU-Talk

CommU-Talk is expected to be used to alleviate communication hurdles that indi-
viduals may experience with other participants; this is achieved by concealing their
identities and subtly representing the emotions of all participants while maintaining
essential social signals to foster the senses of being listened to and looked at. There-
fore, it is anticipated to encourage participants who might feel hesitant about certain
people, such as their boss or less familiar people, to talk with an improved percep-
tion of social presence, co-presence, and overall meeting experience (Yasuoka et al.
2022). Such a reduction in hurdles has also been utilized to build a less intimidating
easier environment for practicing communication for individuals with communica-
tion challenges, such as those with ASD. Yoshikawa et al. showed that CommU-Talk
can be used by people with ASD. They asked three groups of five individuals with
ASD to conduct a mock interview in which two interviewers interviewed an inter-
viewee (Yoshikawa et al. 2023). In total, 25 sessions were conducted, each consisting
of interview practice and group discussions to reflect on the interviewee’s perfor-
mance using the recording of the interview, which was taken in the avatar room. The
results demonstrate that the participants tolerated the repetition of conversations,
and their experiences were sufficiently real, demonstrated by an improved interview
performance in physical interviewers after the virtual test interviews.

The center window shows the interface for the participant depicted on the left
and includes his yellow avatars as well as the blue and red avatars operated by other
participants. The operator’s voice activity detected by the microphone (VAD) is used
to generate his avatar’s synchronized mouth, body, and gaze movements as well as
the nodding gestures of the other avatars.

2.6.3 Summary

In this section, we introduce a multiple CA dialogue system that allows an oper-
ator to control multiple CAs and establish successful conversations with an inter-
locutor interacting with the CAs. The proposed method empowers the operator to
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provide dialogue services simultaneously atmultiple locations, leveraging the advan-
tages of collaborative conversation strategies between two pairs of CAs. Specifically,
it enables the continuation of conversation in the autonomous mode and seamless
conversation handover during the transition from the autonomous to the teleoperation
mode.We demonstrated the feasibility of these capabilities through field experiments
and evaluated their performances in terms of recommendation quality and operator
workload. To effectively manage multiple dialogue services simultaneously, future
research should focus on technological improvements such as summoning the oper-
ator when necessary, summarizing past conversations for seamless handovers, and
suggesting the use of a secondary CA during conversations to reduce the cognitive
burden on the primary CA.

The concept of a multiple CA dialogue system, designed to assist operators
in communication, is further extended to create a semi-autonomous social avatar
room called “CommU-Talk;” the aim of this room is to enhance online conver-
sations through avatars. Methods that can be used to enhance a user’s psycho-
logical experience in the semi-autonomous social avatar room must be specified.
This can be achieved by modeling how humans recognize and engage in multiparty
conversations, considering the influence of cultural and clinical backgrounds. These
considerations are essential for advancing the adoption and application of these
technologies.

2.7 A Study on Generating Natural CA Motion Without
Being Aware of Teleoperation

CAs with humanlike presence are humanlike in appearance, which makes their inter-
locutors experience them as having humanlike presence, even in remote locations.
However, the control required to generate their humanlike presence, like mimicking
humanmotion, is complex. For the operator to control theCAas intended and provide
the presence of the CA through its movements, it is impractical for the operator to
fully control the CAmovements according to his/her own state. To realize a CA with
humanlike presence, a function that recognizes the operator’s intentions, emotions,
and personal characteristics and reflects them in the CA’s movements must be devel-
oped. Such a function would enable the operator to freely operate the CA without
being aware of the teleoperation.

This section introduces methods for generating CAmotion to operate CAs at will.
The method employs deep learning and statistical models based on interpersonal
interaction data. The key ideas for achieving humanlike behavior in this approach
are synchronizing multimodal expressions (motion and voice) and determining the
situational dependence of behavior. In addition, to enable free operation, motion that
reflects the mental state and personality of the operator must be automatically gener-
ated. Therefore, this section introduces methods for generating motion that reflects
the mental state and personality of the operator by extending the aforementioned
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motion generation methods. In interpersonal communication, people change their
characteristics depending on the situation, and their motion depends on these char-
acteristics. For example, it is easy to imagine that people have different change speech
manners and gestureswhen they arewith their friends compared towhen they arewith
their parents. Therefore, a model of the CA’s movements must consider its character
to ensure its free-operation. This section also introduces the modeling of characters
and the effects of expressing characters in CA. Finally, techniques for estimating the
internal state of an operator are introduced. The teleoperation system automatically
generates CA motion based on the estimated internal state of the operator, allowing
the operator to easily operate the CA as intended.

2.7.1 Methods to Generate Humanlike CA Motions

Gestures are crucial for increasing the human qualities of a CA to achieve smoother
interactions with humans. An effective system to model human gestures that match
speech must be embedded in CAs. We first propose a gate recurrent unit (GRU)-
based autoregressive generation model for gesture generation, which is trained with
a convolutional neural network (CNN)-based discriminator in an adversarial manner
using a Wasserstein generative adversarial network (W-GAN)-based learning algo-
rithm. The W-GAN algorithm was used to avoid generating similar gestures for the
same input. The model was trained to output the rotation angles of the joints in the
upper body and implemented to animate a CG character. The motions synthesized by
the proposed system were evaluated via an objective measure and subjective exper-
iment, showing that the proposed model outperformed a baseline model trained by
a state-of-the-art GAN-based algorithm using the same dataset. This result reveals
that it is essential to develop a stable and robust learning algorithm for training
gesture-generation models (Wu et al. 2021).

Data-driven approaches also have greater generalizability in various contexts than
rule-based methods. However, most studies have no direct control over the human
impressions of robots. The main obstacle is that creating a dataset covering various
impression labels is not trivial. Based on previous findings in cognitive science
on robot impressions, we proposed a heuristic method to control the impressions
of different levels of personality (extroversion) without manual labeling; we also
demonstrated its effectiveness on a CG character and partially on a humanoid robot
through subjective experiments (Wu et al. 2022).

Figure 2.22 shows an overview of the proposed model. The model is primarily
conditioned by prosodic features extracted from the speech signal and has an
additional conditional input for gesture traits for both the generator and discriminator.

Although the dataset we chose contained gesture data for the entire body, we only
used the upper-body joints to train ourmodel.We define three classes of gesture traits:
low, neutral, and high. Low indicates that the speed and amplitude of a specific gesture
sample are below the dataset average, neutral indicates that they equal to the dataset
average, and high indicates that they are above the dataset average. Our proposed
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Fig. 2.22 Overview of the proposed gesture generation model

model can then generate gestures for different label inputs, that is, low, neutral, and
high, conditioned on the speech input.

In total, five groups were evaluated: ground truth, which was the motion-captured
data (Gg); a baseline model based only on prosody (Gb); and the proposed gesture
traits, low (Gl), mid (Gm), and high (Gh). We first randomly chose three utterance
samples from the test set and used the speech signals to generate gestures using
the baseline and proposed models with different trait labels. Videos were recorded
for both the CG character (using Unity software) and the humanoid robot CommU
(Fig. 2.23). Snapshots of upper-body motions synthesized in a CG character are
shown.

Figure 2.24 shows the perceived extroversion of the CG character and CommU
for all five conditions. For the CG characters, the gradation of perceived extrover-
sion for the proposed model matches the purpose of the proposed pseudo-labeling
method. For CommU, the perceived extroversion was lower in the low model, but no
significant differences were found between the neutral and high models. This may be
due to the fewer DOFs and CommU’s actuator constraints, which make the gestures
of CommU less expressive.

We proposed a conditional GAN-based co-speech gesture generation model that
exploits cognitive heuristics whilemaintaining the flexibility of data-drivenmethods.
The experimental results on the CG characters/humanoid robots showed that our
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Fig. 2.23 CG character and the humanoid robot CommU (top). Snapshots of gestures generated
in the CG character (bottom)

Fig. 2.24 Perceived extroversion on the CG character (left) and CommU (right)

model controlled perceived extroversion, and these findings are consistent with those
of human cognitive behavior. Furthermore, our proposed model highlights the poten-
tial of fine control with a “black box” data-driven method. The burden of collecting
big data can be moderated by adopting findings from cognitive science.

In an in-person dialogue with multiple participants, people naturally gaze toward
others or avert their gazes according to their dialogue roles and mental states. We
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aimed to develop a CA that can generate humanlike eye movements to achieve
smoother and more engaged dialogue interactions with multiple users.

We analyzed gaze behavior in three-party dialogue data, accounting for turn-
taking, dialogue roles, and gaze aversion during conversations (Ishi and Shintani
2021). For this purpose, we used multimodal three-party dialogue data and first
analyzed the distributions of (1) the gaze target (toward dialogue partners or gaze
aversion), (2) gaze duration, and (3) eyeball direction during gaze aversion. Each
distribution was modeled based on the analysis results, and a gaze motion generation
system was implemented. Gaze movements were generated using CommU, which
provides degrees of freedom for the head and eyeballs. Subjective evaluation exper-
iments have shown that natural behaviors are achieved by the proposed gaze-control
system, which accounts for dialogue roles and eyeball movement control (Shintani
et al. 2021). Further details on gaze data analysis and evaluation are described in the
next subsection, along with personality expression.

We improved our proposed model to generate the gaze movements of a dialogue
robot in multiparty dialogue situations and investigated how impressions change for
models created by the data of speakers with different personalities (Shintani et al.
2022).

The following roles of the dialogue participants are considered in three-party
interactions:

• Speaker (Sp): The person who takes the turn and holds the dialogue floor.
• Addressee (AD) or main listener (ML): The target person who the speaker

primarily addresses
• Side participant (SD) or sublistener (SL): A dialogue participant who is neither a

speaker nor an addressee.

We analyzed the percentages of gaze targets, that is, how often the gaze was
directed to a target person or averted to a direction other than a person’s face. For a
three-party dialogue, gaze targets are categorized as either dialogue partners (Sp, AD,
and SD) or gaze aversion (GA). Figures 2.25 and 2.26 show the distributions of the
gaze targets for more extroverted (A) and more introverted (B) persons, respectively.
For example, different distributions can be observed depending on the dialogue roles
andwhether a person belongs to classA or B. Figures 2.25a and 2.26a show that when
the dialogue role is “Speaker,” Person A looks at the Addressee, the Side Participant,
or averts their gaze at the same rates. In contrast, Person B had a higher percentage of
gaze aversion and a very low percentage of looking at the Side Participant. Overall,
it can be observed that Person A looks more at the dialogue partner, while Person B
has a higher percentage of gaze aversion.

Similar distributions were obtained for the gaze duration and eyeball direction for
each person and dialogue role. These distributions were parameterized and used to
generate gaze movements.

We conducted subjective experiments to evaluate how impressions of personality
changed when using the gaze models of different speakers to generate a robot’s gaze
behavior. In this study, we adopted the android Nikola to evaluate gaze behavior.
Nikola has 32 DOFs for the face and 3 DOFs for the neck, allowing the generation
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Fig. 2.25 Distributions of gaze targets during each dialogue role for person A (extroverted)

Fig. 2.26 Distributions of gaze targets during each dialogue role for person B (introverted)

of several facial expressions that convey different emotions (Sato et al. 2022). To
control gaze behavior in a dialogue scenario, we controlled the following actuators:
eyeball pitch, left eyeball yaw, right eyeball yaw, upper eyelids, head pitch, and
head yaw. The lip actuators were controlled based on the speech signal of the target
speaker, and the lip corner and cheek actuators were controlled to generate smiling
faces during laughter.

Two motion types were generated by the proposed gaze-generation system using
the model parameters of Persons A (PA-M) and B (PB-M). For comparison, another
motion type was generated by reproducing the gaze behavior of the speakers (PA-R
and PB-R), mapping the measured head angles of the speakers, and moving their
eyeballs according to the gaze labels. Video clips were created for each type of
motion. Figure 2.27 shows a snapshot of the video used in the experiment. Figure 2.28
shows the subjective perceptual scores (mean and standard errors) of the personalities
for the different conditions. Significant differences through repeatedmeasures of one-
way ANOVA were achieved between the motions generated by models PA-M and
PB-M for the voice of Person A, as shown in Fig. 2.28. We found that changing the
gaze model parameters of subjects with distinct personalities was, to some extent,
effective in changing their impressions of personality traits.

In conclusion, based on the analysis of gaze behaviors in three-party dialogue data,
we observed differences in the distributions of gaze model parameters (gaze targets,
gaze durations, and gaze patterns during gaze aversion) for speakers with different
personalities. The gaze behaviors generated by the android using the models of the
speaker types A and B were perceived to have different extraversion levels. In future
work, we plan to investigate the effects of other factors, such as prosodic features in
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Fig. 2.27 Gaze control in
android Nikola

(a) gazing at a person (b) gaze aversion

Fig. 2.28 Subjective
personality results

the voice, and the possibility of generalizing gaze model parameters to control the
expression of personality.

2.7.2 Modeling Motions Expressing the Operator’s Character

As a case study, we investigated how negative expressions by CA, such as dissat-
isfaction and anger, would affect people’s impressions in persuasive tasks. Specifi-
cally, we explored how to furnish an android robot with socially motivated expres-
sions geared toward eliciting adherence to the COVID-19 guidelines. We analyzed
how different behaviors associated with social expressions in such situations occur
in human to human interactions and designed a scenario in which a robot utilizes
context-inspired behaviors (polite, gentle, displeased, and angry) to enforce social
compliance. We then implemented these behaviors in an android robot and subjec-
tively evaluated how effectively it expressed them; additionally, we investigated how
they were perceived in terms of their appropriateness and effectiveness in enforcing
social compliance with COVID-19 guidelines. We also considered how the subjects’
values regarding compliance awareness affected the robot’s behavioral impressions.
Our evaluation results indicated that participants generally preferred polite behav-
iors by the robot, although participants with higher levels of compliance awareness
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manifested higher preferences toward the appropriateness and effectiveness of social
compliance enforcement through negative robot expressions (Ajibo et al. 2021).

Tomake telepresence CAs automatically express the operator’s emotions, we also
need technology that can recognize the operator’s emotional state.We also developed
deep-learning-based techniques for this purpose.

In a multimodal emotion recognition task based on speech and facial images, we
propose an adversarial training-based classifier with isolated Gaussian regulariza-
tion to regularize the distribution of latent representations and further smooth the
boundaries among different categories. Four emotion categories (neutral, joy, anger,
and sadness) were classified with 70% accuracy (Fu et al. 2023).

We also addressed the emotion recognition problem by considering gesture infor-
mation as an additional modality. For this purpose, we proposed an attention-
based convolutional neural network that uses skeletal data as input to predict the
speaker’s emotional state. A graph-attention-based fusion method was also proposed
to combine our model with models using other modalities to provide complementary
information in the emotion classification task and effectively combine multimodal
cues. The combined model utilized audio signals, text information, and skeletal data.
The model significantly outperforms the bimodal model and other fusion strategies,
proving its effectiveness (Shi et al. 2021).

2.8 Development of an Interaction Behavior Learning
Method for CAs

When using an avatar system for remote communication, the quality of the informa-
tion obtained is reduced owing to the technical limitations of the observation system
and communication channels. For example, the camera’s narrow angle of view limits
the area that the operator can perceive, and delays in communication make timing
difficult, thus making the operation less straightforward. On the other hand, if the
operator is “on the spot,” they can easily recognize the situation through their five
senses and behave appropriately.

Multiple degrees of freedom must be manipulated to manipulate an avatar with
a high level of expressiveness. This complicates the avatar manipulation, whereas
using a simple avatar reduces expressiveness. For daily avatar use, it is crucial to
develop a teleoperation system that is easy for the teleoperator to operate while
providing rich expressions for users who interact with it.

Theobjective of this study is to develop a semi-autonomous remote controlmethod
for avatars, allowing highly expressive interactions through various modalities by
conveniently operating specific modalities. Specifically, we are developing semi-
autonomous avatars that behave according to the sensor information obtained in
the field in addition to the information sent by the remote operator. These avatars
are expected to provide richer interactions than those that operate remotely. For
this purpose, we are working on modeling human–human interactions using a deep
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generative model and developing mechanisms for rich human–robot interactions
using this model (Okadome and Nakamura 2023a).

2.8.1 Modeling Dyadic Interaction

Interaction-behavior generation is an important issue in the development of robots
that interact naturally with humans. Recently, interactive systems that use natural
language dialogue, such as smart speakers, have become useful tools for providing
various types of information. However, dialogue with such systems lacks the fluency
and natural flow observed in human–human interaction due to a limited level of
expressiveness, including gestures and well-paced dialogue turns. To achieve rich
human–robot interaction, methods that address these issues are needed (Forlizzi
2007).

When operating through a semi-autonomous avatar, the operator receives limited
information on the remote site, and the operable modality is limited owing to the
complexity of the process. Under these conditions, the same problems arise with
autonomous dialogue systems when striving for a dynamic and engaging conversa-
tion between the avatar and its dialogue partner. Therefore, the automatic generation
of modalities independent of operator guidance and the adjustment of instructions to
suit the context, that is, through semi-autonomous avatars, are expected to enhance
the user’s experience.

In human-to-human dialogue, the behavior of dialogue participants is influenced
by the behavior of others; therefore, it is necessary to consider the behavior of all
dialogue participants simultaneously, not just that of individuals (Kwon et al. 2015).
Note that “behavior” here includes both movement and speech. In other words, they
act in accordance with the interlocutor’s behavior, such as backchanneling during
the interlocutor’s utterances and expressing gestures when explaining something. To
realize such a “full-duplex communication” interaction, we modeled human–human
interaction behavior.

In this study, we developed motion generation models for behaviors during
dyadic interactions and investigated their characteristics. First, the videos and
audios of the two participants in the dialogue were recorded simultaneously
(referred to as Persons R and L, respectively, as shown in Fig. 2.29). Features
such as poses and speech segments were extracted from recorded images and
audio, and the time series of features at each time point was treated as quan-
tified “behavior.” Specifically, the data were processed in discrete time and
modeled for pairs of time series XL(t) and XR(t) of features of constant time
length T , where XL(t) = [xL(t − T + 1), xL(t − T + 2), . . ., xL(t)] and XR(t) =
[xR(t − T + 1), xR(t − T + 2), . . ., xR(t)] are the behaviors of persons L and R,
respectively. x(·)(t) is a feature of person (·) at time t.. In other words, by treating
changes in feature values (history) over a fixed timewindow as behavior, wemodeled
the spatiotemporal structure of the behavior of dialogue participants.
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Fig. 2.29 Measurement of the behavior of dialogue pairs and extraction of features

Because human behaviors during dialogue influence each other, these features
are expected to influence each other. For example, in a situation where R is the
speaker, the features computed from R’s speech signal would indicate that he is
speaking, whereas the features corresponding to L’s nodding behavior would change
at some point during R’s speech. These relationships weremodeled using data-driven
methods. Using this “full-duplex” behavioral model of humans, the goal is to develop
semi-autonomous avatars that can be easily manipulated to produce rich expressions.
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2.8.2 Generative Model for Dyadic Interaction

Gesture generation methods using deep generative models have been studied to
generate the humanlike behavior of humanoids or CG-agents, agents. Deep gener-
ative models are methods of sampling real-sample-like data from random number
generators and have recently been used in various fields other than modeling motion,
such as imaging. Notable methods include autoencoders and their variants, such as
variational autoencoders (VAE), generative adversarial networks (GAN), and diffu-
sion models (Goodfellow et al. 2016; Ho et al. 2020). In this study, as a framework
for semi-autonomous avatars, we model interaction behavior using VAEAC (Vari-
ational autoencoder with arbitrary conditioning) (Ivanov et al. 2019) and diffusion
models that can recover missing data (‘inpainting’ in the field of image processing),
that is, they can be generated under arbitrary conditions. The generative model was
trained to generate samples that were indistinguishable from the training data. For
the behavior during the interaction, the measured behaviors XL(t) and XR(t) are the
training data. If we can obtain samples from the distribution p(XL,XR) of the data,
the mimicking data can be sampled; that is, we can obtain samples similar to the

true data. Using a generative model, the sample
(
X
∧

L,X
∧

R

)
can be approximated.

Using generative models that can be generated under arbitrary conditions, given

some elements
(
X L,X R

)+
in a sample, the remaining elements

(
X
∧

L,X
∧

R

)−
can be

generated to be consistent with the given conditions, and mimicking data
(
X
∧

L,X
∧

R

)

can be synthesized from
(
X L,X R

)+
and

(
X
∧

L,X
∧

R

)−
.

They can be generated under arbitrary conditions and have various applications.
If elements before a certain time are given as a condition, this corresponds to a later
prediction of behavior. In addition, if only one feature value is unknown, the data are
complemented such that their behavior is consistent with that of the other modalities.
Given only person R’s behavior XR as a condition, it can infer the behavior of person
L with whom it is interacting. Furthermore, future behaviors, including variability,
can be evaluated by generating many samples (Takashiro et al. 2021). In this section,
we present the deep generativemodels we have beenworking on for headmovements
and gestures.

Agenerativemodel using theVAEACwas constructed for headmovements during
dialogue. The facial images and audio of the two participants during the dialogue
were recorded, and landmarks of the head (feature points indicating the positions and
shapes of the facial contours, eyes, eyebrows, nose, and mouth) were extracted using
OpenFace (Baltrusaitis et al. 2018). In addition, speech segments were detected from
the speech signal to compose behaviors XL and XR. While the landmarks obtained
here are represented by the coordinates of 68 feature points, such as facial contours
and eye shapes, each point does not move independently but can be expected to move
with a low degree of freedom (i.e., move synchronously). Therefore, feature points
were first divided into the mouth and other parts (hereafter referred to as face), and
dimensionality reduction was performed on the features each time using the VAE.
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As a result, (XL,XR) became a 3-dimensional array with 2× 7× T by compressing
the mouth and face into a 3-dimensional vector and adding the speech signal.

An evaluation of impressions was conducted to assess the performance of the
generative model constructed using this method, considering both measured and
generated movements. Specifically, the evaluators watched video clips created under
three conditions and ranked them based on whether they adopted the behavior
depicted in each clip. Note that the evaluators were graduate students and researchers
involved in research on interactive robots and programmed the movements of
interactive robots daily. The video clips produced were based on the following
procedure:

Positive: Feature points are extracted from the recorded video, and a photorealistic
head image is synthesized using the feature points as input. A bilayer model was used
for synthesis. Because the original video clips were considered to have a better image
quality than the synthesized clips, theywere synthesized in comparisonwith the other
conditions. Generate: Conditional on the speech signals of L and R and the images
of R, the motion of L is generated. Subsequently, a photorealistic head image is
synthesized. Negative: Composite head motion of person L extracted from randomly
selected video clips at other times instead of the current video clip. A comparison of
these results showed that, in some cases, the video clips generated by the proposed
method were highly evaluated compared to the positive ones (Takashiro et al. 2021).

For upper-body movements or gestures during dialogue, we built a generative
model using a diffusion model, which has recently attracted attention for generating
high-quality samples, particularly in the field of image generation (Okadome and
Nakamura 2023a). Because DDPM, which requires many iterations, is not suitable
for real-time generation owing to computational time issues, DDIM (Song et al.
2020), which can generate samples with a small number of iterations, was used. We
developed a learning method that considered the mask shape used during inference.
The following three-generation tasks were used in the evaluation:

• Prediction: The second half of the time-series data were generated conditional on
the first half.

• Completion: The first and last halves of the time-series data were used as condi-
tions for the generation of the intermediate part of the time-series data. In this
case, it is necessary to generate data that matches the conditions before and after
the intermediate part.

• Reaction: Generate one person’s behavior, conditional on another person’s
behavior. The model used here generates 10 s behavior and has been confirmed to
generate a greater variety of actions in each task than VAEAC. The system could
generate motions with a computation time of approximately 28ms, which is suffi-
ciently fast for the system to generate robot motions (Okadome and Nakamura
2023a).
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2.8.3 Feature Space of the Interaction

Behaviors during interactions are reciprocal. For example, behaviors such as
backchanneling or smiling in response to the utterances of an interaction partner
can be observed. Therefore, we investigated a feature extraction method that focuses
on the temporal structure.

Methods for analyzing behavioral entrainment include calculating the correla-
tion between time-series data obtained from microphones and cameras. However,
it is difficult for humans to determine whether the behaviors of a pair of induvial
a video clip are synonymous. Therefore, we have been studying a framework for
self-supervised learning that focuses on the temporal structure of human–human
interaction. The framework improves the accuracy of predicting future behavior,
specifically the occurrence of turn taking. Additionally, a feature space for data with
a spatiotemporal structure can be obtained. The impression evaluation suggested a
relationship between the positionof the sample in the feature space and the impression
of the video clip.

In this study, we used an operation called “lag operation” to construct the feature
space (Okadome and Nakamura 2023b). The lag operation uses a composite sample
of one person’s behavior XL(t) at time t and the other person’s behavior XR(t + τ)

at t + τ . A deep neural network is pre-trained to infer the lag τ . This method was
derived from the idea that the effects of the mutual influences of behaviors during
interaction are thought to decrease as the time difference increases. This framework
(Fig. 2.30) automatically constructs a teacher signal and does not require labeled
data, which are typically used in supervised learning tasks. Not using labeling data
makes it possible to perform pre-training using only sensor data, which is relatively
easy to obtain.

In the experiment, five types of data were prepared as time deviations τ ∈ [−1.0,
−0.5, 0.0, 0.5, 1.0], and the network was trained to infer the delay class. Here, the
case of τ = 0.0 is the measured data. After learning, samples with different τ were
distributed in different areas in the feature space. However, there were many areas of
overlap in their distributions. In other words, there were samples in which the effects
of the lag operation were indistinguishable.

When the lag-free samples (XL(t),XR(t)) are mapped into the feature space, some
data are projected into regions where they are judged to be almost τ = 0.0, while
others are projected into regions where the magnitude of the time shift is difficult
to distinguish, i.e., where samples of different classes are mixed within the feature
space. Picking some of the video clips in each domain, we found some characteristic
behaviors; for example, the former included simultaneous smiling behavior, while
the latter continued to show the speaker’s thinking and speaking without looking at
the listener.

Therefore, we propose an indexR that indicates how clearly a sample is classified
by calculating the degree of class overlap at each point in the feature space.We inves-
tigated how this difference in R changed the impression of the interaction between
the video clips. Specifically, the participants watched video clips with different R
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Fig. 2.30 Feature extraction using lag operation

values of R extracted from the recorded video and provided their impressions of
the video clips. We found that the answers to questions such as “Is the pace of the
conversation good?” or “Is the conversation lively?” and the indicatorR are related.
Specifically, video clips with good tempo or excitement are projected onto the area
with a large R, while video clips featuring a speaker speaking thoughtfully and
appearing inattentive to the interlocutor are projected onto the area with a small R.

In the future, we plan to conduct research on the refinement of the generative
model with reference to the knowledge obtained from the construction of the feature
space and the use ofR as an indicator of the quality of interaction between the robot
and humans. In the experiment, five types of data were prepared as time deviations
τ ∈ [−1.0, −0.5, 0.0, 0.5, 1.0], and the network was trained to infer the delay class.
Here, the case of τ = 0.0 is the measured data. After learning, samples with different
τ were distributed in different areas in the feature space. However, there were many
areas of overlap in their distributions. In other words, there were samples in which
the effects of the lag operation were indistinguishable.

When the lag-free samples (XL(t),XR(t)) are mapped into the feature space, some
data are projected into regions where they are judged to be almost τ = 0.0, while
others are projected into regions where the magnitude of the time shift is difficult
to distinguish, i.e., where samples of different classes are mixed within the feature
space. Picking some of the video clips in each domain, we found some characteristic
behaviors; for example, the former included simultaneous smiling behavior, while
the latter continued to show the speaker’s thinking and speaking without looking at
the listener.
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Therefore, we propose an indexR that indicates how clearly a sample is classified
by calculating the degree of class overlap at each point in the feature space.We inves-
tigated how this difference in R changed the impression of the interaction between
the video clips. Specifically, the participants watched video clips with different R
values of R extracted from the recorded video and provided their impressions of
the video clips. We found that the answers to questions such as “Is the pace of the
conversation good?” or “Is the conversation lively?” and the indicatorR are related.
Specifically, video clips with good tempo or excitement are projected onto the area
with a large R, while video clips featuring a speaker speaking thoughtfully and
appearing inattentive to the interlocutor are projected onto the area with a small R.

In the future, we plan to conduct research on the refinement of the generative
model with reference to the knowledge obtained from the construction of the feature
space and the use ofR as an indicator of the quality of interaction between the robot
and humans.

2.8.4 Semi-autonomous Teleoperation System for Cybernetic
Avatars

Using the generative model described in the previous subsection, we built prototype
systems for the teleoperation of CAs (Nishimura et al. 2023). In recent years, remote
interaction technologies using computer graphic (CG) avatars and other devices have
become widely used. In such systems, the behavior of the avatar is usually manip-
ulated by the operator at every step. However, it is not easy for the avatar operator
to recognize the situation in a remote environment and behave accordingly, owing
to the limitations of the sensor system. It would also be cumbersome to control all
avatar behaviors, especially if the avatar is highly expressive. Of course, there are
ways to achieve this, such as building an immersive VR space; however, this is not a
framework that can be used easily. In this study, we constructed a semiautonomous
teleoperation system that automatically completes a part not indicated by the operator
using a generative model.

Figure 2.31 shows the proposed framework. In this model, the avatar is controlled
using a generative model and supplemented with information that is not controlled
by the avatar operator. Thus, the avatar is controlled not only by the avatar operator’s
instructions but also by considering sensor information from the remote environ-
ment. By selecting the information (modality) to be manipulated, various forms of
manipulation can be considered, including extreme cases where the avatar behaves
autonomously if the operator does not perform any operations. Currently, for CG
avatars, we constructed a system that controls head movements (facial orientation
and landmarks) using the VAEAC. In this system, sensor information on the behavior
(image sequence and voice) of User B, interacting face-to-face with the avatar in a
remote environment, and the voice of User A, the avatar operator, is received. It then
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Fig. 2.31 Semi-autonomous teleoperation system for a CA

outputs the image sequence of the CG avatar (Fig. 2.31). We are also working on
building a semi-autonomous teleoperation system for androids.

2.8.5 Summary

In this section, we introduced generative models of a person’s behavior during
dialogue and a framework for a semi-autonomous teleoperation system that uses
the generative model. We are currently implementing and evaluating the proposed
system. This framework stands out for its ability to generate avatar behaviors aligned
with both the situation (including the interaction partner’s behavior) and the oper-
ator’s instructions. It achieves this by “filtering” the avatar operator’s instructions
through a generative model, which tailors the avatar behaviors to the specific situ-
ation. In the future, we aim to build an operational system with a low workload in
which the remote operator can operate the avatar by indicating the necessary infor-
mation at the necessary time, and a system with a low cognitive load in which one
user can operate the avatar while performing other tasks.

The method presented in this section uses a generative model of human interac-
tion to construct a semi-autonomous teleoperation system. However, because human
reactions are influenced by appearance and other factors, models that mimic human
behavior are not always effective. As a demonstration experiment, we are currently
building a framework for learning the behavior of a receptionist robot at a shopping
mall. We studied the learning behaviors using inverse reinforcement learning (Chen
et al. 2023), which learns human operations, and (forward) reinforcement learning,
which is an autonomous learning method. The results have been successful, with
autonomous androids transforming the behavior of passersby more effectively than
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human-operated androids. A future challenge is to build a semi-autonomous teleop-
eration system that can both imitate human behavior and learn to operate effectively
through autonomous learning.
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Chapter 3
Spoken Dialogue Technology
for Semi-Autonomous Cybernetic
Avatars

Tatsuya Kawahara, Hiroshi Saruwatari, Ryuichiro Higashinaka,
Kazunori Komatani, and Akinobu Lee

Abstract Speech technology hasmade significant advances with the introduction of
deep learning and large datasets, enabling automatic speech recognition and synthesis
at a practical level. Dialogue systems and conversational AI have also achieved
dramatic advances based on the development of large languagemodels. However, the
application of these technologies to humanoid robots remains challenging because
such robots must operate in real time and in the real world. This chapter reviews
the current status and challenges of spoken dialogue technology for communicative
robots and virtual agents. Additionally, we present a novel framework for the semi-
autonomous cybernetic avatars investigated in this study.
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3.1 Introduction

Speech is themost natural means of human–human communication. Therefore, it has
been investigated for effective human–computer interaction and human–robot inter-
action. Although text-based communication is dominant in computers and smart-
phones, automatic speech recognition (speech-to-text) and speech synthesis (text-to-
speech) are crucial for using speech interfaces. Speech interfaces have becomewidely
available for smartphone applications, including simple voice search and more elab-
orate assistant software. Since 2010, with the introduction of deep learning and the
accumulation of large datasets, speech recognition performance has improved signif-
icantly. This technology has also been applied to smart speakers wherein speech is
the only available interface. Speech interfaces have been used in various applications
such as car navigation and appliance control systems. However, these systems are
modeled as reactive human–machine interfaces that respond to short, well-formed
commands or queries. The content and style of speech are much different from
those of human–human communication, where we speak many long utterances in
turn, during which an interlocutor provides feedback. In general, current speech
interfaces are designed and implemented as half-duplex communication, rather than
full-duplex communication.

This raises a major question:What kind of communication style is appropriate for
humanoid robots? The answer depends on the type of task and the roles that robots
are expected to play. The affordances and outlook of a robot are also important
considerations (Bartneck et al. 2020). If a robot is a porter or cleaner, a command-
and-control interface is sufficient. A receptionist needs to engage in some dialogue,
but most user inputs are simple queries. In these tasks, the goal of the dialogue
is definite and observable. However, a guide (at a museum or tourist spot) or an
attendant (at an event) must handle more complex interactions. Furthermore, with
recent advancements in AI, more complex dialogue tasks such as interviews and
counseling are also within the scope of autonomous systems. There is also increasing
demand for communicative robots that can speak with people, particularly seniors
living alone. Such interactions are similar to human-like conversations.

Text-based chatbots have been developed formany years.With the development of
large language models such as GPT (Brown et al. 2020), chatbots have become very
natural and human-like. Furthermore, the automatic speech recognition performance
of conversational telephone speech has been claimed to be of human parity with a
word error rate of 5% (Saon et al. 2017; Stolcke and Droppo 2017). The quality of
speech synthesis has also been claimed to be almost indistinguishable from that of
human speech (Shen et al. 2018). These developments raise further questions. If we
combine these speech recognition, speech synthesis, and chatbot systems, can we
realize a human-level spoken dialogue system? If we implement such a system in a
human-looking android, will it pass a multimodal Turing test?

We can easily find an answer (or identify problems) by implementing such a
system. One apparent issue is the timing or latency of responses. It usually takes
several seconds before getting a response from a GPT server. When the interval
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becomes two seconds or longer, users often make new utterances, which can conflict
with delayed system responses. Another apparent problem is simply reading out
a very long response, rather than speaking naturally. Although the synthesized
speech of each sentence may be natural, the speech of an entire discourse could
be monotonous and unengaging. Spoken dialogue is significantly different from
text-based dialogue because it is a real-time interaction and speech can convey rich
information beyond text content.

We have investigated human-like spoken dialogue in this context (Kawahara
2019), which will be described in Sect. 3.4. However, several challenges must be
addressed before realizing or replacing human communication. First, the current
system cannot respond to all queries or establish rapport with users through empathy.
More importantly, system responses may not align with the intent of the designer
or controller when the dialogue task is not definite. Therefore, we introduce a novel
human–avatar interaction framework using a semi-autonomous Cybernetic Avatar
(CA). The CA is a hybrid of an autonomous dialogue system and a human-operated
avatar. This concept is described in Sect. 3.2 and the corresponding dialogue control
strategy is described in Sect. 3.5.

Communicative robots and CAs are intended to be used in the real world. When
serving the general public, they are often placed in noisy environments such as shop-
ping malls and exhibition halls. This poses another challenge for realizing spoken
dialogue with communicative robots. Unlike smartphones and smart speakers, it
is difficult to constrain the timing of user utterances and detect the end of utter-
ances. User speech is occasionally mixed with other sounds such as another person’s
speech and backgroundmusic. Therefore, we need acoustic processing to extract and
enhance target speech robustly, as described in Sect. 3.3.

The system infrastructure based on CG-CA is described in Sect. 3.6, and
implementations and experiments are presented in Sect. 3.7.

3.2 System Concept and Overview

This section provides an overview of a framework for semi-autonomous CAs (Kawa-
hara et al. 2021), including a discussion of advantages and technical challenges.

3.2.1 Architecture and Process Flow

The spoken dialogue system for semi-autonomous CAs is illustrated in Fig. 3.1.
In this framework, one remote operator serves many users in parallel using CAs,
each of which can be a robot or virtual agent with an autonomous dialogue system.
Because users and CAs may be in noisy environments such as shopping malls and
exhibition halls, user speech must be separated and enhanced. When a user is talking
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Fig. 3.1 System architecture of a semi-autonomous CA

to the operator, their speech is directly passed to the operator (top red line). Other-
wise, the speech is processed by an autonomous system (middle blue box). First,
it is transcribed by an automatic speech recognition module and then processed by
a language understanding module. When a response is generated, it is outputted
by a speech synthesis module. This flow is essentially the same as that of conven-
tional spoken dialogue systems. Backchannels are generated in real-time to make the
dialogue more engaging. Partial repeats and elaborate questions are also generated
in the attentive listening mode, as described in Sect. 3.4.

When there is a problem during a dialogue session (e.g., some user queries cannot
be handled by the system or the engagement of the user decreases (Inoue et al.
2018; Oertel et al. 2020)), the human operator intervenes in the session. In this
case, the user’s speech is directly fed to the operator, and the operator’s speech is
converted into the avatar’s voice to make the entire dialogue coherent (bottom red
line). Because one operator handles many users simultaneously, there may be cases
in which intervention is required for more than one user simultaneously. To solve
this problem, it is necessary to define the priority of a session and to maintain the
remaining dialogue through chatting.

3.2.2 Advantages and Goals

The proposed system provides effective and efficient dialogue-based services. In
contrast to a conventional human avatar, which can only interact with one user at a
time, the proposed system makes it possible to serve many users in parallel. If the
majority of dialogue can be handled in an autonomous manner such as explanation
or listening, then one operator is expected to be able to serve three or more users
simultaneously. Additionally, this framework provides a new perspective on spoken
dialogue system research.Autonomous systems do not have to achieve perfect perfor-
mance or human-level experiences, but they can turn to real humans when necessary,
thereby expanding the applicability of such systems.
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The goal of the proposed system is to achieve human-parity performance, which
can be achieved through one-on-one dialogues with an avatar for all users in
parallel. The proposed systemshould significantly outperforman autonomous system
acting alone. Another important factor is smooth and natural switching between the
autonomous system and the human operator, which should be imperceptible.

3.2.3 Technical Challenges

There are many technical challenges associated with realizing the proposed system.
The most crucial aspect is the seamless integration of autonomous and teleoperated
avatars. This requires improving autonomous systems to behave in a human-like
manner. The proposed model and its implementation are discussed in Sect. 3.4.

Voice conversion is a key component of seamless switching. There are twoways to
this conversion: converting the operator’s speech into the system’s voice or converting
the system’s speech into the operator’s voice. Typically, an avatar’s voice and face
are collectively designed for the target task and should be consistent over time and
location. Therefore, the operator’s speech is converted into the avatar’s voice in our
system.

Additionally, dialogue context must smoothly switch to that of a human operator.
The system should detect when it cannot continue the dialogue and must turn to a
human operator. This is a difficult problem asmanyAI or pattern recognition systems
do not know when they are making errors. There have been many investigations on
the automatic evaluation of dialogue responses (Lowe et al. 2017) and detection of
dialogue breakdown (Higashinaka et al. 2021), but the performance is far below the
pragmatic level. Although there have been attempts to develop semi-autonomous
teleoperated robots, the detection of dialogue breakdown has been performed manu-
ally or based on predefined phrases such as “that is not right” (Glas et al. 2008;
Shiomi et al. 2008; Kanda et al. 2010). When the system switches to a human oper-
ator, it must provide the operator with the dialogue context in an efficient manner
so that they can promptly catch up with the conversation and recover from the error.
Furthermore, the system should recognize the personalities and preferences of users
to generate user-adaptive responses. These issues are challenging and may depend
on the nature of the dialogue task. These issues are addressed in Sect. 3.5.

The usable software platform developed in this project is described in Sect. 3.6.
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3.3 Acoustic Processing for Real-World Human–Avatar
Interaction

3.3.1 Acoustic Environment for CA’s Ear

The environments in which we communicate can vary significantly, ranging from
quiet settings such as libraries to crowded areas such as train stations.We are not typi-
cally consciously aware of such changes as humans; however, we have the ability to
hear an interlocutor’s voice under varying conditions. For example, even in extremely
noisy construction environments, one can listen to and understand what an inter-
locutor says by focusing on their voice. This selective hearing is knownas the cocktail
party effect (Arons 1992).

Similar to this effect in humans, the technology used to extract individual audio
sources (e.g., an interlocutor’s voice) from mixed signals is called audio source
separation. CAs should eventually perform functions similar to those of humans
and act as symbiotic entities in society, which will require selective hearing abilities
(Fig. 3.2). Therefore, it is necessary to develop audio source separation technology
for CAs.

Audio source separation for CAs must meet the following requirements.

• Adaptability to various acoustic environments: A CA should be able to handle
environmental noise variation, for example, when someone talks loudly in a quiet
library, the noise has a clear directionality. Conversely, various sounds intermingle
in noisy shopping malls. The former type of noise is called directional noise,
which originates from a certain direction. The latter is referred to as diffuse noise,
which is a sound that spreads in various directions. Audio source separation for
CAs must consider cases in which an interlocutor’s voice is mixed with such
varied types of noise. It is assumed that no prior information regarding noise is
available.

• Capability for streamingand low-latency separation: To achieve natural speech
communication with humans, audio source separation must be performed in
a streaming and low-latency manner. This implies that separation should be
executed sequentially each time mixed signals are observed. The corresponding

Fig. 3.2 CAs should be able
to hear an interlocutor’s
voice in a variety of acoustic
environments
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Fig. 3.3 CA auditory system. The CA must (1) identify the target speaker’s voice after separating
mixed signals and (2) transfer the voice to a human operator in the remote mode or to the automatic
speech recognition module in the autonomous mode

technology must minimize the waiting time before an interlocutor’s voice is
recognized.

• Ability to identify an interlocutor’s voice after separation: A semi-autonomous
CA should have both autonomous and remote modes (Fig. 3.3). In the remote
mode, an interlocutor’s voice is transmitted to a remote operator, whereas in the
autonomous mode, a module recognizes an interlocutor’s voice. Therefore, audio
source separation in CAs must identify which separated signal is the voice of the
relevant interlocutor after separating mixed signals. Because the interlocutor is
not fixed, it is assumed that no prior information regarding the interlocutor’s voice
is available.

• Minimizing the loss of the interlocutor’s voice: In telecommunication, the
quality of communication is often degraded by poor connection quality, which
could cause an interlocutor’s voice to be heard intermittently in the presence of
background noise. If audio source separation is erroneous, residual noise may
remain in the separated voice or parts of the voice may be missing. To ensure
high communication quality, audio source separation must reduce these types of
errors.

3.3.2 Audio Source Separation: Basic Theory

3.3.2.1 Blind Source Separation

Blind source separation (BSS) involves audio source separation without information
regarding the recording environment, mixing system, or source locations. In a deter-
mined or overdetermined scenario (i.e., the number of microphones is greater than
the number of sources), independent component analysis (ICA) (Comon 1994), inde-
pendent vector analysis (IVA) (Hiroe 2006; Kim et al. 2007), and independent low-
rank matrix analysis (ILRMA) (Kitamura et al. 2016) are the most commonly used
methods for solving theBSSproblem, andmany studies onBSShave been reported in
the area of acoustic signal processing (Sawada et al. 2019). Such overdeterminedBSS
methods generally assume independence between sources and estimate a “demixing
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Fig. 3.4 Overview of ILRMA

matrix” that should be the inverse of the mixing system according to the results
of maximum likelihood estimation. In particular, ILRMA assumes low-rankness
for the power spectrogram of each source using non-negative matrix factorization
(NMF) (Lee and Seung 1999) in addition to statistical independence between sources
(Fig. 3.4), allowing it to achieve efficient and accurate separation. Additionally, most
methods assume a rank-one spatial model, and the frequency-wise acoustic path of
each source can be represented by a single time-invariant spatial basis, which is often
called a steering vector. Under this assumption, the overdetermined BSS problem
is reduced to a simple estimation of the demixing matrix for each frequency. This
approach leads to increases in the stability of parameter optimization and computa-
tional efficiency. Recent advances in ILRMA include spatial regularization (Mitsui
et al. 2018) and extension of the source statistical model (Mogami et al. 2020).

On the other hand, for underdetermined scenarios (i.e., the number of micro-
phones is less than the number of sources), multichannel NMF (MNMF) (Ozerov
and Fevotte 2010; Sawada et al. 2013) has received considerable attention. Instead
of estimating a demixing matrix (rank-one spatial model), in MNMF, a full-rank
spatial covariance matrix (SCM) (Duong et al. 2010) is estimated for each source.
A full-rank SCM can represent not only the acoustic path but also the spatial spread
of each source or diffuse noise. The target source can then be enhanced using the
SCM via a multichannel Wiener filter. MNMF is more advantageous compared to
ILRMA for realistic BSS tasks, especially in highly reverberant and noisy environ-
ments. However, its optimization has a high computational cost and lacks robust-
ness against variations of the initialization (Kitamura et al. 2016). FastMNMF has
been proposed to accelerate parameter estimation (Ito and Nakatani 2019; Sekiguchi
et al. 2019), although its performance still depends on initial parameter values. To
increase stability, an ILRMA-based initialization method can be utilized for MNMF
(Kitamura et al. 2016; Shimada et al. 2018).

Additionally, rank-constrained SCM estimation (RCSCME) has been proposed
for extracting directional target speech efficiently and robustly (Kubo et al. 2020;
Kondo et al. 2022).BSS for extracting a specific target source fromanobservedmixed
signal is often referred to as blind speech extraction (BSE). Although directional
target speech can be expressed using a rank-one (rank-constrained) SCM, diffuse
noise requires a full-rank SCM because of its spatial spread. To achieve robust and
computationally efficient extraction in thisBSS, one canutilize the demixingmatrices
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obtained by BSSmethods such as ILRMA. It utilizes the fact that the demixing filters
for diffuse noise can cancel the directional target speech in BSS methods based on
rank-one spatial models (Takahashi et al. 2009), resulting in the accurate estimation
of a rank-(M − 1) diffuse noise SCM, whereM denotes the number of microphones.
RCSCME can restore one lost spatial basis of diffuse noise via maximum a posteriori
estimationwithout requiring a huge number of computations. Recently, Nishida et al.
(2023) proposed NoisyILRMA, which can be regarded as an integration of ILRMA
and RCSCME.

3.3.2.2 Supervised Source Separation

Deep neural networks (DNNs) have shown promising performance for both single-
channel (Grais et al. 2014; Nakamura et al. 2021) and multichannel audio source
separation (Nugraha et al. 2016; Tu et al. 2017; Qian et al. 2018). Makishima et al.
(2019) unified the ILRMA-based blind estimation of a demixing matrix and DNN-
based supervised updating of the source spectrogrammodel (Fig. 3.5). In thismethod,
the demixingmatrix (spatialmodel) is efficiently optimized aswith ILRMA.Because
this method utilizes a time–frequency spectrogram matrix estimated by a DNN to
optimize the spatial model, it is called independent deeply learned matrix analysis
(IDLMA). IDLMA assumes a semi-supervised scenario in which a solo-recorded
dataset can be prepared for a single source in a mixed signal, where there is no
solo-recorded dataset for the other sources. In this scenario, because a DNN source
model for other sources cannot be prepared in advance, a new data augmentation
scheme is introduced in which augmented data are used to retrain the DNN source
model iteratively for all sources while optimizing the spatial model. Recently, as an
extension of IDLMA, a combination of unsupervised NMF and supervised DNN
source models was proposed to mitigate the training-inference mismatch problem
inherent to DNNs (Hasumi et al. 2023). In (Misawa et al. 2021), IDLMAwas utilized
as a preprocessing step for RCSCME under diffuse noise conditions.

Fig. 3.5 Overview of IDLMA
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3.3.3 Audio Source Separation for Human–Avatar
Interaction

3.3.3.1 Architecture for Real-Time Processing

Audio source separation methods are typically designed as offline methods. For
example, the ILRMA, RCSCME, and IDLMA approaches described in Sect. 3.3.2
begin separation after an entire mixed signal has been inputted. Therefore, to apply
these approaches to CA systems, they must be extended to handle streaming inputs
with low latency. In this section, we describe the real-time extension of an RCSCME-
based BSE method.

A simple approach to implementing such an extension is to perform the entire
process frame-by-frame. This approach is effective for speech extraction methods
with low computational costs such as delay-and-sum beamformers. However,
compared to such methods, the RCSCME-based BSE method is more sophisticated
and computationally expensive, which hinders real-time execution when using this
approach. One solution to this problem is to adopt a parallel computing approach
called the block-wise batch approach (Mukai et al. 2004; Mori et al. 2006), where
computationally expensive steps of the process are executed across multiple frames
and the remaining parts are executed in a frame-by-frame manner.

The entire process of the RCSCME-based BSE method can be divided into two
main steps: ILRMA and RCSCME. ILRMA consists of a large number of matrix
operations and requires a sufficient number of iterations to achieve the desired sepa-
ration performance. In contrast, RCSCME mainly consists of scalar operations and
can operate in real-time on a modern computer.

To run these two components in parallel, dependency is an issue that must be
addressed because RCSCME uses the demixing matrices estimated by ILRMA. The
demixing matrix represents the acoustic environment and does not tend to change
significantly unless the acoustic environment changes drastically. Therefore, using a
previously estimated demixing matrix should not significantly degrade separation
performance at the current time. As a result, when a CA system is operated in
a relatively consistent acoustic environment (e.g., where an interlocutor and CA
have face-to-face interactions), the real-time extension of the RCSCME-based BSE
method can achieve sufficient separation performance.

Figure 3.6 presents a schematic diagram of the computational flow of this
approach. ILRMA runs over multiple frames and estimates a demixing matrix from
the most recently observed signals over a specific time window and subsequently
passes the estimation results to RCSCME. RCSCME runs at each time interval of a
hop size and must finish its execution within that same interval. It first separates the
most recently observed signals over a specific time period using the latest demixing
matrix provided by ILRMA. It then identifies one of the separated signals as the
voice of the target interlocutor. Finally, it enhances the signal of the interlocutor
before outputting the final signal.
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Fig. 3.6 Schematic illustration of the computational flow of the RCSCME-based BSE method.
The red and green rectangles represent the processing times of the ILRMA and RCSCME parts,
respectively

The algorithmic latency of the real-time extension described above is the sum of
the frame and hop sizes. In practice, the total latency also includes the recording
latency, which depends on the recording device, and the processing time of the
BSE method, which depends on the computational resources available. A GPU can
accelerate the matrix operations of ILRMA and the parallelizable scalar operations
of RCSCME. Based on this notable acceleration, we experimentally confirmed that
a Python implementation could operate in real time.

3.3.3.2 Use of Prior Information Regarding Interlocutor Direction

When using CAs, prior information regarding an interlocutor’s voice is unavailable.
However, the approximate direction of an interlocutor is often available in advance.
For example, in a dialogue system with a CA, the interlocutor and CA often face
each other and do not move significantly. When a camera is installed in a CA, an
interlocutor’s direction can often be estimated. Even if it contains minor errors, this
information is useful for the BSE method and can improve separation performance.
In this section, we present a method for utilizing the direction information of an
interlocutor in the real-time BSE method described in the previous section.

In the RCSCME component of the real-time RCSCME-based BSE method, we
must choose one of the separated signals obtained using the demixing matrix. For
this purpose, an algorithm based on higher-order statistics similar to the offline BSE
method can be used (Fujihara et al. 2008). However, this approach sometimes fails
for various reasons. For example, the speech duration of an interlocutor included
in the observed signals may be too short to compute higher-order statistics. These
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(a) Observed signal (b) Enhanced signal without prior 

information 

(c) Enhanced signal with

prior information

Fig. 3.7 Examples of the magnitude spectrograms of observed and enhanced signals

failures lead to a partial loss of the interlocutor’s voice in the enhanced signal, which
significantly lowers the communication quality with the CA system.

To reduce such failures, prior information regarding an interlocutor’s direction can
be used to improve demixing filter estimation in ILRMA. For example, we can design
the initial values of the demixing matrix using this information and assign a specific
channel in the direction of the target interlocutor. The ideal steering vector in the
direction of the interlocutor can be computed analytically for a plane wave. In most
cases, the sounds arriving from the direction of an interlocutor can be approximated
with reasonable accuracy by the plane wave.

Figure 3.7 presents examples of magnitude spectrograms of observed and
enhanced signals obtained with and without prior information. The enhanced signal
obtained without prior information partially lost the interlocutor’s voice (see the
time from approximately 25 to 55 s in Fig. 3.7b). In contrast, the enhanced signal
obtained with prior information (see Fig. 3.7c) captured the entire duration of the
interlocutor’s voice.

3.3.4 Future Directions

We have described audio source separation as a technology for realizing human-like
CA ears. Below, we describe some technologies that will be necessary to realize
more advanced CA ears.

• Semantic hearing: In this section, we discussed audio source separation for
an interlocutor’s voice in a one-on-one, face-to-face conversation. However, the
targets of selective hearing are diverse. For example, if an emergency vehicle such
as an ambulance passes by a CA, the CA must listen to the sound of the ambu-
lance to take appropriate action. Furthermore, in conversations involving multiple
people, the target interlocutor may change frequently. The sounds to be listened to
selectively vary depending on the context of communication. Therefore, semantic
audio source separation that can adapt to different contexts is necessary.

• Spatial context: In addition to identifying the target signal (“what”), it is also
important to identify its spatial location (“where”). Depending on the location
of an interlocutor, a CA may need to change its posture, which can also help
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operators understand the acoustic environment of the operating area. However,
because the ears of a CA are significantly different from human ears (e.g., humans
have only two ears on either side of their head, whereas the ears of a CA are not
limited in this manner), some ingenuity is required to convey the spatial location
information captured by a CA to humans.

3.4 Speech Processing for Real-Time Human–Avatar
Interaction

This section addresses speech processing for creating human-like dialogue systems,
which is the basis of natural human–robot interaction and semi-autonomous CAs.
Based on the perspective that spoken dialogue is a real-time interaction that includes
non-textual reactions, we describe several important components below.

3.4.1 Automatic Speech Recognition

The performance of automatic speech recognition has been improved using deep
learning models and large datasets. Some models have achieved an accuracy of 95%
for conversational speech and the robust recognition of distant speech in queries
to smart speakers. Recently, end-to-end modeling (Li 2022) and self-supervised
learning (Baevski et al. 2020; Hsu et al. 2021) using Transformers have provided
further improvements. However, it is still challenging to deal with conversational
speech without close-talking microphones because users may be unaware of the
presence of a microphone. This scenario also applies to humanoid robots. The incor-
poration of acoustic processing as described in Sect. 3.3 is crucial and is currently
being investigated.

Another challenge is that the major users of communicative robots are seniors
and children, whose speech is not covered well by conventional speech recognition
models.

3.4.2 Speech Synthesis

The performance of speech synthesis has also been improved by deep learning,
particularly by end-to-endmodeling (Shen et al. 2018). Recently, non-autoregressive
models based on Transformers, which are called JETS, (Lim et al. 2022) have been
widely used. The synthesis of various types of speech, including emotional speech,
has also been investigated. However, it is difficult to generate natural backchannels,
fillers, and laughter, as described in the following sections. Therefore, these types of
voices are often pre-recorded. Although the synthesized speech of an utterance may
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be natural, prosody across sentences over discourse has not beenmodeled effectively,
so conversion often becomes monotonous.

3.4.3 Turn-Taking

In conventional human–machine interfaces such as smartphones and smart speakers,
the detection of utterance endpoints is obvious because such systems assume a single
query or command. The start of an utterance is explicitly designated by users by
tapping (push to talk) or by speaking a predefined keyphrase (wake word). This type
of interface is acceptable for many applications, even when there is some latency
before the system responds.

However, smooth turn-taking is critical for realizing human-like conversation. It
has been observed that the average turn-switch time in human–human dialogue is less
than 500 ms (Lala et al. 2018). In fact, an interval longer than 2 s feels excessively
long for many users, often causing them to speak again, which can conflict with
system responses. It is challenging to ensure that a system will respond within one
second.

Conventional voice activity detection for automatic speech recognition is typically
performed by detecting a pause approximately 400ms after an utterance. This implies
that there is already an inherent latency of 400 ms. This pause is then followed
by several downstream processes such as speech recognition, language/dialogue
processing, and response generation. Many of these modules based on Transformers
(Vaswani et al. 2017) require the entire input for processing and cannot operate in
a real-time pipeline. When these modules are operated on a cloud server, latency
due to Internet communication is also inevitable. To realize prompt responses, it is
necessary to deploy modules directly on robots or connected PCs.

A turn-taking model is also necessary for determining whether the current user is
talking or the system can take a turn. Turn-taking has been modeled using recurrent
neural networks with prosodic and lexical features trained on natural human-to-
human dialogue datasets (Lala et al. 2019a).

3.4.4 Backchannel Generation

Backchannels play a significant role in providing human-like feedback behavior
during dialogue. Backchannels can be classified into two categories of continuers
and assessments. Continuers such as “right” and “hai” provide feedback for smooth
talking by providing a signal of listening, understanding, and agreeing. They play a
role in turn management by suggesting that the current speaker can continue. On the
other hand, assessments such as “wow” and “he-” express the listener’s reactions,
such as surprise, interest, and empathy, typically at the end of utterances.Assessments
also produce a sense of rhythm and synchrony.
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The generation of backchannels requires the prediction of the timing, morphemes,
and prosody of each occurrence (Kawahara et al. 2016). As continuers are generated
in small volumes, the choices of morpheme and prosody are relatively unimportant,
but timing is critical. Continuers should ideally be generated around the end of a
phrase or utterance. This implies that it is too late when we conduct conventional
voice activity detection, but we need to predict during user utterances. In a previous
study, a machine learning model was trained with prosodic and lexical features using
a natural human–human dialogue dataset (Lala et al. 2017).

The generation of assessments is more challenging because false generations
significantly hamper dialogue. Furthermore, it is difficult to conductmachine learning
because there are few such occurrences. However, assessment can be combined
with emotional recognition. When a user exhibits positive or strong emotions, a
corresponding assessment can be generated.

3.4.5 Filler Generation

Fillers such as “well” and “ano-” are used to signal thinking or hesitation during an
utterance. They are not necessary for system responses, but they exhibit human-like
behaviors. By placing a filler before speaking, one can alert the audience and show
politeness. Fillers are also used to suggest taking turns. This approach is effective,
especially when the turn keep or switch is ambiguous, and can thus be used in
humanoid robots. The use of fillers for turn-taking has been investigated (Lala et al.
2019b).

3.4.6 Shared Laughter Generation

Laughter plays an important role in human–human communication. Laughter is not
necessarily generated as a reaction to feeling funny; a large majority of laughter
is used for enhancing socialization. Laughter can be effective for ice-breaking and
relaxation. In particular, shared laughter, which follows an interlocutor’s laughter, is
useful for displaying empathy. On the other hand, laughter is sometimes used in a
masochistic manner. In such cases, shared laughter should not be generated.

Inoue et al. (2022) trained a machine learning model to detect and classify user
laughter into three categories of mirthful laughter, social laughter, and masochistic
laughter. Corresponding shared laughter was generated for the first two cases.



86 T. Kawahara et al.

3.4.7 Attentive Listening System

An attentive listening system (Inoue et al. 2020) was developed by integrating the
aforementioned modules. Attentive listening is useful for seniors who need to be
heard and maintain their communication skills. This system listens and encourages
the subject to speak more often. The system needs to handle open-domain dialogue
and respond to any utterances, but does not require a large knowledge base or a large
language model. In other words, the system requires fundamental communication
skills, that is, listening and understanding with interest and empathy.

The system configuration is illustrated in Fig. 3.8. While a user is speaking, the
system continuously predicts the generation of backchannels using prosodic features
to indicate that it is listening. Automatic speech recognition and simple natural
language processing of focus word detection and sentiment analysis are conducted
to generate partial repeats, elaborating questions, and assessments. These modules
operate on a single laptop PC without a GPU. Examples of generated responses are
presented in the figure.

A partial repeat is a simple repetition of a focus word. This function can be
performed for any utterance and is effective for demonstrating that the system is
understanding and encouraging the dialogue to continue. Elaborating questions are
generated by connecting the most likely “wh-” question marker to the focus word.
Such questions suggest a level of interest in the dialogue. Assessments are generated
when positive or negative sentiments are detected in a user’s utterances. Assessments
are expected to show empathy. When none of the responses described above are
generated, formulaic responses are generated. Their prosody can be tuned according
to sentiment. The selection of responses is performed heuristically with a priority
order of assessments, elaborating questions, partial repeats, and formulaic responses.

Elabora�ng ques�on

Backchannel

Sen�
ment

Focus
word

Speech
recogni�on

Prosody

Assessment

Formulaic response

Par�al repeat

Formulaic response

I had a cake yesterday
Cake?

What kind of cake?

That was nice

Really↑↓

Really

Um, um
User u�erance

System response
(candidates)

hahahaShared laughterLaughter

Fig. 3.8 Configuration of an attentive listening system
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This order was determined according to the difficulty or infrequency of response
types. Shared laughter is generated when the system detects laughter from the user.

The system can be used alone or incorporated into the semi-autonomous CAs
introduced in Sect. 3.2. The details of the evaluation are provided in (Inoue et al.
2020). The system can also be combined with sophisticated chatbots using large
language models, such as GPTs, by generating a simple response on the fly before
obtaining an elaborate response from the server.

3.5 Dialogue Processing for CAs

3.5.1 Handover in Spoken Dialogue

Parallel conversation refers to a framework of interaction in which a small number
of human operators provide dialogue services to users through CAs. CAs conduct
basic interactions and if problems arise, human operators take over the dialogue to
resolve these issues. Such a framework allows for high-efficiency dialogue services.
For example, even if only a few service providers with specialized skills exist, it is
possible to utilize their expertise to benefit many users. An important issue in this
context is the handover of dialogue. Handover refers to the continuation of dialogue
between the CA and the user by a human operator, who takes over from the CA.

3.5.2 Spoken Dialogue Technology for the Handover
of Dialogue

Dialogue handover has traditionally been studied in the context of call routing. For
example, in call centers, the process involves listening to requests from users and
transferring them to the appropriate operators (Gorin et al. 1997). This technology is
known as call routing and has been approached as a classification problem inmachine
learning. However, in call routing, operators do not take over the dialogue midway.
Although there have been studies on systems that determine if a dialogue with a
human has encountered problems and should be handed over to a human operator
(Walker et al. 2002), such studies typically assume that human operators restart the
dialogue from the beginning and do not examine how to hand over ongoing dialogues
effectively. There have been a few studies in which robots have conductedmost of the
dialogue and only handed over certain parts to human operators. However, in these
studies, the part of the dialogue handled by humans was predetermined, transforming
the problem into a division of roles, rather than a true handover (Glas et al. 2012).

In a parallel conversation, a dialogue system should conduct the main conversa-
tion and when problems arise, an operator should take over the dialogue seamlessly.
A corresponding framework is illustrated in Fig. 3.9. The necessary spoken dialogue
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Fig. 3.9 Architecture for parallel conversation

technology primarily involves autonomous dialogue systems. For efficient dialogue
services in parallel conversations, most conversations must be conducted by a CA.
Additionally, dialogue breakdown detection technology is required to detect prob-
lems in a dialogue. Both speech and multimodal information can be used to detect
dialogue breakdown. Furthermore, dialogue summarization technology is required.
This involves creating summaries that allow human operators to understand the
content of the dialogue conducted thus far between the CA and the user. Addi-
tionally, it is not always guaranteed that human operators will be available to take
over immediately. In such cases, technology for buying time until a human operator
is available is also necessary.

In the following subsections, we discuss autonomous dialogue systems, dialogue
breakdown detection technology, dialogue summarization technology, and tech-
niques for buying time.

3.5.2.1 Autonomous Dialogue System Technology

With the advancement of large languagemodels (LLMs) such asChatGPT, the perfor-
mance of autonomous dialogue systems has improved significantly. Such systems
can respond with high accuracy for dialogues that do not require much context such
as casual conversations or guidance. High-precision dialogue has also been reported
in both task- and non-task-oriented dialogues (Iizuka et al. 2023).

Here, we describe an experiment conducted at a facility called Nifrel, which is a
combination of a zoo and aquarium inOsaka, Japan. In this experiment, we placed six
robots (SOTA) inside the facility and used GPT-3 to provide guidance. Additionally,
we prepared two operators who intervened and took over the dialogue if they judged
that there were problems, thereby resolving dialogue issues (Mochizuki et al. 2023).

Figure 3.10 presents the interface used by the operators. During the month-long
experiment, we found that approximately 90% of the interactions were successfully
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Fig. 3.10 Interface used by operators. This figure includes the images from the six robots, as well
as user and system utterances

completedwithout any issues. This indicates that current LLMs can achieve sufficient
levels of interaction. It was also noted that operator speech tended to contain fewer
technical terms than system speech. With appropriate prompting, LLMs can achieve
more advanced dialogue than humans depending on the field.

3.5.2.2 Dialogue Breakdown Detection Technology

Dialogue breakdown detection technology (Higashinaka et al. 2016) has primarily
been studied in text-based dialogue systems. Various machine learningmethods have
been explored for the Dialogue Breakdown Detection Challenges. In the context of
spoken dialogue such as in call centers, technologies have been developed to detect
problematic dialogues using acoustic and language features (Walker et al. 2002). In
future autonomous dialogue systems, the key technology will be the detection of
dialogue breakdown in multimodal dialogues.

An analysis of problematic dialogues in the Nifrel experiment revealed that
most issues were caused by a lack of understanding of the dialogue context, which
includedmultimodal information.According to our analysis of problematic dialogues
(Mochizuki et al. 2023), there were few errors originating from language or speech
recognition, and most issues were caused by the system’s inability to understand and
respond to different scenarios. For example, errors such as a user’s voice being too
quiet or the system’s inability to recognize a user’s face, which prevented the start of
an interaction, were observed. To address such dialogue breakdowns, technology that
can accurately understand problems based on the dialogue context and multimodal
information is necessary.
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3.5.2.3 Dialogue Summarization Technology

Tounderstand the content of a dialogue instantly, dialogue summarization technology
is necessary. This raises an interesting question regardingwhat constitutes a desirable
form of dialogue summarization.

We conducted experiments to investigate this issue by creating scenarios in which
humans take over dialogues from each other and examined the types of information
exchanged in such scenarios. The results indicated that a format connectingutterances
was desirable (Yamashita and Higashinaka 2022). This format is useful because it
allows for an understanding of who responded to whom and what was said.

We refer to the summarization of dialogues in the form of utterances as “dia-
logue format summarization” and implement this type of summarization as follows.
First, we identify the sequence organizations within a dialogue. A sequence orga-
nization is a linguistically grounded unit in conversational analysis that consists
of initiation toward the other party, response, and subsequent follow-up utterances.
Focusing on these units, we rephrased extracted sequence organizations into dialogue
exchanges of two to three utterances for summarization. By investigating the effec-
tiveness of these summaries (Fig. 3.11), we found that compared with general text-
format summaries, dialogue format summaries are similarly readable and concise
while better conveying the realism of dialogues (Yamashita and Higashinaka 2023).
In the handover of dialogue, an immediate understanding of the current scenario is
desirable. Therefore, the realism achieved through dialogue format summarization
is considered to be useful for handover.

The effectiveness of dialogue format summarization was evaluated in an experi-
ment conducted atNifrel. Operators intervened in dialogues using speech recognition

Fig. 3.11 Comparison of dialogue history (no summarization), text-format summarization
(conventional summarization), and dialogue format summarization
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results and dialogue format summaries. GPT-3 was used to generate dialogue format
summaries. Questionnaire results indicated that dialogue format summaries had a
smaller number of low usefulness ratings compared with the speech recognition
results (Yamashita et al. 2023). This suggests that dialogue format summaries help
facilitate the handover of dialogue.

3.5.2.4 Time-Buying Dialogue

Because an operator is not always available, if a situation arises in which an
autonomous system cannot solve a dialogue problem, then the system must buy time
until an operator becomes available. Here, the dialogue that takes place from the time
at which the need for operator intervention is detected (i.e., when the dialogue breaks
down) to when an operator successfully intervenes is called a time-buying dialogue.
Overall, how well the system continues dialogue when a dialogue breakdown is
detected is an important factor of dialogue with CAs.

To allow a CA to perform human-like time buying, findings from the analysis
of human–human dialogues are useful. For example, in a previous study, verbal
behaviors were examined when clerks were talking to customers on the phone and
the information necessary for the clerks to respond was intentionally delayed (López
Gambino et al. 2017). The target taskwas searching for a flight.When the information
was displayed with a delay of approximately five seconds for the clerks, whether or
not the clerk would speak and what the clerk would say were examined.

The results of this analysis revealed that within the delay time, the duration during
which the clerks were speaking, and the duration of silence were approximately
equal, and that humans tend to buy time by saying something, rather than simply
remaining silent. Clerk utterances were classified into 12 categories and analyzed.
The results showed that echoing (e.g., “flight to <place>,” “beginning of <month>,”
which appeared in the customer utterances) accounted for 21% of the utterances,
followed by filler utterances (e.g., “uh,” “uhm,” “mm”) at 19% and agent/system
state (e.g., “the search for flights is still in progress”) at 10%. Simple waiting requests
(e.g., “One moment, please”) were uncommon, accounting for 6.3% of utterances.
Therefore, in human–human dialogue, it is natural to buy time by making some type
of utterance. Furthermore, human impressions were also investigated by comparing
the human-like behavior described above to a simple waiting strategy (e.g., saying
“Please hold on a second” followed by silence) (López Gambino et al. 2019). Utter-
ances were synthesized using two different TTSs and evaluated by crowd workers.
The amount of time to be bought was set to 12 s based on the results of preliminary
investigations. The results demonstrated the effectiveness of a time-buying strategy
when a human-like TTS is used. It should be noted that the analysis was conducted
in a task-oriented dialogue with an explicit goal. In such cases, re-purposing the
goal is an effective use of such available time, which can be considered as a form of
echoing. For non-task-oriented dialogue, providing a summary of the dialogue can
be considered as an effective way to buy a small amount of time.
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When implementing a time-buying strategy in a real system, wemust consider the
amount of time that needs to be bought. If its length is less than 5 s, then the system
can buy time with fillers. For slightly longer durations (up to approximately 10 s),
time can be bought by confirming or recapitulating what was previously discussed
during the dialogue without introducing a new topic. The analyses of human–human
dialogue described above considered durations of 5 or 12 s. To buy more time, the
system must present a new relevant topic and move the dialogue.

Based on these findings, our group has developed a system to realize subdialogues
that buy time in a dialogue at the zoo like an aquarium. We assumed that dialogue
breakdown detection, which defines the starting point of the time-buying dialogue,
is possible. To prevent new dialogue breakdowns from occurring during time-buying
subdialogues, the systemwas designed to engagemainly in system-initiated dialogue
based on our previously proposed design guidelines (Komatani et al. 2022). The
system was constructed using DialBB (Nakano and Komatani 2023), which is a
framework for building dialogue systems, in consideration of its reusability in other
domains.

3.5.3 Future Directions

The definition of breakdowns and their detection are important. In particular, when
using speech signals, rather than text, as input modalities for CAs operating in the
real world, speech-specific scenarios must be considered in addition to textual break-
downs (Higashinaka et al. 2016). Breakdowns that occur in spoken dialogue are not
limited to those in linguistic content.

Figure 3.12 presents the four levels of action involved in cooperative dialogue
(Paek and Horvitz 2000), inspired by the action levels defined by Clark (1996).
This hierarchy represents an action ladder, indicating that lower actions must be
completed for higher actions to be completed (upward completion). Furthermore,
during a dialogue, the speaker and addressee must engage in their corresponding
actions at the same level, as indicated in Fig. 3.9. For example, at the channel level,
speaker A executes behavior for addressee B, whereas speaker B must attend to the
behavior of speaker A. At the signal level, speaker A presents a signal to addressee
B, and addressee B must identify the signal presented by speaker A. In this manner,
a joint action is established between the speaker and addressee at each level of action
in the dialogue, and the speaker’s intention is correctly conveyed to the addressee
without any breakdown (Clark 1996).

In spoken dialogue, dialogue breakdown can occur at any level. Specific examples
are provided below.

Channel level: B is unaware of the speaker’s presence, or that A is talking to B,
or that B is not listening to what A says. This can be considered as an issue of
engagement in dialogue.
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Fig. 3.12 Four levels of an action in cooperative dialogue (joint activities)

Signal level: B listens to what A is saying, but A’s intentions are not conveyed
to B correctly. Speech recognition errors or incorrectly detected speech segments
(voice activity detection errors) can occur, resulting in erroneous interpretations.
Intention level: A’s intention is not correctly conveyed to B, even though the
linguistic content in the utterance is correctly conveyed. This corresponds to cases
inwhich languageunderstanding is incorrect, evenwith correct speech recognition
results.
Conversation level: B cannot accept the content of A’s utterance. In this scenario,
A’s intention is correctly conveyed but deemed to be unacceptable by B. This
situation corresponds to out-of-topic utterances that are not within the system’s
functionality. Utterances that do not conform to social conventions in dialogue
are also included.

As discussed above, when a speech signal is used as an input to the system,
breakdowns beyond those at the intention and conversational levels may occur, and
a method to detect such breakdowns accurately is required. Even with the improved
accuracy of component technologies such as speech recognition and language under-
standing, breakdowns are unavoidable given the noise in real-world environments,
and the user’s lack of fluency and utterance errors. Therefore, CAs operating with
a wide variety of users in real environments must be able to detect breakdowns and
improve their performance.

Another necessary step is the development of multimodal dialogue using various
other sensors such as cameras. In the discussion thus far, we have considered speech
signals through the microphone and its language content as input. In contrast, to
detect situations in which dialogue leads to a breakdown, information from various
sensors can be helpful, including information on facial expressions, posture, and
physiological signals. Several studies have attempted to detect user sentiments using
such multimodal information (Katada et al. 2023) and the results can be applied to
detect various situations, including dialogue breakdown.
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3.6 Infrastructure of CG-CA

This section provides an overview of a CG-based CA (CG-CA), covering the design
and implementation of a semi-autonomous CA.

3.6.1 CG-Based Cybernetic Avatar

The CG-CA is a type of CA implementation. It is presented as a digital character
on a display device and animated during conversations with people. The display
device can be a flat-panel display, stereoscopic display, or virtual reality (VR) device.
Compared to real-world robots and androids, CG-based avatars have the advantages
of low running costs, high portability, and operability (Fox and Gambino 2021).
They offer a high degree of expressive freedom, allowing for a range of represen-
tations from photorealistic to cartoon-like characters. Autonomous spoken dialogue
systems with embodied CG agents (Cassell 2000) have been studied for various
tasks. However, CG avatars inevitably lack a sense of perceived reality. Digital char-
acters cannot share physical spaces with users and lack the ability to interact directly,
leading to a diminished sense of presence and making it unnatural to perceive them
as realistic conversation partners (Powers et al. 2007).

For the practical usage of CG-CAs, their graphical design and behavioral imple-
mentation should be considered to enhance the perceived reality of fluent conversa-
tions. Specifically, it is essential to pursue an agent design and implementation that
fits both human-manipulated and autonomousmodes for a semi-autonomous system.

3.6.2 Design Factors of CG Agents

The design framework of a CG agent as an intelligent interface has been discussed
for various targets, including healthcare applications (ter Stal et al. 2020) and trust
building (Rheu et al. 2021). The design of CG agents for conversational systems
is commonly discussed from two perspectives. First, the functions a CG agent
should implement, and its appearance should implicitly inform user expectations.
Second, to realize CG-CAs as realistic conversation partners, we must focus on
design factors that provide the perceived sense of presence and reality required for
natural conversation with users. The essential factors are summarized below.

Visual Quality: Because a CG agent is displayed on a screen, the visual quality
directly affects user experiences. Low-resolution, low-density, or low-refresh-rate
displays spoil the sense of presence and reality and prevent users from perceiving
their counterparts as conversational partners.
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Human-Likeliness: An embodied appearance that faithfully mimics humans is
important for users to perceive a CG agent as a human. Recent CG technolo-
gies allow for the rendering of highly human-like expressions in real-time. For
animated or cartoon-like characters, users will often reference characters seen on
TV or in movies.
Action Capability: During conversations, gestures, and behaviors provide users
with a great deal of reality in communication. Non-verbal communication such as
eye contact, backchannel responses, gestures, facial expressions, and emotional
expressions directly lead to communication realism. Therefore, an effective avatar
must perform these functions.
Stereotypes andGenderBias: As the realism of expression increases, so does the
impact of gender biases and stereotypes. There have been many studies actively
utilizing gender based on notions such as “male users prefer young female agents,”
but inappropriate design often becomes a significant issue, overshadowing a
system’s quality or the usability of the interface. A humanoid design should be
carefully tailored to the scope of the application and target users.
Adaptation Gap: CG agents should be designed such that they do not deviate
from their actual functions or intellectual capabilities. Humans naturally try to
adapt to interlocutors during conversations. Therefore, if there is a large discrep-
ancy (adaptation gap) between the functional model inferred by a user based on
the appearance or stereotypical information of the CG agent and the actual func-
tions implemented in the agent, it will become difficult to continue an interaction
smoothly (Komatsu et al. 2012).
Transparency: In the context of dialogue systems, particularly those involving
AI, the concept of “transparency” has attracted significant attention (Lyons 2013).
This is especially relevant in systems that interact with humans in various domains
such as customer service, healthcare, education, and personal assistance. When
a dialogue system is transparent regarding its decision-making processes or its
current state (e.g., being in the process of listening, thinking, or encountering
errors), it can enhance user trust. Users are more likely to trust and engage with
a system if they understand how to respond or take action. Transparency should
preferably be provided non-verbally so that it does not impede theflowof dialogue.

3.6.3 Design Factors of CG Avatars

When users converse with an avatar, the question arises as to whether they feel like
they are actually speaking to the avatar itself or simply to an operator who is talking
through the avatar. This is a matter of design and purpose, requiring appropriate
considerations based on the intended use of a system. In the case of a digital twin
modeled after an operator, users naturally perceive the avatar and operator to be
identical. Similarly, a unique custom-made avatar is also recognized by a user as a
one-of-a-kind entity, leading to the avatar and operator being viewed as the same. In
contrast, when using a generic avatar with a subdued personality, the avatar can easily
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adapt to various roles and contexts; however, it is not suitable for scenarios in which
a user needs to identify an operator. We conducted research on the acceptability of
CG avatars and identified the following four categories of avatars.

Character Type: This type of avatar focuses solely on the personality of a CG
avatar. The primary personality resides in the character and the operator should act
accordingly. The operator must act without deviating from the character’s defined
personality. This type of avatar is suitable for fixed-scenario dialogue tasks and
can be challenging to operate in tasks with a high degree of freedom in speech.
The use of well-known characters typically falls into this category.
Costume Type: The focus is on the character’s personality; however, the person-
ality of the operator is also visible. Using an avatar whose appearance is not overly
distinctive reduces the potential for an adaptation gap caused by the personality of
the operator. The operator is allowed to deviatewhile acting as the character. Users
perceive an entity that combines the personality of the character with the oper-
ator’s awareness. CG avatars that are developed starting with character designs
typically fall into this category.
Disguise Type: The operator’s personality is the main focus and the character’s
appearance is designed tomatch theoperator’s personality. The character’s person-
ality is subordinate to the operator and is a form of operator expression. Users
perceive an operator acting as a character. The operator behaves almost freely.
Digital twins or self-portrait models in which people can easily identify the
operator are categorized under this type.
GenericType: This type does not express the personality of a character. It employs
minimal designs, including mannequins or the default avatar designs seen in
games,without imparting a personal character.Although generic avatars are versa-
tile and commonly usable by anyone, individuality is recognized only through the
voice and behavior of the operator.

3.6.4 Development of a CG-CA System for Semi-autonomous
CAs

According to the factors addressed in the preceding subsections, we developed four
reference CG-CAs for this project. A widely used avatar should have no strong
bias in its appearance, be ambiguous in terms of gender and age, and avoid exces-
sive abstraction to maintain a sense of reality through high-quality 3D modeling.
The photorealistic CG-CA “Rubica” (Fig. 3.13) is a generic avatar with minimal
personality, but fully detailed expressions, which operates in Unreal Engine. The
cartoon-like CG-CA “Gene” (Fig. 3.14) is a generic avatar that aims to provide a
truly gender-free and age-free model so that any person can use this avatar. Another
cartoon-basedCG-CA“Uka” (Fig. 3.15)was also developed as a costume-type avatar
with extra body parts representing internal mental states during conversation. The
final CG-CA “Nirva” (Fig. 3.16) is a character-type avatar with illustration-based
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Fig. 3.13 Photorealistic CG-CA (generic) “Rubica”

Fig. 3.14 Cartoon-style CG-CA (generic) “Gene”

high-design characteristics. This avatar was mainly designed for use in exhibitions
or on stageswith an extra texture animation function to express internal states through
surface animation. “Gene” (Lee 2023a) and “Uka” (Lee 2023b) are publicly available
on GitHub with a CC-BY 4.0 license.

3.6.5 Architecture of the CG-CA System

The seamless integration of an autonomous dialogue system with an avatar commu-
nication system is required to develop a semi-autonomous system. The system should
receive not only voice signals but alsomultimodal signals such as nodding, backchan-
nels, and gestures from both human operators and autonomous systems and respond
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Fig. 3.15 Cartoon-style CG-CA (costume) “Uka”

Fig. 3.16 Cartoon-style CG-CA (character) “Nirva”

using aCG-CA.Various types of data transmission are available.Avoice signal canbe
provided either as a continuous audio stream from a live source or in the form of audio
files generated by a text-to-speech system. Multimodal actions can be given either as
a control sequence stream (e.g., live captured facial expressions) or as a simple text
message that invokes predefined actions, which can be commanded by the operator
or issued as a result of the action selection scheme of the autonomous system. Specif-
ically, to realize seamless switching between the avatar and autonomous modes in
a semi-autonomous system, both modes should be controlled through a common
interface.

We designed a common interface foundation that allows for diverse control
options. The system is based on an open-source CG agent-based spoken dialogue
system toolkit called “MMDAgent-EX” (MMDAgentEX). We added additional
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Fig. 3.17 System architecture of MMDAgent-EX for a CG-CA system

features for avatar communication through the remote control of face expressions
and movements, as well as a seamless switching mechanism for a semi-autonomous
CA system. The system built uponMMDAgent (Lee et al. 2013) improves the perfor-
mance and capabilities of CG avatars and provides an external application interface
for integration with other programming languages for a wide range of interaction
designs and external controls.

The system architecture is illustrated in Fig. 3.17. In the avatar mode, the oper-
ator’s speech audio stream is sent from a remote peer. Concurrently, the facial
expressions and head movements of the operator can be streamed in the Apple
ARKit facial expression format. Additionally, action commands can be issued by
the operator to instruct the CG-CA to perform certain actions. In autonomous mode,
speech data are typically given in a single waveform file generated by an autonomous
dialogue system. The system can also issue action commands corresponding to utter-
ances. Therefore, the system can handle avatar-basedmanipulation and system-based
response generation through the same interface.

3.7 System Implementations

We have implemented the semi-automated CAs by integrating the components
described in the previous sections into several task settings. One is parallel attentive
listening (Kawahara et al. 2021), wheremultiple attentive listening systemswith CAs
are monitored by a human operator who intervenes in sessions with problems (e.g.,
few utterances made by users, or few substantial responses made by the system).
The system detects problematic sessions and prompts the operator to intervene. The
outlook is shown in Fig. 3.18. The interface for the operator shows the dialogue
history of each session. It is confirmed that one operator can manage three sessions,
and that the semi-autonomous framework improves user evaluations in terms of
understanding and empathy (Inoue et al. 2021).
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User 1 User 2 User 3
(operator intervened)

Fig. 3.18 Outlook of parallel dialogue sessions conducted by semi-autonomous CAs

We have also implemented a parallel interview system (Kawai et al. 2022) and a
parallel lab guide system (Muraki et al. 2023). A similar frameworkwas implemented
for a guide in an aquarium and a trial was conducted for over one month, as described
in Sect. 3.5.2.1.
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Chapter 4
Human-Level Knowledge and Concept
Acquisition

Tatsuya Harada, Lin Gu, Yusuke Mukuta, Jun Suzuki, and Yusuke Kurose

Abstract To increase productivity, it is expected that a single user is able to operate
multiple cybernetic avatars (CAs). However, the limited attention span of the user
makes it difficult to send direct instructions to all CAs. Therefore, this chapter
describes the essential technologies for CAs that solve these problems and behave
autonomously according to the user’s intentions. First, the realization of spatio-
temporal recognition capabilities that enable CAs to move autonomously in an envi-
ronments that change frommoment to moment is described. Following that, methods
to implement continuous learning and memory mechanisms to facilitate acquired
information reuse in the future are described. In general, the observed data are time
series, and future predictions are important to provide appropriate support to users.
The time series analysis method is then explained, which is the most important tech-
nology. Advanced natural language processing technology is necessary to capture
intentions through dialogue with the user and to process large amounts of textual
data as prior knowledge and common sense. Examples of the application of these
fundamental technologies in the medical field are also presented.
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4.1 Introduction

One possible use of cybernetic avatars (CAs) is for a single user to deploy multiple
CAs to perform a large amount of work and increase productivity. However, owing
to the limited human attention span, a user does not pay attention to the other CAs
while operating a CA, and it is not easy to give appropriate instructions to the CAs as
a whole. In addition, a remote CA may not be able to receive instructions from users
because of the temporary degradation of the communication environment. In other
words, for a single user to operate multiple CAs, the CAs must understand the user’s
intentions and operate continuously, even when the user cannot provide instructions
to all the CAs.

The functions that a CA needs to behave autonomously in accordance with the
user’s intentions are covered in this chapter. Advanced observation skills are essen-
tial for CAs to cope with the ever-changing real-world environments and to behave
appropriately. In addition, the CA must be able to interact with the user via natural
language, act according to the user’s instructions, and understand the user’s inten-
tions. Therefore, the information obtained from the user and the real-world environ-
ment consists of images, speech, natural language, etc., and the CAmust process this
multimodal information appropriately. The multimodal information obtained from
the natural environment is usually time series. Based on this multimodal time series
information, the CA makes predictions and assists the user correctly. Because the
information received from a real environment contains noise and disturbances, and
is only partially available, and it is difficult to fully understand the situation based on
the information gathered on the spot. Therefore, with the help of advanced natural
language processing, which compares informationwith a large amount of knowledge
and common sense, CAs can gain a proper understanding of the situation. To reuse
new experiences, a CA must have a memory mechanism that continuously learns
and integrates new experiences with conventional knowledge and common sense.
It is expected that by continuing such processes over a long period of time, CAs
will acquire concepts comparable to those of humans, and behave appropriately and
autonomously in response to ambiguous instructions from the user.

Based on the above functions of CA, the following fundamental technologies
are described in this chapter: (1) spatio-temporal understanding of the environment,
(2) time series analysis, (3) continuous learning for real-world applications, and (4)
language learning, generation, and interpretation. In addition, examples of how these
fundamental technologies have been in the medical field are presented.
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4.2 Spatio-temporal Understanding of the Environment

4.2.1 Background

Advanced observation skills are essential for CAs to cope with the ever-changing
real-world environment and to behave appropriately. Spatio-temporal reconstruction
of the surrounding environment is crucial for CAs with a physical body.

By reconstructing the 3D structure of the surrounding environment, it is possible
to create a map of the environment and understand its position in space, enabling the
CA to move autonomously in the environment. In addition, if the CA can understand
temporal changes in the 3D structure, it can recognize human actions and proactively
assist humans by predicting their actions.

Spatio-temporal reconstruction is beneficial not only for understanding the
geometric structure of the environment and objects, but also for understanding the
semantic level of the target object from the visual information. Image data would
have several million dimensions, and collecting training images at a scale suitable
for this number of dimensions is extremely difficult. However, in the real world
there are three-dimensional structures and four-dimensional structures when time is
included. Successfully using these low-dimensional structures as prior knowledge
can significantly reduce the cost of annotations. For example, a learning a model was
considered for recognizing dog breeds such as Akita, Shiba, and Chihuahua from
visual information. Dogs are non-rigid objects that change their shape over time. To
learn dog breeds with simple supervised learning, a large amount of annotated data
must be prepared, in which images of dogs in different poses are paired with dog
breeds. If 4D reconstruction of an object from videos is possible, we can generate a
large amount of supervised data by generating images from different poses and view-
points from the reconstructed 4D model, by simply annotating a few video frames
with the dog’s breed.

The spatio-temporal reconstruction of the environment and the target objects is
therefore essential for the autonomous movement of the CA in natural environments
and for efficient recognition of the environment at the semantics-level. However,
spatio-temporal reconstruction from visual information is still a challenging problem
in computer vision. This section presents a method that significantly improves the
understanding of 4D geometries based on visual information.

4.2.2 Point Cloud Matching for the Reconstruction
of Non-rigid Objects

In this study, reconstructing the shape of an environment or object by acquiring 3D
point cloud information from a range sensor is considered. Because an object or a
range sensor may move, the information is not necessarily identical even if the same
object is observed.
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An object or environment is reconstructed by overlaying the point cloud informa-
tion of partial observations betweenmultiple frames, similar to a patchwork. To stitch
the partial point clouds together like a patchwork, a bonding area must be found, i.e.,
a region where the partial point clouds overlap. Finding the overlapping region in a
point cloud is equivalent to determining which points in the observation represent
the same part of the object in 3D space. The problem of finding the corresponding
points in different frames is called partial point cloud matching. Partial point cloud
matching is a central problem in many 3D computer vision applications, including
simultaneous localization and mapping (SLAM). Depending on the characteristics
of the object, they can be classified into rigid objects, whose shape does not change
with time, and non-rigid objects, whose shape changes with time. This study aims to
develop a point cloud matching method that is robust to rigid and deformed scenes.

Point cloudmatchingmethods generally consist of two phases: point cloud feature
extraction and nearest neighbor search in the feature space. Recent point cloud
matching methods often use 3D shape features extracted from 3D convolutional
networks (Choy et al. 2019; Thomas et al. 2019). These 3D feature extractors have
translation-invariant properties. They are also invariant to rotational transformations
to a certain extent, given the max pooling layer commonly used in neural networks
and the random rotation-based data augmentation during training.

Although transformation invariance is suitable for the local shape feature repre-
sentation, it can lead to ambiguity in the partial point cloud matching in situations
where similar shape patterns occur frequently. For example, in a scene where the
same type of tableware is placed at different positions on a table, local features alone
cannot resolve the ambiguity of the matching because multiple similar features are
present. In addition, the left and right hands and feet have identical shapes, except
that they are symmetrical, which can lead to ambiguities in the shape features.

Humans can discover the correspondence between observed objects and scenes
by considering the appearance of objects and the relative positions of local charac-
teristics. This ambiguity can be resolved by leveraging knowledge of the 3D position
of point clouds to enhance shape features. To this end Lepard is proposed, which
is a novel partial point cloud matching method that takes advantage of 3D position
knowledge (Li and Harada 2022a).

The basic structure of Lepard consists of a KPFCN (Thomas et al. 2019), a fully
convolution-based feature extractor, a Transformer (Vaswani et al. 2017) that uses
self- and cross-attention, along with differentiable matching (Sarlin et al. 2020; Sun
et al. 2021). In addition, three methods were introduced to enhance shape features
with 3D location information: (1) a framework that completely separates the point
cloud representation into feature and position spaces, (2) a position encoding method
that explicitly expresses relative 3D distance information by dot products of vectors,
and (3) a repositioning module that adjusts the relative positions between point
clouds, which is useful for cross-attention and differentiable matching.

Figure 4.1 shows an overview of the proposed Lepard, where S represents the
source point cloud, and T represents the target point cloud, and the corresponding
points are explored between S and T. Given a set of input points S and T, the
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Fig. 4.1 Overview of the proposed partial point cloud matching method: Lepard (Li and Harada
2022a)
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) are then processed in a first transform-matching-procrustes (TMP)
layer. This TMP layer consists of a Transformer block with self- and cross-attention,
a differentiablematching layer, and a soft procrustes layer for estimating the rotations
R and translations t, which are transformations of the rigid-body fitting. Based on the
rotation R and translation t estimated by the first TMP layer, the repositioning layer
transforms the source point cloud and realigns the position code �(S

∧

). The second
TMP layer uses the updated position code and the transformed features based on the
first TMP layer as inputs and outputs the final source and target point cloud matching
results.

In addition, a partial point cloud matching benchmark is proposed known as
4DMatch and its low-overlap version, 4DLoMatch. Figure 4.2 shows an example of a
4DMatch/4DLoMatch. Blue represents the source point cloud, and yellow represents
the target point cloud. The upper row shows the situation in which the source and the
target were superimposed before the deformation. The bottom row shows the ground
truth, where the source was deformed to fit the target. The bottom number represents
the overlap ratio between source and target. The lower the overlap ratio, the more
difficult it is to find the corresponding points between the source and target.

The effectiveness of Lepard was verified by applying it to both rigid-body and
deformable point cloud matching problems. For rigid bodies, Lepard in combination
with RANSAC and ICP showed a very high registration recall of 93.9% and 71.3%
for 3DMatch/3DLoMatch, respectively (Zeng et al. 2017; Huang et al. 2021). For
the newly proposed 4Dmatch and 4DLoMatch benchmarks, Lepard achieved a +
27.1% and + 34.8% higher non-rigid matching recall than in their previous work
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Fig. 4.2 Examples in 4DMatch/4DLoMatch (Li and Harada 2022a)

(Huang et al. 2021). Figure 4.3 shows the qualitative results of point cloud matching
on the 4Dmatch benchmark. The “flying dragon” used in this example has bilaterally
symmetric shapes. The left side shows the results of the previous method, Predator
(Huang et al. 2021), and the right shows the results of the proposed Lepard method.
Yellow and blue represent the source and target point clouds, respectively, and the
green and red lines connecting the source and target indicate the inliers and outliers,
respectively. The number of inliers dominates in the proposed method, whereas
the prior method contains many outliers. Visualizing the features with T-SNE also
showed that the previous method learned similar features for the two wings of a
dragon. In contrast, our method can distinguish between the left and right wings.

Fig. 4.3 Qualitative results of point cloud matching in the 4Dmatch benchmark (Li and Harada
2022a)



4 Human-Level Knowledge and Concept Acquisition 113

4.2.3 Point Cloud Registration for Reconstruction
of Non-rigid Scenes

The previous subsection discussed the point cloud matching problem, whereas this
subsection discusses the registration problem of non-rigid point clouds. Non-rigid
registration is about finding a transformation that maps one point cloud to another.
Once a transformation that aligns the point clouds is identified, it is possible to
reconstruct a wide-area object or scene frommultiple sets of point clouds, which has
many applications, including not only the environment recognition function of the
CA, but also autonomous driving, AR/VR, and medical imaging, and others.

Non-rigid registration is a difficult task for three main reasons. The first reason
is that range sensor measurements contain noise, outliers, and occlusions. Occlu-
sions often lead to disconnection of the point cloud geometry. Secondly, the overlap
between the point clouds may be smaller owing to the deformation of the object or
scene and changes in the viewpoint of the range sensor. The third problem is that
unlike rigid registration, which only requires the determination of rotation and trans-
lation parameters, non-rigid registration requires the estimation of the motion of all
points. The third problem is the most complex in non-rigid registration.

Coordinate multilayer perception (MLP) is a popular model for deformation in
non-rigid registration using neural networks (Li et al. 2021a; Park et al. 2021). The
coordinateMLP takes the 3D coordinates of a point as input and outputs the deforma-
tion of that point. However, these are black-box models designed to represent signals
on a single scale. They, usually require large networks to fit complex motions, and
optimization is usually time consuming.

The focus in this subsection was on the motion decomposition to reduce the
complexity of the third problem. Natural non-rigid motions usually form a hierar-
chical structure,with the upper hierarchy representing theglobalmotion and the lower
hierarchy representing the local deformations. For example, walking can be approx-
imated by three levels: (1) global position and posture changes, (2) local joint move-
ments of the arms and legs, and (3) fine fabric deformations due to external forces.
Each level represents a different granularity of deformation and has a top-down
dependency from global to local deformation.

Based on this insight, a hierarchical motion representation was proposed known
as the neural deformation pyramid (NDP) for non-rigid registration (Li and Harada
2022b). Figure 4.4 shows an overviewof theNDP: theNDPhas a pyramidal structure.
It decomposes the motion field by using a sequence of small MLPs to achieve a more
interpretable and controllable motion representation and faster optimization. xki are
the 3D coordinates on the pyramid level k. Each pyramid level has a coordinate MLP
that takes a sinusoidally encoded 3D point as input and outputs the motion increment
ξki from the previous level and the confidence αk

i of the motion estimate. The k-th
layer transforms the 3D coordinates xk−1

i using the motion and confidence levels
estimated at level k.

xki ← xk−1
i + αk

i · W(
xk−1
i , ξki

)
,
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Fig. 4.4 Overview of the neural deformation pyramid (Li and Harada 2022b)

where W is the warp function.
It was found that the frequency of the sinusoidal function controls the ability of

the MLP to represent non-rigidity. That is, lower frequencies produce a smoother
signal suitable for conforming to a relatively rigid motion, whereas higher frequen-
cies produce more fluctuations and can represent a highly non-rigid motion. The
sinusoidal function starts with lower frequencies in the upper pyramid levels and
gradually increases the lower the pyramid level becomes. This allows a multi-level
decomposition from rigid to non-rigidmotion and leads to faster solutions for training
the model than the existing MLP-based approaches. Figure 4.5 shows the result of
each hierarchical non-rigid registration pyramid level. The pink color represents
the target point cloud and the other colors represent multiple source point clouds.
Moving from the upper to the lower levels, the NDP corresponds to rough to fine
deformations.

Figure 4.6 shows the quantitative results of non-rigid registration. The source point
cloud is shown in pink and the target point cloud in green. The Synorim-pw (Huang
et al. 2023) was used for comparison. Because the NDP of the proposed method is a
continuous function, all input points can bewarped directly. Therefore, it is confirmed
that NDP performs better than Synorim, especially on non-overlapping regions, and

Fig. 4.5 Hierarchical non-rigid registration results (Li and Harada 2022b)
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that NDP performs better on point cloud registration. NDP also achieved state-of-
the-art partial-to-partial non-rigid registration results on the challenging 4DMatch/
4DLoMatch (Li and Harada 2022a) benchmarks in unsupervised and supervised
settings.

Figure 4.7 shows an example of shape transfer as an application of our non-
rigid registration method. The input shapes A, B, C, and D are “Alien Soldier,”
“Ortiz,” “Doozy,” and “Jackie” from Mixamo (https://www.mixamo.com/); E and F
are “Racoon” and “Bear” from DeformingThings4D (Li et al. 2021b). The arrows
indicate the direction of transfer. The dense formulation allows the NDP to reflect
changes in other regions of the body at different scales. This allows the transformed
shape to nearly match the target shape, while preserving the geometric details of the
original shape.

Fig. 4.6 Quantitative results for non-rigid registration (Li and Harada 2022b)

Fig. 4.7 Examples of shape transfer with NDP (Li and Harada 2022b)

https://www.mixamo.com/
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4.2.4 Summary

In this section, the methods for spatio-temporal reconstruction from partial point
cloud information are explained, which are also essential for autonomous movement
of CAs and semantic-level recognition in natural environments. In particular, Lepard,
a point cloud matching method was presented that can be used for non-rigid objects,
andNDP, a point cloud registrationmethod. Lepard demonstrated the effectiveness of
rigid and deformable point cloud matching by leveraging positional knowledge. For
NDP, that hierarchical motion decomposition was shown to be is effective for point
cloud registration. Future studies will include the implementation of these methods
in CAs and the validation of their effectiveness.

4.3 Continuous Learning and Memory Mechanism

4.3.1 Artificial Representation for Continuous Learning

The environment is constantly changing, and the relationships between the CA,
operators, and users are also changing. Therefore, the knowledge and concepts
within the environment also change. Continuous learning is essential for the constant
acquisition of knowledge and concepts. Continuous learning provides a human-like
memory mechanism for the CA. When a human-like memory mechanism is real-
ized, CAs become highly compatible with both the operators they serve and the
interactors involved in the conversation. This section discusses different artificial
intelligence frameworks that enable CAs to continuously learn from and adapt to
their environment.

This section consists of two parts: Sect. 4.3.2 Artificial constant representation of
the visual signal and Sect. 4.3.3 Encoding and decoding knowledge from language.

When the human brain stores the input information received from the sensory
organs as short- or long-term memory, the encoded concepts are perceptions, and
information such as shape, size, and brightness is constant. Therefore, when a
specific object is perceived, the visual signal sent to the CA can change from
moment to moment. However, despite these fluctuations in stimulus effects, the CA
should perceive the signal with almost identical characteristics. This section there-
fore proposes three artificial solutions for encoding visual information in a constant
perceptual form.

As the environment changes, knowledge related to real-world data is also
constantly changing. In the course of evolution, this constant change has been natu-
rally encoded in the human natural language. By encoding and decoding natural
language, CAs can cope with the emergence of new ambiguous concepts or words
through continuous learning from communication, media, and other data sources. In
addition, doctors rely on previous records rather than just the patient’s current condi-
tion when making a diagnosis. Using the techniques described in this section, CAs in
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the medical-related field can facilitate the treatment of patients based on knowledge
of their medical history.

4.3.2 Artificial Constant Representation for Visual Signals
Manifold Learning for Dark Images
Dark environments pose a major challenge for CAs. The computational photog-
raphy community has proposed several human vision-oriented algorithms restoring
normally illuminated images (Lv et al. 2021). Unfortunately, the restored image
is not necessarily beneficial for the high-level visual understanding tasks of the
CA. Because enhancement/restoration approaches are optimized for human visual
perception, they may produce artifacts that are misleading for subsequent tasks. For
example, if an elderly person falls at night, it is important for the CA to recognize
the identity and contact relatives or friends before providing appropriate assistance
according to the elderly person’s medical history.

Nevertheless, the prevailing approaches encounter two main problems: target
inconsistency and data inconsistency. Data inconsistency leads to complications
when it is assumed that the training data should reflect the conditions used in the
evaluation. For example, the object detection models of CAs are often trained on
well-lit and clear images. When faced with challenging lighting conditions, these
models resort to fine-tuning with augmented dark images, but are unable to examine
the intrinsic structure under illumination variations. Echoing Tolstoy’s adage that
“Happy families are all alike; every unhappy family is unhappy in its own way,” the
existing datasets (Deng et al. 2009; Everingham et al. 2010; Lin et al. 2014), despite
their comprehensiveness, have difficulty in comprehensively capturing the diverse
distribution of real-world conditions encountered during training.

In this context, our objective was to bridge the above two gaps in a unified frame-
work. As shown in Fig. 4.8, a normally illuminated image can be subjected to a
parametric transformation (tdeg) to generate its degraded low-illumination counter-
part. Building on this transformation, a novel multitask autoencoding transformation
(MAET) is proposed to extract transformation-equivariant convolutional features
for object detection in low-light images. Training of MAET involves two tasks:
(1) learning the intrinsic representation by decoding the low-illumination-degrading
transformation based on unlabeled data and (2) decoding object positions and cate-
gories based on labeled data. As illustrated in Fig. 4.8, MAET was trained to encode
pairs of normally lit and low-light images with a Siamese encoder E and decode their
degradation parameters, such as noise level, gamma correction, and white balance
gains, with the decoderDdeg. This approach allows our model to capture the intrinsic
visual structure corresponding to the illumination variance. In contrast to previous
approaches (Lore et al. 2017; Lv et al. 2021), which used an oversimplified synthesis,
our degradation model was developed taking into account the physical noise model
of the sensors and image signal processing (ISP). Subsequently, the object detection
task was performed by decoding the bounding box coordinates and classes using the
decoder Dobj based on the representation encoded by E.
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Fig. 4.8 The illustration of the system (Cui et al. 2021)

Whereas MAET effectively regulates network training by predicting low-light-
degrading parameters, the joint training of object detection and transformation
decoding becomes overly intertwined through a shared backbone network. Although
this improves the detection of dark objects by MAET regularity, there is a poten-
tial risk of overfitting the object-level representation to the self-supervisory imaging
signals. To solve this problem, disentangling the tasks of object detection and trans-
formation decoding by introducing an orthogonal tangent regularity is proposed.
This regularization method assumes that the multivariate outputs of two tasks form a
parametric manifold. The disentanglement of the multitask outputs along this mani-
fold can be formulated geometrically by maximizing the orthogonality between the
tangents along the outputs of the different tasks.

The proposed framework can be directly trained end-to-end using standard target
detection datasets such as COCO (Lin et al. 2014) andVOC (Everingham et al. 2010)
to enable the detection of low-light images. Although YOLOv3 (Redmon et al. 2016)
was used for illustration purposes, it is important to note that the proposed MAET is
a general framework that is easily applicable to other mainstream object detectors.

Manifold Learning for Low-Resolution Images
High-level vision tasks have achieved great successmainly because of the availability
of large-scale datasets (Deng et al. 2009; Everingham et al. 2010; Lin et al. 2014).
These datasets mainly consist of images captured by commercial cameras and are
characterized by higher resolution and better signal-to-noise ratio (SNR). However,
models trained and optimized on these high-quality images may lose performance
when a CA encounters a low-resolution signal (Dai et al. 2016).



4 Human-Level Knowledge and Concept Acquisition 119

To improve vision algorithms for degraded low-resolution images, image prepro-
cessing with super-resolution (SR) algorithms is a solution. Many existing enhance-
mentmethods, especially super-resolution (SR) algorithms (Bell-Kligler et al. 2019),
operate under the assumption that the target images follow a known and fixed degra-
dation model, denoted by t(x) for the degraded low-resolution (LR) image and x for
the original high-resolution (HR) input. However, the efficacy of these enhancement
algorithms can decrease significantly if the actual degradation deviates from this
assumption (Gu et al. 2019). Thus, in machine perception tasks, a higher resolution
does not necessarily guarantee better performance in high-level tasks.

Instead of explicitly improving an input image with a fixed restoration module, an
intrinsic equivariant representation for various resolutions and degradations is used.
Drawing inspiration from “Alice inWonderland,” where Alice remarks, “I knowwho
I was when I got up this morning, but I think I must have been changed several times
since then,” our approach is akin to encoding Alice’s ability to adapt to diverse sizes
and transformations, much like the changes she undergoes in the story, such as being
small enough to squeeze through a door, or large enough to shed a pool of tears. This
concept emphasizes the need for an equivariant representation to effectively capture
Alice’s identity in the world.

Building on the encoded representation shown in Fig. 4.9, an end-to-end frame-
work is proposed for object detection in low-quality images. To capture the intri-
cate patterns of the visual structures, groups of downsampling degradation transfor-
mations are used under varying downsampling rates, noise levels, and degradation
kernels as self-supervised signals.

Fig. 4.9 Illustration of the proposed framework (Cui et al. 2022b)
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During training, a degraded LR image t(x) is generated from the original HR
image x using a random degradation transformation t. As shown in Fig. 4.9, an
arbitrary-resolution restoration decoder (ARRD) is introduced to train Encoder E for
the degradation equivariant representation E(t(x)). The ARRD implicitly decodes t
to reconstruct the original HR data x from the representation E(t(x)) of different
degraded LR images t(x). When a self-supervised signal is reconstructed, the repre-
sentation should capture the dynamics of its changes at different resolutions and other
degradations as well as possible. The nature of reconstructing HR data allows us to
capitalize on advances in rapidly-growing SR research by directly using successful
architectures.

For the encoded representation E(t(x)), an object detection decoder Do is also
introduced, which guides and supervises the encoder E in encoding the image struc-
tures relevant to the subsequent tasks. The object detection decoder Do is respon-
sible for the detection task, in which information about the location and class of the
object is extracted. During inference, the target image undergoes direct processing
by the encoder E and the object detection decoder Do, as depicted in Fig. 4.9, which
facilitates the detection process.

In contrast to methods based on preprocessing modules, our inference pipeline
demonstrates higher computational efficiency. This efficiency results from our
approach, which avoids the explicit reconstruction of image details and streamlines
the detection process. To cover the diverse degradations and resolutions in a real-
world scenario, degraded t(x) was generated by randomly sampling a transformation
t according to a practical downsampling degradation model (Liu and Sun 2014).

Extensive experiments show that the proposed framework achieves SOTA results
for two mainstream public datasets, MS COCO (Lin et al. 2014) and KITTI (Geiger
et al. 2012), under different degradation conditions (resolution, noise, and blur).

Lightness Correction
The different lighting conditions encountered in the real world pose a challenge
to both the visual appearance of the operator and the automatic recognition tasks
of the CA, such as cognition recognition (MacDorman and Ishiguro 2006) and
stereo matching (Ishiguro et al. 1992). Images captured under inadequate illumi-
nation (Fig. 4.10, top-left) exhibit limited photon counts and unwanted in-camera
noise. Conversely, outdoor scenes often face intense lighting conditions such as direct
sunlight (Fig. 4.10, bottom left), resulting in image saturation owing to the limited
dynamic range of the sensors and non-linearities in the camera’s image pipeline. Both
underexposure and overexposure can coexist, which complicates matters. Spatially
varying illuminations cast by shadows may lead to contrast ratios of 1000:1 or more.

Various techniques have been proposed to improve these difficult lighting condi-
tions, including low-light enhancement (Lv et al. 2021; Cui et al. 2021) and exposure
correction (Afifi et al. 2021). Low-light enhancement methods aim to restore details
while suppressing the accompanying noise. Exposure correction methods focus on
adjusting underexposed or overexposed images to reconstruct clear imageswith short
or long exposure times. As illustrated in Fig. 4.8, our goal is to develop a unified
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Fig. 4.10 Illustration of our method (Cui et al. 2022a)

lightweight framework that improves both visual appearance and subsequent recog-
nition tasks under the challenging real-world illumination conditions encountered
by CA systems.

To address this challenge, a novel two-branch transformer-based model is
proposed that consists of a pixel-wise local branch, f , coupled with a global image
processing (ISP) branch.

In the local branch, the input image ismapped to a latent feature space and replaced
the attention block of the transformer with a depth-wise convolution for a lightweight
design. In the global branch, the transformer’s attention queries is used to control
and adjust global ISP-related parameters, such as the color transform matrix and
gamma value. In addition, the learned queries change dynamically under different
lighting conditions, such as over-and under-exposure, simultaneously. Let us take an
input sRGB image I i ∈ R H × W × 3 under the lighting condition Li, where H ×
W denotes the size dimension and 3 denotes the channel dimension ({r, g, b}). Our
illumination adaptive transformer (IAT) is proposed to transfer the input RGB image
I i to a target RGB I t ∈ R H × W × 3 under the proper uniform light Lt .

Instead of using a U-Net style structure (Ronneberger et al. 2015) that downsam-
ples the images before upsampling, our intention is to maintain the input resolution
through a local branch to preserve the informative details. Therefore, a transformer-
style architecture for the local branches is proposed. Compared to the popular U-Net
style structures (Ronneberger et al. 2015; Wei et al. 2021; Afifi et al. 2021), our
structure process images with arbitrary-resolution images without resizing.

Extensive experiments were conducted with various real-world and synthetic
datasets. The results show that the proposed IAT (Cui et al. 2022a, b) achieves
state-of-the-art performance across a spectrum of low- and high-level tasks. Notably,
our IAT model involves only 0.09 million parameters, which is significantly smaller
than the current state-of-the-art transformer-based models (Chen et al. 2021; Tu et al.
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2022). In addition, our average inference speedwas 0.004 s per image, outperforming
the state-of-the-art methods, which typically require approximately 1 s per image.

4.3.3 Encoding and Decoding Knowledge from Language
Knowledge in Medical Reports
Medical informatics has actively used hospital databases to feed data-hungry deep
learning algorithms, focusing in particular on Chest X-ray datasets such as MIMIC
(Johnson et al. 2016) and Chexpert (Irvin et al. 2019). These datasets have attracted
considerable attention in the field of vision-language (VL) modality (Miraglia et al.
2023). Researchers have used natural language processing (NLP) to mine per-image
common disease labels or to investigate report generation and answering specific
predefined questions.

Despite significant progress, technical challenges remain due to the heterogeneity,
systemic biases, and subjective nature of medical reports. Automatically mining
labels from reports can be problematic because rule-based approaches do not handle
uncertainty and negation well. Training an automated radiology report genera-
tion system to match the report can compensate for bias, but may struggle with
radiologists’ abstract logic.

Therefore, a novel medical image difference VQA system is suggested, which
aligns the CA closely with practice of radiologists. MIMIC-Diff-VQA is the
first comprehensive and large-scale dataset for visually answering questions about
medical image differences. It includes 164,324 pairs of medical images, with 700,
and 703 question–answer pairs. The questions were related to various attributes,
including abnormalities, presence, location, level, type, view, and differences. This
dataset provides a valuable resource to advance research in the field of medical
image analysis and, in particular, to solve the difficult task of answering visual ques-
tions related to medical image differences. Radiologists often compare current and
previous images to assess disease progression. Therefore, the MIMIC-Diff-VQA
dataset is presented, which contains pairs of “main” (present) and “reference” (past)
images, along with question and answer pairs derived from MIMIC reports. This
dataset meets the needs ofmedical image difference tasks and supports the inherently
interactive nature of radiology reports in clinical practice.

To deal with the challenging task of comparing medical image differences, an
expert knowledge-aware image difference graph representation learning model is
proposed. This model leverages the features of different anatomical structures and
constructs a graph that encodes spatial, semantic, and implicit relationships. The
resulting graph difference features were processed using LSTM networks with
attention modules for answer generation.

To summarize, this subsection presents a unique dataset and an advanced system
for improving the understanding and interpretation of medical images. It enables the
CA to directly answer questions raised by radiologists in clinical settings.
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Color Knowledge in Language
The question of whether a CA can have the same color perception mechanism as
humans is a complex and intriguing problem that can be examined from the perspec-
tive of machine learning. Human color perception involves the visual reception and
neural processing of light stimuli when the light spectrum interacts with the cone
cells located in the eyes. In addition, the physical properties of objects, geometry,
incident illumination, and other factors contribute to the overall perception of color.

Ongoing research (Berlin and Kay 1969) suggests that human language continu-
ally evolving to acquire new color names, resulting in an increasingly refined color-
naming system. This evolutionary process is hypothesized to have been driven by
pressures of communication efficiency and perceptual structures.

The application of these principles to the CA involves the development of a color
perception system that mimics or approximates the human perceptual mechanism.
This may involve incorporating mechanisms for recognizing and categorizing colors
based on similar perceptual features. The challenge is to create a system that not
only accurately identifies colors, but also understands the nuances of color naming,
given the evolving nature of language and the diverse cultural and anthropological
influences on color perception.

Similarly, Zaslavsky et al. (2022) measured communication efficiency in color
naming by analyzing information complexity according to the information bottle-
neck (IB) principle (Zhou et al. 2023). It has been argued that the network recog-
nition accuracy reflects the communication efficiency when the number of colors
is limited. Because human color naming is influenced by both perceptual structure
and communication efficiency, it is necessary to integrate these aspects into both
perception andmachines. Consequently, a novel end-to-end color quantization trans-
former, CQFormer (Su et al. 2023), is proposed in this subsection to discover artificial
color-naming systems. This model considers the dual requirement of preserving the
perceptual structure and optimizing the communication efficiency in the quantization
process.

The CQFormer pipeline, depicted in Fig. 4.11, consists of two branches: annota-
tion and palette. The annotation branch annotates each pixel in the input RGB image
with an suitable quantized color index. The index map was painted using the corre-
sponding color from a color palette. The palette branch localizes the color palette
within the entire RGB color space by applying a novel approach that detects key
points using explicit attention queries of the transformer.

During the training stage, represented by the red and black lines in Fig. 4.11a, the
palette branch interacts with the input image and reference palette queries tomaintain
the perceptual structure by minimizing the loss of perceptual structure loss. This
perception-centric design groups similar colors, and ensures that the color palette
adequately represents the color-naming system defined by the world color survey
(WCS), color naming stimulus grids. Finally, the quantized image is forwarded to a
high-level recognition module for machine-accuracy tasks, such as classification and
detection. The joint optimization of CQFormer and the subsequent high-levelmodule
enabled a balance between perception and machine considerations. This approach
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ensures that the color quantization process not only aligns with human perceptual
structures but also effectively meets the requirements of machine learning tasks.

In addition to automatic discovery of the color-naming system, CQFormer
provides an effective solution for extreme compression of image storage while main-
taining high performance in high-level recognition tasks. For example, CQFormer
achieved a remarkable top-1 accuracy of 50.6% on the CIFAR100 (Krizhevsky 2009)
dataset, even with a 1-bit color space (i.e., two colors). The ability to achieve high
accuracy with extremely low-bit quantization shows its potential for integration in
quantization network research.

4.4 Research on Time Series Analysis

When a CA cooperates with a person, it is expected to support the person’s actions
smoothly and without stress if the CA can understand the person’s intentions in
advance and act before the person does. Our focus was on the time series prediction
of human behavior as a system for anticipating human intentions. If the system can
predict how a person will behave based on the movements observed thus far, the CA
can perform supporting actions according to the predicted actions. In this section,
a machine learning-based approach to general time series prediction is presented,
including time series prediction of human motion.

In machine learning-based methods, a future predictor is obtained by learning
patterns from training data. In otherwords, somemodel structures have been prepared
to generate predicted future time series from the observed series as inputs. Pairs of
predicted future time and input series data were prepared as training data. The loss
function was then designed according to the deviation between the predicted time
series and the true future time series in the training data, and the optimal model
parameters in the givenmodel structurewere calculated tominimize the loss function.
Therefore, for an accurate prediction, it is necessary to (1) use good training data, (2)
use a model structure that reflects the nature of the task, and (3) successfully design a
metric between the predicted data and training data as a loss function. In Sect. 4.4.1,
the design of the loss function between time series is explained. In Sect. 4.4.2, the
model structure of time series estimation is described, and Sect. 4.4.3 provides some
prospective avenues for future research.

4.4.1 Loss Function

To train a time series forecasting model, the distance metric between series as a loss
function must be formulated so that the forecasted series is close to the true series
and the model is trained to reduce loss. Therefore, the performance of the forecasting
model depends on the nature of its loss function.
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What properties of the loss function should be satisfied to predict human behavior?
For example, if the actions of walking toward a chair are considered, stopping in front
of the chair and sitting down on the chair, it is relatively unimportant how long it
takes to walk until one finally reaches the chair. However, if you attempt to sit down
before reaching the chair, you will fall.

Ideno et al. (2021) focused on the characteristics that the time spent on each action
is variable and diverse and that the order in which the actions occur is important in
predicting the time series of such actions, they extended the dynamic time warping
to the distance between variable-length time series as a distance measure for the
prediction model.

Dynamic time warping is a metric that measures the similarity of time series by
matching between the elements of two time series. Dynamic time warping between
a time series A of lengthM and a time series B of length N is obtained by calculating
the distance between A[m](1 ≤ m ≤ M ) and B[n](1 ≤ n ≤ N ) at each point in time,
and then calculating the path starting from A[1] and B[1] and ending with A[M ] and
B[N ] by increasing m or n by 1 so that the sum of the distances of corresponding
A[m] and B[n] is minimized.

Updating the prediction model so that the matching loss between the model’s
predicted time series A and the ground-truth-supervised future time series B
is reduced would be desirable. Although dynamic time warping is suitable for
comparing time series with fixed lengths, from this perspective it is not sensible
to directly compare the values of dynamic time warping when predicted time series
A with different lengths are input, because the length of the path on which the sum
changes is formed when the length of the input series changes. Therefore, it is not
appropriate to compare the values of dynamic time warping directly if different
lengths of the predicted time series A are used as input. In addition, because the
focus is on the order of actions and it is not desired that the length depends on the
order of actions, dynamic time warping that sums over paths, is not suitable because
the value increases as the length of the path increases.

Therefore, the loss function proposed by Ideno et al. (2021) enables loss function
comparisons of time series of different lengths in two steps: Specifically, the genera-
tive model generates a set of time series end probabilities along with predicted future
actions, and the outer step computes the optimal substring end position r based on
the summation of the matching loss of substring A(r)with ground truth B, the proba-
bility that r is the true end position of B and the loss owing to the difference between
the lengths of B and r. To account for the variable-length behavior in the calculation
of internal dynamic time warping, an extension is made to allow for a del operation
that removes series elements when matching between series.

To evaluate the proposed method put forth by Ideno et al. (2021), variable-length
time series data was created that consisted of behavioral categories and the perfor-
mance of the prediction model was then evaluated. The results showed a 30%
reduction in series length prediction error and a 70% reduction in dynamic time
warping loss for the model using ordinary least squares error, and a similar but faster
performance for the other methods using dynamic time warping.
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4.4.2 Model Structure

First, the self-attention layer used in the transformer is described, which is the
standard for time series modeling. Let {xt}Tt=1 denote the input time series, Qt =
WQxt,Kt = WKxt,Vt = WVxt are calculated using learnable matricesWQ,WK ,WV .

The output time series {yt}Tt=1 is then calculated as yt =
∑T

n=1 exp(Qt ,Kn)Vn
∑T

n=1 exp(Qt ,Kn)
. Q is the

query, K is called the key, and V is the value. Each time, the V that corresponds to
theK with a higher similarity to the input queryQ affects the output. Themost impor-
tant thing is that only the values of Q,K,V are referenced at each time point, and
the information at time t is not used. Therefore, in ordinary time series forecasting,
a positional embedding reflecting t is used to concatenate the time information with
input x.

In Umagami et al. (2023), this self-attention layer, which focuses only on element
values and does not use element location information, was used for time series
prediction by exploiting its symmetry for multi-variate time series.

For example, consider a situation in which multiple individuals cooperate with
each other or multiple organizations conduct commercial activities and collaborate.
In such cases, if the information ofmultiple people and companies is simply arranged
and processed as a vector, the information of the time series of the movements of
multiple homogeneous entities is lost. To make predictions while preserving the
multi-agent nature, Umagami et al. (2023) proposed a prediction task that takes into
account the symmetry of order switching among agents. In other words, if we want
to predict the behavior of individuals A, B, C, and D, it is assumed that A, B, C,
and D are homogeneous agents and build a model that gives the same prediction
results when each individual’s information is treated as an input as [A,B,C,D] or
as [D,C,A,B].

To create a model with symmetry against such reordering, Umagami et al. (2023)
focused on the property in which only the elements of the self-attention layer
described earlier were used, and the position information of the elements was not
used. In other words, recognition is performed by applying the self-attention layer
not only in the temporal direction, but also in the inter-agent direction. In the above
example, this implies that a self-attention layer is applied between the four entities
A, B, C, and D. As a result the recognition is independent of the order in which A, B,
C, and D are entered.

In addition to global symmetry, which allows all subjects to switch their order,
this study also considered the symmetry of hierarchical reordering, which takes into
account the subjects’ characteristics. For example, a person may have information
about the group to which they belongs, such as the organization, rank, and type of
industry in the case of a company. In the example above, let us assume A1 and A2

belong to group A and B1 and B2 belonging to group B. For the input [[A1 , A2], [B1,
B2]], it is allowed to swap the order within the same group such as [[A2, A1], [B1,
B2]], or between groups such as [[B1, B2], [A1, A2]], but it is not allowed to swap
the order across groups such as [[A1, B2], [A2, B1]] because the group structure is
broken. In other words, the number of allowed order transformations is reduced, and
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richer information can be obtained. A model has also been developed that exploits
the group-aware symmetry in such reordering.

To create a symmetric prediction model for such hierarchical order transforma-
tions, the calculation was performed hierarchically by dividing it into self-attention
mechanisms within and between groups. In the above example, self-attention is first
calculated within [A1, A2] and within [B1, B2]. Then, an A vector is created that
summarizes the information in [A1, A2] and a B vector that summarizes the informa-
tion in [B1, B2], and self-attention is calculated within A and B. By integrating this
information, discriminative information can be obtained with various hierarchical
characteristics while allowing for order transformation.

When applied to high-dimensional time series, such as time series prediction of
player behavior in an NBA game or a dataset of economic indicators, the proposed
model exhibits superior prediction performance compared to methods that disregard
covariance to ordinal transformations, Moreover, it is confirmed that the prediction
accuracy is further improved by considering group information.

Forecasting performance and forecasting speed are important for the application
of time series forecasting. For example, if a system that predicts one second into the
future takes two seconds to compute, the future will arrive while the computation
is in progress, rendering the system useless. This section explains how time series
prediction can be accelerated.

First, the computational complexity of the self-attention layer is considered. In
the above self-attention layer, the similarity between all pairs of elements must be
calculated to obtain the output. In other words, for each time series length T , O

(
T 2

)

is required. For example, when viewing a time series with a finer resolution or use
the distant past as input, T becomes larger, and the computation of O

(
T 2

)
becomes

more laborious. Several methods have been proposed to reduce the computational
burden on the self-attention layer.

Jung et al. (2022a) introduced a grouped self-attention model that accounts for
sparsity in the temporal direction, where the influence of nearby time is modeled in
detail, whereas the influence of distant time is modeled roughly, thereby reducing
computational complexity.

The grouped self-attention layer consists of a global and a local attention layer.
The layer is calculated in this space. The global attention layer projects Q, K , and
V onto a low-dimensional space and calculates the self-attention layer in that space.
This enables the acquisition of global correlation information, while reducing the
computational effort by reducing the dimensionality. In contrast, the local attention
layer obtains detailed relationships at the local level. Specifically, the input time series
was divided into a shorter time domain, and self-attention was calculated within this
time domain. In this way, it is possible to obtain locally detailed information while
reducing the number of computations required.

The proposed model was applied to a standard time series forecast dataset, and
it was confirmed that the accuracy of the proposed method is equivalent to that of
ordinary self-attention, and that the increase in computational complexity is slower
than that of ordinary self-attention when the series length increases.
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Kamata et al. (2022) proposed a highly efficient time series generation method
for time series prediction in spiking neural networks to reduce the computational
complexity. That is, if the continuous input signal at time t is xt , the current contin-
uous membrane potential is ut , and the binary output signal is ot , then the leaky
integral firing model used in the spiking neural network calculates the output by
ut = τdecayut−1(1 − ot−1) + xt, ot = H (ut − Vth), where τdecay is the decay rate,
H is a Heaviside function that outputs 1 if the input is positive and 0 if the input
is negative, and Vth is the threshold. In other words, ut decays with τdecay until it
fires, but gradually increases with xt . When ut exceeds Vth, it fires and ut resets to
zero. This model mimics the motion of neurons in the human brain, and because the
computation is performed using binary signals, it has the advantage of being faster
and less expensive than GPU-based neural network computations that use ordinary
continuous signals.

In Kamata et al. (2022), the stochastic generative model, the variational autoen-
coder, which forms the basis for probabilistic time series forecasting, was extended
using spiking neural networks.

Variational autoencoder is a method to obtain a stochastic generative model by
the maximum likelihood estimation method to find the parameter theta that maxi-
mizes the likelihood pθ (x) of the observed data x. Usually pθ (x) is expressed as∫
pθ (x|z)p(z)dz, and using another encoder model qφ(z|x), the variational lower

bound Eqφ(z|x)
[
log pθ (x|z)

] − kl
[
qφ(z|x), p(z)] is used to train the generative model.

Here, pθ (x|z), p(z), qφ(z|x) are usually expressed as Gaussian distributions, where
kl is the kl divergence, which is a continuous distribution. The actual data generation
is sampled by first sampling z from p(z) and then calculating pθ (x|z).

The difficulty of applying spiking neural networks to a variational autoencoder is
that the sampling distribution is expressed as a Gaussian distribution. In other words,
the problem is how to perform probabilistic inferences using spiking neural networks
that can only handle binary data.

In Kamata et al. (2022), a method for probabilistic sampling of the spiking neural
network outputwas proposed, inwhichC layerswere prepared, and a sample from the
Bernoulli distribution was approximated by randomly selecting one of the outputs.
For example, suppose C = 3 and the layer outputs are [0, 1, 0]. By outputting one
of layer outputs at random, it can be considered a sample from a distribution, where
0 is the output with a probability of 2/3, and 1 is the output with a probability of 1/3.
Therefore, by replacing pθ (x|z), p(z), qφ(z|x) by the proposed sampling method, a
generativemodel based on a spiking neural networks can be constructed. In particular,
p(z) itself is also trained. In addition, it is shown that the performance of the generative
model is improved by measuring the maximum mean discrepancy of (z), qφ(z|x) as
a distance measure instead of the kl distance between the binomial distributions.

InKamata et al. (2022), a prediction experiment using time series encodedMNIST
image data showed a 30% reduction in prediction error and a 3% improvement
in inception score compared to a conventional neural network, and the number of
product calculations was reduced by approximately one order of magnitude in terms
of computational complexity.



130 T. Harada et al.

4.4.3 Future Directions

At the beginning of Sect. 4.4, the three elements required for machine learning-based
time series forecasting werementioned: training data, model structure, and loss func-
tion. Because the loss function is discussed in Sect. 4.4.1, and the model structure
in Sect. 4.4.2, future directions from the perspective of the data are now discussed.
First, the datasets used for human motion prediction are discussed. Datasets such as
NTU RGB+D and Human3.6M, which are currently mainly used for action recog-
nition, are based on simple actions such as “walking” and “weaving hand” taken by
subjects, and the joint positions in each frame are captured by the motion capture
system. Future prediction is performed by predicting the time series of joint positions
in several frames and seconds in the future based on the time series of joint positions
in the past few seconds. This method, which uses only a simple time series of joint
positions has the advantage of allowing a wide range of system applications in the
sense that predictions can bemadewhen only the joint positions are known; however,
it also has some problems.

For example, there is the problem that semantic information cannot be captured.
For example, even when the joint motion is the same, the long-term future behavior
and supportive actions to be taken by the CAmay vary greatly depending on whether
the right hand reaches forward to pick up an object or to open a door. However,
it is difficult to obtain this information from the joint position time series alone.
Furthermore, the same action can be performed multiple times. In other words,
when considering the operation of picking up an object, it is important that the hand
is in a position where it can eventually grasp the object, and which of the many
possible paths it should take on the way there is relatively unimportant. If only the
joint positions are known, it is difficult to design a prediction loss that takes into
account the degrees of freedom of these intermediate trajectories, because it is not
known which time of the trajectory is important.

To solve this problem, it is useful to include not only the person, but also the
surrounding environmental information in the input and recognition. In other words,
by integrating and recognizing the environment and behavior, i.e., where the person
is currently located, what is around them, what kind of relationship exists between
them, what kind of behavior the person performs in that environment, and what kind
of series the joint position has in that environment–semantics can be generated in the
time series and future predictions can bemade considering themeaning. Constructing
a model that can predict the future based on multimodal inputs that go beyond a mere
time series, and creating a dataset with various sensor data and teacher labels for this
purpose are future research directions.
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4.5 Language Learning and Generation and Its
Interpretation

Natural language is the most essential and straightforward medium of human-to-
human communication. In fact, throughout human history, we have always used
natural language to exchange and record information, such as ideas, feelings, facts,
with each other in daily life. Natural language is also considered essential in the inter-
action between CAs, which are intended to act autonomously in physical or virtual
environments, and their operators or users. To this end, CAs are expected to possess
not only rudimentary linguistic abilities, but also linguistic abilities comparable to
those of humans.

CAs primarily require two linguistic skills. The first is the ability to understand
human language. The second is the ability to form coherent sentences that are appro-
priate for a given context. Ideally, a CA should be able to handle a wide variety
of languages to adapt to the native language of the operator or user. In addition to
these features, it is desirable for CAs to demonstrate their language interpretation
processes to provide feedback to the operator.

This section therefore discusses the language processing component of the
CA, focusing on the communication between the developer (human) and the CA.
Figure 4.12 shows abstract diagrams of the practical applications of (1) language
understanding, (2) language generation, and (3) human-understandable methods in
real-world CA use cases in the real world.

Many potential research topics can drastically improve the usability of CAs for
language-handling capabilities. However, it is impossible to present all improve-
ments in a limited space. This section focuses on two specific topics: cross-lingual
communication support (CSS) and the stability of the training process in large
language models (LLMs). CSS is comparable to the application of NLP technolo-
gies. In contrast, the stability issue in LLM training is a fundamental technology for
improving basic resources for many NLP applications. The remainder of this section
describes these two research topics.

Fig. 4.12 Illustration of our target research topics, namely, language understanding and generation
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4.5.1 Cross-Lingual Communication Support

In the increasingly interconnected world of globalization, there are more opportuni-
ties to engagewith others across language and cultural barriers. For example,we try to
connect in online virtual reality (VR) spaces or attend international gatherings, such
as the World Expo. While English is often the lingua franca in these cross-cultural
interactions, the uncomfortable reality is that not everyone is fluent in English and
those with limited ability often face significant barriers. Under these circumstances,
it could be beneficial to converse in one’s native language. This is where machine
translation systems have proven to be an important tool in promoting cross-lingual
communication.

Machine translation, based on state-of-the-art neural networks and deep learning,
has made great advances, especially in the translation of factual content such as news
articles. These advances have demonstrated that computers can translate sentences
from one language to another while retaining the intended message. However, the
challenge becomes even greater when colloquial language is translated into everyday
conversations such as those found in chats and negotiations. Unlike written docu-
ments, where the facts are clear, conversations are typically shrouded in ambiguity,
and there is no one-to-one correspondence of sentences between different languages.
Unique idiomatic expressions, cultural nuances, differences in social norms, and
various emotional expressions typical of human communication further complicate
this challenge. In real-life interactions, precise expressions can take on different
meanings depending on the context, surrounding emotional atmosphere, or implicit
cues. Consequently, machine translation systems are currently unable to deal with
the subtleties and complexity of interlingual communication. This shows that there
is an urgent need for more sophisticated solutions that can deal with the nuances of
human interaction.

Investigation of Cross-Lingual Communication Support Requirements
Achieving a perfect error-free chat translation system is a challenge due to linguistic
peculiarities that make it impossible to achieve perfection. Therefore, a viable alter-
native approach is considered. The suggested approach is to improve translation
software bywarning of possiblemistranslations to avoid confusion (note thatwe cate-
gorize all translations that are unsuitable for any reason, including cultural reasons
and nuances, asmistranslations). Although this approach is promising, the perception
and effect of such warning messages have not yet been comprehensively revealed.

To investigate this, a survey was conducted to examine the effectiveness of warn-
ings about potential mistranslations in chats as an alternative approach to improve
the experience of cross-lingual communication (Li et al. 2023). Participants take part
in a simulated cross-lingual chat scenario in which they must select the most mean-
ingful response from three options. Each time a translation error occurred, a warning
message was displayed. At the end of the chat, participants answered questions about
their perception of the warning messages. A survey was conducted and the responses
were collected using crowdsourcing.
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The participants’ decisions regarding the warning messages and divided them
into three cases: (1) they entered the same scenario in both the round with warnings
and the round without warnings and did not change their choices; (2) they entered
the same scenario in both rounds and changed their choices, and (3) they did not
change their choices because they entered other branches in advance. The first case
demonstrated that thewarnings did not influence the participants, whereas the second
demonstrated that they were influenced. In the third case, although it is impossible
to compare whether participants changed their choice in the same scenario since
they changed earlier, it is still considered as an indirect influence due to the equiv-
alence between having no warning messages and having no erroneous translations.
In fact, 103 participants stated that they changed their choice because they made
sure that there were no incorrect translations, which is about 75% who changed their
choice, either directly or indirectly, because of the warning messages. Therefore, it
can be concluded that the warning messages encouraged participants to change their
behavior. We also observed that the participants expected the warning message to
(1) point out the specific error in the translation, (2) indicate the correctness rate
of the translation, and (3) make alternative translation suggestions. These observa-
tions show that alerts are helpful in cross-lingual chats and indicate what features
participants want for the warning messages.

This survey is the first to investigate the effect of mistranslation warnings in
cross-lingual chats. It provides valuable insights for the development of an assis-
tant function that recognizes incorrect chat translations and warns users about them.
The results are thus useful the development of an assistant function that recognizes
and warns users of translation errors in cross-lingual conversations. Finally, it was
concluded that these warning messages were helpful. In addition, the limitations of
this survey were clarified. Careful measures were taken in the survey design phase
to minimize potential leading effects on participants’ judgment by randomizing the
order and neutralizing the question style. Despite diligent efforts, it must be recog-
nized that it is difficult to eliminate all influences on the individuals who participated
in the survey. Therefore, the need for further optimization is recognized to ensure the
fairness and validity of the responses. Refinement is warranted to further minimize
this bias.

Translation Error Detection in Cross-Lingual Conversations
Based on the survey above, translation error detection in machine translation is
practical to a certain extent when communicating in different languages. Next, a
detection system was constructed and then its performance was evaluated (Li et al.
2022). It was assumed that the translation system would use a system provided by a
web-based API. This assumption leads to the idea that a translation error detection
system can be constructed in such a way that it does not depend on the features of
a particular translation system. This is because it is very likely that when creating
a support system for cross-language communication, the translation part will use a
translation system provided on the web via an API. Therefore, a more realistic setting
was assumed for our experiments.
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A chat is defined as a two-utterance colloquial dialog between two people using
different languages to detect incorrect translations. The focus was on predicting
whether the second utterance (i.e., the response) was translated correctly. The
preceding context, the translation of the context, the response, and the translation
were fed into the error detector. The detector then predicted the translated response
using other utterances as reference data. The detector then determined whether the
translated response was incorrect. Consider the following example task for evalu-
ating the Japanese translation of an English utterance: Here, the Japanese speaker’s
initial utterance JA1 is translated into EN1, and the English speaker’s response EN2
is translated into JA2. For example, the detector assesses the utterance “Thanks
(in Japanese),” which is not an accurate translation of the utterance “I agree.” The
detector was provided with the previous context (JA1, EN1, and EN2) as reference
data to predict whether the translation was accurate and coherent. When the detector
indicates the translation EN2 of the response JA2, the reference data include EN1,
JA1, and JA2 in the opposite direction.

The results of our experiments show that the error detector can classify incorrect
translations in chats to a certain degree. Based on the accuracy values, it can be
concluded that the error detector performs better than simple baseline methods such
as majority and minority classifiers. The results suggest that the proposed method
can solve tasks without relying on luck. However, although the detector was able to
distinguish between poor translations or coherence problems, it failed to detect non-
obvious errors. The error detector did not perform well in predicting the translations
generated by the high-quality neural machine translation model. One possible reason
for this is that the detector was trained on a dataset in which incorrect examples were
more obvious. As can be seen from the results, even with current technology it is still
a challenge to achieve near-zero errors. It may be necessary to drastically improve
the methods used in current systems.

4.5.2 Improving the Usability of Large Language Models
(LLMs)

Research in the field of natural language processing (NLP) has focused on the devel-
opment and analysis of LLMs. The reason for this is because LLMs have become
essential and fundamental research resources for text data processing. LLMs are
indispensable components ofNLP-related systems.We also take advantage of LLMs.
In this subsection, how to improve the stability of LLM training is discussed. This
is an important research topic for building LLMs, as their training process is often
unstable and difficult to manage.

Background: Stability of Language Learning
Language models play a central role in today’s natural language processing. With
the public availability of various learning tools and the verification of appropriate
settings, the training of language models has become relatively stable. In addition,
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the problem of the amount of training data, which used to be a major challenge, is
becoming less of a concern as large amounts of training data are available online.
Consequently, it is relatively easy to create language models of a specific size if
sufficient computational resources are available and no time constraints need to be
considered. However, the situation differs when attempting to train models of the
order of GPT-3 with 175 billion parameters, Llama2 with 70 billion parameters, or
when incorporating original elements in the models (Brown et al. 2020; Touvron
et al. 2023). In such cases, the training process becomes more unstable and there is a
high potential for loss divergence or learning failure. In such situations, it is essential
to ensure the stability of the learning process.

Stability of Training Transformers
In the paper “Attention is All You Need,” Vaswani et al. (2017) presented a model
structure of neural networks that is suitable for language models and is called Trans-
formers. Transformers have become the base model for language models, and almost
all known language models use Transformers. However, many improvements have
been made to enhance performance in various aspects. In this case, as an improve-
ment from the perspective of stability during learning, it has been clarified from both
theoretical and experimental perspectives that the stability of learning differs signif-
icantly depending on the location of layer normalization (Takase et al. 2023). More
specifically, it has been shown that there are twomajormethods to date, depending on
the location of layer normalization, and that there is a trade-off between performance
and stability in each. At the same time, it has also been shown that the vanishing
gradient problem, which was widely verified in early deep learning studies, is one
of the reasons for the lack of stability, especially when the number of layers is
significantly increased.

4.5.3 Summary

Section 4.5 discussed language understanding and generation, which can be used as
fundamental functions in automated CAs. Several detailed functions are related to
language understanding and generation. Two main topics are presented. The first is
a cross-lingual communication support system. The other is the trade-off between
performance and stability based on the position of layer normalization when training
Transformers.As for thefirst part of the cross-lingual communication support system,
it is essential to use CAs both globally and internationally. The second part of the
trade-off becomes more critical for deeper Transformers, as deeper Transformers
lead to a more unstable training process. Thus, both research topics are crucial for
improving the capabilities of CAs.
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4.6 Cybernetic Avatars for Medical Applications

4.6.1 Background

Since the advent of deep learning, machine learning techniques have developed
considerably in many fields. Medical applications are no exception. Many medical
applications using machine learning algorithms have been reported to achieve accu-
racy comparable to that of doctors (Gulshan et al. 2016; Ehteshami Bejnordi et al.
2017). In particular, with the recent emergence of generative artificial intelligence
(AI) represented by ChatGPT, much research has been conducted on the appli-
cation of these technologies in medicine (Yang et al. 2022; Singhal et al. 2023;
Thirunavukarasu et al. 2023).

Medicine is an important application of CAs. One reason for this is the shortage
of doctors in Japan. According to OECD Health Statistics in 2020, the number of
professionally active physicians per 1000 people was 2.67. This figure is far below
the average for OECD countries (3.72). If CAs can help physicians solve problems,
that is a big step, and it is our belief that CAs have the potential to do so.

A scenario in which the CA assists physicians with diagnosis is considered. If
CAs could interview and diagnose patients instead of physicians, physicians would
only need to confirm their diagnoses, significantly reducing the amount of time it
takes to diagnose each patient. This also applies when doctors are far away from the
patient. Currently, remote medical care is based on screen-based interviews where
the patient must make a diagnosis based on limited information. However, a more
reliable diagnosis can be made if the CA intervenes and collects information.

Ifwe consider developing a framework inwhichCAs conduct interviews andmake
diagnose instead of physicians, one of the solutions is to develop a large language
model that is applicable to this situation. Large-language models, as represented
by ChatGPT, have the potential to interview and diagnose patients using the CA.
However, the development of a large language model requires a large amount of
data. The data of general purpose large-scale language models, such as ChatGPT,
are mainly created from data available on the Internet.

However, it is difficult to collect large amounts of medical data because it is not
available on the Internet. Therefore, most current research on large-scale medical
language models does not use real medical data, but data extracted from medical
textbooks or papers on PubMed (Han et al. 2023; Moor et al. 2023).

In addition, a medical interview should not only capture the information from the
dialogue with the patient, but also the patient’s condition at the time of the interview.
Furthermore, a diagnosis requires not only text information, but also information
from other modalities, such as medical images. In other words, physicians integrate
information from various modalities to make diagnoses. The same is true for CAs.
Above all, a diagnosis based on medical images is important.

With this in mind, our research focus was on learning algorithms based on limited
data. In this section, some of the results of our research are presented.
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4.6.2 Weakly Supervised Learning Method for Chest X-Ray
Images

As previously mentioned, deep learning requires a large amount of data for training.
In addition, the same number of annotations is required to indicate locations or labels
of the diseases. However, the annotation cost for medical images is high and time
consuming because annotations for medical images requires expert knowledge, and
only physicians can annotate them. Weakly supervised learning methods have been
studied to reduce annotation costs. In this subsection, a weakly supervised method
for detecting lesions in chest X-ray images is considered. Given a system that predicts
the locations of the lesions and the class label (lesion name), our weakly supervised
method requires only the class labels compared to the general supervised learning
method that requires a bounding box to indicate the location of the lesion and the
class label of the lesion for training.

A class activation map (CAM) (Zhou et al. 2016) is one of the most popular
methods for weakly supervised lesion localization to localize lesion sites using only
image-level supervision. Most methods using CAM or its variations apply CAM as
a postprocessing technique to generate a heatmap and lesion bounding boxes after
training their models (Wang et al. 2017; Sedai et al. 2018). In contrast, probabilistic-
CAM (PCAM) pooling leverages the localization capability of CAM during training
(Ye et al. 2020).

When analyzing chest radiographs, it is important to consider the relationships and
dependencies between diseases and lesions when radiologists make a diagnosis. For
example, pulmonary consolidation refers to a region of lung tissue that is filled with
fluid rather than air. This fluid is often introduced as part of pulmonary edema, where
there is an accumulation of fluid in the tissues and air spaces of the lungs. Another
example is that consolidation should always be present on the chest X-ray when
diagnosing pneumonia. Therefore, a method is proposed that uses the relationship
between lesions and their locations to improve the accuracy of weakly supervised
lesion detection using chest X-ray images.

The proposed method is shown in Fig. 4.13. A feature map graph representational
probabilistic class activationmap (FGR-PCAM) framework is proposed, that not only
leverages images and labels for weakly supervised learning, but also incorporates
the dependencies between diseases and lesions. FGR-PCAM efficiently captures the
dependencies between symptoms using the localization capability of PCAM. First,
the localized feature maps of each thoracic disease were extracted using the PCAM
framework as the backbone. The extracted feature maps representing each disease
were fed to the proposed visual interaction (VI) module as nodal features of a graph.
The VI module uses the propagation of a gated graph neural network (GNN) with
node features as the output of the PCAM and the adjacency matrix as the label co-
occurrence. Graph propagation was used to capture the mutual interactions between
lesion-specific feature maps. The VI module incorporates lesion-specific feature
maps instead of semantic-specific feature vectors as node features; thus, it contains
position information compared to the node features of vectors. The output of the
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VI module, which captures the interactions between the lesions, is fed into the fully
connected layer to classify the diseases.

To demonstrate the efficiency of the proposedmethod, themodelswere testedwith
the CheXpert (Irvin et al. 2019) and ChestX-ray14 datasets (Wang et al. 2017). The
CheXpert dataset contains 224,316 chest radiographs from 65,240 patients, with
14 observations extracted from medical reports. The validation set of CheXpert4
consists of 200 chest radiographs that were manually annotated by three board-
certified radiologists. In the experiments, models were also trained with those five
selected disease labels of “Cardiomegaly,” “Edema,” “Consolidation,” “Atelectasis,”
and “Pleural Effusion” to compare with the baseline data. The ChestX-ray14 dataset
contains 112,120 frontal-view X-ray images, of which 51,708 contain one or more
pathologies. The performance of all 14 labels was reported. ChestX-ray14 provides
hand-labeled boundingboxes for a small number of images to validate the localization
accuracyofweakly supervised learning.Eight of the 14diseaseswere annotated using
984 bounding boxes. These bounding boxes were used to compare the performance
of the proposed method. The localization accuracy was tested with eight disease
labels as follows: “Atelectasis,” “Cardiomegaly,” “Effusion,” “Infiltration,” “Mass,”
“Nodule,” “Pneumonia,” and “Pneumothorax.”

Tables 4.1 and 4.2 show the experimental results. Table 4.1 shows the mean AUC
for the CheXpert and ChestX-ray14 datasets. Table 4.2 shows the mean IOU scores
for the ChestX-ray14 dataset. Our proposed method outperformed the PCAM. A
qualitative analysiswas also performed.As shown inFig. 4.14.Our proposedmethod,
FGR-PCAM, correctly predicted the localization of lesions compared to PCAM.

4.6.3 Domain Adaptive Multiple Instance Learning
for Pathological Images

In the field of pathological diagnosis, physicians use microscopy to examine tissue
slide images to detect cancer and other diseases. Several studies have been conducted
to integrate image recognition technologies to automate diagnoses and reduce the
burden on physicians. Because a detailed examination at the cellular level is neces-
sary for diagnosis, the size of a whole-slide (WSI) can reach 105 × 105 pixels. Owing
to memory constraints, WSIs are often broken down into smaller patch images
for input into the classification models. Patch-level annotation is very expensive
because it requires the expertise of a physician and considerable time to annotate
large WSIs. However, per-slide labels, which indicate whether a WSI has an abnor-
mality adds little cost to annotation. Only per-slide labels can improve the patch-level
classification performance of WSI.

Multiple instance learning (MIL) is a form ofweakly supervised learning inwhich
a single label is assigned to a bag of instances. In the context of pathological image
analysis, MIL methods treat the patch image as an “instance” and the entire slide
as a “bag.” (Hou et al. 2016; Hashimoto et al. 2020). Although MIL proves to be
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Table 4.1 Mean AUC score
for the CheXpert and
ChestX-ray14 datasets: The
bold values indicate the
results of our proposed
method

Dataset/Model PCAM FGR-PCAM

CheXpert 89.96 ± 0.07 90.11 ± 0.48

ChestX-ray14 81.73 ± 0.21 82.10 ± 0.10

Table 4.2 Mean IOU for the
ChestX-ray14 datasets: The
bold values indicate the
results of our proposed
method

Dataset/Model PCAM FGR-PCAM

ChestX-ray14 37.39 ± 1.128 38.80 ± 1.187

Fig. 4.14 Qualitative analysis of FGR-PCAM: red bounding boxes indicate the ground truth and
black bounding boxes indicate the predicted bounding boxes (Jung et al. 2022b)

a valuable approach to reduce annotation costs, its accuracy tends to be lower than
that of models trained with patch-level labels.

Alternatively, leveraging information from other datasets can improve classifica-
tion performance without incurring additional annotation costs. Domain adaptation
(DA) is a method that uses different domains to improve the performance of target
data (Ganin and Lempitsky 2015; Saito et al. 2018).
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Fig. 4.15 Our task setting (Takahama et al. 2023)

In this context, a novel task setting is presented that is aimed at improving the
patch-level classification performance of a target dataset by using only slide labels.
This was achieved by incorporating information from a labeled source dataset orig-
inating from another domain (Fig. 4.15). However, owing to the qualitative differ-
ences in the supervised information between the source and target datasets, there
is no guarantee that simply merging the two datasets will lead to an improvement
in performance. Consequently, a new training pipeline is proposed that includes the
generation of pseudo-labels and ensures high reliability by integrating information
from both the source and target datasets.

An overview of the proposed method is shown in Fig. 4.16. Our pipeline consists
of three main components: an encoder (G), a bag classifier (FB), and an instance
classifier (FI). Each individual instance in the bags from both the target and source
datasets was fed into the encoder (G) to extract the corresponding feature vectors.
In contrast, a feature vector from each instance is input into the instance classifier
FI to obtain the binary prediction score of the instance label. Because the target has
no instance label, the source instances with instance labels and the target instance
with pseudo-labels were used to train FI. At the time of inference, the target instance
features are entered into FI to obtain the prediction scores of the target instances.
AttentionDeepMIL (Ilse et al. 2018) was used as FB. In this method, the bag feature
is the weighted sum of the instance features, and its weight is learnable.

To improve the prediction performance of the target instances through an instance
classifier (FI), a domain adaptation loss designed for the distribution matching of the
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intermediate features was integrated. Specifically, MCD (Saito et al. 2018) was used
as the domain adaptation (DA) loss that facilitates feature distributionmatchingwhile
taking category information into account. MCD achieves this by training features
that are distant from the class boundary. Concurrently, the encoder G is trained to
minimize the discrepancy loss for the target domain, while two classifiers are trained
to alternately maximize the discrepancy loss.

Despite achieving matching feature distributions, numerous misclassified
instancesmayoccur if the decision boundaries of the source and target are not aligned.
To address this challenge, ourmodelwas directly optimized for target instance predic-
tion. This entails assigning pseudo-labels to the target instances and their integration
into the training process of an instance classifier (FI). Given that all instances in
the negative bag are negative, our primary focus is on the instances in the positive
bags. To derive dependable pseudo-labels, the outputs of two classifiers, namely, FB

and FI were used. Because these classifiers were trained with distinct supervisory
information, they have different properties. By integrating the information from both
classifiers, pseudo-labels with higher reliability can be generated.

Figure 4.16 shows the complete training process for the proposed method. The
method under consideration consists of the following three steps: In Step 1, super-
vised learning is performed for FB using the target bag labels and FI using the
source instance labels. In this phase, a single-instance classifier called FIP is used.
The inclusion of Step 1 improves training stability, and lays the groundwork for
obtaining reliable pseudo-labels at the beginning of Step 3. Once Step 1 converges,
two instance classifiers, FI1 and FI2 , are initialized and followed by the alternating
execution Steps 2 and 3. In Step 2, the model is trained using the feature matching
loss of the DA. FB is trained using both source and target data. In addition, FI1 and
FI2 are trained with data containing the source instances, the target instances with
pseudo-labels from positive bags, and the sampled target instances from negative
bags. In Step 3, the model parameters are set and pseudo-labels are assigned to the
target instances from the positive bags.

Experimental results are presented to confirm the effectiveness of the proposed
method. A detailed evaluation is also performed. To showcase the effectiveness of
the proposed method, a novel dataset of pathological images was compiled. This
dataset consists of WSI obtained from two distinct body parts, namely “Stomach”
and “Colon,” encompassing 997 and 1368 WSIs, respectively. In contrast to many
previous studies that used WSIs from two different datasets of a single organ as the
source and target (Huang et al. 2017; Ren et al. 2018), our approach introduces amore
challenging setting. Two different organs were intentionally selected, the stomach
and the colon, to create a larger domain gap, which makes our experimental setup
more demanding and suitable to illustrate the effectiveness of our method. For the
experiments, the colon was designated as the source domain and the stomach as the
target domain.

Table 4.3 lists the results of each method, and makes it clear that our proposed
approach outperforms the other methods and achieves scores comparable to the
“ideal case”. Figure 4.17 shows heatmaps illustrating the estimated patch labels in the
WSIs of the target test set for each trainedmodel. The heatmaps of “Source only” and
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Table 4.3 The classification
performance of each method
for the pathology dataset: The
bold values indicate the
results of our proposed
method

Accuracy PR-AUC

Attention MIL 72.4 ±5.62 66.0 ±1.24

Source only 82.5 ±1.20 66.9 ±1.00

MCDDA 76.0 ±3.09 51.8 ±2.78

Ours 86.0 ±4.11 83.4 ±3.48

Ideal case 91.1 ±0.79 87.1 ±2.05

Fig. 4.17 Prediction heatmaps of the positive prediction scores for the target stomach dataset
(Takahama et al. 2023)

“AttentionMIL” show little difference between the scores of the normal and abnormal
areas, which implies that the predictions appear relatively vague. The heatmaps of
“MCDDA” appear to be relatively reasonable, but there are some regions with high
abnormality scores in the normal region. There are instances of high abnormality
scores in normal regions, which are unfavorable for practical use because even small
abnormality areas require medical examination by doctors. Additionally, “MCDDA”
does not effectively detect abnormal regions in the example below.

In contrast, our proposed method generated prediction maps with clear differ-
ences in prediction scores between the normal and abnormal regions, demonstrating
qualitative validity. These findings highlight the effectiveness of our method, even
in real-world applications such as pathological imaging.

4.6.4 Mental Health

As mentioned above, medical interviews are one of the areas in medicine where a
CA is particularly useful. In this subsection, the functions that CAs should provide
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during medical interviews are discussed. During a medical interview, the doctor not
only asks the patient questions but also makes a diagnosis based on information such
as facial color, movement, and tone of voice. Therefore, CAs must be able to make
diagnoses based on multimodal information such as images and sounds, in addition
to textual information. Psychiatry is one of the most common departments to use this
type of information to make diagnoses. Therefore, we are working on the diagnosis
of psychiatric disorders through medical interviews as an application of CA.

Awell-known study that examined the diagnosis ofmental illness throughmedical
interviews was the AVEC2019 (Ringeval et al. 2019). This competition predicts the
severity of depression using machine learning based on facial expressions, tone of
voice, and dialogue with a depressed patient during a medical interview.

Some studies have used large-scale language models to assess psychiatric disor-
ders. The MentalLLaMA (Yang et al. 2023) is a large language model based on the
LLaMA developed by Meta and constructed to assess mental disorders from SNS
posts. However, these models are based on textual information actively posted by
patients and do not consider information not contained in the text.

Therefore, we are currently working on a way for the diagnosis of psychiatric
disorders to be performed by a CA. We are also working on developing a diagnostic
algorithm that takes into account not only textual, but also multimodal information.
Since interviewing to diagnose psychiatric disorders is time consuming, we expect
that the development of this algorithmwill be of great help to psychiatrists by enabling
a CA to diagnose mental disorders that many people suffer from.
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Chapter 5
Cooperative Control of Multiple CAs

Takayuki Nagai, Tomoaki Nakamura, Komei Sugiura, Tadahiro Taniguchi,
Yosuke Suzuki, and Masayuki Hirata

Abstract In a world where Cybernetic Avatars (CAs) are active in real society, it is
expected that one person will control multiple CAs or multiple CAs will cooperate
with each other to perform a task. For one operator to control multiple CAs simulta-
neously, technologies with which one person can operate multiple CAs are required.
CAs should work while understanding the intentions of the operator according to the
task and environment. In addition, it is assumed that not only able-bodied people but
also people with disabilities, such as amyotrophic lateral sclerosis (ALS) patients,
will control CAs. This chapter outlines new technologies for realizing the simulta-
neous remote and coordinated control of multiple CAs (flexible CA control) from
various perspectives.
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5.1 Introduction

In a world where CAs are active in real society, it is assumed that not only does one
person necessarily control a single CA, but also that one person controls multiple
CAs, or that multiple CAs cooperate with each other to accomplish tasks. For
example, in a hospital room where coordinated tasks such as preparation for treat-
ment, examination, treatment, and explanation occur frequently, CAs can accom-
plish their tasks more efficiently by coordinating with multiple CAs rather than
acting alone. Cooperation between CAs can provide various services that cannot be
performed by a single CA. For one operator to operate multiple CAs simultaneously,
it is necessary to have the technology to use multiple CAs that work while under-
standing the operator’s intentions depending on the task and environment. It is also
necessary to consider the relationships and coordination with people in the environ-
ment. Furthermore, it is naturally assumed that not only able-bodied people but also
people with disabilities, such as patients with ALS, will control CAs (Takeuchi et al.
2020).

This chapter discusses multiple-CA control techniques, but what is the problem
with multiple-CA controls in the first place? This issue can be organized in terms of
a probabilistic generative model (generative artificial intelligence (AI)). Figure 5.1
shows the elemental technologies related to the multiple-CA controls described in
this section using a generative model. Note, however, that the model in the figure
is not strictly a generative model; rather, ease of understanding is prioritized. The
figure implies that given a set of random variables and an inference method, and with
appropriate training data, it is possible to realize the control of multiple CAs, taking
into account a variety of factors. However, to control multiple CAs, inference is
expected to become very complex, and although various means have been proposed
to solve such implementation problems (Nakamura et al. 2018; Taniguchi et al.
2020a, b), it is not an easy task. However, the intent of the discussion here with the
generative model is to provide a bird’s-eye view of all elemental technologies, and
this model clarifies the position of each technology described in this chapter.

This chapter outlines new technologies for establishing simultaneous remote
control and coordinated control of multiple CAs (flexible CA control) from the
following perspectives. Note that the numbers in Fig. 5.1 correspond to the numbers
below.

(1) Language-based control of multiple CAs and a shared control method based
on intention estimation: A method using large language models (LLMs) as one
of the methods for the centralized control of multiple CAs and a method for
integrating human CA control and autonomous CA control based on intention
estimation are described.

(2) Autonomous control model for CAs: For multiple CAs to act autonomously,
they must make action decisions based on the current environment and the
state of others. This section outlines the model that serves as the basis for such
decisions.
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Fig. 5.1 Probabilistic generative model representation of multiple-CA control. From (1) to (6)
corresponds to each section

(3) Dialogue technology that responds to changes in the environment and situation:
This section outlines a flexible dialogue that responds to dynamic changes in
the environment and situations that occur when multiple CAs work together to
manipulate objects in a living environment.

(4) Common sense and local knowledge for autonomous physical CAs:When a CA
performs daily physical support in a field environment, including offices and
hospitals, it is necessary to efficiently acquire and support not only common
sense linguistic knowledge such as that of LLMs but also new local knowledge
in that environment. Therefore, it is necessary to efficiently acquire and support
new local knowledge in the environment. This section outlines the research
related to these issues.

(5) Manipulation techniques for physical CAs: The development of tactile sensing
capabilities for hands and their integration into autonomous/semi-autonomous
systems to enable CAs to skillfully perform physical tasks are discussed.

(6) Harmonized control of autonomous CAs based on a voluntary brain–machine
interface (BMI): This section describes efforts to realize CAs that can be
controlled as desired by harmonizing control by BMI, which excels in
voluntariness, and autonomous systems, which excels in autonomy.
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5.2 Development of Flexible CA Control Technologies

5.2.1 Multiple-CA Control Using LLMs

5.2.1.1 Multiple-SayCan

SayCan (Ahn et al. 2023), proposed by Google, uses a large-scale language model to
interpret the purpose of ambiguous human language instructions, convert them into
robot commands, and execute tasks. In this study, we applied the SayCanmechanism
to control multiple CAs. Although a simple approach would be to assign the action
plan output by the LLM to each CA, it is necessary to make action decisions and task
assignments that consider the constraints that arise from the use of multiple CAs,
such as collisions during simultaneous operations and the characteristics of each CA.
The authors proposed a method in which an LLM handles the dependencies among
tasks and assigns tasks using mathematical optimization (the subtask partitioning
method) (Obata et al. 2023a). We also considered the use of the Chain of Thought
(CoT) method (Wei et al. 2022), which is an LLM method that has shown excellent
results in many problem forms. In this subsection, we describe these methods.

First, we consider constraints in the execution of multiple CA tasks. The
complexity of the task varies depending on the language instructions given by the
user. The definition of dependency here is that when a dependency exists between
two or more tasks and task AB has a dependency, task B cannot be executed unless
a particular task A has been completed. For example, the sequence of actions to
realize the instruction “pile up the red, blue, and yellow blocks in the order blue,
yellow, red from the bottom” would be (A) place the yellow block on top of the blue
block, (B) place the red block on top of the yellow block, and so on. Because of
the risk of collision when task A and task B are performed simultaneously, task B
cannot be executed until task A is completed. Thus, AB is a task with a dependency
relationship.

Some constraints depend on the characteristics of the CAs; each CA has its own
characteristics, and there are restrictions on the tasks that can be executed according
to the characteristics. Even with the same language instruction, if the CA changes,
the task assignment must be adjusted according to the CA’s characteristics.

5.2.1.2 Subtask Partitioning Method

To execute multiple-CA tasks, it is necessary to infer their dependencies. For this
purpose, LLM was used. Simultaneously, when selecting the tasks necessary to
realize the language instructions, it infers whether there are dependencies between
each task and divides them into subtasks. The CA-dependent constraints are then
addressed by setting the skill affordances of each CA. Tasks were assigned to each
CA using a mathematical optimization method based on the results of subtask parti-
tioning and skill affordances. An overview of the subtask partitioning method is



5 Cooperative Control of Multiple CAs 155

Fig. 5.2 Overview of the subtask partitioning method

shown in Fig. 5.2. The subtask partitioningmethod consists of two processes: subtask
partitioning using an LLM and task assignment using mathematical optimization.

Subtask Partitioning: Using LLM, tasks corresponding to language instructions
are selected from predefined behaviors. It then divides the tasks into one or more
subtasks based on the dependencies among the tasks (Fig. 5.2a). The following two
preconditions were used for subtask partitioning:

1. Tasks within the same subtask have a dependency
2. Tasks in different subtasks do not have dependencies.

A five-shot prompt was created according to the preconditions, and the depen-
dencies between tasks were handled by an LLM (GPT3 Davinci was used in the
experiment).

Set Up Skill Affordances: CAsmustmaintain a set of skills to performphysical tasks.
It does not matter how the skills are implemented; for example, they can be acquired
through reinforcement learning or manually designed behaviors. Importantly, the
feasibility score (skill affordance) of each skill can be obtained from environmental
information such as camera images. The Q-values can be used for reinforcement
learning. In subsequent experiments, the distance from the CA to the grasping object
was used.

Task Assignment: Tasks are assigned to multiple CAs using a linear programming
assignment problem based on skill affordances (Fig. 5.2b). In the first of the subtasks
generated in the previous step, an allocation problem was generated with the sum of
the skill affordances in each CA as the objective function. The allocation problem is
solved, and the solved task is assigned as the first task in the first step of each CA.
Subsequently, a new allocation problem is generated by moving one task forward in
the subtask to which the selected task belongs. This operation is repeated until all
tasks are assigned, and the final solution obtained at each step is the output (Fig. 5.2c).
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5.2.1.3 CoT Method

The CoT method approaches each of these issues using stepwise reasoning. The
proposed method comprises four steps and uses a one-shot prompt for reasoning.

[Step 1: Reasoning about execution tasks] Reasons for tasks required to realize
language instructions.
[Step 2: Processing CA constraints] Process constraints based on the charac-
teristics of each CA in the tasks enumerated in Step 1. Confirm the blocks that
can be grasped based on the constraint set and infer tasks that can be executed
accordingly.
[Step 3: Process dependencies among tasks] Infer tasks that can be executed by
each CAwhile satisfying the dependencies between tasks. Check for nonexecuted
tasks, infer dependencies among tasks, and infer tasks to be executed by each CA.
This process was repeated until all tasks were assigned.
[Step 4: Output execution tasks] The results of the inference in Step 3 are output
as commands that can be recognized by the CAs.

5.2.1.4 Experiments

The usefulness of the proposed method is evaluated by performing task assignments
for various language instructions in a simulation environment. An example of the
experimental environment is shown in Fig. 5.3. Two-arm robots were placed on
a table in the environment, and four types of red, blue, yellow, and green blocks
were placed (additional objects were placed according to the task). We evaluated the
performance of each method from the object recognition and positional acquisition
of each object in the simulator environment to the task assignment stage.

Fig. 5.3 An example of the experimental environment
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Fig. 5.4 Results of the experiment

The four performance evaluations are efficiency, task achievement, task-
dependent constraint compliance, and robot-dependent constraint compliance.
However, it should be noted that efficiency can be increased without constraint
compliance, as the evaluation here depends on planning.

The experimental results are shown in Fig. 5.4. Overall, the existing and CoT
methods showed high scores for the efficiency item, whereas the subtask partitioning
method showed high scores for the other items. Some results show that the existing
and CoT methods score higher than the human task assignment, which is the correct
response in this experiment, in terms of efficiency, indicating that the existingmethod
ignores constraints and reduces the robot’swaiting actions to increase efficiency. This
also has a significant impact on the success rate of the task because it ignores the
constraints and the task accomplishment item shows a lower score. In any case, the
subtask partitioning method resulted in the highest compliance with constraints and
the highest task accomplishment.

5.2.2 Shared CA Control Based on User-Intention Estimation

In the previous subsection, we described an example in which two CAs cooperated
to execute commands using a remote operator that provided verbal commands. In
this subsection, we introduce a shared control approach in which the remote oper-
ator controls the CA in coordination with autonomous control. This assumption is
particularly important for CAmanipulation based onBMI (Parvizi andKastner 2018)
using intracranial EEG, which is measured using electrodes implanted intracranially.
Intracranial EEG is expected to have high decoding performance (Parvizi andKastner
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2018) and is suitable as an input for BMI. However, high concentration is required
for the user to intentionally generate EEG signals. In addition, the command gener-
ation frequency of intracranial EEG is not sufficiently high compared to joysticks
and keyboards, which are commonly used for robot operations today.

Shared control, in which an autonomous system assists the user, has been widely
applied to robot manipulation using biometric signals to reduce the user load and
enable more precise control. For example, Zhuang et al. introduced shared control
in manipulating a robotic hand using myoelectricity, where the user controls when
fine manipulation is required and the robot’s autonomy controls when robustness is
required, thereby enabling stable object grasping(Zeng et al. 2020).

This subsection outlines a shared control method based on user-intention estima-
tion for CA base movement, assuming a CA operation using an intracranial EEG-
based BMI (Obata et al. 2023b). However, although this subsection assumes the
remote control of a mobile CA using BMI, the same assumption applies to CA
operations in poor communication environments.

5.2.2.1 Shared Control Based on Intention Estimation

Overview of Shared Control: Figure 5.5 presents an overview of the shared control
to be introduced. This method comprises the following four modules:

(1) User Module: This module receives inputs from the user, defines them as speed
commands for the robot, and outputs them to each module.

(2) Goal Module: Receives the position of obstacles and the initial position of the
robot at the start of a task, and then receives the current position from the robot at
regular intervals. Upon receiving a user command from (1), the system estimates
the user’s goal intention based on this information and calculates the confidence
level for that estimate.

Fig. 5.5 Overview of the shared control method
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(3) Robot Autonomy Module: This module generates autonomous commands by
autonomously generating a path to the goal position estimated in (2) and
calculating the speed at the current position.

(4) Shared Controller: This controller combines user commands received from (1)
and autonomous commands received from (3) based on the estimation in (2) to
generate control commands for the robot.

Estimation of the User’s Goal Intention: The user’s goal intention in the Goal
Module is estimated using the following two steps:

[Step 1] Estimate the probability distribution of the user’s intended goal position
based on user commands at a certain time.
[Step 2] Sample goal positions from the above probability distribution and
calculate their confidence levels.

An important problem is the estimation of the distribution of user intentions.
Here, we focus on the fact that the artificial potential field can be calculated by
providing an environmental map, current position of the CA, and goal position from
which the path to the goal can be calculated. Because the environmental map and
CA’s position can be assumed to be known, given the goal position appropriately,
ideally, the current user’s operation commands should match the CA’s movement
commands obtained from the computed path. Furthermore, ifwe define the difference
between the operation command and calculated movement command of the CA
as the estimation error of the goal position, we can realize a neural network that
infers the goal position from the current position of the CA and the user operation
command. In this case, it is important to note that all training data can be generated
automatically as long as an environmental map is provided. The architecture of the
model is shown in Fig. 5.6. The goal position (user intention) was estimated by
sampling the distribution estimated by the model. In addition, the probability values
were normalized to provide a confidence level for the estimation.

Generation of Shared Control Commands: In the Shared Controller, the user and
autonomous commands are combined to generate shared control commands, which
are determined using the goal (user intention) estimated by the Goal Module and its
confidence level. Finally, the calculated shared control commands are inputted to the
robot.

Fig. 5.6 The architecture of the model for estimating user’s goal position
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5.2.2.2 Experiment

Assuming that the CA will be operated using intracranial EEG in the future, we
conducted an experiment assuming that the user can generate commands at 0.5 Hz.
The CA, on the other hand, was assumed to be able to receive commands at 5 Hz.
In this experiment, the user inputs commands using a joystick. For this experiment,
several rectangular obstacles were placed in a two-dimensional simulation environ-
ment, as shown in Fig. 5.7. Two environments, A (Fig. 5.7a) and B (Fig. 5.7b), were
also prepared, with black x in the figure as the start and red x as the goal. The user uses
a joystick to move the CA indicated by the red circle in Fig. 5.7 from the designated
start to the goal while avoiding obstacles. The trajectory of the CA and its collision
with obstacles were compared when the CA was moved using only user commands
and when shared control was applied.

The trajectories of the CAs when executing tasks in Environments A and B are
shown in Fig. 5.7c–f, respectively. Black x indicates the start position, red x indicates
the goal position, and the blue dots are the trajectories of the CAs. Figure 5.7c, e show
the results of the shared control, and Fig. 5.7d, f show the results of the user command.
The position of the CA when the user command was received, the probability distri-
bution of the estimated user-goal intention, and the estimated goal are shown in
Fig. 5.8 (Environment A). In Fig. 5.8, the blue dots in the upper row indicate the
CA’s position, the red x indicates the sampled goal, and the lower row shows the corre-
sponding probability distribution.When visualizing the probability distributions, the
probability values are scaled to facilitate relative color discrimination.

These figures show that the trajectories generated with the aid of shared control
were smoother andmore direct than those generatedwithout assistance. Furthermore,
when the taskwas executed using only user commands, collisionswith obstacleswere
observed. However, these collisions were avoided using shared control. Regarding
the estimation of the user’s goal intention, Fig. 5.8 shows that the position with the
highest probability value converged to the goal position over time.

5.3 Hierarchical Control for Autonomous CAs

This study presents a learning model that enables multiple CAs to act autonomously.
For CAs to act autonomously, they need a model that hierarchically structures the
environment and can predict the environmental changes caused by their actions.
Furthermore, formultipleCAs to collaborate, theymust communicatewith eachother
and select the appropriate actions. This study first introduces HVGH (Nagano et al.
2022), which is a model that enables CAs to learn the spatiotemporal structures of
their environments. It then introduces a model that enables CAs to produce messages
for communication and exhibit cooperative behavior using these messages.
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Fig. 5.7 Two-dimensional simulation environment

5.3.1 Acquisition of Spatiotemporal Structure
of Environment by CAs

For a CA to act autonomously, a model that structures high-dimensional sensor
information and predicts environmental changes is required. In a previous study
(Nagano et al. 2022), we proposed a model that enables a mobile CA to learn the



162 T. Nagai et al.

Fig. 5.8 Estimated probability maps of the user’s goal position

spatiotemporal structure of an environment from first-person images captured by
the CA. An overview of the proposed model is shown in Fig. 5.9. A convolutional
autoencoder was used to learn a compressed latent representation of first-person
images. This latent representation was then segmented using GP-HSMM (Nakamura
et al. 2017; Nagano et al. 2018). This segmentation allows similar spatial information
to be represented in a common state, such that temporal changes in states can be
learned.

One advantage of the HVGH is that it is based on a probabilistic generative model
and can be trained on relatively small amounts of data. Experiments have shown that
the spatiotemporal structure of a maze can be learned in an unsupervised manner
from first-person images acquired from a CA moving through a simulated maze.
Furthermore, we demonstrated that the performance was better with a small amount
of data than with models that used deep neural networks.

Fig. 5.9 Overview of the HVGH
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5.3.1.1 HVGH

Figure 5.10 presents a graphicalmodel of theHVGH. In thismodel, cj is a class index,
and the number of classes is assumed to be infinite; πc represents the probability of
transition from class c and is generated from the GEM distribution (Sethuraman
1994) parameterized by β and η, which is generated by the Dirichlet process:

β ∼ GEM(γ ),

πc ∼ DP(η, β).

The j-th class cj is determined by the j− 1-th class cj−1 and transition probability
πc. Furthermore, the sequence of latent variables Zj is generated by the Gaussian
process parameterized by φc:

cj ∼ P(c|cj−1, πc),

Zj ∼ GP(Z|φcj ),

where φc represents the set of sequences of latent variables classified into class c.
The segments are generated by the decoder of the VAE pdec:

Xj ∼ pdec(X |Zj).

By connecting the segments Xj, the observed sequence S can be obtained by
connecting segments Xj. The model parameters were learned in an unsupervised
manner from only the observed sequence S using a blocked Gibbs sampler and
stochastic gradient descent.

Fig. 5.10 Graphical model
of HVGH
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5.3.1.2 Experimental Results

We conducted unsupervised segmentation of video images from a CA first-person
viewpoint, and the images were obtained by simulating a three-dimensional maze.
Figure 5.11 depicts the results of the segmentation, which show that appropriate
segmentation can be obtained using image similarity. Moreover, the structure of the
maze can be learned as transition probability P(c|cj−1). This result indicates that
HVGH enables unsupervised learning of spatiotemporal structures.

Moreover, HVGH achieved higher accuracy with less data than a previously
proposed segmentation method based on recurrent neural networks (Kim et al. 2019)
that introduced binary variables to represent segment switching.

5.3.2 Emergent Communications Based on Gaussian Process
Latent Variable Model (GPLVM)

For multiple CAs to cooperate autonomously, symbols must be used for communica-
tion with each other. However, such symbols vary from task to task, and must emerge
unsupervised according to the task. In this study, we propose a symbol emergence
model based on a Gaussian process.

Symbol emergence is formulated as the inference of a shared symbol s that can
represent the observations of the two CAs, as shown in Fig. 5.12.

s ∼ p(s|oa, ob) (5.1)

However, because we assume that the two CAs are separate individuals whose
internal states oa, ob, cannot be observed by the other CA, the symbols cannot be
inferred using only this formulation. Therefore, we use the Metropolis-Hastings
naming game (MHNG) (Hagiwara et al. 2022; Taniguchi et al. 2023b) proposed
by Taniguchi et al. to infer s on the assumption that the internal state of one CA
cannot be directly observed by another. Furthermore, s is a categorical variable in
the conventional method, whereas in this study, we consider the inference to be a

Fig. 5.11 Segmentation result for HVGH
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Fig. 5.12 Graphical model
of GP-based symbol
emergence

continuous latent variable. Thus, we use the GPLVM, in which the models of p(oa|s)
and p(ob|s) are Gaussian processes.

5.3.2.1 MHNG

MHNG is an inference method based on the Metropolis-Hastings (MH) algorithm,
where the following equation is used as the target distribution to generate sample s
from the posterior distribution (Eq. 5.1).

p(s|oa, ob) ≈ Cp(s|oa)p(s|ob), (5.2)

where C is the normalization term and the product of the expert’s approximation
is used to transform the equation. The proposed distribution Q(s∗) of the CA-A-
generating message S∗ is described as

Q
(
s∗) = p(s∗|oa) (5.3)

Based on Eqs. (5.2) and (5.3), the acceptance rate r of a new sample s∗ in the MH
algorithm can be obtained as:

r = Q(s)p(s∗|oa, ob)

Q(s∗)p(s|oa, ob)
= p(s∗|ob)

p(s|ob)
(5.4)

That is, for proposal s∗ by CA-A, CA-B can determine whether to accept the
proposal using only its own information, and vice versa. Thus, both CAs send a
message sampled from their own internal states to the other and update their parame-
ters if the other accepts themessage they send. A shared symbol is a sample according
to Eq. (5.1) is generated by iterating this process.
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5.3.2.2 GPLVM-based MHNG

In a GPLVM, given N symbols, S = [s1, s2, . . . , sN ]T, the probability that the
corresponding training data Ob = [

ob1 , fb2 , . . . , fbN
]T

is generated can be calculated
as:

p(Ob|S) ∝ 1

|K| D
2

exp
(

−1

2
tr

(
K−1

b FbFT
b

))
, (5.5)

whereD is the dimensionality of ob,K is theGrammatrixwhose elements correspond
to the i-th row, the j-th column is k

(
si, sj

)
, and k is the kernel function. Thus, if a new

symbol sn∗ is proposed for the n-th observation, S∗ = [
s1, s2, . . . , s∗n, . . . , sN

]T
, and

the acceptance rate (from Eq. 5.4) is obtained as:

r = p(Ob|S∗)p(S∗)
p(Ob|S)p(S)

= p(Ob|S∗)
p(Ob|S)

,

where p(S) is assumed to have a uniform distribution. Thus, the acceptance rates
calculated using Eq. (5.4) can be computed for GPLVM.

However, the shape of the distribution represented by Eq. (5.5), when s is a vari-
able, is complex, and samples from the proposed distribution Q(S∗) = P(S∗|Oa)

cannot be simply generated. Therefore, the samples from the proposed distribution
were generated using the MH algorithm. Let p(S) be a uniform distribution; let the
target distribution be Q(S∗) = p(S∗|Oa) ∝ p(Oa|S∗). Using the Gaussian distribu-
tion N (s∗|s, σ 2), which is symmetric with respect to the current sample S and new
sample S∗, as the proposal distribution, the acceptance rate is calculated as follows:

r′ = p(Oa|S∗)N(s|s∗, σ 2)

p(Oa|S)N(s∗|s, σ 2)
= p(Oa|S∗)

p(Oa|S)
(5.6)

Using these equations, the MH method generates a sample from one CA and
proposes it for the other CA. Subsequently, by accepting or rejecting the sample
using Eq. (5.6) with the information of the other CA, symbol emergence can be
achieved using a GPLVM-based MHNG.

5.3.2.3 Experiments

In the experiment, 67 objects from 11 categories, as shown in Fig. 5.13, were used.
As shown in Fig. 5.13, CA-A observed the frontal images of these objects, and CA-B
observed the rear images. The features oa, ob are extracted from the trained CLIP
using a vision encoder (Radford et al. 2021). The s was set to two dimensions.
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Fig. 5.13 Left: objects used in the experiment. Right: overview of the experiment

Fig. 5.14 Emergent
symbols from two CAs

Figure 5.14 shows the two-dimensional shared latent variables trained using
GPLVM. The numbers represent the category indices of the objects, and their posi-
tions are symbols represented as continuous two-dimensional vectors. Symbols
representing each category are separated in space. This indicates that the CAs
can generate shared symbols that represent the object categories without directly
observing the internal states of other CA.

5.3.3 Cooperative Control Based on Emergent
Communication for Autonomous CAs

As described in the previous subsection, CAs generate symbols representing their
observations. Using these symbols, the CA communicates its observations or states
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to others. In this study, we propose a method that enables CAs to learn and generate
cooperative behavior by utilizing symbols as messages.

5.3.3.1 Action Decision Based on the States and Messages

Figure 5.15 presents an overview of the proposed method. First, the two CAs infer
messages about their own states stA and stB. Figure 5.16 depicts a graphical model of
the message emergence. The message emerges depending on the state and reward
for the cooperative action rtm. Using the MHNG, messages can be generated without
directly observing the other states.

Each CA i ∈ {A,B} generates actions based on their own state sti and the message
inferred by MHNG:

ati ∼ πi(·|sti,mt)

Here πi represents the CA policy. The CAs can discover each other’s states indirectly
through an inferred message; therefore, they can generate actions depending on their
own state and that of the other CA. Thus, the message has the ability to change

Fig. 5.15 Overview of the
cooperative controls for
autonomous CAs

Fig. 5.16 Graphical model
of message emergence
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the actions of the CAs, and the actions of the CAs are adjusted so as to generate
cooperative actions through communication. Value vti of action a

t
i is evaluated using

the following action value function Qi:

vti = Qi
(
sti, a

t
i ,m

t
)

Functions πi and Qi were implemented using neural networks and trained using
the soft actor–critic (SAC) algorithm. The policy and action value functions are
represented as πϕi and Qθi , respectively, using the network parameters ϕi and θi, and
the objective function to be minimized is obtained as follows:

Jπ (ϕi) = E
[
α logπϕi (a

t
i |sti,mt) − Qθi

(
sti, a

t
i ,m

t
)]

,

JQ(θi) = E

[
1

2

(
Qθi

(
sti, a

t
i ,m

t
) − Q

∧(
sti, a

t
i ,m

t
)2

]
,

where

Q
∧(

sti, a
t
i ,m

t
) = rti + βrtm + γE

[
V

(
st+1
i ,mt+1)],

V
(
sti,m

t
) = E

[
α logπϕi

(
ati |sti,mt

) − Qθi

(
sti, a

t
i ,m

t
)]

,

where α is the weight of the entropy regularization term, β is the weight of the reward
for cooperative actions, and γ is the discount rate. The parameters were estimated
using a stochastic gradient descent to minimize the objective functions:

ϕi ← ϕi − λϕi∇ϕi Jπ (ϕi)

θi ← θi − λθi∇θi JQ(θi)

Here λϕi and λθi represent the learning rates.

5.3.3.2 Experiments

For our evaluation, we used a simple spread task in amultiagent particle environment
(Mordatch and Abbeel 2018). In this task, the two CAs attempt to achieve their
goals without colliding. The environment and examples of the generated actions are
presented in Fig. 5.17. First, the policies of the CAs and messages were trained for
over 1200 episodes. In each episode, the goals were randomly changed and the CAs
randomly moved 25 steps in the environment. Next, for evaluation, the CAs were
subjected to another 200 episodes using trained policies and messages. When the
proposed method was compared with the method without communication, the total
number of collisions was found to be 289 and 500, respectively. This result indicates
that messages that are effective in solving cooperative tasks performed by the CAs
can emerge.
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Fig. 5.17 Cooperative behavior generated by the two CAs

5.4 Research and Development of Embodied Dialogue CAs

Embodied CAs hold significant promise for assisting older individuals and those
with disabilities. There is a growing trend toward the standardization of CAs to
offer a diverse range of support functions (Yamamoto et al. 2019). Within this array
of capabilities, the skill of navigating within indoor settings is of utmost impor-
tance, as it serves as a fundamental requirement for numerous everyday activities,
including tasks such as retrieving a glass of water from the kitchen. However, for
most CAs, the capacity for language interaction, designed to be accessible to non-
expert users, remains restricted because of the intricacies involved in comprehending
natural language.

The instructions provided by humans often contain ambiguities, posing a signifi-
cant challenge for CAs when it comes to identifying both the target object and desti-
nation. According to Shridhar et al. (2020), humans achieved a 91.0% success rate
on the ALFRED dataset, a widely recognized benchmark in Vision-and-Language
Navigation (VLN) (Anderson et al. 2018b), that involves tasks related to object
manipulation. By contrast, state-of-the-art methods (e.g., Murray and Cakmak 2022)
have achieved success rates of approximately 46%.

Extensive research has been conducted in the field of Embodied AI, including
competitive benchmarking events for CAs operating in standardized domestic envi-
ronments (e.g., RoboCup@Home (Iocchi et al. 2015)), which closely aligns with the
task addressed in this study.Most existing approaches in the realmof natural language
understanding for Embodied AI focus on navigation (e.g., Shah et al. 2023), object
manipulation (e.g., Shridhar et al. 2021), or a combination of the two (e.g., Khan-
delwal et al. 2022). Representative Embodied AI tasks include VLN and Object
Goal Navigation (ObjNav) (Anderson et al. 2018a). VLN tasks involve instructing
an agent to navigate and/or manipulate objects in 3D environments based on natural
language instructions.

To address the multimodal language understanding of CAs, it is essential to estab-
lish clear objectives and milestones. We developed objectives based on service dog
tasks because they are well defined. We categorized the hardware-feasible tasks
from the 108 service dog tasks specified in (IAADP 2023). Table 5.1 lists the task
categories.
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Table 5.1 Domestic service tasks that can be performed using standard hardware

Category #
Tasks

Descriptions

Retrieve 12 Bring portable phone to any room in house; Fetch a beverage from a
refrigerator or cupboard; Fetch food bowl(s); Pick up dropped items
like coins, keys etc., in any location; Bring clothes, shoes, or slippers
laid out to assist with dressing; Assist to tidy house or yard—pickup,
carry, deposit designated items; Retrieve purse from hall, desk, dresser
or back of van; Fetch basket with medication and/or beverage from
cupboard; Seek & find teamwork direct the dog with hand signals, vocal
cues to: retrieve an unfamiliar object out of partner’s reach, locate TV
remote control, select one of several VCR tapes atop TV cabinet; Put
trash, junk mail into a wastebasket or garbage can; Deposit empty soda
pop can or plastic bottle into recycling bin; Dirty food bowl
[dog’s]—put into kitchen sink; Put silverware, non-breakable dishes,
plastic glasses in sink

Carry 8 Move bucket from one location to another, indoors and outdoors; Carry
item(s) from the partner to a care-giver or family member in another
room; Send the dog to obtain food or other item from a care-giver and
return with it; Deliver items to “closet” [use a floor marker to indicate
drop location]; Put prescription bag, mail, other items on counter top;
Transport textbooks, business supplies or other items up to 50 lbs in a
wagon or collapsible cart, weight limit depends on dog’s size, physical
fitness, type of cart, kind of terrain; Backpacking—customary weight
limit is 15% of the dog’s total body weight; 10% if a dog performing
another task, such as wheelchair pulling in addition to backpacking;
Total weight includes harness (average 3–4 lbs.). Load must be evenly
distributed to prevent chafing

OpenClose 20 Open cupboard doors with attached strap; Open drawers via strap; Open
refrigerator door with a strap or suction cup device; Open interior doors
via a strap with device to turn knob; Answer doorbell and open front
door with strap attached to lever handle; Open or close sliding glass
door with a strap or other tug devices; Shut restroom door that opens
outward via a leash tied to doorknob; Close stall door that opens
outward in restroom by delivering end of the leash to partner; Shut
interior home, office doors that open outward; Pull a drapery cord to
open or close drapes; Cupboard door or drawers—nudge shut; Dryer
door—hard nudge; Stove drawer—push it shut; Dishwasher door—put
muzzle under open door, flip to shut; Refrigerator and freezer
door—close with nudge; Cupboard door—shut it with one paw; Dryer
door— shut it with one paw; Refrigerator and freezer door—one
forepaw or both; Close heavy front door, other doors—jump up, use
both forepaws; Haul open heavy door, holding it ajar using six foot lead
attached to back of harness, other end of lead attached to door handle or
to a suction cup device on a glass door

(continued)
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Table 5.1 (continued)

Category #
Tasks

Descriptions

Follow 2 Carry items following a partner using a walker, other mobility aids; Find
the care-giver on command, lead back to location of disabled partner

SoftObjManip 7 Bring in groceries—up to ten canvas bags; Unload suitable grocery
items from canvas sacks; Unload towels, other items from dryer;
Transfer merchandise in bag from a clerk to a wheelchair user’s lap;
Assist partner to load clothing into top loading washing machine;
Operate rope device that lifts blanket and sheet or re-covers disabled
person when he or she becomes too hot or cold; Alternatively, take edge
of a blanket and move backwards, tugging to remove it or assist
someone to pull the blanket up to their chin if cold

The tasks were extracted from service dog tasks

5.4.1 Multimodal Language Understanding in “Retrieve”
Tasks

We define multimodal language understanding for fetching instructions (MLU-FI)
as the task of identifying the target object based on an instruction and contextual
regions. Figure 5.18 illustrates a typical scenario for this task. Within this scene, we
consider the specific instruction, “Go to the hallway and bring me the photo above
the table.” In this context, the objective of the model is to pinpoint a photo of the
wall. The MLU-FI can be characterized by the following aspects:

• Input: An image and instruction sentence.
• Output: A bounding box or segmentation mask.

Fig. 5.18 Structure of our approach. Our approach is divided into two steps: a the intermediate
training step and b the diffusion step. The model in step a is composed of two primary components,
the crossmodal encoder and the pixel-word attention module (PWAM) (Anderson et al. 2018b).
In step b, the model comprises two key modules, the forward encoder and the crossmodal reverse
decoder
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We developed several methods to handle the MLU-FI tasks (Magassouba et al.
2018, 2019, 2020; Ishikawa and Sugiura 2021; Otsuki et al. 2023; Iioka et al. 2023).
Figure 5.18 illustrates the structure of the multimodal diffusion segmentation model
(MDSM) (Iioka et al. 2023). This model produces a segmentation mask corre-
sponding to a target object described in a natural language sentence using various
reference expressions. Initially, a segmentation mask is created and enhanced in the
subsequent phase. Our dual-phase segmentation approach covers areas more effec-
tively than traditional single-phase models. Additionally, our method refines these
areas using linguistic data, allowing us to anticipate the generation of masks that
accurately represent both the instructions and the object area.

To validate our approach, we created the SHIMRIE dataset, which met all the
necessary criteria. This dataset included 4341 images and 11,371 sentences, encom-
passing a vocabulary of 3558 words, amounting to a total of 196,541 words, and
an average sentence length of 18.8 words. Within the SHIMRIE dataset, there were
10,153 training, 856 validation, and 362 test samples.

Table 5.2 presents the quantitative comparisons between the baseline method (i)
and the variations in our proposed method. These results include the mean values
and standard deviations of the five experiments. Table 5.2 indicates that the mean
Intersection over Union (mIoU) for method (i) was 24.27%, whereas that for method
(ii) was 30.19%. Thus, method (ii) achieved a 5.92-point improvement over method
(i). Furthermore, method (ii) matches or surpasses method (i) in both the object
Intersection over Union (oIoU) and precision at the k (P@k) metrics. The mIoU
for method (iii) reached 34.40%, exceeding that of method (i) by 10.13 points, and
method (iii) performed better than method (i) in terms of oIoU and P@k.

Figure 5.19 shows the qualitative results. This figure compares the prediction
results of the baseline method (panels (a) and (c)) with those of the proposed method
(panels (c) and (d)). The instruction for the lower images was “Go to the lounge
and remove the small brown chair facing the counter,” with the chair in panel (c)
being the intended target. The baseline method incorrectly identified outside areas
as relevant, whereas our proposed method produced a more accurate mask for the
designated object than the baseline method.

5.4.2 Multimodal Language Understanding in “Carry” Tasks

In tackling multimodal language comprehension for “carry” tasks, we have devel-
oped various methods (Magassouba et al. 2021; Ishikawa and Sugiura 2022; Kaneda
et al. 2023; Korekata et al. 2023). This task is called the dual-referring expression
comprehension with fetch-and-carry (DREC-fc) task. In DREC-fc, upon receiving
an instruction with referring expressions, the CA comprehends the intended object
and its destination among various everyday items or furniture, and then transports the
object to that location. Consequently, this task was divided into two segments: under-
standing the language and performing actions. The terms used in this subsection are
defined as follows:
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(a) Baseline (b) MDSM (c) Baseline (d) MDSM

Fig. 5.19 Qualitative results on the SHIMRIE dataset. Panels a and b “Go to the laundry room and
straighten the picture closest to the light switch.” Panels c and d “Go to the lounge and remove the
small brown chair facing the counter.”

• Destination: furniture piece on which the target object is to be placed.
• Destination candidate: A furniture piece that the model predicts matches the

destination.

To address the DREC-fc task, we developed the Switching Head–Tail Funnel
UNITER (SHeFU) (Korekata et al. 2023), which is capable of identifying both target
objects and destinations independently using a unified model. Figure 5.20 illustrates
the structure of the SHeFU.

The operational complexity of the SHeFU is O(M + N), as opposed to O(M ×
N), whereM represents the number of potential target objects andN is the number of
possible destinations. Unlike existingmethods, our approach implements a switching
head–tail mechanism, enabling the processing of both the target object and destina-
tion candidates through a single model. The switching head mechanism implicitly
shares parameters within the model to predict both the target object and the destina-
tion. On the other hand, the Switching Tail mechanism facilitates the simultaneous
learning of multiple tasks. These mechanisms consider both the visual and linguistic
elements of the destination when predicting the target object, and vice versa. More-
over, separate models are not required because one model is sufficient for both
tasks.

Fig. 5.20 The structure of SheFU, which consists of switching image embedder and funnel
transformer
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Table 5.3 Language
comprehension accuracy on
the ALFRED-fc dataset and
the real-world environment

[%] Method ALFRED-fc Real

(i) Baseline (extended TDU [9]) 79.4 ± 2.76 52.0

(ii) Ours (W/o switching head) 78.4 ± 2.05 –

(iii) Ours (W/o switching tail) 76.9 ± 2.91 –

(iv) Ours (SHeFU) 83.1 ± 2.00 55.9

The best score is in bold

To validate the SHeFU, we performed both simulated and real-world experi-
ments, as detailed in Korekata et al. (2023). Table 5.3 presents the quantitative
outcomes. This table compares the precision of various methods on the ALFRED-fc
dataset. According to Table 5.3, our proposed method (iv) attained a success rate
of 83.1%, compared to 79.4% for the foundational method (i). Hence, our approach
outperformed the baseline method by a margin of 3.7 points.

Figure 5.21 illustrates the qualitative outcomes of the physical experiments. In
the upper panels, the identified target object and destination are the red chips and
white table with the soccer ball, respectively. The CA picked the chips precisely and
positioned them adeptly on the table. Similarly, in the lower panels, the identified
target object and destination were the green cup and blue bin, respectively. The CA
picks up the cup precisely and places it in the bin.

Fig. 5.21 Qualitative results of the physical experiments. From left to right: target object candidate,
destination candidate, scene of object grasping, and scene of object placing. Red, orange, and blue
bounding boxes represent the ground truth region of the target object, the ground truth region of the
destination, and the target object or destination candidates, respectively
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5.5 Research and Development of Daily-Physical-Support
CAs

Cybernetic Avatars (CAs) are expected to provide daily physical support in various
service environments such as offices, hospitals, and homes. These specific CAs are
referred to as Daily-Physical-Support (DPS) CAs. To effectively perform DPS tasks,
alleviate user fatigue, reduce workload, and enhance productivity, DPS-CAs must
possess a degree of autonomy; they should be semi-autonomous. CAs require phys-
ical bodies for exploring the real world and interacting with objects and people.
Consequently, DPS-CAs are essentially remotely teleoperated semi-autonomous
robots. Furthermore, it is crucial for these robots to comprehend instructions to
accomplish tasks on behalf of humans. This section introduces research and devel-
opment in the field of DPS-CAs, focusing on acquiring and applying the necessary
knowledge for task execution in daily environments and understanding context-based
languages.

DPS-CAs should be semi-autonomous. Consider remote work scenarios in which
DPS-CAs operate from home but are physically located in the workplace. Simple
physical teleoperation is inadequate because it neither reducesworkloadnor enhances
productivity. For instance, imagine a scenario in which a remote robot is tasked with
retrieving a specific package to be delivered to an office. Directly manipulating a
robot’s arms, hands, wheels, and visual systems through remote controllers such as
joysticks or motion capture systems is time consuming and requires an unreasonable
additional workload for remote operators.

An alternative approachmight be to instruct theDPS-CA as onewould a colleague
or secretary: “Please go to the reception on the first floor, ask Emily to give you the
package that arrived yesterday, open the box, and pass the contents to Jochen.” The
aim of implementing DPS-CAs is to reduce the workloads of remote workers. There-
fore, a direct-control teleoperation method does not satisfy this objective sufficiently
or effectively improve productivity.

The ability of robots to understand and interpret semiotic (e.g., linguistic) infor-
mation during interactions is vital. The DPS-CAs must comprehend user requests
by leveraging their knowledge of specific environments and tasks. In a service envi-
ronment, DPS-CAs must interpret instructions from remote users and possess local
workplace knowledge. Remote robots must grasp the nuances of requests, which
often involve complex physical and semantic operations. For instance, the robot
must understand the locations of “the reception,” the significance of “the baggage,”
the identities of “Emily” and “Jochen,” and the action implied by “pass the content.”
Prior learning of this local semiotic knowledge, including the names of places and
people, room locations, meanings of commonly used phrases, map layouts, and
typical human behavioral patterns, is essential for effective service in such scenarios.

Taniguchi et al. (2021) highlighted the necessity of semiotically dynamic adapta-
tions, both onsite and online, to local environments, enabling robots to perform DPS
tasks when instructed via natural language from remote locations. They refer to this
capability as semiotically adaptive cognition. Local semiotic knowledge pertains
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to the association between linguistic information and the experiences or activi-
ties in specific environments. This knowledge cannot be acquired before a robot
is deployed in the workplace. Foundation models trained on extensive pre-existing
datasets (Bommasani et al. 2021) have recently become popular and widely used
(Ahn et al. 2022; Liang et al. 2023; Huang et al. 2022). However, the integration of
foundation models alone is insufficient because it only allows the system to learn
globally applicable knowledge. Local knowledge, such as the layout and appearance
of specific rooms in an office, is not available in open datasets, and thus cannot be
pre-learned.

Therefore, the development of practical machine learning methods that enable
service robots to acquire local semiotic knowledge in situ and in real time is a
significant area of research.

This section addresses the three key topics and related studies on the develop-
ment of DPS-CAs. First, it discusses the integration of processes of local and global
knowledge. Second, we explore active methods for acquiring local semantic knowl-
edge. Third, it discusses the application of this knowledge to context-based language
understanding, particularly in resolving exophoras. This section concludes the paper
with a summary of the topics.

5.5.1 Integration of Common Sense and Local knowledge

The development of semiotically adaptivemachine cognition that integrates local and
global knowledge (common sense) presents a significant challenge. In the aforemen-
tioned example, the concept of “reception” depends on the specific environment but
typically shares certain visual characteristics across different contexts. The former
and the latter correspond to local and global knowledge, respectively. The effective
merging of these two types of knowledge, ideally within a unified theoretical and
software framework, is essential.

Recent advancements in deep and self-supervised learning have enabled the use of
large language and foundationmodels (Bommasani et al. 2021).Knowledge indepen-
dent of a specific environment is referred to as global knowledge or common sense.
However, this alone is insufficient for effective functioning of DPS-CAs in specific
environments. For instance, while many items fall under the category of “baggage,”
the specific piece of baggage referred to in an instruction is unique. The context is
the key to identifying the intended object. This scenario exemplifies the need for
local knowledge, in which the DPS-CA must be aware of the specific location of the
target baggage.

The integration of global and local knowledge can be viewed as a form of transfer
learning, which has been explored to enable highly accurate predictions using limited
data. Transfer learning, or knowledge transfer, is pivotal for onsite and online learning
using a service robot, allowing the model to adapt to new environments and acquire
knowledge from minimal data. This approach facilitates swift acquisition of local
knowledge. In service robotics, this integration can bemodeledwithin the framework
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of a probabilistic generative model, considering the relationship between a latent
variable and its prior. Hagiwara et al. (2021) developed a hierarchical Bayesian
model for spatial concept formation that used global knowledge as a latent variable
to expedite learning in new environments. Katsumata et al. (2020) applied generative
adversarial networks (GANs) to model complex knowledge in semantic mapping
across various home environments.

Hasegawa et al. (2023a) proposed a novel method that combines probabilistic
logic with multimodal spatial concepts, enabling a robot to quickly learn the rela-
tionships between places and objects in a new environment. Figure 5.22 illustrates
a cognitive system integrating global and local knowledge. They employed proba-
bilistic logic to represent common sense knowledge of place-object relationships.
In their experiments, the robot searched for daily objects, including those without
predefined locations. The effectiveness of this method was demonstrated by the
reduced number of place visits required for the robot to locate all objects. Further-
more, they enhanced their method by incorporating LLMs, such as GPT-4 (OpenAI
2023), which not only provides common sense but also aids DPS-CAs in planning
sequential actions (Hasegawa et al. 2023b, c).

Can you find an oral medication ?

Please bring it to the living room.

Global knowledge 
(Common Sense)

e.g.

Large Language Model

Local Knowledge

e.g.

Spatial Concept Model
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(a) Integration (b) Prediction of Placements

(b)(c)

(c) Action Planning

Navigation (bedroom)

Detection (oral medication)

Succeeded

…

Place (living room)

Succeeded

Fig. 5.22 Integration of global knowledge (common sense) and local knowledge, essential in
specific task environments. By utilizing both types of knowledge, service robots can comprehend
human linguistic instructions and execute specific tasks in varied environments
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5.5.2 Active Semantic Mapping and Exploration in Local
Environment

Acknowledging the importance of acquiring local knowledge through DPS-CAs,
the effort required by users and developers to collect sufficient data from each local
environment is significant. Therefore, methods that minimize the human effort in
this learning process (ideally to zero) are highly desirable.

Active exploration is a key strategy for accelerating onsite and online adaptations
while reducing user involvement. For a robot to quickly adapt to a new environment,
it is crucial to acquire local knowledge, such as spatial concept formation (Taniguchi
et al. 2016, 2017, 2020a, b), while actively exploring the environment. Many active
learning methods utilize criteria that represent uncertainties, such as information
gain, mutual information, and expected free energy (Friston et al. 2016).

For object identification and categorization, methods have been proposed for
active perception and exploration, enabling robots to observe information selectively
(Taniguchi et al. 2018; Yoshino et al. 2021). Active exploration in simultaneous
localization and mapping (active SLAM) has been extensively studied (Stachniss
2005; Thrun et al. 2005; Chaplot et al. 2020). In active SLAM, the robot actively
selects the next destination because it simultaneously generates a map and estimates
its position within the environment.

In our project, we aimed to develop an active learning method for spatial concept
formation (Taniguchi et al. 2023a). This approach allows robots to learn multimodal
place categories and spatial lexicons through online learning, thereby enabling them
to understand the semantic information of a place based on human linguistic instruc-
tions, even from remote locations. Such active decision-making can significantly
alleviate the operational burden on humans.

Ishikawa et al. (2023) proposed an active semanticmappingmethod for household
robots to facilitate rapid indoor adaptation and reduce the user burden (Fig. 5.23).
They introducedActive-SpCoSLAM, a system that enables a robot to actively explore
unexplored areas, using CLIP for image captioning to provide a flexible vocabulary
as a substitute for human instructions. The robot’s actions were determined by calcu-
lating the information gain by integrating both semantic and SLAM uncertainties.
Their results demonstrated that this method allowed rapid coverage of the environ-
ment and efficient gathering of data for object discovery tasks, thus reducing user
effort and enhancing the adaptability of the robot.

5.5.3 Understanding Situated Language

A key question is how the DPS-CA can leverage local knowledge and situate multi-
modal sensory information to comprehend the linguistic instructions of human users.
A prime example is exophora resolution (Yu et al. 2019, 2021). In contrast to



5 Cooperative Control of Multiple CAs 181

Move Repeat

Map Spatial concept

Which action is most informative?

Image

Self-position

Spatial concept learning

A room with a couch, table, 
and a tv.

Caption

A room with a desk, chairs
and a laptop.

Navigation with SLAM

Fig. 5.23 Active semantic mapping service robots (Ishikawa et al. 2023). The robot autonomously
explores the environment to build a map that assigns semantic meaning to each place and locates
objects without human intervention

endophora resolution, which can be addressed using text data, exophora resolu-
tion requires external contextual information (Park and Kim 2023). For instance, if
a user says, “Please take that bottle and bring it to her,” DPS-CA needs to identify
the specific bottle in the external world and the person to whom it should be brought.
Several sources of information beyond text must be utilized in this process. The
word “that” suggests that the bottle was located at a distance. If the user is pointing,
the direction indicated may provide DPS-CA with additional clues for identifying
the target object (Chen et al. 2021). Moreover, local knowledge about the place-
ment of objects and their usage frequency can aid in decision-making. Naturally, the
appearance of the object, or its “bottle-ness,” its bottleneck, also plays a role.

Oyama et al. (2023) developed a method and system for DPS-CA that resolved
ambiguity in language instructions containingdemonstratives through exophora reso-
lution using real-world multimodal information. The CA achieves this by incorpo-
rating three types of information: (1) likelihoods of object categories, (2) demonstra-
tives, and (3) pointing gestures, along with knowledge of objects acquired from the
robot’s prior exploration of the environment (Fig. 5.24).

5.5.4 Summary

This section has focused on the challenges and strategies involved in acquiring semi-
otic knowledge in local environments for the development of Daily-Physical-Support
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Take that bottle

Bottle : 0.87

Bottle : 0.06

Bottle : 0.93

Bottle : 0.13

Home environment map: Object

Object name: “Bottle”

Demonstrative: “that”

Pointing vector

Target object

Which is “that bottle” 
in this room?

Fig. 5.24 Exophora resolution in linguistic instructions with a demonstrative in a service robotics
scenario (Oyama et al. 2023). The robot identifies the object specified by a user through ambiguous
verbal instructions and information gathered during prior exploration of the environment. Unlike
endophora resolution, exophora resolution requires real-world situated multimodal information

Cybernetic Avatars (DPS-CAs). The discussion begins by identifying the motiva-
tions and challenges in this area of research. Subsequently, three critical topics were
addressed, each pivotal to the advancement of DPS-CAs.

First, the integration of local and global knowledgewas examined. This integration
is essential for the effective functioning of DPS-CAs across diverse environments,
allowing them to apply broad, universally applicable concepts, while adapting to
specific local contexts.

Second, the significance of active exploration in acquiring local semantic knowl-
edge was highlighted. Active semantic mapping and exploration enable DPS-CAs to
learn about their environments autonomously, thereby reducing the need for intensive
human involvement in data collection.

Third, the use of local knowledge in situated language understanding, particu-
larly in exophora resolution, is explored. This functionality is crucial for DPS-CAs
to interpret and respond accurately to human instructions, particularly when these
instructions are context-dependent or contain ambiguous elements.

Although recent advancements in pretrained foundationmodels, especially LLMs
(OpenAI 2023), are noteworthy, their isolated application falls short in actual service
environments.Amore comprehensive approach that involves the integration of cogni-
tive modules and the amalgamation of global and local knowledge is required. This
is not merely a technical requirement for performing tasks in a physical environment,
but a vital aspect of effective situated language understanding and task execution by
DPS-CAs.

In summary, the development of DPS-CAs, as presented in this section, repre-
sents a complex challenge that transcends the boundaries between traditional AI and
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robotics. The ongoing exploration and enhancement of these dimensions are key to
the development of CAs, ushering in a new era of sophistication and functionality.

5.6 Tactile Sensing and Control for CA Manipulation

5.6.1 Overview of CA Manipulation

5.6.1.1 Expected Physical Support of CA

Physical work in the real world is an area in which CAs that operate remotely or
autonomously are expected to play an active role. By enabling physical work at
a distance, CAs will be able to not only communicate with people and monitor
equipment, but also help with household chores and plant operations. The ability of
many people to be physically involved in social activities through CAs will lead to
both the maintenance of social infrastructure and a sense of fulfillment.

One of themost sophisticated examples of remote physicalwork is roboticmedical
surgery. In such cases, a person with specialized skills is required to move the remote
body accurately with detailed knowledge of the worksite. On the other hand, there
are simple but process-intensive physical tasks such as cleaning a messy room.What
is required here is ease, speed, and the ability to accomplish the intended task with
simple operations. If the operation is simple, multiple tasks can be performed in
parallel.

It is important for CA to become popular in society that it be easy (and even fun)
to handle without special training and without stress, and this research is developing
technology to improve CA’s hand skills.

The key to this research is the implementation of sensing capabilities in CA’s
hands and the generation of primitive (rational and reflexive) movements based on
the acquired information.

For a remotely operated CA, the operator is equivalent to a higher-level planner of
the system. If the most difficult operations involving physical contact are supported
by the tactile-sensing function of the CA, (1) the operator will not have to concentrate
on each task. (2) The operator does not have to stare at the monitor and become tired.
(3) Multiple operations (such as handling two arms for different purposes) can be
performed simultaneously. In addition, (4) even if there is a communication delay
between the operator and CA, damage due to collision can be avoided.

5.6.1.2 Sensing Function for the Hand of Physical Support CA

Here, we consider the sensing functions necessary for physical support CA. The
mechanical reproduction of human tactile-sensing functions has long been an active
research area in robotics. Tactile sensors in robotics capture mechanical actions, such
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as the occurrence and loss of contact, force, and vibration, as changes in electrical
signals. Various structures have been proposed, including resistive, capacitive, and
optical types, which do not need to be based on the same principle as the human tactile
sense. It is important to note that the structure and output information of the sensor
must be compatible with the purpose of its use, operating environment, structure,
and movement of the body on which it is mounted.

Although the body structures of physical support CAs are diverse, we consider
cooperative robots equippedwithmultifingeredhands andmobilemanipulators. They
are constructed of rigid materials and driven by electromagnetic motors through
reduction gears. Although they provide the speed, accuracy, and payload required
for work, they lack the softness of body structure. For these CAs to safely and
physically interactwith theworldwhile demonstrating theirmotor skills, the adoption
of proximity sensation as a spatially extended tactile sensation is appropriate.

Proximity sensing uses optical reflection and capacitance changes to provide
tactile-like information about the presence of nearby objects in a non-contact manner
(Navarro et al. 2022). TheCA’s hand equippedwith proximity sensors begins to detect
the object to be grasped once it is approached by the operator. Trajectory correction
based on proximity sensing allows the hand pose of the CA to become appropriate
for grasping an object with a simple operation.

This section outlines the techniques developed for CA hand manipulation.
Section 5.6.2 describes the structure and characteristics of the proximity sensor.
The sensor can find an object, follow the hand to the object, and provide useful infor-
mation until the hand grasps the object. Section 5.6.3 describes the grasp stability
prediction based on proximity sensing. It describes a method for the real-time selec-
tion of contact points to stably constrain an object, even if an accurate shapemodel of
the object is not provided in advance. Section 5.6.4 describes the semi-autonomous
teleoperation system that incorporates proximity sensing. This describes how the
system realizes safe and secure object grasping while reflecting the intent of the
operator.

5.6.2 Proximity Sensor for CA’s Hand

5.6.2.1 Principle and Structure

Aproximity sensor uses the reflection of infrared light to detect the surfaces of nearby
objects. It comprises infrared light emitters (LEDs), receivers (phototransistors), and
electronic circuits that perform computation and amplification.

To integrate the sensor into the hemispherical fingertip surface, its electronic
components were mounted on a dedicated flexible substrate and positioned three-
dimensionally using positioning components fabricated using a 3D printer. As shown
in Fig. 5.25, it has a layered structure inside the fingertip with a radius of 20 mm:
from the outside, a transparent coating layer, an LED layer, and a phototransistor
layer. The layered structure allows spatially dense optical element placement and
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Fig. 5.25 Proximity sensor embedded on the fingertips of CA’s hand

prevents direct incidence from the LEDs to the phototransistors. The transparent
coating protected the sensor surface and increased the friction coefficient with little
interference from light transmission.

5.6.2.2 Specifications

The specifications and functions of the fingertip proximity sensor are presented in
Table 5.4 and Fig. 5.26.

The sensor can estimate the distance dm and orientation (pitch angle θp and roll
angle θr) of the nearest local surface from the fingertip at 1000 Hz. This infor-
mation was extracted from the photocurrent distribution of the phototransistors by
analog computation and was output as an analog voltage. The detection range is
approximately 0 ≤ dm ≤ 30 [mm] and −40 ≤ θp, θr ≤ 40 [°].

The sensor can also estimate the approximate curvature ρ of the local surface
at 500 Hz. This information was obtained from the raw value of the photocur-
rent distribution via serial SPI communication. The range that can be estimated is
−0.033 ≤ ρ ≤ 0.033 [mm−1] (i.e., convex and concave surfaces with radii greater
than 30 mm).

Table 5.4 Specifications of the fingertip proximity sensor

Type of proximity sensing Optical reflected light intensity (O-RLI)

Available information Distance, orientation, local curvature, and point cloud

Range (distance) 0–30 mm

Range (orientation) − 40–40°

Range (curvature) − 0.033–0.033 mm−1

Sampling rate 1000 Hz (for distance and orientation)

500 Hz (for curvature)
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Fig. 5.26 Proximity sensing function: a distance and orientation estimation,b curvature estimation,
and c point cloud generation

In addition, the sensor can generate a point cloud of an object by non-contact scan-
ning. This is achieved by combining the sensing described above: distance estimation
for fingertip feedback control and local shape estimation for 3D shape reconstruction.

The characteristics of each sensing function are described in Suzuki (2021, 2022,
2023).

5.6.2.3 Summary and Future Perspectives on Sensing

From the viewpoint of a CA that performs physical work through remote control,
the features of the proximity-sensing function can be summarized as follows:

• Objects can be detected several tens of millimeters before the fingertip touches
the object, thus avoiding unintended collisions owing to operator errors.

• For operators with blind spots, the system can provide information on the
environment and location of the objects that complement them.

• When approaching an object and determining its grasping pose, the position of
the future contact point and local shape can be predicted. This helps to determine
whether it is safe to perform a grasping action (see Sect. 5.6.3).

• Because the detection range includes a distance dm = 0, it also functions as a
tactile sense to determine the occurrence and disappearance of contact. In other
words, it can determine whether contact is correctly maintained during object
grasping.

• A wider range of proximity sensors can also be mounted on the palm to support
the maneuvers of the operator toward an object.

5.6.3 Operational Assistance Based on Proximity Sensing

5.6.3.1 Strategy for Operational Assistance

For operators who perform remote manipulations with the CA’s hand, it is difficult
to determine the optimal hand pose for grasping a target object. For example, when
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Fig. 5.27 Operational assistance based on grasp stability prediction: a prediction of future contact
points and their normal vectors, and b strategy of the assisted grasp with b-1 approaching with
avoiding collision, b-2 adjusting of the hand position, and b-3 making contacts at the pose with
high mechanical stability

looking down at an object from the head of the CA where a camera is installed, the
distance to the object is not intuitively recognizable. However, this approach tends
to be too short to avoid collisions. Consequently, the hand cannot apply the force in
the direction required to lift the object.

To enable safe and easy maneuvering by the operator, it is desirable to provide
operational support such that the hand pose that realizes stable grasping is selected
naturally and rationally during the approach process. To achieve this based on the
proximity-sensing function, this research proposes a non-contact, real-time grasp
stability prediction method (Fig. 5.27).

Grasp stability is a metric of the degree to which the equilibrium of forces
and moments acting on an object, or the constraint of object motion, is achieved
mechanically or geometrically. The proposed method is based on the mechanical
stability.

To evaluate the equilibrium of the forces and moments acting on an object, infor-
mation regarding the positions of all contact points between the object and the
fingertips and the orientations of their tangent planes is required.

In general, if the shape model of an object is not provided in advance, this infor-
mation is only available after contact has been made. Therefore, re-grasping must
be performed until a stable grasp is obtained. On the other hand, the developed
proximity sensing enables the estimation of the shape of the object surface before
contact. Therefore, at each time step of the approach, it is possible to predict “whether
starting the grasp now would produce a good result.” This allowed the selection of
a combination of contact positions with high mechanical stability, even if the object
was being grasped for the first time.
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5.6.3.2 Primitive Motions Based on Grasp Stability Prediction

(1) Grasp Stability Prediction
While the fingertip is in motion in the vicinity of an object, the system always

predicts the position of a point on the surface of the object that the fingertip will
contact and the direction perpendicular to the tangent plane (Suzuki et al. 2022).

Next, the grasp wrench space (GWS) generated by combining the predicted
contact points is calculated. A wrench is a set of forces and moments, and the
GWS is the set of all wrenches that can be applied to an object via contact points.
The GWS is calculated as the Minkowski sum of the wrench space that can be
generated by the forces at each contact point.

Finally, the radius of the largest sphere (6D) contained in the GWS centered
at the origin is determined as the evaluated value of grasp stability. The larger
this metric is, the more it can withstand an external wrench in any direction.

(2) Motion Control Primitives
Keeping Distance and Posture: The fundamental and consistently used

motion control in the proposed method is a feedback control that maintains the
fingertip at a constant distance and posture from the surface of nearby objects.
Here, the torques at the finger joints are determined such that the distance is a
constant value, and the posture is such that the center of the fingertip is directly
opposite the surface of the nearby object (Fig. 5.28a).

Approaching/Contacting: We also introduced a motion control for
approaching the fingertip to the target contact point and applying a contact
force, which should be generated when the grasp stability metric is high. The
torque for the approachingmotion is determined to provide the target velocity of
the fingertip to the nearest point (Fig. 5.28b). The torque for the contact motion
is determined to generate the target force at the contact point on the fingertip
(Fig. 5.28c).

Fig. 5.28 Motion control primitives: a keeping distance and orientation, b approaching, and
c contacting
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5.6.3.3 Summary and Future Perspectives on Operational Assistance

Considering the difficulties in remote manipulation by the CA, the key points of
operational assistance are as follows:

• Primary decision-making, such as when and what to approach and from what
direction, is reflectedby the operatorwith semi-autonomous assistance for difficult
to maneuver parts that involve contact.

• The motion control for operational support is implemented as a primitive for
purposeful local feedback.

• All primitives are in a torque-control-based form, which can be superimposed on
the operator’s operational input (Sect. 5.6.4.2 (4)).

5.6.4 Integration with Teleoperation System

5.6.4.1 Essentials of Integrating Teleoperation and Assistance

The target task is to grasp an object randomly placed in front of a teleoperated
CA. The primary player is the operator, and the operational support should generate
additive movements to improve the success rate of the task while adhering to the
operator’s intentions.

The key points in the integration of teleoperation and assistance are (Fig. 5.29).

• The trajectory of the hand and opening/closing of the fingers are proactively
determined by the operator. These are inputted via the interface for control, with
the former in the form of velocity of the wrist and the latter in the form of torque
of the finger joints.

• The low-level controller for assistance interprets the operator’s intent from the
operational input while estimating the state between the hand and the object from
the proximity sensory information. It then applies corrections to the velocity of
the wrist and the torque of the finger joints.

• The operator can switch between the activation and deactivation of assistance at
any time.

Fig. 5.29 Pipeline of the teleoperation of CA manipulation integrated with proximity-based
operational assistance
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5.6.4.2 Teleoperation System

(1) Overall Configuration
The overall configuration of the teleoperation system built for manipulation

of the CA is shown in Fig. 5.30. The operator uses a control pad as an interface to
operate the CA remotely. The operation input is sent to a remote computer via a
VPN server. The body of the CA consists of a robotic arm with a three-fingered
hand and proximity sensors mounted on the fingertips and palm. Additionally,
a web camera is installed at a position corresponding to the head and transmits
images in front of the CA to the operator. Computers and controllers at the
remote site process the operational inputs and sensor information to control the
motion of the robot arm and hand.

Note that time is required from the operator’s operation until the corre-
spondingmotion of the CA can be confirmed in the image. The time lag depends
on the experimental environment and is approximately 1 s in the worst cases.

(2) Operational Input via Control Pad
Only two analog sticks and two buttons (one digital and the other analog)

are used as operational inputs. Two sticks (left and right) are used to generate
the velocity command values for the CA wrist in three directions. Command
values are provided in the wrist frame.

While pressing the digital button, the velocity command is converted to an
angular velocity command around the tool center point (TCP). The position of
the TCP is set on the central axis of the hand at the average position of the three
fingertips.

Fig. 5.30 Remote operation system for CA manipulation
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The analog button generates a torque commandvalue for the finger joint in the
flexion direction. The magnitude of the torque is determined to be proportional
to the amount of indentation.

This operation can be performed within a few minutes because of practice
thanks to its simplicity, although individual differences can be observed.

(3) Integrated Control of Wrist Velocity
Two types of assistance were provided for the command values of the wrist

velocity based on the operational input.
One is the correction of the hand position using the palm proximity sensor.

The sensor is placed along the central axis of the hand. When an object deviates
from this axis, velocity is generated to move the hand in the direction of the
object. In addition, when the distance from the palm to the object is too small,
velocity is generated to move the hand away from the object.

The second is the correction of hand position and posture using the fingertip
proximity sensors. As the three fingertips approach the object, they indepen-
dently adjust their position and posture with the local surface of the object using
the control described in Sect. 5.6.3.2 (1). At this time, velocity is generated to
move the wrist such that the flexion angles of the finger joints are balanced.

With this assistance, the operator can direct the hand position and posture
toward the target object by easy operation.

(4) Integrated Control of Finger Joint Torque
For the command value of the finger joint torque, three types of assis-

tance were applied: maintaining distance and posture, approaching, and making
contact (Sect. 5.6.3.2 (2)).

Initially, only the motion for maintaining distance and posture is active. This
assistance prevents unintended fingertip collisions during hand movements. In
addition, if the operator increases the finger joint torque in an inappropriate
hand pose (i.e., the evaluated value of the grasp stability is low), the assistance
system resists this and does not lead to contact.

As the evaluated value of grasp stability increases, the repulsion is weakened,
and the fingertip is brought into contact. Simultaneously, to generate the proper
approach trajectory and contact force, the lower-level controller weakens the
torque of the operation input and produces motion controls for approaching and
contacting.

That is, when assistance is activated, the torque command value by the oper-
ator is interpreted as the strength of the grasping intention by the lower-level
controller, which finally determines the torque by the weighted addition of the
operational input and proximity-based assistance. An easy and practical opera-
tion that applies assistance involves providing the maximum torque command
from the beginning and pushing the hand toward the object. The fingertip moves
along the surface of the object, and when it reaches a mechanically stable pose,
the grasp is automatically executed.
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5.6.4.3 Experiment and Discussion

First, the teleoperation system was evaluated in a simple laboratory environment.
There is a slight delay caused by communication, but the operator cannot see the
CA directly. With this assistance, hand pose adjustment by the operator was rarely
required, and grasping was successful in the first approach in many cases. The time
required to lift an object was reduced by about half with the assistance.

The remote control system was also evaluated in a demonstration conducted at a
remote site (over 200 km away). In this case, the delay caused by the communication
cannot be ignored.With this assistance, the automatic adjustment of the hand position
by the palm proximity sensor was effective. When a dangerous operation input that
brought the hand too close to the object was provided owing to a delay, the hand was
able to repel the input, avoid a collision, and contribute to the safe grasping of the
object.

Although the above is a simple experiment, the findings and considerations from
this study are as follows:

• Individual differences in proficiency were observed when operating with the
control pad. Some people can perform grasping tasks smoothly once they become
accustomed to them.However, the option of using amore intuitive interface is also
necessary. An important advantage of semi-automated assistance is that it reduces
the number of channels required for operational input. This makes it suitable for
integration with motion capture systems and, in the future, with brain-machine
interfaces.

• Operators should understand how semi-automated assistance works visually in
advance. This finding was extracted from operators’ impressions during a remote
operation demonstration. In other words, knowing the performance of collision
avoidance and adaptation by assistance in advance enables operators to maneuver
the CA with greater security and sense of ownership.

5.7 Harmonized Control of Autonomous CAs Based
on Voluntary BMIs

5.7.1 Brain–Machine Interfaces

BMIs are technologies that connect the brain to external devices. Implantable BMIs
involve neurosurgical craniotomy to place electrodes in the skull, wirelessly transmit-
ting precise brainwaves measured from within the skull to an external computer via
a wireless implantable device, and using AI to decode these brainwaves to estimate
“what the person is trying to do” and operate external devices such as robotic arms.
If CAs can be operated using BMI, people with physical disabilities can operate CAs
simply by thinking, which can restore impaired functions. This is expected to be an
innovative technology for the social reintegration of people with physical disabilities.
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5.7.2 Significance of Harmonized Control Between CAs
and BMIs

We have been studying robot arm control using BMI for many years. As BMIs
are controlled based on the decoding results of brain signals, they excel in terms
of voluntariness. However, fine control is not always excellent and tends to fail
in grasping objects, such as a claw machine. However, robots excel in accurate
autonomous control, and if equipped with visual sensors, they can recognize objects
and autonomously grasp them accurately and reliably. Therefore, accurate control
of the CA can be achieved by performing a control that exploits the advantages of
BMI, which excels in voluntariness, and CA, which excels in autonomy. Based on
this idea, we have been developing a technology to harmoniously control the BMI
and CA. In this section, we provide an overview of the harmonious control of BMI
and CA, while explaining the surrounding technologies.

5.7.3 Implantable Brain–Machine Interfaces and Their
Target Diseases

In diseases such as amyotrophic lateral sclerosis (ALS), spinal cord injury, amputa-
tion, and post-stroke paralysis, the quality of life of patients is significantly impaired
owing to severe physical disabilities such as quadriplegia and speech disorders.
Implantable BMI is expected to be a medical technology for reconstructing physical
functions severely impaired due to these diseases. Among them, ALS is consid-
ered to be the disease that should be first applied to functional reconstruction by an
implantable BMI because of its extremely severe physical disability.

5.7.3.1 ALS

ALS is a disease in whichmotor neurons selectively and gradually disappear, making
movement and speaking difficult. It is a rare disease with an annual incidence of 1–
2 per 100,000 people, and the number of patients worldwide is 100,000–300,000.
Famous patients include baseball player Lou Gehrig (1903–1941) and physicist Dr.
Stephen Hawking (1942–2018). As ALS becomes more severe, patients communi-
cate with those around them by pressing switches with their fingers or by forehead
muscle contractions that move only slightly. Usually, the last body part to move is the
muscles around the eyes; however, when they cannot move, they enter a completely
locked-in state, a state where they cannot communicate with others. Most patients
require an artificial respiratory system because they cannot breathe within approx-
imately 3–5 years of disease onset. ALS is a disease that gradually progresses, but
functions other than motor function are relatively preserved. Therefore, patients
with ALS can understand what people are talking about, and the sensation of pain
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remains. However, it is difficult to convey these intentions to others; therefore, it is
a very stressful disease for both patients and their families who care for them.

5.7.3.2 The Dilemma Faced by Patients with ALS

The quality of life of patients with ALS is significantly impaired due to severe
physical disabilities. To understand this situation, we conducted a nationwide ques-
tionnaire survey in collaboration with the Japan ALS Association. We sent question-
naires to 1640 patients and received responses from 468 (Kageyama et al. 2020).
The following results were obtained:

(1) Desire to live
Most patients with ALS lose hope of living at least once, and there is an

incidence of assisted suicide. However, the questionnaire revealed that most
patients had a very high desire to live.

(2) Anxiety about being locked in
Most patients with ALS are very worried about becoming locked in.

(3) Anxiety about burdening caregivers
ALS is designated an intractable disease, and patients with ALS in Japan

can receive various healthcare services, including home-visit care and medical
services, with small monthly payments. Nevertheless, many patients worried
about imposing a great burden of care on their families. This is a dilemma
between the desire to live and desperation due to anxiety about being locked
in and the caregivers’ burdens. As a result, when the disease progresses and
breathing becomes difficult, only approximately 20% of patients choose to
undergo tracheostomy or artificial respiration (invasive artificial respiration),
which is the best way to prolong life. Whenever patients want to live alone, it
is difficult for them to choose to live alone. This is a social pain.

5.7.3.3 Many Patients with ALS Hope to Use Implantable BMI

In the questionnaire survey, we also asked the question, “If you can communicate
with others and manipulate robots to do daily various things, would you undergo
a surgical procedure to implant a BMI device?” (Fig. 5.31). Consequently, half the
patients hoped to use theirBMI.Amongpatientswhohave already undergone (or plan
to undergo) invasive artificial respiration, about 70%of patients hoped to use theBMI.
Even in patients who were hesitant about undergoing invasive artificial respiration
and thosewho had decided not to undergo artificial respiration, approximately 20%of
patients hoped to use BMI. Considering that this judgment changes decisions related
to life and death, 20% is a large number, and implantable BMIs can be considered a
significant technology that can provide hope for patients with ALS.
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Fig. 5.31 Desire to use implantable BMI in patients with ALS

5.7.4 Core Technology of Implantable BMI

Two core technologies are available for implantable BMI. One is the technology to
implant electrodes within the skull and measure accurate brain signals, and the other
is the technology to decode brain signals using AI.

5.7.4.1 Core Technology 1: Implantable Device

The most important technology in implantable BMIs is the device technology, which
can accurately measure brain signals. If brain signals can be measured accurately,
AI can decode their meaning. The CA can be manipulated accurately based on the
decoding results. However, because the device is implanted within the body, it is
a difficult technology. Neural decoding technology can be developed on an annual
basis, whereas the development of implantable devices requires a long period of time,
on the order of decades. AI is evolving rapidly and used worldwide. Many of the
latest AIs are open to use, and even the latest AI technology is easy to use. However,
the development of implantable devices is time consuming. Because it is implanted
in the body, it requires high reliability and safety, development costs a huge amount
of money, the hurdle for approval as a medical device is the highest, it damages the
image of the company, and liability for compensation in the event of trouble is large;
therefore, many companies hesitate to enter the implantable device market. This
tendency is particularly strong in Japanese companies. Cardiac pacemakers are good
examples of the special characteristics of medical technology. Cardiac pacemakers
have hardly changed in function or size for as long as 50 years since they were put
into practical use in the 1970s. In other words, once an implantable device such as a
cardiac pacemaker is approved, it can be used for a long period. Electrical stimulation
technology used in cardiac pacemakers is basically a technology used to treat the
body by stimulating it with electricity, but this electrical stimulation technology is
now also applied not only to heart diseases but also to neurological disorders such as
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Parkinson’s disease and intractable epilepsy. Therefore, it is expected that once the
technology of implantable BMI is established, it will become a technology that can
be used for a long period of time, including expanded clinical applications for other
diseases.

Depending on their location, various types of electrodes are used in implantable
BMIs, such as intracranial needle, cortical, and intravascular electrodes. Each
electrode is briefly described as follows.

Intracranial Needle Electrodes
Intracranial needle electrodes involve the insertion of several small needle-like elec-
trodes into the brain. It was originally used in the field of animal neuroscience.
Research using monkeys has shown that neurons in the motor cortex respond differ-
ently depending on the direction in which the monkey tries to move its hand (Geor-
gopoulos et al. 1986). This property is known as directional tuning. This property
implies that it is possible to estimate the direction in which the hand is moved and by
which neurons are activated. Using this property, the direction of the hand movement
can be reliably estimated. This method is now widely used for decoding movements
from brain signals, particularly in the United States. “Braingate” is the largest BMI
research group (Rubin et al. 2023).

Intracranial needle electrodes can accuratelymeasure brain signals; however, they
can cause brain damage. This damage causes chronic inflammatory reactions and
problems with gradual performance degradation over time.

In 2017, ElonMusk, the founder of TeslaMotors, established the startup company
Neuralink (Musk 2019). He invested over 100 million dollars of his own money to
develop a high-performance BMI.More than 500million dollars has been invested in
this field, and research and development are rapidly advancing. In animal experiments
using monkeys, it has been reported that monkeys can play a ping pong game just by
thinking about movement, and they have recently obtained approval from the FDA
to start a clinical trial. The BMI that Musk is developing is a type of intracranial
needle electrode that uses a special robot to insert as many as 1000 ultrathin thread-
like electrodes into the cortex, similar to a sewing machine. However, because it is
a needle type, it has the disadvantage of damaging the brain. In addition, surgery is
complicated and requires a dedicated precision robot, raising concerns about cost.
While Musk is working on invasive BMI, Facebook was developing a non-invasive
wearable BMI using an entire research building, but was already withdrawn. They
judged that non-invasive BMI for functional restoration is not realistic for the time
being because it is currently impossible to accurately measure brain signals without
noise contamination.

Intravascular Electrodes
In 2021, a technology was developed that placed a mesh-like electrode in a large
vein called the superior sagittal sinus in the parietal region of the skull by passing a
thin tube, called a microcatheter, into blood vessels (Oxley et al. 2016). The device,
called Stentrode, does not require craniotomy; therefore, FDA approval for clinical
trials was obtained relatively quickly, and trials have begun. It seems less invasive
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Fig. 5.32 Implantable BMI device

because it does not require a craniotomy. However, there is a risk of thrombus forma-
tion; therefore, the overall degree of invasiveness remains controversial. In addition,
because the electrode can only be placed inside a blood vessel and is difficult to place
in the optimal cortical area, there are disadvantages such as difficulty in achieving
high performance compared with other invasive methods, despite its invasiveness.

Intracranial Cortical Electrodes
We have been developing implantable BMI devices using an intracranial electrode
sheet placed on the brain surface for approximately 15 years (Hirata et al. 2011;
Matsushita et al. 2018; Yan et al. 2020, 2022, 2023a, b). These electrode sheets
are used in neurosurgery to identify epileptic foci based on their accurate recording
performance. We modified the electrodes to increase the inter-electrode spacing to a
few millimeters. The idea was to achieve a high-performance BMI by accurately
measuring brain signals using this intracranial cortical electrode. The recording
devicemust beminiaturized and implanted within the body. Therefore, we developed
sufficiently small electronicmodules including awireless power supplymodule using
resonant power supply technology, a wireless digital communication module, and
an integrated amplifier microchip that can amplify brain waves at the 100-channel
level with a high signal-to-noise ratio. We repeatedly evaluated these through animal
experiments and developed an implantable BMI device of approximately 3 cm ×
4 cm× 1 cm (Fig. 5.32). This sheet-like intracranial cortical electrode requires cran-
iotomy but does not damage the brain itself, and can be used stably for a long time,
which is an advantage over needle electrodes.

5.7.4.2 Core Technology 2: Neural Decoding
Decoding of Neuronal Activity
In 2008, the University of Pittsburgh reported BMI enabled 3-dimensional robot
arm control using nonhuman primate experiments (Velliste et al. 2008). After a
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microneedle electrode array was inserted into the motor cortex of a monkey, the
monkey was trained to control the robot arm using only the decoded brain signals.
After several months of training, the monkey could operate the robot arm freely, grab
food, bring it to its mouth, and eat it. They had already discovered about 20 years ago
thatwhen amonkey tries tomove its hand in various directions, specific neurons in the
motor cortex react differently depending on the direction (Georgopoulos et al. 1986).
Using this property, it is possible to estimate the direction in which the hand is moved
and the neurons that are activated. Therefore, they inserted several microneedle elec-
trodes into the monkey’s motor cortex, measured the activity of neurons, estimated
the direction in which the hand was moving, and moved the robot arm in that direc-
tion. Four years later, in 2012, they reported the results of a clinical research on
3D robot control based on BMI in humans (Collinger et al. 2013). A 52-year-old
female patient with quadriplegia due to spinocerebellar degeneration participated in
this study. Many microneedle electrodes were inserted into the motor cortex, the
direction of the upper limb movement was estimated from the brain signals, and
the patient was able to control the robot arm by thinking, bringing chocolate to her
mouth, and eating it. In the same year, Harvard University reported that a patient
with quadriplegia due to a brainstem stroke was able to drink juice by controlling a
robotic arm with only brain signals (Hochberg et al. 2012).

Decoding of Intracranial Brain Waves
In neurosurgery, it is important to ensure that surgeries can be performed safely
without impairing the function of the language and motor areas. In addition, it is
important to accurately identify epilepsy foci before surgery. For this purpose, a
craniotomy is performed, and a 4 × 5 cm electrode sheet is placed on the surface
of the brain to accurately investigate epilepsy foci and functional localization as
a preoperative examination. Using this intracranial electrode, we examined brain
activity during various movements and found that subtle neural activities in the high-
frequency band (60–200 Hz) could be measured, and that they accurately indicated
the cortical areas corresponding to their functions (Yanagisawa et al. 2011, 2012).
These high-frequency activities are difficult to measure using non-invasive scalp
electrodes. It was also found that, to instantly and accurately infer the movements
that a person is going to perform, it is essential to measure these high-frequency brain
activities. In other words, it has become clear that in order to achieve a practical BMI
for the purpose of functional reconstruction, it is necessary to implant electrodes
within the skull.

Neural Decoding Using AI
Here, we describe how an AI automatically distinguishes brain signals using a two-
dimensionalmodel for ease of understanding (Fig. 5.33). The brain performs different
functions depending on its location, and specific functions are localized to specific
brain regions. For example, when a person grasps and opens his/her hand, there
may be differences in the areas where the brain is activated. If the brain signals
are measured using one electrode, there may be differences in the measured brain
signals between the two movements. If we describe brain signal patterns using a
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two-dimensional plane by corresponding brain signals from an electrode and an
evaluation function to the x- and y-axes, respectively, we can plot each movement
data on this two-dimensional plane. The AI can learn a sufficiently large amount of
data for both movements and find a straight line (y = a × x + b) that becomes the
boundary between the two movements. For example, a support vector machine: a
standardmachine learning algorithm sets this boundary line tomaximize the distance
between twomovements. As a result, the AI can automatically distinguish whether to
grasp or open a hand based on this straight line. Similarly, more axes could be defined
for more electrodes. Therefore, a straight line (y= ax + b) is represented bymatrices
a and b. This AI concept is referred of AI called machine learning. In fact, recent AI
classifies on a scale of “tens of thousands of dimensions layered approximately ten
times”, which is called deep learning. Therefore, the AI must learn a large amount
of data, but it can achieve high performance.

Decoding of Natural Speech
In 2019, theUniversity of California, San Francisco, reported successfully inferring a
person’s natural speech content from intracranial brainwaves only (Anumanchipalli
et al. 2019).When a person tries to speak, brain commands related to themovement of
themouth, tongue, jaw, and pharynx during speech are issued from the corresponding
motor cortex. If we decode these brain signals, we can infer mouth movement.
Here, technology to estimate speech content from mouth movement has already
been established. Therefore, by combining the two methods, we can infer speech
content only from brain signals. This research is significant in that it shows that not
only the movement function of the limbs, but also speech function can be practically
reconstructed using BMI technology.

Decoding of Handwriting
In 2021, Stanford University reported a technology that allows intended characters
to be displayed on a screen when human subjects imagine the action of writing the
characters they want to write (Willett et al. 2021). The AI inferred the alphabet that
the subject intended to write from the patient’s neuronal signals. The subjects were
able to spell more than 110 characters per minute with an accuracy of over 90%.

Fig. 5.33 How AI
automatically distinguishes
brain signals?
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This research is also significant because it shows that writing can be performed by
BMIs at a practical level.

5.7.5 Harmonized Control of Autonomous CA and Voluntary
BMI

As mentioned in Sect. 5.4.7.2, by harmonizing the autonomous control of the CA
and the voluntary control of BMI, it is possible to enhance the overall performance
of CA control by BMI.We define the following formula to represent this harmonized
control:

vcmd = wp × vp + (
1 − wp

) × va

vcmd velocity of harmonized control
vp velocity of voluntary BMI control
va velocity of the autonomous avatar control
wp weight.

By compensating for the voluntary BMI control with autonomous avatar control,
we aim to optimize the overall performance through harmonized control.

5.7.5.1 Harmonized Control of CA’s Upper Limb Function

Based on the aforementioned concept, we developed a harmonized control method
for upper limb function of the CA. We designed a BMI manipulation task using
the CA arm to grab and move PET bottles. In this task, arm control was performed
based on BMI decoding until it approached the PET bottle.When the arm approaches
the PET bottle and the operator’s intention to grasp the bottle is detected by neural
decoding, fine controls, such as the fine approaching movement of the arm to the
bottle, the fine grasping movement of the hand, the fine opening movement of the
hand, and the grip, are autonomously controlled by the arm of the CA based on the
results of AI-based environmental recognition using vision sensors (Fig. 5.34). This
study showed that the harmonized control of CA and BMI enables the reconstruction
of practical upper limb function.

5.7.5.2 Harmonized Control of CA-Assisted Conversation

In addition to upper limb function, harmonized control of the CA and BMI may
enhance the overall conversation performance. For the implantable BMIs that we
developed, a flick operation is currently being developed (Fig. 5.34). However,
conversation using the flick operation is still slower than that using natural speech.
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Fig. 5.34 Harmonized control of autonomous CA and voluntary BMI

Therefore, we are developing technology that allows conversation at a speed close
to that of natural conversation. The CA autonomously creates a natural conversation
sentence from a keyword generated by the BMI-based flick operation, in addition to
considering the context of the conversation. We realized this by using the prompting
function of a generative AI to create an appropriate response sentence that includes,
for example, the keyword ‘interesting’ against the previous sentence “How do you
feel fishing?”. Furthermore, we developed a technology that estimates the emotional
factors inherent in the generated response sentence using generativeAI and allows the
CA to respond with an emotional expression that appropriately reflects the content
of the response sentence. Thus, even in conversation, it is possible to enhance the
overall performance by harmonizing voluntary BMI control and CA autonomous
control.

5.7.6 Extending Diversity of Devices Connected to BMI

A BMI can be connected to various external devices (Fig. 5.35). At the current tech-
nology level, it is possible to connect smart devices anduse themwithflick operations.
Even bedridden people with physical disabilities can be active in the metaverse or
Internetworld, similar to healthy people. It is nowalso possible to freely control home
appliances, nursing beds, electric wheelchairs, etc. Ultimately, the body’s movement
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Fig. 5.35 Extending diversity of devices connected to BMI

can be fully restored to its original level using implantable functional electrical stim-
ulation (a technology to move one’s muscles by electrical stimulation). Currently,
the development of implantable devices for BMI is progressing, clinical trials are
being conducted, and prospects for practical applications have been established. If
this becomes practical, the progress of functional restoration is expected to accel-
erate. In the future, if the measurement performance of BMI is further improved, the
accumulation of high-quality brain big data will progress, and the neural decoding
performance ofAIwill also improve,making it possible to further enhance the perfor-
mance with the autonomous control of the CA. Furthermore, various devices can be
connected to the patient’s brain, and the CA can be moved more freely in daily life
as well as in the virtual world, and it is expected that the era will come when physical
disabilities can be overcome.
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Chapter 6
Development of the CA Platform

Takahiro Miyashita, Akira Utsumi, and Takashi Yoshimi

Abstract The Cybernetic Avatar (CA) platform serves as a software foundation that
facilitates connections between CAs and teleoperators and empowers both of them to
deliver services to people. This chapter introduces the CA platform and emphasizes
its crucial attributes: scalability, customizability, and interoperability. We describe
the CA platform’s conceptual framework and social field experiments that leverage
its capabilities and discuss its international standardization efforts to maintain the
interoperability of the platform’s specifications. This comprehensive overview will
provide readers with a deeper understanding of the CA platform’s pivotal role in
advancing CAs and their applications.

6.1 Introduction

In this chapter, we describe a Cybernetic Avatar (CA) platform that enables active
participation in society for everyone. The CA platform is a software platform that
connects CAs and teleoperators and enables both to provide services to people. Any
person can actively engage and participate in social activities with CAs. Those who
previously struggled to engage in such daily activities as shopping or working in
physical spaces will be able to use CAs through the CA platform to effortlessly
participate in social life regardless of age, physical or cognitive state, appearance, or
gender hindrances.

Some companies (Zachiotis et al. 2018) have already begun to provide services
that support social participation by teleoperated robots and CG agents, including
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Fig. 6.1 Example scene of avatar symbiotic society

teleconference and teleguidance systems. Most such companies have independently
developed a CA that provides services. To enable social participation, various inter-
faces must be tailored to the situations of teleoperators, and different types of CAs
must be reconfigured to services and customers as well as many kinds of service
applications. A ubiquitous network robot platform (UNR-PF) has been proposed in
the field of networked robots (Kamei et al. 2012, 2017) for developing robots using
the same concept. However, robot components and service applications on UNR-PF
were created mainly for autonomous networked robots, not for remote operation
robots such as CAs. In this chapter, we introduce the development and prospects
of the CA platform that provides CA services. We outline the CA platform and its
system structure and also discuss its social implementation and various types of
interconnectivity for future prospects (Fig. 6.1).

6.2 What is a Cybernetic Avatar Platform (CAPF)?

6.2.1 Cybernetic Avatar Platform

The CA platform is a software foundation that connects multiple CAs and multiple
teleoperators and enables CAs to provide services. Figure 6.2 outlines the CA plat-
form structure and CA services. Our research group is currently developing a CA
platform that possesses these four basic functions:
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Fig. 6.2 Outline of CA platform structure and CA services

1. CA monitoring: Recording the data necessary for improving CA control and
functions such as the activity records of CAs, teleoperators, and those around the
CA.

2. CA experience management: Managing the CA experiences acquired by CA
monitoring and reusing them for functional improvements.

3. Multiple CAs control: Managing various CA services by linking CAs based on
the level of semi-autonomous technologies.

4. Teleoperator assignment: Combining many teleoperators and CAs depending on
the CA services provided.

ACA platformmust have the following three characteristics to serve as a software
platform that connects CAs and teleoperators:

1. Scalability: To function as a software platform for providing various CA services,
it must handle situations where multiple CAs are used by multiple teleoperators
at various service locations.

2. Customizability: For allowing teleoperators in various situations to use the
system, it must be designed so that teleoperators can customize the interface
for CA operations. Additional programs required for specific CAs and CA
services should be made available in combination with the CA platform’s basic
functionality.

3. Interoperability: Tomake the CA platform a software platform that connects CAs
and teleoperators, different types of CAs (developed by various companies) must
be connected.
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There is onemore important concept for controllingmultiple CAs for the CA plat-
form: semi-autonomous technology. Semi-autonomous technology simplifies oper-
ations that require a teleoperator to perform multiple steps. For example, one of
the goals of this project is to enable a single teleoperator to manipulate a large
number of CAs (Fig. 6.3). This capability has become possible by implementing
semi-autonomous technologies.

The nature of service provisions with CA depends on the type of CAs, the situ-
ations of the teleoperators and the CA service provision locations, and the kinds
of CA services. We are developing a CA platform that meets the requirements of
these diverse service provision conditions in various combinations. Functional social
demonstrations are progressing.

Fig. 6.3 Concept of controlling multiple CAs
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6.2.2 Implementation of Cybernetic Avatar Platform

This section describes a social implementation example for the CA platform and
its connection with CAs. Figure 6.4 shows the implementation’s overall structure.
To create a communication framework that is robust to user numbers and locations,
we used Amazon Web Services (AWSs). We used the WebRTC of Kinesis Video
Streams (KVSs) in AWS as a framework for connecting video and audio between
teleoperators and CAs and WebSocket for sending control commands to CAs.

Fig. 6.4 Implementation of CA platform
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Here, we assume three types of CAs for connecting them to the CA platform.
They are capable of actively providing services in both cyber and physical societies.
We explain these types of CAs and describe implementation examples as well as the
employed environment sensors as follows:

(1) Location-Fixed CA
A location-fixed CA is designed for tasks that do not require any ambulation,

such as reception, counter services, and product explanations. An example of
this type is Sota, made by Vstone, Ltd. (Fig. 6.4). A teleoperator communicates
through a camera and a microphone with people around Sota via WebRTC of
KVS; Sota’s operation commands are sent via WebSockets.

(2) Movable CA
A movable CA is intended for operations that are performed while going

from place to place, such as road guidance, security guards at facilities, and
explanations of multiple products in stores. An example of this type is Teleco,
made through our project.Video and audio taken fromcameras andmicrophones
on Teleco are sent by WebRTC of KVS, and operation commands are sent via
WebSocket in the same way as with Sota in a location-fixed CA. Teleco is given
a destination on a map to which it moves autonomously with the simultaneous
localization and mapping (SLAM) method. While the system is moving, the
teleoperator can communicate with those around the Teleco via KVS.

(3) CG-CA
A CG-CA is a kind of system that can approach the physical world, even

from the cyber world. Examples include CAs intended for tasks such as facility
guidance and product introduction to people in the physical world via digital
signage. Standard digital signage is not incorporated in a CA. A CG-CA can
provide information to customers along with a teleoperator’s hospitality from
within its digital signage. CG-CA implementation is identical as a location-fixed
CA and a movable CA in the physical world (Fig. 6.4). The physical world’s
video and audio are acquired by the camera and microphone on such CG-CA
display devices as digital signage and sent via aWebRTC ofKVS. The operation
commands of CG-CA are sent to Unity via WebSocket.

(4) Environment Sensors
In addition to the above three types ofCAs, environment sensors for obtaining

environmental information must also be connected to the CA platform. Infor-
mation about the environment surrounding the CA’s activities is essential to
facilitate teleoperator operations. On the CA platform, environment sensors
can be linked using the same connection method as that for CA to transmit
the sensors’ acquired environmental information to the teleoperator. Figure 6.4
shows how the sensors are connected.

In the previous section, we described the three characteristics required by a
software platform. Each is developed in this CA platform:

1. Scalability: The CA platform service is provided as a cloud service that utilizes
AWS on a web browser (Chrome). The number of CAs and teleoperators can be
handled by adjusting the number of virtual servers for the CA platform.



6 Development of the CA Platform 215

2. Customizability: Video, audio, and robot commands between the CA and the
teleoperator on the CA platform can be used by external programs through virtual
devices on each PC for the CA and the teleoperator. In addition, we are currently
developing a function that allows the windows and buttons of the CA platform
to be rearranged like a dashboard to simplify usage.

3. Interoperability: We connect various types of CAs to the CA platform using
WebRTC andWebSocket, which are already de facto and de jure communication
protocols, and the Robotic Interaction Service (RoIS) Framework, a description
method of softwaremodules for robots that is standardized in theObjectManage-
ment Group (OMG) (Object Management Group 2018a). We are also working
on the international standardization of the description method mentioned above.

In our project, we are conducting a field experiment on receptionist performance
at our company’s entrance using a location-fixed CA, environment sensors, and the
CA platform. Specifically, we are conducting experimentation on the functional and
social verifications of the “CA receptionwork” executed by a receptionist who is tele-
operating the CA.As shown in Fig. 6.5, the Android ERICA,which combines teleop-
eration and semi-autonomous technologies, is used as an actual location-fixedCA in a
workplace environment and is prepared for the remote control of reception services
in an entrance area (approximately 200 m2). We have been regularly conducting
reception demonstrations for about a year and have confirmed that reception work
can be accomplished through a CA.

Fig. 6.5 CA reception work in field experiment
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6.2.3 Discussion

We already described the concept of the CA platform, which is a software platform
that connects CAs and teleoperators to simplify participation in society through CAs
for people in various locations. We introduced our social implementation trial using
a CA platform that connects three types of CAs and environment sensors that assist
teleoperators. Our research group aims to create a society in which various people
can sustainably benefit from using CAs. In this section, we introduce a CA platform
that technically connects teleoperators and CAs. Further development is required to
use them in society. For example, a network is essential to connect teleoperators and
CAs, although sometimes it may be disconnected. Even in such cases, a mechanism
is needed to safely provide services via CAs. A mechanism is also required that
involves companies as CA developers and as service providers that implement CAs.
We will develop a CA platform, CAs, and a CA marketplace in the same manner,
for example, as Android OS, Android devices, and Google Play. We will introduce
these elements to the market and create a symbiotic society where CAs will actually
be active.

6.3 User/CA Activity Monitoring and Management

6.3.1 What is Activity Monitoring and Management?

Activity monitoring and management are one of the major components of the CA
platform. Since all human activities using a CA are performed via the CA platform,
they can bemonitored directly or indirectly1 by it. Data retrieved from themonitoring
include CA operation commands issued by human operators, the behaviors of CAs
and interaction partners, and sensory data detected by CA systems (e.g., positions,
human positions, and geometrical information of CA activity areas). In addition,
higher levels of information can be stored, such as the content of utterances, facial
expressions, and the emotions of humans obtained by analyzing video and audio
streams. Such information can improve the present and future CA services.

As mentioned above, the CA platform’s role is to deliver a variety of services
by dynamically connecting humans and various CAs. As shown in Fig. 6.2, in the
CA society, a person becomes an operator of a CA(s) to provide (as a servicer)
CA-based services to another person(s). At other times, the same person may be a
service user who receives a service provided by a CA(s) controlled by others. Nor is
the connection between humans and CAs always 1 to 1; it can be 1 to N or N to M.
One operator may simultaneously use a large number of CAs to provide a service
to a single person or multiple people. Alternatively, multiple operators at different

1 A separate monitoring program, such as WebRTC, must be prepared for the content of
communications conducted through P2P.
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locationsmay collaboratively controlmultipleCAs to achieve a single service. There-
fore, the time, location, number, and type of CAs to be assigned to a service might
differ for each use and can change dynamically. To handle such various service
conditions, the “CA manager” in the CA platform dynamically assigns appropriate
service participants (operator(s) and CA(s)) to every new service session based on
a service’s particular demands. To accomplish the assignments, the “CA manager”
refers to the several databases built into the platform that store information on oper-
ators (servicers, “operator database”), service users (“user database”), CAs (“CA
database”), and the properties of the CA activity space (“space database”). These
databases are updated and maintained through service sessions based on the infor-
mation provided by service applications. Furthermore, the CA activities controlled
by operator(s) in the service sessions are stored in the “CA activity database.” This
stored information contains CA behavior selected by a human operator in every
specific situation appearing in the service. An analysis of the dataset extracts the
service’s essential knowledge. In our project, the extracted information is used for
improving service. In other words, the knowledge and expertise of a service operator
is relayed to future operators of the service, a step that is expected to enhance the
collection and sharing of human experience and expertise about user activities.

6.3.2 Roles of Activity Monitoring and Management

The CA activity data stored in the activity database on the CA platform can be used in
many tasks for building a CA society, including supporting the operators and service
recipients and the development of CA-based services and the CA itself. We next
briefly explain these roles below.

(1) Support of Operators
Reducing the burden on CA operators is one critical purpose for monitoring

CA activities. Since monitoring places a heavy burden on the operators who
remotely manipulate a CAwith high degrees of motion and appearance freedom
(Rea Daniel and Seo Stela 2022), reducing the degree of operation freedom and
the frequency of operation demands is crucial.

A promising approach to solving this problem is predicting an operator’s
behavior based on past recorded activities. The system can thus predict the
behavior that the person should or is likely to do next and assist the operator by
presenting predicted behaviors as candidate actions.

Sharing activity history among multiple operators is also important for
supporting operators. By using the activity data, the operation talents of skillful
operators can be transferred to novice operators.

(2) Support for Recipients of CA Services
Services based on interactions with CAs, which are often very different from

conventional face-to-face services, may cause difficulties for service recipients.
On the other hand, much detailed activity data on CA services have become
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available on the CA platform. We can use these data to identify the source of
problems and overcome the difficulties faced by those who rely on CA-based
services.

(3) Service Development
Activity data provide an essential element in developing services as well. For

example, the preferences of service users can be reflected to improve services.
Activity data can also lead to the discovery and development of new services.
Generally, CA services have a hierarchical structure, and data gathered in lower-
level services can also be used for higher-level services. Sharing activity data
among different services based on this service hierarchy enhances the quality
of every related service.

(4) CA Development
Activity monitoring provides CA developers with rapid feedback on CA

usage in real-world situations..Moreover,CAactivity data that accumulate in the
CA platform can be used for efficient design, implementation, and verification
in a CA development cycle. The requirements received from CA servicers can
uncover real needs, which contribute to the development of CAs with new
functions. Furthermore, the CA platform defines a set of common functions and
protocols that CAs should hold, and such structure guides CA developers to
follow an open standard. This fuels the ability to guarantee the interoperability
of CAs.

In addition to the above roles, activity data can be used for more general purposes.
CA services should cover awide range of human activities. Alongwith the increasing
number of domains using CA-based services, activity monitoring can store a wide
range of human activities through avatars as common format data. These data should
contain various human activities using CAs worldwide. This critical set of data will
undoubtedly lead to the preservation of human knowledge, skills, and culture for
future generations.

6.3.3 Mechanism that Supports Activity Monitoring

Figure 6.6 shows the configuration of a typical CA-based service. Here, one operator
and one avatar are connected to a CA platform (as mentioned, this connection can be
N ×M), and the communication paths ofWebRTC (video and audio communication)
and WebSocket (commands and data communication) are established between them
via the CA platform. The operator pilots the remote CA by these communication
channels and interactswith the interactionpartner(s) at the sitewhere theCAoperates.
During the interactions, the observed data can be analyzed in real time to support the
interactions. For instance, showing speech recognition results increases the operator’s
understanding. Detection of the interaction partner’s attention to the CA is also
helpful so that the operator appropriately reacts to the partner. Thus, various types of
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Fig. 6.6 Activity monitoring

information supporting the use of activity data are expected to facilitate interactions
toward improving CA-based services.

To enhance the process, the CA platform manages all the available services in a
hierarchical structure that involves inheritance relationships among services, i.e., a
complex service that can be developed by combiningmultiple basic services. The CA
activity database also reflects the hierarchical structure and stores information based
on it. The collection of human experience based on this mechanism will contribute
to productive advances in society.

There are two types of CA services: One is where the servicer(s) controls the
CA(s), and the other type is where a service user controls the CA(s). In the former
type, CA services are provided by CA(s) controlled by a human operator (servicer).
In other words, these services extend human work styles beyond physical and spatial
restrictions using CAs. For instance, in a reception service, the assigned operator
engages in necessary conversation with visitors using a CA placed at the reception
desk. In the latter type, service users themselves control the CA(s) to receive services.
In a remote shopping service, a service user at home can remotely window shop, talk
with shop staff, and select goods via a CA(s) in an actual shopping mall. A user of a
sightseeing service can enjoy local activities through a CA without any travel time.
In both types of CA services, CA monitoring is a promising way to enhance present
and future service quality by using stored avatar and human behaviors.

Figure 6.7 shows an example sequence of monitored activities in a CA platform.
The recorded activity data contain commands for controlling the CA as well as the
motions of an interaction partner. In addition, the data contain speech recognition
results for both the operator’s utterances and those of the interaction partner.
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Fig. 6.7 Observed CA activities (example)

6.3.4 Application of Activity Monitoring

Next, we introduce two example applications where activity data are used. The first
one is an application for evaluating the operator’s actions based on activity data.
The second is a behavior-based recommendation to assist the operator during such
actions.

First, we introduce operator evaluations based on activity monitoring. As
mentioned in Sect. 6.3.1, an operator’s actions can always be monitored in the CA
platform, and we can evaluate the operator’s behavior in his/her CA operations.
Here we describe demonstration experiments held at a commercial facility (Asia &
Pacific Trade Center, Osaka, Japan) in July 2023. In the experiment, visitors to the
facility freely participated in the experiments as operators of a CA as well as interac-
tion partners (Fig. 6.8, left). We feed backed the evaluation results of the operation
to participants to influence their motivation (Fig. 6.8, right). This evaluation was
performed based on time duration, number and type of operation commands used in
the sessions, operator’s utterances, and the number of CAs they operated.

The second example is a behavior-based recommendation of an operator’s
speech and task in an avatar-based reception scenario. The following four types
of information can be observed in avatar-based interactions:

• Speech of avatar operator.
• Speech of interaction partner.
• Avatar behavior (= a series of actions invoked by the operator).
• Behavior of interaction partner.
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Fig. 6.8 Operator evaluation using activity data: left: experimental site, right: evaluation results
(example)

All four types of information mentioned above consist of time-series information.
Such information observed in a time window is expressed as a bag-of-words model,
i.e., a vector representation of the frequency of word occurrences.

Here, “words” are not only verbal bits of spoken language in an interaction
context but also “behavioral” words corresponding to avatar control commands and
the detected behavior of the interaction partner. Every time the human operator
invokes a speech or control command for the CA, and a combination of the observed
bag-of-words and the invoked speech or control command is stored in the database.

In the estimation phase, we employ a Naive Bayes approach to calculate the
scores for each behavior (speech and operation). After calculating the scores for all
the behaviors stored in the database, those with high scores are selected as candidate
behaviors that the operator should select in the current situation. These candidates
form a recommendation that is presented as GUI buttons to the operator who can
easily invoke the behaviors.

The recommendation accuracy for the speech is shown in Fig. 6.9. The score
rankings of the recommended candidates correctly matched the operator’s actual
speech. Almost 80% of the operator’s speech was correctly recommended within the
top-five ranking.

Figure 6.10 summarizes the differences in the operation styles between the with/
without recommendation conditions. The ratio of speeches registered as GUI buttons

Fig. 6.9 Recommendation
accuracy



222 T. Miyashita et al.

Fig. 6.10 Changes in operation style due to recommendations

increased from 31.6 to 42.8% in the “with recommendation” condition, an improve-
ment that suggests a behavioral change in the operators toward using more registered
speech.

As for the registered speech, operators frequently selected speech using the play-
back buttons (62.4%), which is obviously a much larger portion than the speech
made by themselves (37.5%). About 31.6% of the avatar operations were done using
the combination button (i.e., speech playback and avatar operation invoked through
a single button). These results show clear changes in operation style due to the
recommendations.

6.3.5 Discussion

In this section, we describe activity monitoring and management in the CA platform.
The activity data observed in various CA-based services, which are stored in the
platform’s activity database, can be used to enhance such services. This mechanism,
which must be efficacious, is essential to establish a society of CAs.

On the other hand, privacy considerations are also important in accumulating
activity data. Although access to video and audio information is restricted on the CA
platform, it is always necessary to consider how to properly anonymize such data
during the accumulation process. Another critical problem in CA services is CA
“spoofing,” which greatly changes the appearance of the people who operate them,
even though strict user authentication is required to prevent unauthorized use. These
topics are discussed in Chap. 9.

To accelerate the use of activity monitoring as well as CA-based services, APIs
and data formats common to all CAs are required. As described above, activity
data have a hierarchical structure that reflects a service hierarchy. Therefore, the
adopted data format requires the capability to effectively represent such properties.
Standardization of CA platforms is discussed in the next section.
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6.4 Standardization for Service Robots and Cybernetic
Avatars

In the systemization of robots and services using them, the ability to widely
reuse the developed elemental technologies is crucial. Therefore, modularization
is progressing from both hardware and software approaches, and robots and robot
services are being achieved their combination. Since 2004, the Object Management
Group (OMG; https://www.omg.org/index.htm), a private standardization organiza-
tion targeting the design and implementation of distributed systems, has been stan-
dardizing robotics technology. In 2006, the Robotics Domain Task Force (Robotics
DTF; https://www.omg.org/robotics/), a technical task force for robot technology,
was established, and specifications have been issued, including the Robotic Tech-
nologyComponent (RTC) (ObjectManagement Group 2012a) and the Robotic Inter-
action Service (RoIS) (Object Management Group 2018a). Also, in ISO, TC299
(Robotics) (ISO 2015)/WG6 (Modularity for Service Robots) is proceeding with
the formulation of specifications for modularization in terms of both hardware and
software. A Robot Operating System (ROS) (https://www.ros.org/), which has been
mainly used in research fields, has emerged as a de facto standard.

These specifications are solving the problem of interface specification design for
interconnecting and reusing components/modules that modularize robot functions
toward the achievement of robot services. However, the method, which describes
what functions these components provide,what environments they canbe used in, and
how they affect the outside world, remains unclearly defined. Service or component
designers are limited towriting in natural language.Toprovide assorted robot services
in varied environments, various robot functions (components) must be dynamically
linked. For this purpose, a means is needed to verify the effectiveness and safety of
the components involved in the dynamic configuration of services. This problem is
common in many fields, and the definition of ontology is being promoted in multiple
technical fields in OMG. Here an ontology is a set of frameworks and specifically
defined vocabularies for formally describing things in a certain field and their rela-
tionships as knowledge. Ontology specifically refers to knowledge that is defined
to be verified by computation. Furthermore, the specifications of the ontology plat-
form that supports them have also been formulated. In the field of robotics, the IEEE
Robotics and Automation Society (RAS) published the Core Ontology for Robotics
and Automation (CORA) (IEEE Robotics and Automation Society 2015), which is
formulatingmultiple field-specific ontologies. In addition, the OMGRobotic Service
Ontology (RoSO) (Object Management Group 2018b) was launched to formulate an
ontology specifically for robot services; its standardization is currently underway.

On the other hand, the goal of the R&D program of the Moonshot Research
and Development Project (https://avatar-ss.org/en/index.html), launched in Japan in
FY2020, is achieving a society that frees people from the constraints of their bodies,
brains, space, and time by 2050.

This program promotes the research and development of CA technology that
exploits the advanced use of a set of technologies known as cyborgs and avatars to

https://www.omg.org/index.htm
https://www.omg.org/robotics/
https://www.ros.org/
https://avatar-ss.org/en/index.html


224 T. Miyashita et al.

augment human physical, cognitive, and perceptual abilities. Its goal is to create a
symbiotic society within which avatars play an active role. To implement a wide
variety of CAs in parallel and operate and simultaneously manipulate many of them,
their functionsmust be defined and implemented in a standardizedmanner. Therefore,
at OMG, this project is conducting international standardization activities to create
CA functions and establish a CA-based protocol as a global standard and promote
modularization and reusability. This section introduces the standardization activities
of robot-related technology being promoted at OMG and describes the strategy of
CA’s proposed international standardization efforts, based on a policy of expanding
the existing information communication and robot standardization.

6.4.1 Standardization of Robot Technology at OMG

6.4.1.1 OMG Robotics DTF

Based on their targets, OMG’s technical committees are roughly divided into two
types. One is the PlatformTask Force (PTF), which belongs to the PlatformTechnical
Committee (PTC) that targets technologies that can be commonly used in various
fields. The other is the Domain Task Force (DTF), which belongs to the Domain
Technical Committee (DTC) that targets specific technical fields. The standardization
of robot technology is currently being discussed at the Robotics DTF, which was
established in 2006. So far, the Robotics DTF has standardized the following: the
Robotic Technology Component (RTC) (Object Management Group 2012a), the
Robotic Localization Service (RLS) (ObjectManagementGroup 2012b), theRobotic
Interaction Service (RoIS) (Object Management Group 2018a), and the Finite State
Machine Components for RTC (FSM4RTC) (Object Management Group 2016).

6.4.1.2 Standardization of Component Technology

The standardization of component functions has been promoted by the Infrastruc-
ture Working Group within the Robotics DTF. RTC is a middleware specification
that defines functions commonly required for components in the field of robot tech-
nology based on distributed component technology. It was initially discussed in the
OMG Middleware and Related Services (MARS) PTF and published as RTC1.0
in 2008. Distributed component technology enables software components running
on multiple computers to operate cooperatively through communication. Currently,
RTC1.1, which was revised in 2012, is the latest version (Object Management Group
2012a).

Proposals from Japan are mainly promoted by the National Institute of Advanced
Industrial Science and Technology (AIST). The specifications of RT middleware



6 Development of the CA Platform 225

(OpenRTM-aist), developed and distributed by AIST, are based on RTC. Implemen-
tations based on RTC specifications are provided in addition to OpenRTM-aist, and
their interoperability has been confirmed.

6.4.1.3 Standardization of Robot Function Services

RLS and RoIS are specifications designed to define the functions required for robots.
High-level service-related functions have been standardized by the Robotic Func-
tional Service Working Group in the same DTF. RLS defines the representation
format and the interface of location information in a generic format that is indepen-
dent of specific devices and algorithms. RLS 1.0 was published in 2010. Revised
specifications were published as RLS 1.1 in 2012, with modifications that added
a posture information description method and the generalization of a coordinate
system description (Object Management Group 2012b). RoIS defines a framework
for standardizing interfaces for usingHRI functions (functions of various robots, such
as human detection, individual identification, and speech recognition) from service
applications. By using this framework, the same service application can work on
different robots. RoIS 1.0 was published in 2013, and the most current specification
is RoIS 1.2, revised in 2018 (Object Management Group 2018a). The RLS and RoIS
specifications were submitted to OMG by the Japan Robot Association (JARA) and
the Electronics and Telecommunications Research Institute (ETRI). Eleven organi-
zations, includingAIST andAdvancedTelecommunicationsResearch Institute Inter-
national (ATR), collaborated to develop these specifications. Implementation exam-
ples are proposed by ETRI and Advanced Telecommunications Research Institute
International (ATR).

6.4.1.4 Ontology Standardization for Robot Services

A service robot provides resources to humans in the environments where they are
active. The services, which include both those that involve physical interaction
and others that interactively provide information to people, are mainly designed
to support human activities based on human interaction. Service robots are usually
designed for consumers, not for industrial purposes. They make decisions and act
semi-autonomously or fully autonomously to provide a given service in an uncon-
trolled or unpredictable living environment. To do so, various interactions will be
targeted between such components as sensors and actuators that comprise the robot
and the service environment and various other elements in the environment. A formal
framework is needed to describe the conditions necessary for each element to operate
as well as for how the results of that action affect other elements. Robotic Service
Ontology (RoSO), which was launched at OMG in 2018, defines an ontology for
robot services as a framework for this purpose.
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Fig. 6.11 Relationship between RoSO’s target areas and other standards. Source Robotic Service
Ontology RFP (Object Management Group 2018b)

RoSO provides a formal framework, which describes the component functions of
the precedingRoIS specifications, and offers a basis for future extensions.RoSOstan-
dardization activities are advancing based on the RoSO Request for Proposal (RFP)
document issued by OMG in December 2018 (Object Management Group 2018b).
Figure 6.11 shows the relationship between RoSO’s target areas and other stan-
dards. Regarding ontologies in the field of robotics, IEEE 1872 2015 (CORA; Core
Ontology for Robotics and Automation) published by IEEE-RAS (IEEE Robotics
and Automation Society 2015) defines the vocabulary that forms the basis of robotics
technology.

Based on CORA, IEEE-RAS is formulating a definition of high-level ontology for
multiple domains such as autonomous and collaborative robots. On the other hand,
OMG is defining ontologies in various service areas. The definition of ontology
in robot interaction/retail services is particularly relevant to robot technology. The
regions of interest for RoSO are located at these nodes. Therefore, task forces will
continue to exchange opinions with other fields within OMG and such other stan-
dardization organizations as IEEE-RAS and ISO TC299/WG6 and proceed with
specification formulation.

6.4.2 Standardization for Cybernetic Avatars

For achieving social participation support services that utilize CAs by implementing
a wide variety of real and virtual CAs in parallel and simultaneously operating and
manipulating many of them, their functions must be defined and implemented by
standardized methods. CA’s basic technologies are being standardized as measures
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Fig. 6.12 International standards related to our project and our implementation

forwidely disseminating throughout society theCAplatform thatwas proposed in the
R&D program of theMoonshot Research and Development Project. These measures
include developed CA functions and CA platform protocols as international standard
specifications. To standardize CA’s basic technologies, CA platform’s international
standardization activities are promoted through OMG and the International Orga-
nization for Standardization (ISO), both of which have a proven track record for
standardizing robot software. CA’s platform also referred to the discussions at IEEE-
RAS (Robotics and Automation Society). The strategy of this activity is to expand
the existing standardization of information communication and robots to CAs.

Figure 6.12 shows the relationship among international standards: those which
exist, those which have been developed, and those which will be developed in the
future as well as the implementation planned for this project. By promoting inter-
national standardization activities based on the expansion of current and being-
developed international standards with track records of activities, the discussions
are expected to proceed promptly and efficiently to promote international standard-
ization. The proposed strategy for the international standardization for CA’s basic
technologies is introduced in the following parts.

6.4.2.1 International Standardization of Description Method of CA
Service Function Specifications

Robotics DTF, a technology committee subgroup of OMG, is promoting the interna-
tional standardization of the modularization of robot technologies. Robotic Tech-
nology Component (RTC) specification 1.1 stipulates specifications for imple-
menting the functional modules of robots based on distributed components (Object
Management Group 2012a). Robotic Interaction Service (RoIS) specification 1.2
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stipulates a specification-description method for robot functional components for
interactive services as well as the specifications for specific common components
(Object Management Group 2018a). OMG Robotics DTF is currently developing
a Robotic Service Ontology (RoSO) (Object Management Group 2018b) specifica-
tion that stipulates the ontology for describing the functional requirements of robot
services for the extension of RTC and RoIS specifications. The specifications, which
describe the proposed CA service functions, are expected to be incorporated into
RoSO to achieve the international standardization of a description method of CA
service function specifications.

Related to robot technology, IEEE-RAS is currently promoting the cooperation
of various ontologies that are being studied in parallel by various organizations.
Related meetings are being held at IROS and ICRA, both of which are influential
international conferences in the field of robots. The progress of the specification
development of OMG RoSO is reported at these meetings, and the international
standardization of such specifications is promoted based on these discussions. The
international standardization of a description method of the CA service function
specifications is achieved by incorporating them into the final proposal of the OMG
RoSO 1.0 specifications.

6.4.2.2 International Standardization of CA Platform Specifications

The lower layer parts of the above RTC and RoIS specifications are defined as
distributed component technologies, and the robot function platform specifica-
tions are defined in the upper layer of these technologies. As an example, ITU-
T Recommendation Y.4106 (requirements and functional model for a ubiquitous
network robot platform that supports ubiquitous sensor network applications and
services) defines a platform for network robots with reference to RoIS (International
Telecommunication Union 2013).

In a roadmap for extending the RTC and RoIS specifications, OMG is defining
the middle layer of the RoIS specification as RoSO and reconsidering the platform
technology of the lower layer and the definition of the specific components of the
upper layer. Therefore, as a proposed strategy, the international standardization of
the CA platform specifications is incorporating them into the revised specifications
of the lower layer of OMG RoIS 2.0 (RoIS 2.0 is the tentative name of the next RoIS
version).

6.4.2.3 International Standardization of CA and Its Operation
Interface Functions

As with the common component functions of the robot dialogue service defined as
the upper layer of the OMGRoIS, the functions required by the CA and the operation
interface are achieved by modularizing and defining them. This part is standardized
as CA’s international specifications and its operation interface functions.
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Similar to the previous part,OMGis considering the revision ofRoISby redefining
its upper layer using RoSO. As a proposed strategy, the international standardization
of CA and its operation interface functions are carried out by proposing definitions of
the modularized CA functions and incorporating them into the revised specifications
of the upper layer of OMG RoIS 2.0.

6.4.3 Standardization for Cybernetic Avatars and Their
Social Implementation

This section introduces the standardization activities of robot-related technology that
are being promoted at OMG. It also describes the proposed strategy of CA’s inter-
national standardization based on a policy of expanding the existing information
communication and robot standardization in the Moonshot R&D Project. From the
flow of various de facto and de jure standards related to robot services so far, the
flow of defining the ontology of robot services is inevitable. In the future, modular-
ization is expected to be related to robot service development and the improvement
of its reusability simplification. In addition, by incorporating CA standardization
into RoSO, more general-purpose robot-related technology will be internationally
standardized.

TheMoonshot project aims to devise advanced uses for CA technology to improve
people’s physical, cognitive, and perceptual abilities for achieving a society where
people and CAs coexist. To that end, the project is promoting CA’s social implemen-
tation. Four types of people advance its social implementation: those who build and
provide CA systems, those who directly operate CAs, those who provide services
using them, and those who receive services provided by them. The goal is that
everyone can easily use CAs in the same way, and each function must be modular-
ized and prepared as tools. Since standardizing, defining, and implementing these
tools are effective, international standardization is obviously one efficacious means
of achieving this goal.

These activities are expected to contribute to the creation of robot services and
CA markets that will inevitably flourish in the post-coronavirus pandemic period.
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Chapter 7
Multidisciplinary Investigation on How
Avatars and Devices Affect Human
Physiology
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Abstract The development of Cybernetic Avatars (CAs) will change our lives
dramatically. Such a rapid evolution of new technologies is advantageous but also
raises concerns, such as addiction. Herein, we present a new scientific issue regarding
how to investigate the effects that using CAs throughout our lives has on our physi-
ology. In this chapter, we discuss how avatars and devices affect human physiology at
multiple levels, from gene expression to brain activity. We insist that our multidisci-
plinary investigation of howCAs affect us will be critical for the further development
of our CA society.
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7.1 Introduction

The development of Cybernetic Avatars (CAs) will markedly change our lives. By
using CAs, we can communicate with people wherever we are. We can talk to more
than two people simultaneously with the help of CAs. CAs enable us to work even
after we become older and less active, thereby increasing productivity. CAs will be
everywhere around us, improving our quality of life and impacting our economy.

Such a rapid evolution of new technologies is advantageous but also raises
concerns, such as addiction. Smartphones are an example. Smartphones are useful
everywhere and have changed the style of communication. Many human activities
rely on smartphones; however, smartphones have led to new issues, including smart-
phone addiction. For example, it is a matter of debate how parents should control
their children’s use of smartphones. As discussed previously, it is common for new
technologies to bring about new aspects and concerns. The same can be said of CA
technology.

Herein, we present a new scientific issue regarding how to investigate the effects
that usingCAs throughout our lives has onour physiology. Subjectively evaluating the
positive and negative aspects of the use of new technologies in humans is challenging.
Do CAs affect the metabolism, gene expression, and brain activity? If yes, how? This
chapter introduces the challenges in addressing this critical question.

In Sect. 7.2, we discuss how avatars and devices affect human physiology at
multiple levels. In Sect. 7.3, we introduce a metabolomic analysis that measures
various metabolites. In Sect. 7.4, we discuss how avatars affect brain activity. In
Sect. 7.5, we present how avatars affect psychological and physiological aspects.
In Sect. 7.6, we discuss how to establish health standards for the use of CAs. We
insist that our multidisciplinary investigation of how CAs affect us will be critical
for further developing our CA society.

7.2 Integrative Bioanalytics on Human–Avatar Interactions

7.2.1 Homeostasis in Biology

Homeostasis maintains an organism’s condition within a certain range, enabling
survival in an ever-changing environment. The crucial function of homeostasis is
indispensable in biology and medicine.

Homeostasis is dynamic. Consider the blood glucose level as an example (Fig. 7.1)
(Röder et al. 2016). Fasting blood glucose levels range from 70–99 mg/dL in Japan.
This range is narrow. When we eat meals, blood glucose levels rapidly elevate, and
the pancreas eventually senses the elevated blood glucose levels. In the pancreas, β
cells in islets secrete insulin in response to the increase in blood glucose levels. In
turn, insulin stimulates peripheral cells such as hepatocytes to take glucose into the
cells, consequently reducing the blood glucose levels. Blood glucose maintenance
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Fig. 7.1 Dynamic glucose homeostasis

is an example of dynamic homeostasis. This dynamic mechanism maintains blood
glucose levels within a certain range.

Homeostasis can be disrupted by diseases. Consider the example of glucose home-
ostasis. Patients with diabetes are often unable to control their blood glucose levels
(Donath et al. 2019). In type I diabetes, self-reactive T cells eliminate pancreatic
β cells, resulting in an inability to produce insulin. Under these conditions, blood
glucose levels cannot be reduced after meals. In type II diabetes, insulin is present;
however, peripheral cells cannot respond to insulin. This anomaly makes it impos-
sible for organisms to normalize their blood glucose levels. The inability to normalize
blood glucose levels involves different molecular mechanisms.

Glucose homeostasis is one of the best-studied mechanisms of homeostasis. It
is known which cell types are critical for glucose homeostasis, and we are aware
of biological molecules that regulate glucose homeostasis. The timescale of the
biochemical reactions involved in glucose homeostasis is also known. Hence, we
can confidently distinguish between normal and abnormal glucose homeostasis
during regular health check-ups. Variousmedications are used to normalize abnormal
glucose homeostasis. Understanding the details of glucose homeostasis is crucial
for detecting abnormalities and developing therapeutics for this essential biological
pathway.

Let us generalize our knowledge of glucose homeostasis (Fig. 7.1).Glucose home-
ostasis is our body’s mechanism for maintaining glucose levels (i.e., a key biological
parameter) in response to stimuli (i.e., foods), and it involves various types of cells
and molecules. We use similar formulas to understand our responses to drugs, stress,
infections, etc. This view is one of the critical bases of biology and medicine.

As expected, biological homeostasis has been extensively studied in develop-
mental biology and disease research. However, our knowledge of the homeostatic
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regulation of other common daily activities remains limited. For example, what
happens to homeostasis while listening to music? What types of molecules fluctuate
during a verbal conversation? How does the use of CAs affect our homeostasis?
Can homeostatic regulation during CA use be understood in a manner similar to
that of glucose homeostasis? Does everyone respond similarly to such stimuli? Does
each person respond differently to stimuli? This section discusses these topics by
introducing a multi-omics analysis, which is a powerful tool for answering these
questions.

7.2.2 Introduction into Multi-omics Analyses

Glucose and insulin cannot be ignoredwhen explaining glucose homeostasis because
we know that these molecules are essential for understanding this phenomenon. On
the other hand, we do not know the entire effects of CAs on homeostasis. We are
unsure of the cell types, molecules, and other factors that play a role in the response
to CAs. One of the main reasons for the difficulty in understanding the homeostatic
response of the body to CAs is the large number of genes, metabolites, and cells
involved in this process. Although we can establish the hypothesis that a particular
gene is involved in this process, we have more than 20,000 genes. We have also more
than 1000 metabolites. Further, there are more than 30 trillion cells and 200 hundred
cell types. Given the large number of factors that must be considered, it is not easy
to formulate an appropriate hypothesis (i.e., choose a factor) when we do not know
the whole picture regarding our responses to the use of CAs.

Multi-omics analysis plays a prominent role in this situation (Fig. 7.2) (Hasin et al.
2017). Omics is a derivative of the Greek word “ome,” which means mass, many, and
whole. The word “genome” is the best example. This word comes from “gene” and
“ome,” representing whole genes. Similarly, the word “transcriptome” comes from
“transcript” and “ome.” Likewise, “proteome” comes from “protein” and “ome,” and
“metabolome” comes from “metabolite” and “ome.” These different layers form a
multi-omics network in cells. Omics analysis refers to the measurement and data
analysis of these molecules. Omics analyses are useful for thoroughly characterizing
biological phenomena, and these techniques enabled us to observe forests and trees
simultaneously.

Omics layers are intrinsically connected (Fig. 7.2) (Ille et al. 2022). Let us now
explain how the typical protein-coding gene X is regulated. Core information is
written into the genome as DNA sequences.

We have four different letters, namely, A, T, G, and C, in our genome, and we can
“read” genome sequences in laboratories. When appropriate, information on gene X
is “transcribed” into messenger RNAs (mRNAs), which are also called transcripts.
These transcripts are further “translated” into protein X by ribosomal translational
machinery. Translated proteins are often modified (e.g., phosphorylated) in various
ways. Protein X, if it is an enzyme, catalyzes biochemical reactions to consume
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Fig. 7.2 Multi-omics network in biology

metaboliteXandproducemetaboliteY.Theprocess of producing proteins from infor-
mation encoded by genes is called gene expression. Our genome contains more than
20,000 genes that are differentially expressed in different cell types under different
conditions. Surprisingly, these cells can regulate gene expression in response to
complex external and internal cues to maintain homeostasis.

7.2.3 Transcriptomics

This subsection introduces the omics technique known as transcriptomics (Longo
et al., 2021). Transcriptome analysis measures transcripts (mRNAs). The number of
transcripts indicates the number of mRNA copies of the genes transcribed from the
genome. However, cautionmust be exercised when using transcripts to measure gene
activity (e.g., enzymatic activity). It is known that the abundance of transcripts some-
times does not always correlate linearly with enzymatic activity. Thus, it is safe to
consider the transcriptome as an indirect measure of gene activity. The transcriptome
is a useful and powerful method for inferring cellular status from various biological
aspects.

For the transcriptome analysis, we collect mRNAs (transcripts) from the cells of
interest. Using complex procedures, we generate complementary DNA (cDNA) from
the transcripts and sequence them. Sequencing experiments give rise to numerous
sequence reads, for example, 20 million reads from the prepared samples, depending
on the purpose of the analysis.We then count the number of reads per gene to calculate
the number of transcripts transcribed from the genes in the genome and constructed
a gene expression matrix (Fig. 7.3).
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Fig. 7.3 Examples of
transcriptome datasets

The transcriptome analysis of many cell types is referred to as “bulk” transcrip-
tome analysis. In a bulk transcriptome analysis, we obtain gene expression scores
averaged from a series of cell types. For example, peripheral mononuclear blood cells
(PBMCs) contain T cells, B cells, neutrophils, and so on. Gene expression scores
obtained from PBMCs indicate the average expression of genes in the different cell
types. Recent advancements in bioinformatics have given us the capability to deduce
the abundances of these different cell types in PBMCs, thereby allowing for the
deconvolution of the bulk transcriptome.

We now present the key to this subsection. When we perform transcriptome anal-
yses before and after stimuli, such as the use of CAs, we are able to calculate gene
expression changes in response to the stimuli (Fig. 7.3). Suchmeasurements allow us
to analyze how cells, organs, and people respond to stimuli. Such analyses cannot be
performed with single-timepoint measurements. Moreover, omics measurements do
not require firmly defined hypotheses. We measure everything possible, according
to the methods used. The goal of our Moonshot group is to perform multi-omics
analyses to measure how people respond to CAs, thereby opening a new avenue for
research in this field.

We also have different types of transcriptome experiments. The single-cell tran-
scriptome provides gene expression matrices for each cell type (Longo et al. 2021).
This is an experimental deconvolution of the bulk transcriptome, which is powerful
for identifying cell types within samples. The procedure for single-cell transcriptome
analysis is much more complicated than that for bulk transcriptome analysis. Thus, it
is important to obtain a bulk transcriptome and a single-cell transcriptome to increase
the validity of experiments. Spatial transcriptome analysis is an emerging method
that simultaneously performs gene expression and histological analyses. Both bulk
transcriptome and single-cell transcriptome analyses destroy tissue structures. There-
fore, it is impossible to know what types of cells neighbor the cells of interest. The
spatial transcriptome resolves this technical issue, further strengthening the power
of transcriptome analyses in biology and medicine (Longo et al. 2021; Vandenbon
et al. 2023).

Despite having different methods, other omics techniques, including proteomics
and metabolomics, have similar concepts. These techniques measure their targets
in an unbiased manner. By comparing measurements taken before and after an
interaction with CAs, we can describe responses to CAs without an a priori
hypothesis.
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7.2.4 Confounding Factors

When performing omics experiments, we must be aware of the various parameters
that affect the results.When comparing cancerousmicewith healthymice, the effects
of cancer are expected to be strong. In this circumstance, we may not be overly
worried about confounding factors. In contrast, the effects of CAs on humans may
be weaker than those of cancer. In this case, it is important to identify possible
confounding factors before conducting experiments.

For example, the circadian rhythm is themechanism that confers an approximately
24-h cycle to biological phenomena. If we do not consider circadian rhythms and do
not control the time of sampling, our data will be affected by circadian differences
that can mislead our interpretation. For example, differences caused by circadian
rhythms can be larger than those caused by CAs, which can mislead us into thinking
that CAs can cause a certain response in humans when the real cause is the circadian
rhythm. This may not always be the case, but it is important to consider confounding
factors in experiments. In most cases, we do not know all the confounding factors,
but understanding confounding factors is crucial for successful measurements.

7.2.5 The Need for Omics Analyses in the Field of Cybernetic
Avatars

In this section, we discuss the need for multi-omics analyses to investigate the effects
of CAs on physiology. Historically, such investigations have relied on text-based
surveys and measurements of a particular set of biological molecules. Text-based
surveys are useful because they are feasible and easy to implement. However, these
surveys tend to be subjective. Furthermore, data interpretation is challenging. For
example, using POMS2, we calculate “emotions” from the results of questionnaires.
One of the fundamental problems in this process is that there is no objective method
for examining the validity of our interpretations. Despite their utility, text-based
surveys have limitations in terms of data analysis.

Researchers measure hormones, including cortisol, to evaluate the effects of these
devices and CAs in humans (Russell and Lightman 2019; Sumioka et al. 2013).
Cortisol is considered a “stress hormone.” The hypothalamus-anterior pituitary-
adrenal cortex axis increases blood cortisol levels. Cortisol plays a role in the cellular
stress response, and cortisol levels become elevated under stressful conditions.

However, does an elevation in cortisol always suggest “stress”? In the first place,
what is “stress”? How can stress be defined firmly in this context? Is this a detri-
mental reaction or an adaptive response? Ignoring these basic questions is sometimes
dangerous because it can lead researchers in the wrong direction. Cortisol cannot be
oversimplified as a stress hormone, at least in the avatar context thatwe are discussing.

Omics experiments are potent for capturing network-wide changes in a dataset.
Thus, we are able to investigate whether cortisol is the most prominently altered
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hormone in a certain situation. We determined whether other stress-response path-
ways change under the same conditions. The role of cortisol in a particular dataset
can be evaluated to help interpret results. Oxytocin is another frequently measured
hormone that is sometimes called the “happiness hormone.” We agree that oxytocin
is elevated under good conditions, but it may also be elevated under other condi-
tions. How should we interpret the data when cortisol and oxytocin are simultane-
ously upregulated? Omics experiments can resolve these issues and help interpret
our datasets to characterize the systemic status of the human body.

Studies on the effects of CAs on glucose homeostasis differ from those on glucose
homeostasis. Our knowledge of this topic remains limited. Care must be taken to
avoid the over-discussion and over-interpretation of results and to understand the
entire picture of the effects before attempting a detailed discussion or interpretation.

7.2.6 Learning from Gaming Issues

The application of omics experiments to the field of CAs is a new endeavor. Hence,
we do not have many examples, other than our ongoing experiments, to investigate
the effects of CAs on human physiology. However, there are topics to which we can
apply our principles.

In gaming, an avatar is used. Gaming is a large market that includes professionals
(e.g., e-sports). However, excessive gaming is associated with health hazards. Exces-
sive gaming exhausts people, deprives them of time, and may ultimately lead to
addiction (Rosendo-Rios et al. 2022). Gaming addiction is prevalent worldwide and
has become an issue in many countries. As a result, parents often establish rules
for gaming, for example, prohibiting their children from gaming for more than two
hours per day. We observed the same trend for newly emerging devices, such as
smartphones. We expect to encounter similar issues regarding the use of CAs in the
near future.

Let us establish questions based on the knowledge described previously. What
is the nature of fatigue caused by gaming? Is it similar to fatigue caused by other
activities, such as exercise? Does gaming fatigue differ from exercise fatigue? If
yes, how? What is gaming addiction? How can gaming addiction be objectively
described? How should rules for children’s gaming be established scientifically?

The omics experiments can answer these questions. We can measure the gene
expression in immune cells before and after gaming.Wealso canmeasure the levels of
metabolites and hormones in blood samples. Again, we do not need to have a formal
hypothesis. Instead, we thoroughly characterize what happens in gene expression
and metabolism in the body during gaming. The same analyses can be performed for
exercise to compare gaming and exercise. We could change the duration of gaming
in our experiments and observe time-dependent changes. People with or without
addiction to gaming are likely to have different multi-omics networks, even before
gaming (i.e., different basal statuses).
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Fig. 7.4 Individuality in
omics datasets

Furthermore, comparing pre-post datasets (i.e., before and after gaming) from
individuals is important for considering individuality (Fig. 7.4). It is likely that
healthy individuals respond differently to gaming. This is strikingly different from
glucose homeostasis, in which healthy (non-diabetic) individuals respond similarly
to glucose. Individual-level datasets can be mined to stratify different people into
sub-categories, providing them with a “precision guide” for gaming.

Such omics experiments will eventually lead to the identification of a specific set
ofmolecules that represent our responses to gaming. In the best case scenario, wewill
be able to identify a molecule that plays a central role in the human body’s response
to gaming, analogous to insulin, which plays a central role in glucose metabolism.
The genes and metabolites that represent our response to gaming will be useful for
evaluating the effects of gaming on our bodies. Such molecules can also be used
to design the structures of gaming software, which has beneficial effects on us by
design. Positive feedback between omics-based evaluation and device design will
enhance the evolution of the avatar society in a better manner.

Omics experiments are common in biology and medicine but are still rare in the
research area of human-device interaction. We are working intensively on this topic
through the Ishiguro Moonshot Project to revolutionize our methods for evaluating
and controlling the effects of CAs on humans, thereby improving our new avatar
society from a human health perspective.

7.3 A Survey of Biomarkers to Assess the Impact
of Cybernetic Avatars and Devices on Users

7.3.1 Metabolomics

Metabolomics is a term coined from the combination of “metabolite,” the Greek
word “ome,” meaning “all and complete,” and the suffix “ics,” meaning “academics,”
and it refers to the comprehensive analysis of low molecular weight compounds
with a molecular weight of less than 2000 (Fiehn 2002; Fukusaki and Kobayashi
2005). Ametabolomic analysis comprehensively captures chemical changes in small
enzyme-based molecules generated from genomic information through transcrip-
tion and translation. Since Fiehn et al. identified silent mutations in Arabidopsis
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thaliana as metabolite phenotypes in 2000 (Fiehn et al. 2000), metabolomics has
become one of the closest high-resolution phenotyping tools for genomic informa-
tion. Metabolomes are potentially useful indicators of the phenotype of biological
activity, which is complex and constantly changing, depending on genes or external
factors such as drugs or the environment. Recent studies of cancer metabolism have
shown that in addition to the enhanced “Warburg effect,” in which glucose, a carbon
source, is metabolized anaerobically in cancer cells (carbon shift), the metabolic
system to utilize glutamine-derived nitrogen for DNA synthesis is enhanced in
malignant cancers (nitrogen shift) (Kodama et al. 2020). This indicates that there
is a strong relationship between disease and metabolism. In recent years, the
importance of metabolomic analyses in medical research has been recognized, and
metabolomic analyses have been applied worldwide for biomarker discovery and
disease metabolism research (Yoshida et al. 2012). The advantages of metabolomics
in medical research include (i) quantitative observation using unbiased methods, (ii)
high-resolution phenotyping of disease phenotypes, and (iii) the ability to find links
between etiology and metabolism from a bird’s-eye perspective.

The U.S. National Institutes of Health (NIH) defines a biomarker as “a char-
acteristic that is objectively measured and evaluated as an indicator of a normal
biological process, a pathogenic process, or a pharmacological response to a thera-
peutic intervention.” (Strimbu and Tavel 2010) Blood glucose is used as a metabo-
lite biomarker for diabetes mellitus, and cholesterol and neutral lipids are used as
metabolite biomarkers for dyslipidemia during routine health screenings (American
Diabetes Association 2006; Xia et al. 2013). However, the currently used metabo-
lites are limited to those with high in vivo concentrations (e.g., mg/dL). The use of
metabolites at low concentrations as biomarkers is expected to enable the prevention
and diagnosis of more diseases and lead to the development of precision medicine
(Beebe and Kennedy 2016; Trivedi et al. 2017; Lange and Fedorova 2020).

7.3.2 New Technologies for Metabolomic Analysis

Each step of metabolomics (Fig. 7.5) involves elements that introduce errors, making
it extremely difficult to establish standard techniques. Metabolomics, a multidis-
ciplinary field in the life sciences, organic chemistry, analytical chemistry, and
computer science, is still in its infancy in terms of both technology and operational
method development. Metabolites have a wide range of polarities, from hydrophilic
compounds, such as amino acids and organic acids, to hydrophobic compounds such
as lipids, as well as charge characteristics, such as cationic, amphiphilic, anionic,
and uncharged compounds, which result in a variety of physicochemical properties.
In addition, because metabolites contain many structural and geometric isomers,
separation analysis methods combining various types of chromatography with mass
spectrometry (MS) are commonly used to comprehensively and accurately measure
metabolites. However, because it is virtually impossible to measure all metabolites in
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Fig. 7.5 Scheme of metabolomics

a single analysis, a combination of several analytical systems is a common practice
for improving metabolite coverage (Izumi et al. 2019) (Fig. 7.6).

Key metabolic pathways (glycolysis, pentose phosphate pathway, citric acid
cycle, nucleic acid metabolism, amino acid metabolism, etc.) are involved in the
generation of vital energy, cell maintenance, and repair processes, and they are
also the most important pathways for understanding metabolism in cancer and
other diseases. Many metabolic intermediates are ionic or highly polar. Hydrophilic
metabolites are mainly measured using capillary electrophoresis mass spectrometry
(CE-MS) (Harada et al. 2008) and ion-pairing reversed-phase liquid chromatog-
raphy mass spectrometry (IP-RP-LC/MS) (Kato et al. 2012). However, because of
the wide range of physical properties of hydrophilic metabolites such as polarity,
charge, and molecular weight, comprehensive and practical measurements have not
yet been achieved, and the development of analytical methods as a first choice
is still in its infancy. Recently, we developed a simple method that enables the
comprehensive and simultaneous analysis of hydrophilic metabolites using unified-
hydrophilic-interaction/anion-exchange liquid chromatography tandem mass spec-
trometry (unified-HILIC/AEX/MS/MS) with a polymer-based mixed amine column
composed of methacrylate-based polymer particles and primary, secondary, tertiary,
and quaternary amines as functional groups. UnifiedHILIC/AEX/MS/MS is the only
method capable of the simultaneous chromatographic separation and MS detection
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Fig. 7.6 Development of a metabolomics analysis platform

of cationic, zwitterionic, and anionic polar metabolites, making it the first choice for
polar metabolomic analyses (Nakatani et al. 2022).

For comprehensive lipidome analyses, we developed a unique andwidely targeted
quantitative lipidomic analysis method using supercritical fluid chromatography
tandem mass spectrometry (SFC/MS/MS) and an in silico multiple reaction moni-
toring (MRM) library (Takeda et al. 2018). To overcome the problem of quantifica-
tion, which is a major weakness of MS, we simultaneously standardized the matrix
effects of individual lipid molecules within a lipid class by establishing an internal
standard for each lipid class and using SFC separation conditions under which the
internal standard and individual lipid molecules co-elute. Specifically, the SFC sepa-
ration mode was selected using a normal-phase column to achieve the chromato-
graphic separation of each lipid class by polar head groups, and a triple quadrupole
mass spectrometer (QqQMS) was used for MS and coupled to the SFC to allow for a
comprehensive and highly sensitive analysis of the simultaneously eluted individual
lipid molecules in each lipid class. MRM transitions derived from fatty acid side
chains have been used to discriminate structural isomers (e.g., phosphatidylcholine
[PC] 16:0 20:4 and PC 18:2 18:2) within each lipid class. However, the QqQMS
method is a targeted analysis and therefore requires prior information about the lipid
molecules present in the sample. Because the number of fatty acids constituting lipids
in living organisms is limited and fragmentation by MS/MS is regular for each lipid
class, hypothetical MRM transitions were created. Using the developed SFC-MS/
MSmethod, human plasma was analyzed, and more than 500 lipid molecular species
were successfully detected and quantified.
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7.3.3 Examples of Biomarker Discovery Studies

Currently, most applications of metabolomics in biomedical research involve the
discovery of biomarkers. Under various pathological conditions, metabolic changes
caused by enzymes and proteins occur in disease-related cells and tissues, resulting
in disease-specific patterns of metabolites that are reflected in the blood and urine.
Furthermore, the metabolome is considered to be the culmination of upstream
omics cascades, and metabolomic analyses may be able to detect the state of the
organism before the phenotype appears as well as minute changes in metabolic path-
ways. Therefore, there is a growing movement to apply metabolomics to the diag-
nosis of diseases using blood, urine, and saliva, which can be collected relatively
noninvasively.

Nishiumi et al. performed a large-scale metabolomic analysis of sera from more
than 100 colorectal cancer patients using gas chromatography–mass spectrom-
etry (GC/MS) (Nishiumi et al. 2012). A colorectal cancer prediction model was
constructed using a multiple logistic regression analysis with a stepwise variable
selection method for metabolites showing significant changes. The predictive model
consisted of 2-hydroxybutyrate, aspartic acid, kynurenine, and cystaminewith an area
under the curve (AUC)of 0.9097, a sensitivity of 85.0%, a specificity of 85.0%, and an
accuracy of 85.0%. Notably, the sensitivity for detecting stage 0–2 colorectal cancer
was as high as 82.8%. The predictive model constructed via serum metabolomic
analysis using GC–MS is useful for the early detection of colorectal cancer and may
become a new screening test for colorectal cancer.

Sreekumar et al. analyzed 262 urine, blood, and tissue samples from patients
with malignant and benign prostate cancers using metabolomics with liquid chro-
matography (LC/MS) and GC/MS (Sreekumar et al. 2009). The results confirmed
the correlation between sarcosine molecules and cancer progression by comparing
metastatic and non-metastatic cancer tissues. Cultured cells from invasive prostate
cancer also had elevated levels of sarcosine comparedwith those frombenign cancers.
The knockout of the enzyme that converts glycine to sarcosine reduces cancer cell
invasion. Based on these results, Sreekumar et al. concluded that increased sarcosine
levels were involved in prostate cancer progression.

Although a relationship between depression and personality has long been
suggested, biomarker studies of depression have largely been overlooked. Setoyama
et al. obtained 63 plasmametabolite profiles from 100 drug-naïve patients withmajor
depressive disorder (MDD) and 100 healthy controls through a metabolomic anal-
ysis using LC/MS (Setoyama et al. 2021). They found that the levels of tryptophan
pathway-related plasma metabolites, including tryptophan, serotonin, and kynure-
nine, were significantly lower in patients with MDD. Further translational studies
are needed to clarify the biological relationships among personality traits, stress, and
depression.

Internet gaming disorder (IGD) is a psychiatric disorder induced by excessive and
prolonged Internet gaming. It shares many pathological symptoms with attention-
deficit hyperactivity disorder (ADHD). Cho et al. correlated plasma metabolites
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with the severity of Internet addiction in patients with IGD and compared potential
biomarkers in combination with clinical parameters (Cho et al. 2017). The GC/MS
metabolite profiling of 54 samples (healthy: 28; IGD: 24) identified 104 metabo-
lites. The covariance regression of plasma metabolite sets (arabitol, myo-inositol,
methionine, pyrrole-2-carboxylic acid, and aspartic acid) using the Internet Poisoning
Severity Rating Scale revealed specific relationships. The identified metabolic traits,
their associations with clinical parameters, and their biochemical associations are
expected to support future studies on the etiology of IGD.

Sleep restriction and the disruption of the circadian clock have been associated
withmetabolic abnormalities such as obesity, insulin resistance, and diabetes. Davies
et al. used LC/MS metabolomics to investigate the effects of acute sleep depri-
vation on plasma metabolite rhythms (Davies et al. 2014). Twelve healthy young
male subjects were maintained under controlled laboratory conditions with respect
to ambient light, sleep, diet, and posture during a 24-h wake/sleep cycle that was
followed by a 24-h awake period. Plasma samples were collected every 2 h for
48 h for analysis via LC/MS. Of the 171 metabolites quantified, diurnal rhythms
were observed in the majority, with 78 maintaining their rhythms during the 24 h
of wakefulness but with reduced amplitude. Twenty-seven metabolites (tryptophan,
serotonin, taurine, 8 acylcarnitines, 13 glycerophospholipids, and 3 sphingolipids)
were significantly increased during sleep deprivation when compared with sleep.
Increases in serotonin, tryptophan, and taurine levels may explain the antidepressant
effects of acute sleep deprivation and require further study.

The mechanisms through which exercise benefits human health remain unknown.
Morville et al. performed LC/MSmetabolomic profiling of plasma from randomized
within-subject crossover trials of endurance or resistance exercise, which are two
types of skeletal muscle activities that have different effects on human physiology
(Morville et al. 2020). The analysis of 836 metabolites showed that succinic acid,
acylcarnitine, and ketone body 3-hydroxybutyrate levels increased during endurance
exercise. The increase in succinic acid levels during endurance exercise suggests that
it acts as a fuel for thermogenic adipocytes and increases energy expenditure. The
increase in acylcarnitine and 3-hydroxybutyrate levels suggests a switch from sugar-
fueledmetabolism tometabolism fueled by fatty acids and ketone bodies. In contrast,
nucleotide metabolism (inosine, hypoxanthine, and xanthine) and branched-chain
amino acids (BCAA, leucine, isoleucine, and valine) increased during resistance
exercise. These differences in the plasmametabolome of the different exercisemodes
clearly indicate distinct metabolic adaptations.

7.3.4 Metabolomics to Assess the Effects of Cybernetic
Avatar Use

Wehave established an ultra-comprehensivemetabolomicmethod combining several
analytical systems, mainly unified-HILIC/AEX/MS/MS and SFC/MS/MS, that
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allows us to obtain quantitative information on 800–1000 metabolites from ~ 50
μL human plasma samples (Nishiumi et al. 2022) (Fig. 7.6). We are currently
searching for new biomarkers that can detect the effects of using remote interac-
tion systems, such as Zoom, conventional avatars, such as games, and CAs on an
organism (happiness, satisfaction, stress, fatigue, etc.) with high sensitivity, speed,
and accuracy through ultra-exhaustive measurements, including measurements of
unknown metabolites (Fig. 7.7). Currently, we are discovering a group of metabo-
lites that commonly fluctuate in subjects before and after each task.However, changes
in bloodmetabolite patterns varywidely among individuals, depending on the type of
task and the way people perceive the task. Based on our novel metabolomic analysis
technology, we aim to contribute to the social implementation of CA by developing a
next-generation personalized healthmonitoring system that usesmultiple biomarkers
as indicators and quantitatively evaluates the biological effects of CA use.

7.4 Brain Response Analysis During the Use of Avatars
and Devices

The use of remote communication systems, robots, and avatars for various social
activities is becoming increasingly common. Devices that facilitate these interac-
tions include virtual reality (VR) headsets, augmented reality (AR) glasses, body
suits, and teleoperated robots. However, the exploration of the impact of these
devices on our brains and behavior during the physical embodiment and immer-
sion of avatars is still in its infancy. Human brain responses can be measured using
neuroimaging techniques such as functional magnetic resonance imaging (fMRI),
electroencephalography (EEG), and near-infrared spectroscopy (fNIRS). However,
little is known about brain changes during avatar use. Regarding behavioral changes,
the Proteus effect, in which an individual’s response changes in line with the impres-
sion that the avatar gives, is well-known (Banakou et al. 2013; Kilteni et al. 2012;
Ries et al. 2008; Yee and Bailenson 2007). The Proteus effect is an interesting and
crucial phenomenon when discussing the effects of avatar usage. We first introduce
the Proteus effect, which is followed by a discussion on the gradual progress in the
field of brain research.

7.4.1 The Proteus Effect

According to the first study on the Proteus effect, the more attractive the avatar,
the more actively the participants participated in bargaining-related games (Yee and
Bailenson 2007). Subsequent studies have shown the effects on our abilities: avatars
with casually dressed skin can play percussion instruments rhythmically (Kilteni
et al. 2013), Einstein’s avatars improve scores on cognitive function tests, (Banakou
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et al. 2018), and avatars of older adults take longer to perform motor tasks (Beau-
doin et al. 2020). Psychological effects have also been reported. Avatars of different
races have been reported to reduce potential prejudice against race (Peck et al. 2013),
and superhero avatar experiences have been reported to promote positive support for
others (Rosenberg et al. 2013). Animal avatars can create a sense of physical posses-
sion, and the Proteus effect has also been observed in non-human avatar conditions.
For example, the use of monster avatars changes gait (Ahn et al. 2016; Charbonneau
et al. 2017; Krekhov et al. 2018; Oyanagi et al. 2021; Oyanagi and Ohmura 2017).

7.4.2 Brain in Virtual Environments

The question of what happens in the brain when immersed in and acting in a VR
environment is a topic of this book chapter. However, our knowledge of the effects
of VR on brain function is limited. Here, we present reports on the effects of VR
environments on brain activity.

Safaryan and Mehta (2021) reported brain activity specific to a VR environment
in animal studies. They compared the LFPs of rats running in VR and the real world
(RW) and showed that the hippocampal theta rhythm differed between VR and RW.
Theta rhythms were amplified twice as much in VR, and new eta rhythms were
observed mainly in the hippocampal interneurons, suggesting that VR amplifies or
regulates theta rhythms, reflecting changes in a wide range of neural processes in
the brain. In a study in humans, Álvarez-Pérez et al. (2021) compared the effects of
exposure to the causes of small animal phobia between VR and RW. They reported
changes in the location of precuneus activity, which is increasingly implicated in the
self-referential process, between VR and RW exposures; this may indicate that VR
use can influence self-reflection and alleviate psychiatric symptoms.

It has also been suggested that the operation of avatars in VR involves specific
brain networks. Adamovich et al. (2009) used fMRI to identify brain activity during
the control of a virtual representation of one’s hand in a first-person real-time view.
They developed their own system capable of measuring complex hand and finger
movements to directly investigate how controlling a virtual representation of the hand
in real-time affects neural activation. Specifically, they compared brain activity when
performing pre-observed and learned finger movements in a VR environment “while
observing themovement of a virtual hand controlled by oneself (real-time feedback)”
and “while observing the rotation of an ellipse.” They found that brain activity
was specific to the feedback from the VR hands. They also noted that observations
within the VR space and in the real world caused similar brain activity (bilateral
frontoparietal networks). Their findings suggest that the observation of virtual but
realistic effectors may involve similar neural substrates as well as the existence of
networks specific to controlling avatars in VR.

Furthermore, differences in brain activity have been reported according to the
type of avatar used in VR environments (Iwasaki et al. 2023). They performed a
gambling task in VR using two different avatars and compared the EEG results. The
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amplitude, which indicates attentional processing, increased when the avatar was
appropriately dressed for a casino. The Proteus effect of changing avatars occurred
before the participants became conscious, suggesting that avatar change affected the
allocation of attentional resources.

7.4.3 Social Interaction in VR

Thus far, we explored the impact of immersing oneself in a VR environment and
manipulating one’s avatars. However, VR technology is not only a tool for individual
use but also a revolutionary medium for social communication. In VR, we and our
interaction partners can easily alter our identities and simultaneously assumemultiple
personalities. Our perception of the social world ismultifaceted because of our ability
to easily change perspectives. Despite the increasing prevalence of these diverse
social interactions within VR, our understanding of their influence on behavior,
decision-making processes, and brain function remains limited. Finally, we introduce
our recent work on the changes that occur when confronted with avatars that are
manipulated by others. To investigate whether behavior and brain activity change
when the partner is an avatar or a real human, we examined the changes in gambling
rates because of the partner’s appearance during the gambling task. As shown in
Fig. 7.8, we used a task in which participants performed a gambling task while
being observed by a human. During the task, the partner’s appearance was randomly
changed to that of an avatar (the observer was always the same person; only the
appearance differed). In this task, the partner’s face was first presented in a video.

One second after the facial presentation, the options for gambling and safety were
presented. The safe option was linked to a 100% small reward and the gambling
option to a low-probability large reward. The gambling option’s success reward was
kept constant, and the probability varied, whereas the safe option was always 100%,
and the reward amount varied. However, because of the negative image associated
with the word “gamble,” it was not used in the instructions, and the participants were
asked to choose whether they would challenge the large reward. If they chose the
gambling option, they were rewarded with the probability presented and received
feedback from the observer in the form of praise. When they failed to receive the
reward, they were given a look of contempt. An analysis of variance revealed a
three-way interaction between the probability of success, safe reward amount, and
observer condition for the gambling choice (p-value= 5.7× 10–3 andF = 1.88). The
differences in gambling rates between the two conditions are shown in Fig. 7.9. On
the left, the gambling rate is plotted against the ratio of the expected value between
the two options, and on the right, the gambling rate is plotted against the number
of safe options. In all conditions, gambling rates were predominantly higher in the
avatar condition than in the human condition (p= 0.025),with particularly significant
differences shown in yellow shades (the p-values are 3.7 × 10–3 and 7.1 × 10–4 for
the upper left and right, respectively). We found that people were more likely to
gamble during the avatar observer condition, especially in the middle condition; that
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Fig. 7.8 Gambling task with observers

is, when people were unsure of their decision, the effect of the observer’s appearance
was more apparent. We then used a behavioral model to examine the factors that
make a difference between the observer conditions. We assumed that the differences
in gambling behavior between observers were because of differences in sensitivity
to the social component of how they perceived feedback from their partner and
introduced a feedback uncertainty term into the model. The full model includes a
monetary reward-related term (the first term in Eq. 7.1), observer face-related terms
(Eq. 7.2), and a loss aversion term (the third term in Eq. 7.1):

Ugamble = βgamble ∗ Wp ∗ Rθ1
gamble + FACE + βlossav ∗ (1 − Wp) ∗ Rθ2

safe (7.1)

FACE = βwin ∗ Wpλ1 − βnowin ∗ (1 − Wp)λ2 + βuncertainty ∗ entropy (7.2)

Usafe = βsafe ∗ Rθ2
safe (7.3)

The subjective reward for the gambling option was calculated using subjective
probability (Wp; according to Kahneman and Tversky (1979)). In the equations, βs,
p, γ,Rs, and θs indicated the weights for the terms, the win probability, the subjective
distortion index of the win probability, the reward sizes for the options, and the
subjective distortion index of the monetary rewards for the options, respectively.
Following the AIC and BIC criteria, the best model is shown in Eq. 7.4, and the
model with a separate estimation of only βuncertainty for humans and the avatar is the
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Fig. 7.9 Difference in
gambling rates

winning model:

Ugamble = βgamble ∗ Wp ∗ Rθ1
gamble + βuncertanty ∗ entropy (7.4)

It has been suggested that sensitivity to uncertainty plays an important role in
changes in gambling rates. We confirmed that the difference in βuncertainty could
explain the behavioral changes (p = 7.3 × 10–11). To investigate the neural basis
for the changes in gambling rates supported by the changes in the uncertainty sensi-
tivity because of the avatar observer, we performedmodel-based general linearmodel
(GLM) analyses of fMRI data using the coefficient for uncertainty (βuncertainty). At the
offer presentation timing, the most significant difference was found in the amygdala
activity between the human and avatar conditions (p = 8.5 × 10–6, FWE corrected).
To investigate the brain regions that regulated the differences in the uncertainty sensi-
tivity, a weighting of the difference in the entropy contrasts by the changes in the
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entropy sensitivity (the difference in βuncertainty) was applied. We found that partici-
pantswith smallerβuncertainty values in thehumanobserver conditionhadhigher amyg-
dala and striatum activities for entropy in the human observer condition (Fig. 7.10a,
right; the p-values were 0.019 and 4.3 × 10–3, FWE corrected, respectively).

The more gambling was promoted in the avatar condition, the lower the avatar
observer’s activity was. The amygdala is a hub region for social decision-making,
including emotional processing (Haruno et al. 2014; Haruno and Frith 2010; Takami

Fig. 7.10 Entropy-related brain activities
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and Haruno 2019, 2020; Tanaka et al. 2017, 2022). Differences in amygdala activity
may reflect individual differences in sensitivity to others. Furthermore, using a gener-
alized psycho-physiological interaction analysis (McLaren et al. 2012), we suggested
that the ventral striatum was involved in the emotional processing of uncertainty via
interaction with the amygdala, and the effect was significantly larger in the human
condition (the difference in slopes using the F distribution was significant; p =
9.5 × 10–3). These results suggest that the amygdala and ventral striatum work in
coordination and are involved in controlling gambling choices altered by avatar use.

There are also reports indicating the emotional modulation of the ventral striatum
by the amygdala (Watanabe et al. 2013), suggesting that the amygdala and striatum
contribute to changes in decision-making driven by modulated emotions. As shown
in Fig. 7.10b, amygdala activity was suppressed by the dorsolateral prefrontal cortex
(dlPFC) of the avatar. Since it has been found that artificially stimulating the dlPFC
selectively alters decision-making when caring about others’ intentions (Nihonsugi
et al. 2015), it is possible that changes in sensitivity to others by avatar observers
may produce behavioral changes. Regardless of differences in uncertainty sensitivity,
entropy-related putamen activity recovered in the avatar condition compared with
the human condition (Fig. 7.10c). Since the putamen can be related to excitement
regarding gambling (Takahashi et al. 2010; Joutsa et al. 2012; Linnet et al. 2011),
it may be suggested that an avatar observer makes the task more enjoyable. This
can be interpreted as a decrease in the fear of uncertain outcomes and an increase
in excitement owing to the alteration of the avatar observer. Our results suggest that
the balance of sensitivity to uncertainty, that is, whether gambling was anxious or
enjoyable, was altered by the avatar observer and that the change in the balance of
amygdala-striatum and dlPFC activities was related to behavioral changes during
avatar use. We believe that our results have the potential to lead modern people, who
tend to avoid challenges, toward embracing them through avatar use as a partner.

Our achievements are still only a small step, and basic scientific knowledge has
not kept pace with the rapid technological and application advances. Undoubtedly,
the use of avatars impacts brain function, as mentioned above. For innovation and
healthcare, further investigation and understanding of the human brain’s response to
new, previously unexperienced situationswhile avoiding adverse effects are required.

7.5 Designing Experimental Systems for the Investigation
of Psychobiological Responses to Cybernetic Avatars
and Devices

New technologies can have both positive and negative impacts on society. Before
CAs, which have the potential to change us significantly, become widespread in
society, it is essential to investigate their positive and negative psychological and
physiological effects for the effective use of CA. In this section, we point out that
the use of CA involves two tasks: teleoperation of the avatar’s body as an operator’s
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proxy and communication with remote people. In previous studies with existing
avatars, there was a lack of investigation of the physiological effects of the avatars in
social settings, instead focusing on mental workload. To compare the psychological
and physiological impacts of existing avatars and CAs and to characterize the effects
of CAs, we introduce a simulator that we are currently developing to use avatars in
social situations and present a preliminary study of the psychological and physio-
logical impacts of CAs. The results show that several physiological features of the
avatar operator, such as brain activity in some regions, are correlated with the mental
workload in a social task. Our findings suggest that multimodal physiological data
can help monitor or predict the mental state of an avatar operator.

7.5.1 Influence of Using New Technologies on Human

Advances in ICT, communications technology, and robotics continue to transform
society, freeing us from the limitations of our minds and bodies. Telecommunication
systems, such as videoconferencing systems, have made it possible to communicate
with remote people in real time, and teleoperated robots can work in special places,
such as disaster sites, where people cannot enter. VR allows for communication with
other people by controlling virtual avatars as proxies in a simulated environment. This
trend has been rapidly accelerated by the global lockdown policy during COVID-19,
and we are now using these technologies in our daily lives to change the structure of
society. Furthermore, the CA, which allows one person to control multiple avatars
or multiple people to control a single avatar, offers uses beyond the conventional
notions of the self and others (Fig. 7.11). In future, by integrating brain-machine
interface (BMI) technology, which uses brain activities to control artificial systems,
we expect that a new way of communication will be realized, in which avatars can
be controlled simply by thinking, leading to significant changes in the concept of
human beings.

Previous studies show the various effects that the introduction of new technologies
will have on us; for example, the facilitation of disclosing personal information over
a videoconferencing system rather than in person (Joinson 2001; Jiang et al. 2011),
the phenomenon called the “illusion of body ownership” (Slater 2009), in which
we feel as if the avatar’s body is our own when we manipulate it, and the Proteus
effect (Yee et al. 2009), in which we change our behavior when we operate an avatar
whose appearance or gender is different from our own in VR. These effects are not
only positive but also harmful, as are smartphone addiction (Haug et al. 2015), social
media fatigue (Bright et al. 2015; Dhir et al. 2018), and cybersickness (Chang et al.
2020). We infer that using CA in our daily lives positively and negatively affects
our minds and bodies. However, it is unclear how CA use in social situations affects
psychological and physiological states. By addressing this question, we can develop
an entire CA system that takes advantage of the positive impacts and controls the
negative impacts in advance.
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Fig. 7.11 Existing technologies (communication via videoconferencing, virtual environment, and
an avatar (CG character or teleoperated robot)) and CA technologies, which allow one person to
control multiple avatars or multiple people to control a single avatar. There is a lack of studies on
the psychological and physiological impact of using not only CA but also an existing avatar on its
operator in a social setting

In this section, we first provide an overview of the psychological and physiolog-
ical impacts of using an avatar on the operator, focusing on themental workload. Few
studies using existing technologies have investigated the physiological and psycho-
logical effects of using an existing avatar on its operators in social situations. Next,
we introduce our ongoing research on the relationship between the psychological
and physiological effects of using an existing avatar in social situations using VR
simulators as a comparison for future research to clarify the impact of CA use on its
operator.

7.5.2 Mental Workload During Operating an Avatar

Using a CG character and teleoperated robot as an avatar is the current solution in
several areas, such as communication, surgery, inspection, exploration, and rescue.
While many studies have focused on teleoperating the avatar’s movements only
for manipulation and navigation in nonsocial tasks (Darvish et al. 2023), in a social
context, using an avatar involves communicating with other people and teleoperating
the avatar’s social cues, such as emotional expressions andgestures. Thismultitasking
nature increases the workload of the operator, which is linked to mental states such
as attention and stress. Some intelligent control systems based on shared autonomy
have been proposed to reduce workload (Glas et al. 2012). However, because they
do not consider the physiological information of the operator, which reflects his/her
mental and physical states, the system cannot adapt its support to the operator in
consideration of his/her workload (Roy et al. 2020).
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Few studies have proposed the monitoring of stress and attention levels in teleop-
erated nonsocial tasks using physiological signals. A physiologically attentive user
interface was presented to improve teleoperated robot navigation by distinguishing
between three induced mental states (rest, workload, and stress) using electroen-
cephalography (EEG), electrocardiography (ECG), electrodermal activity (EDA),
eye-tracking signals, and facial expressions from a camera (Singh et al. 2018). This
dynamic interface enhanced the utility and ease of use, although it was tested on
only six subjects. Another study addressed predicting a pilot’s mental state during
the operation of three unmanned aerial vehicles (UAVs) using behavioral and physio-
logical measures (i.e., cerebral, cardiac, and oculomotor features). They reported that
a higher intra-subject classification accuracy was achieved using ECG features alone
or combinedwith EEG features and eye-tracking signals (Singh et al. 2021).Multiple
physiological measures might help predict mental states because a study showed the
difficulty in predicting emotional states with a single physiological measure during
the teleoperation of a navigation robot (Yang and Dorneich 2017). These results indi-
cate that some biomarkers can be used to monitor metrics related to teleoperation
performance. However, no study has investigated physiological responses during
communication with other people via an avatar.

Previous studies on communication have estimated mental stress during inter-
views or public speaking by processing multimodal signals, such as EEG, ECG,
electromyogram, SCR, blood volume pulse (BVP), and temperature (Arza et al.
2019; Arsalan and Majid 2021). Other studies have used fNIRS data to estimate
mental stress (Sumioka et al. 2019) and perceived difficulty (Keshmiri et al. 2019)
during robot-mediated conversations. However, these studies do not include avatar
controls. Therefore, it remains unclear how the use of an avatar in a social context
affects psychological and physiological states and their relationships.

7.5.3 VR Simulator for Investigating the Psychological
and Physiological Impact of an Avatar on Its Operator

Although CAs are expected to be used in social situations, few studies have investi-
gated the psychological and physiological effects of avatar operators when existing
avatars are used in such situations, as described above. Therefore, to characterize
the impact of CA on operators during use, it is necessary to study CA use and the
use of existing avatars in social situations. We realized this problem and developed
a VR simulator for using avatars in social situations to investigate the psychological
and physiological effects of using existing avatars. Here, we describe the system and
briefly introduce our research on the mental workload.

The developed VR simulator is shown in Fig. 7.12. The simulator was displayed
through a head-mounted display (HMD), HTC Vive Pro Eye (HTC Corporation),
with an embedded eye tracker. The HMD had a refresh rate of 90 Hz and a field of
view of 110°. The eye tracker had a frequency of 120 Hz, an accuracy between 0.5°
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Fig. 7.12 VR simulator of teleoperated social tasks. Participants wore a head-mounted display
(HMD) and used a controller to control the avatar’s facial expressions and gestures while working
as a receptionist in a virtual space. We measured participants’ biosignals using Polymate Pro 6000
for EEG and an E4 band for such peripheral signals as SCR, temperature, BVP, and accelerometer

and 1.1°, and a field of view of 110°. Participants interacted with the simulator using
a Vive controller. The simulator was developed using C# in Unity software (Unity
Technologies). Signal processing, data recording, andVR simulationwere performed
using a PC with the following configuration: Windows 11 operating system, Intel
Core i7-11,700 CPU up to 4.9 GHz, 32 GB RAM, and Nvidia GeForce RTX 3070
GPU.

The simulator was integrated with a physiological measurement system
comprising the brain and peripheral signal sensors (Fig. 7.12). Brain signals were
recorded using an EEG Polymate Pro 6000 with 13 active electrodes placed in the
frontal, central, parietal, and occipital regions. In addition, an E4 wristband, which
records peripheral signals such as EDA, temperature, BVP, and accelerometers, was
placed on the non-dominant side of the avatar operator. Both brain and peripheral
signals were collected based on the lab streaming layer (LSL) system, which allowed
us to collect data with time synchronization.

The social task in the simulator was designed to induce a mental workload that
influences the behavior of the avatar operator and is present in real applications (Rea
et al. 2020). An avatar operator teleoperates a receptionist robot (avatar) that interacts
with the visitor in a VR simulation by answering questions and clicking buttons
corresponding to the avatar’s actions using a Vive controller. The avatar was based
on the humanoid robot ERICA (Glas et al. 2016). We designed the avatar’s actions,
including its facial expressions (sad, neutral, and happy) and hand movements (palm
up, pointing, palm side, and raising hands), to be controlled by the operator. Not
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only can the operator freely choose the avatar’s actions, but the system can also
suggest actions as a “Requested action” with a time limit displayed to increase
mental workload based on some cognitive tasks, such as a visual attention task
during lectures (Ko et al. 2017) and the Stroop Color-Word Test (Ahn et al. 2019).

7.5.4 Investigation of Psychological and Physiological
Influence During a Social Task

We conducted an experiment using the developed VR simulator to investigate the
impact of avatar use on social task operators. In this section, we briefly describe
preliminary experiments. Further details can be found in (Achanccaray and Sumioka
2023).

7.5.4.1 Participant

Twenty-five participants (13 males and 12 females) participated in the experiment.
The patients were between 21 and 40 years of age (mean: 30.48, SD: 7.20). They
had neither a history of neurological diseases nor experience with VR systems. Each
participant signed an informed consent form before the experiment. This study was
approved by the Ethics Committee of the Advanced Telecommunications Research
Institute International, Japan. Each participant received a monetary incentive.

7.5.4.2 Experimental Procedure

An interaction with a simulated visitor lasted for 45 s (Fig. 7.12). First, the visitor
entered a building and approached the avatar’s desk. Then, the visitor and teleoper-
ated avatar greeted each other (for 5 s). Next, the visitor asked the avatar to teleoperate
the participant if a particular person was at work or his/her room was in the building.
The participant had to respond to the visitor within 10 s, answering it verbally based
on tables and maps displayed on the screen and selecting the avatar’s action. The
visitors were asked two questions. After being asked these two questions, the visitor
would go into or left the building, depending on the participant’s answers. The partic-
ipants participated in all three conditions with different levels of mental workloads
to select the avatar’s actions: normal, attention, and stress conditions. Under normal
conditions, the participants freely selected their avatar’s actions. In the attention
condition, participants had to choose the requested action suggested by the system.
The stress condition was the same as the attention condition, except that a time
limit was displayed. Each condition comprised 24 interactions. Before each condi-
tion, the participants performed some trials to practice and become accustomed to it.
After each condition, the participants completed the NASA-TLXworkload test (Hart
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and Staveland 1988), which rated six task load subscales (mental demand, physical
demand, temporal demand, performance satisfaction, effort, and frustration) between
0 and 100 as well as provided an overall workload score.

7.5.4.3 Analysis

Several features were extracted from the collected physiological signals to explore
their physiological influences on the avatar operator. Owing to the lack ofmultimodal
data from 2 participants, we analyzed the physiological data from 23 participants.We
calculated the EEG band powers (alpha, beta, theta, and delta bands) and computed
features including the power asymmetry, theta/beta power ratio, and normalized
power in some regions, such as the frontal, frontal-central, central, central-parietal,
and occipital regions; these features are related to stress levels (Ahn et al. 2019) and
attention levels (Putman et al. 2014; Ko et al. 2017). The mean, standard deviation
(Std), number of peaks for the SCR, and mean temperature were calculated. The
mean and gaze speed in the x-, y-, and z-axes were computed from the accelerometer
and eye-tracking signals, respectively. In addition to these physiological features, we
computed the total score on the NASA-TLX and its six subscales.

7.5.4.4 Results

The use of an avatar significantly affected the overall workload (the total NASA-
TLX score). However, a post hoc comparison showed that the differences among
the conditions were not substantial, although we did find a significant difference
between the normal and stress conditions. When we analyzed the subscales, we
found significant differences in the mental, physical, temporal, and effort demands.
In particular, participants showed significant differences between the normal and
attention conditions and between the normal and stress conditions in terms of mental
and physical demands.

We found that several physiological features showed significantly different
responses among the conditions. For example, there was a significantly different
normalized alpha band power in the central-parietal region among the three condi-
tions. Interestingly, we also found significant differences among the conditions in
mean temperature, which is a peripheral signal. These results suggest that physio-
logical signals have the potential to reflect mental workload better than subjective
evaluations.

We also analyzed the correlations between physiological features and workload
subscales. Most of the correlations were weak for all conditions. The normalized
alpha band power in the central parietal region and mean temperature, which showed
significant differences among conditions, did not show any correlations with the
NASA-TLX subscales. However, we also found significant correlations with other
features. These results imply that thementalworkload perceived by an avatar operator
reflects not a single physiological feature but multiple features.
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7.5.5 Summary

In this section, we pointed out that previous studies on existing avatars have paid little
attention to the psychological and physiological effects of avatars on avatar operators
in social settings. To investigate the effects of CAs, we developed a simulator that
enabled people to use avatars in social situations. As a preliminary investigation,
we first examined the psychological and physiological effects of an existing avatar
on its operator, focusing on the mental workload of using an avatar in a virtual
environment. The results showed that the use of multiple physiological features
may be essential for predicting an operator’s mental workload. In future, we will
investigate the psychological and physiological impacts of CAs and compare the
future results with these current results to characterize the effects of CAs.

7.6 How to Create Health Indicators for Avatar
Applications

7.6.1 What Is Health: Definition

The WHO Charter was signed in 1946 and became effective in 1948; it describes
health as follows: “Health is not the absence of disease or infirmity, but a state of
complete physical, mental, and social well-being” (Friends of WHO Japan 2023).
Surprisingly, the definition of health included the words “mental and social health”
when infectious diseases were the leading cause of death.

Here, we discuss health according to theWHOCharter and theMinistry of Health,
Labour and Welfare (MHLW) of Japan, dividing it into three categories: physical
health, mental health, and social health.

7.6.1.1 Physical Health

Physical health refers not only to the health of individual organs but also to the proper
functioning of the body as a functional system. For example, the liver is responsible
for normal detoxification, and the kidneys excrete excess water as urine. The heart
maintains a sufficient cardiac output to distribute blood to all parts of the body, and
the lungs have sufficient functionality to absorb the necessary oxygen and exchange
carbon dioxide.

7.6.1.2 Mental Health

According to the World Health Organization (WHO), mental health is “a state of
well-being in which an individual realizes his or her own abilities, can cope with
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the normal stresses of life, can work productively and is able to make a contribution
to his or her community” (WHO 2022). Mental health is an integral and essential
component of health and is a basic human right (WHO 2022). Mental health is more
than the absence of mental disorders or disabilities, and it is determined by a range
of socioeconomic, biological, and environmental factors (WHO 2022, 2023). The
WHO also states that cost-effective public health and intersectoral strategies as well
as interventions exist to promote, protect, and restore mental health (WHO 2023).
Mental health is fundamental to our collective and individual abilities as humans to
think, emote, interact with each other, earn a living, and enjoy life (WHO 2023).

In Japan, the MHLW defines mental health as “an important condition for leading
an active life in one’s own way.” Specifically, it refers to being able to recognize
and express one’s feelings (emotional health), being able to think appropriately in
response to situations and solve practical problems (intellectual health), and being
able to establish constructive and good relationships with others and society (social
health). Finding purpose and meaning in life and making independent life choices
(human health) are also important factors, and mental health has a significant impact
on “quality of life” (Ministry of Health, Labour and Welfare of Japan 2000).

7.6.1.3 Social Health

Social health refers to one’s ability to form and maintain relationships, cope with
social situations, and participate in social activities that enhance well-being. Social
health is an integral part of health, as it influences and is influenced by other
dimensions of health, such as physical, mental, and environmental factors.

Many factors affect social health, including socioeconomic status, education,
culture, gender, social norms, social policies, and social support. These factors can
create social inequalities and inequities in health outcomes among different groups.
Therefore, addressing the social determinants of health is essential to promote social
health and reduce health disparities.

In Japan, social health is defined by theMHLWas “the ability to have constructive
and good relationships with others and society” (Ministry of Health, Labour and
Welfare of Japan 2000), as mentioned previously. In other words, human beings are
social beings, and they should be in situations in which one is able to maintain good
relationships with society, the aggregate of others, and specific others.

7.6.2 Evaluation of Health

Identifying how the use of avatars affects health is important for creating health
standards. A possible point of reference when considering the impact of an avatar
on health is to consider how the three aforementioned health factors are evaluated.
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In Japan, there is a historical background in which these three types of health have
been evaluated in accordance with changes in social and working conditions. This
section summarizes the results.

7.6.2.1 Historical Background of Sanitary Administration

Health evaluation in Japan began with the evaluation of physical health to improve
sanitary standards. After the government announced its policy of adopting Western
medicine in the late eighteenth century, the sanitary administration in Japan began to
take off. In the beginning, the control of infectious diseases was an important issue,
and the focus was on measures to prevent acute infectious diseases, such as cholera,
and chronic infectious diseases, such as tuberculosis, by improving the sanitary
environment. It was necessary to evaluate the effectiveness of these measures. As the
number of deaths from infectious diseases declined because of changes in disease
structure, including the effects of widespread immunization after World War II,
lifestyle-related diseases accounted for a large proportion of deaths. This resulting
increase in life expectancy has led to an increased focus on lifestyle-related diseases
and cancer control (Ministry of Health, Labour and Welfare of Japan 2014).

7.6.2.2 Historical Background of Occupational Health

Subsequently, with the enactment of the Labor Standards Law in 1947, the evaluation
of workers’ health was promoted in Japan. Since the enactment of the Occupational
Safety and Health Law in 1972, employers have been responsible for developing
measures to prevent health problems in response to changes in the nature of work
and to create a more comfortable working environment.

In addition, since the 1980s, the aging of the workforce because of increased life
expectancy and rapid changes in work styles due to technological innovation have
necessitated mental health measures in response to increased stress among workers,
making it necessary to focus on mental and physical health. In other words, for the
first time in Japan, the WHO came up with the idea of mandating mental health
measures from an occupational health perspective. In 1988, the Occupational Health
and Safety Law was revised to require employers to take the necessary measures to
maintain and promote the health of their employees on a continuous and systematic
basis. Specifically, occupational physicians qualified as medical doctors will take the
lead in measuring the health of individual workers, and, according to the results, staff
with sufficient knowledge and skills in their respective fields will provide “exercise
guidance,” “mental health care,” “nutrition guidance,” and “health guidance” to assess
the health of workers from both physical and mental aspects. The new law requires
companies to assess and maintain the physical and mental health of their employees
(Ministry of Health, Labour and Welfare of Japan 2014).
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7.6.2.3 Historical Background of Occupational Health in Information
Technology Work

With the proliferation of computers, an evaluation of their impact on health in the
workplace has been historically incorporated into medical examinations in Japan.

To answer the question of how to evaluate health in response to the spread of
avatars, it is important to carefully examine how this indicator was created.

Technological innovations centered on computers and information processing
have led to rapid advances in office automation in various industries. The widespread
use of visual display terminals (VDTs) has resulted in eye, body, and mental symp-
toms caused by long hours of VDT work. Thus, VDT syndrome has become a
problem. In 1985, the “Occupational Health Guidelines for VDTWork” were issued,
and health examinations for VDT workers, called VDT health examinations, began
to be conducted (although they were not mandatory). Subsequently, “Guidelines
for Occupational Health Management in VDT Work” were issued in 2002 in light
of the fact that VDT work is now widely performed in workplaces other than
offices. Furthermore, “Guidelines for Occupational Health Management in Infor-
mation Equipment Work” were issued in 2019 (and partially revised in 2021) to
address the diversification of work forms.

7.6.2.4 Historical Background for Understanding the Health
of the Elderly

In terms of human health, we believe that different responses are required from the
elderly. This is because their physical functions have declined over time, and they are
considered more vulnerable to the effects of environmental changes. This subsection
discusses how Japan addresses the needs of the elderly.

In the immediate postwar period, only a small number of low-income households
were covered, as the average life expectancy was around 50 years, and 3 households
lived together. However, with an increase in the number of elderly people and changes
in the industrial structure, nuclear families have become more common, and the
environment for the elderly has changed. In 1963, the Elderly Welfare Law was
enacted, making the welfare of the elderly the responsibility of national and local
governments. In 1973, free medical care for the elderly began, the problem of social
hospitalization for the elderly in need of care arose, and a long-term care insurance
system was established to solve this problem. The government aimed to control
spending and improve the overall health of its population. In addition, in response
to the decline in the labor force, measures such as extending the retirement age and
raising the age at which pension benefits begin have been implemented, with the
expectation that the elderly will function as workers. Health check-ups known as
“specified medical check-ups” are mandatory up to the age of 74 under the Law on
EnsuringMedical Care for the Elderly, but priority is given to those who are required
to receive occupational health check-ups under the Occupational Safety and Health
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Law, and healthmanagement is expected at theworkplace (Ministry ofHealth Labour
and Welfare of Japan 2000).

7.6.2.5 Importance of Health Evaluation

In the process of creating and disseminating new things in the environment and
culture, it can be said that country’s policy has been to evaluate and promote the
maintenance of health in response to health hazards that have occurred, as inferred
from the historical background mentioned above. However, it seems that the rapid
expansion of information equipment has been carried out without sufficient evalua-
tion. The same danger may arise in future when the needs to use avatars and improve
work efficiency increase rapidly in the industrial world. Therefore, it is important
to develop avatars from an occupational health perspective as much as possible to
ensure their healthy use. In addition, attention should be paid to what the government
is thinking about and implementing in terms of understanding the characteristics of
the elderly and creating products that are friendly for them.

7.6.2.6 Summary

This section discusses the historical background of health administration with a
special focus on occupational health and health assessment in working life. This
discussion is followed by a discussion on older people. As society ages and other
social conditions change, the issues requiring special attention change, and it is
necessary to keep these changes in mind as we move forward. In the next section, we
will focus specifically onVDThealth screenings and discuss howwe have considered
what to look for when using new products in the work environment and how we have
used this framework as a guideline.

7.6.3 Issues to Consider When Assessing the Health
of Avatar Operators

To answer the question of what to consider when evaluating the health of avatar
operators, we discuss various guidelines that have been published to date.

As mentioned in the previous section, the workplace is obligated to provide a
safe and healthy environment. The VDT work referred to here was classified as a
special type of work when computers first entered the work environment; therefore,
it was given special attention as a separate examination item in accordance with these
guidelines. However, it cannot be denied that it has become a skeleton in accordance
with the rapid spread of PCs, tablet terminals, and smartphones today. However, it is
necessary to fully discuss how to define the new avatars to be developed. If we can
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grasp the perspective of safety and health management required at workplaces and
identify the points that can be improved in advance, we may be able to make them
more user-friendly.

7.6.3.1 Issues to Consider Regarding Avatar Characteristics

Avatar operations are not only limited to computer-mediated tasks such as working
on a display screen but also include factors such as the use of an HMD, the combined
use of VR or AR, the complexity of the equipment used to perform the operations,
and the restrictive nature of the operating environment. This subsection describes the
issues that must be considered based on these characteristics.

7.6.3.2 Head-Mounted Display (HMD) Applications
and Considerations for Physical Health

An HMD is a device worn on the head to view images in three dimensions and can
be a means of VR, AR, etc. VR chatting, in which avatars talk to each other in a VR
space, is widely used.

HMDs can provide a powerful and realistic visual experience with a display close
to the eyes; however, HMDs already have known side effects.

VR sickness is a major complication of using HMDs. VR sickness is a symptom
of discomfort, nausea, eye strain, and dizziness associated with viewing VR content
using an HMD (Adhanom et al. 2022).

The main cause of VR sickness is thought to be sensory confusion between the
visual and vestibular systems; however, many other factors are involved, including
light stimulation, spatial information, workload, and individual differences. Subjec-
tive questionnaires and scales are commonly used to assess VR sickness (Sevinc and
Berkman 2020); however, objective biometric signals and behavioral indicators are
also used (Jang et al. 2022). Countermeasures for VR sickness have been proposed,
including the design of VR content and presentation methods, user adaptation and
training, and the use of medications and devices.

VR sickness has become an important issue with the spread of VR and the
expansion of its use, and theoretical clarification and the development of effective
countermeasures are needed.

7.6.3.3 Possible Influence of Using Avatars on Mental Health
and Social Health

Operational complexity is inevitable in a world with multiple avatars. Because health
management precautions for workers who perform complex operations are posi-
tioned as work with a higher mental load (Ministry of Health, Labour andWelfare of
Japan, 2021, 2023; Tokyo Labor Bureau 2018), the condition of workers should be
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monitored via periodic health checks and, if necessary, consultation with a doctor. It
is important to ensure that the working environment is carefully managed and that
sufficient breaks are taken during and after work.

Highly restrictive work can create a strong sense of anxiety in some individuals;
therefore, the appropriateness of such work must be carefully assessed. If different
types of avatars are to be developed in future, each example should be evaluated
based on its advantages and disadvantages.

Particularly, avatar addictionmay be theworst issue for users who focus onmental
and social health. Avatar addiction is a term used to describe the excessive and prob-
lematic use of online games involving avatars, such as massive multiplayer online
role-playing games. Avatar addiction can lead to IGD, which is a condition char-
acterized by impaired control over gaming, increased priority given to gaming over
other activities, and the continuation or escalation of gaming, despite its negative
consequences (WHO 2020). Avatar addiction may be influenced by several factors,
including identification with the avatar, an experience of flow, and a clarity of self-
concept (Zhang et al. 2022). Some studies have suggested that avatar identification,
or the degree to which players perceive their avatars as extensions of themselves
(Casale et al. 2023), may influence IGD through the mediating roles of flow and self-
concept clarity. Flow is an optimal experience that involves high levels of concen-
tration, enjoyment, and intrinsic motivation. Self-concept clarity is the degree to
which individuals have a clear and consistent sense of self. Avatar identification may
increase the likelihood of experiencing flow, whichmay decrease self-concept clarity
and increase IGD symptoms (Stavropoulos et al. 2022). Thus, avatar addiction may
reflect a complex interaction between psychological processes and features of online
gaming.

The ICD-11 andDSM-5 have already included the concept of IGD as an important
disease (Carlisle 2021; WHO 2020). Not only during gaming but also during work,
using avatars may become an issue that is worthy of consideration for maintaining
good health among the general population.

7.6.4 How to Confirm the Positive Effects of Using Avatars

We have discussed the possibility of using avatars not voluntarily but for work. Here,
we discuss the method used to confirm the biological effects of avatars, including
their positive effects.

Thus far, we have focused on the beguiling aspect of avatars as a cautionary point,
assuming that avatars will enter the industrial world from the same perspective as
industrial robots; however, avatars are reported to have positive effects because of
their characteristics of being virtual entities that serve as one’s alter ego. Participation
in activities such as avatar-based psychological counseling (Coleman et al. 2019),
treatment for chronic auditory hallucinations (Stefaniak et al. 2019), smoking cessa-
tion, avatar-led acceptance, and commitment therapy has already been reported with
positive results (Karekla et al. 2020).
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Table 7.1 Expectations for avatar symbiosis in an aging society

Current issues Expectations of the avatar society

Physical health Sarcopenia and frailty
Lack of physical activity because of a
decrease in physical work

Improvement of physical functions
Creating a lifestyle habit that can
increase metabolism

Mental health Decreased motivation
Depression, anxiety
Cognitive decline, dementia

Opportunities for physical activity
Targets that one can get absorbed in
A safe place for communication

Social health Social isolation Creating a system to prevent
isolation
Social participation through avatars

Avatars have the potential to realize a society free from the constraints of body,
brain, space, and time; however, at the same time, there are various challenging issues
that need to be resolved before the health benefits of avatars can be enjoyed.

7.6.5 Summary

As long as sanitation is good and access to goods and medical care is adequate
in modern society, except in special cases of nutrition, population aging will not
stop. As the elderly constitute a large proportion of the population in developed
countries, users will age rapidly, and society as a whole will have to focus on thinking
about the aging of operators in the process of maintaining health and accepting new
and different technologies. To maintain health, we have organized past policies and
literature on what we should pay attention to at this time, what we should consider,
and to what we should refer to in order to generate methods to evaluate health. It is
important to be able to consider the aging operators and how to maintain health by
referring to past examples as well as good effects, and it is also important to be able
to examine the effects of the system, especially on the aging population.

A current administrative challenge in Japan is bridging the gap between life
expectancy in general and life expectancy for social participation.

To this end:

1. What is required to maintain physical health?
2. What is required to maintain mental health?
3. What can be done to improve social health?

We must create a society that coexists with avatars while considering these ques-
tions. It is necessary to assess the influences of avatars on humans to improve human
life. As mentioned in Table 7.1, by living in harmony with an avatar, a society in
which people can maintain better health can be expected.
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Chapter 8
Field Experiments in the Real World

Takahiro Miyashita, Hirokazu Kumazaki, Shuichi Nishio, Takashi Hirano,
Shinichi Arakawa, and Yoshinao Sodeyama

Abstract This chapter explores social-field experiments of cybernetic avatars
(CAs). Previous chapters introduced the research and development initiatives neces-
sary to achieve a society where individuals can actively participate remotely by oper-
atingCAs.Tounderstand the feasibility of social participation throughCAutilization,
one approach is to conduct experiments in real-world scenarios and evaluate their
effectiveness. In the Avatar Symbiotic Society Project, a variety of real-world valida-
tion experiments are being conducted across different countries, industries, sectors,
teleoperators, and user demographics. This chapter outlines the essential elements
for conducting social–field experiments and highlights those done in the fields of
nursing care, mental health, and elderly support.
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8.1 Introduction

The Avatar Symbiosis Society Project has set two primary objectives: (1) creating
a society where anyone, including seniors and the physically/mentally challenged,
can freely participate in various activities using multiple CAs, and (2) everyone can
work and study anytime, anywhere, with minimized commuting time to a company
or a school and have plenty of free time. Social-field experiments are one method
for assessing the progress toward these goals in the research and development of
cybernetic avatars (CAs).

Social-field experiments, unlike laboratory experiments, are set in actual society
where the target population (ordinary citizens) serves as participants. The technology
under research anddevelopment is refined to a levelwhere participants can experience
it, and its effects are verified. In the context of CA research and development, real-
world experiments are conducted in society using ordinary citizens who are aligned
with the attributes of CA teleoperators and the end users of CA services. These
experiments aim to provideCAservices in real-world scenarios by validatingwhether
the anticipated effects of research and development are achieved.

Although technical validation experiments can sometimes be conducted in simu-
lated environments within laboratories or computer simulations, such aspects as the
appropriateness of CA services and the societal acceptance of CAs are often best
understood when tested with ordinary people in real-world situations. Social-field
experiments have proven to be an effective method for comprehensive verification
because they encompass human perceptions and associated behaviors.

This chapter introduces the equipment, communication technologies, and corpo-
rate consortium essential for the social-field experiments of cybernetic avatars. The
project has focused on conducting such experiments in particularly challenging areas
for commercialization, such as nursing care, mental health, and elderly support.
Specific experiments will be discussed in this chapter.

8.2 Field Experiment Platform for Cybernetic Avatars

8.2.1 Requirements for Social-Field Experiments of CA

To conduct social-field experiments, several essential elements must be addressed,
which differ from experiments in laboratories or computer simulations.

1. Create research and development outcomes that can be experienced by partici-
pants:

In social-field experiments of CA services, it is imperative that individ-
uals can experience these services. If a CA service does not exist as a
viable resource, participants cannot contemplate its acceptance. For experiments
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assessing whether CA services can effect societal changes, it is essential to intro-
duce them into society and conduct experiments over months or years to eval-
uate their societal impact. To achieve this, participants, not just engineers, must
appropriately experience the technology.

2. Establish an experimental environment (communication and safety):
When activating CAs, a wireless communication environment must be estab-

lished. In the social-field experiments of CA services, as experiments unfold in
our everyday living spaces, ensuring the safety of participants and those around
them is paramount. A deep understanding of how the location is used is required,
and the experimental environment must be configured in such a way that it does
not obstruct or endanger others.

3. Ensure participant safety through ethical review and risk assessment:
Following the preparation of experimental environments, a safe experimental

plan is devised, which must be thoroughly appraised by ethics review commit-
tees comprised of such experts as physicians and lawyers. Such committees
evaluate the plans of experiments from various perspectives to ensure safety and
avoid any potential violation of participant rights. Identified issues are broached,
improvements aremade, and approval is obtained before an experiment canmove
forward.

Without scrutinizing these three points, the execution of experiments is impos-
sible. Additionally, aspects related to the external design of CAs are significant.
For instance, if the experiment facility is a commercial establishment, the CA’s
external design must align with the acceptance criteria of that facility before the
experiment can proceed.

8.2.2 CA’s Social-Field Experiment Platform

To facilitate the social-field experiments of CA services within the Avatar Symbiotic
Society Project, a foundational infrastructure known as the CA social-field experi-
ment platform has been established. This infrastructure is comprised a CA platform
(middleware), CAs, and sensor systems. In the course of infrastructure develop-
ment, such components are incrementally constructed as part of other research and
development projects within this initiative and extracted, refined, and made publicly
available on an annual basis. Then they are utilized, customized, and maintained
for use by member companies of the Corporate Consortium for Avatar Symbiotic
Society (C-CAS2), among others. The results of social-field experiments with this
platform are reflected in the construction of CA platform and international standard-
ization activities, as described in Chap. 5. Below is a summary of the elements that
comprise the CA social-field experiment platform:

CAPlatform (Middleware, Public Release Version): As introduced in Chap. 5, the
CA platform serves as the information and communication infrastructure connecting
teleoperators to CAs for teleoperations. Although as of 2024 the CA platform is in
its research and development stage, a version capable of connecting three CAs to
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two teleoperators (Fig. 8.1) has been made publicly available to C-CAS2 members
free of charge for non-commercial use. This opportunity enables researchers and
non-developers alike to conduct social-field experiments with CA services.

Fig. 8.1 Teleoperation UI of CA platform
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CAs: CAs include movable CAs (Teleco), location-fixed CAs (ERICA, an android
type), Sota and CommU (small-size humanoid types), and digital signages for CG-
CAs (Fig. 8.2), all of which are available for use in social-field experiments.

Sensor Systems: These systems include human position measurement systems
utilizing 2D and 3D LiDARs (Glas et al. 2014, 2015), network camera systems,

(c) Sota and CommU (location-fixed CAs)    (d) CG-CAs in digital signage

Fig. 8.2 CAs in social-field experiment platforms



280 T. Miyashita et al.

Fig. 8.3 Experimental system example utilizing social-field experiment platform of CA

and other systems that measure human behaviors. These systems are deployable in
social-field experiments within the project.

Wireless Communication Devices: Specifically developed for the stable operation
of movable CAs, we deployed anMD-WLANdeveloped byATR (Kondo et al. 2023)
as a wireless communication device to ensure stable communication during physical
movements.

Leveraging these social-field experiment platforms, an example of the assembled
experimental system is shown in Fig. 8.3. Two teleoperators can control two location-
fixed CAs and one movable CA, all located remotely, simplifying the configuration
of such systems.

8.2.3 Experiments that Utilize CA’s Social-Field Experiment
Platform

In this section, we introduce an experiment conducted using the social-field experi-
ment platform of CA. If diverse social activities such as work, education, health care,
and daily life can be achieved through avatars, thereby overcoming the constraints
of time, space, and physical limitations, people’s lifestyles will significantly change.
How will the general public perceive such changes? To explore this idea, the Avatar
Symbiotic Society Project used the previously introduced social-field experiment
platform of CA to conduct a societal validation experiment called the Avatar 100
Experiment (or the Avatar Festival) from July 11 to 20, 2023, within commercial
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facilities and actual living spaces with restricted conditions. Figure 8.4 shows an
advertisement for the event aimed at the general public. The aim was to partially
create an avatar symbiotic society, allowing the general public to experience partici-
pating in it. Through this experience, participants were encouraged to reflect on the
ideal form of an avatar symbiotic society and the necessary research and development
to achieve such a futuristic society. This planning approach, starting from a pseudo-
realized future and contemplating the current society and research and development,
is known as backcasting.

In this experiment, 104 multiple heterogeneous CAs were placed throughout a
commercial complex called the Asia–Pacific Trade Center (ATC), in Osaka, Japan.
These avatars provided information about the facility, guided visitors to shops
and events, introduced the project, and performed such tasks as customer service
and security. Operated remotely from multiple teleoperation rooms, these avatars
were controlled by individuals who physically visited the ATC building or other
teleoperation rooms. Scenes of the experiment are shown in Fig. 8.5.

Key findings from a survey conducted during the experiment (645 valid responses)
included the revelation that many participants, even though they seemed familiar

Fig. 8.4 Advertisement for
avatar 100 experiment
(avatar festival)
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Fig. 8.5 Scenes of avatar 100 experiment (avatar festival)

with the term “avatar,” were unaware that it refers to CG agents or robots that can
be teleoperated as surrogates. About 74.4% reported a clarity in their awareness
and knowledge of avatars through the experiment. We gathered such sentiments as
“Using avatars expands communication and human connections” (37.2%) and “I
learned that avatars are operated by people” (32.7%).

Moving forward, we plan to conduct more backcasting-type social-field experi-
ments in the Avatar Symbiotic Society Project to increase the general public’s aware-
ness of potentially new ways of working and participating in society through CAs.
By gathering candid opinions based on personal experiences, we will contemplate
the future directions of research and development for an avatar symbiotic society,
where diverse social activities will become possible that exceed the constraints of
time, space, and physical limitations in work, education, health care, and daily life.

8.2.4 Collaborative Efforts for Social Implementation
Through Corporate Partnerships

The effective utilization of cybernetic avatars (CAs) varies across industries and
sectors. To ensure that the considerations extend beyond CA researchers and engi-
neers, inAugust 2021 theAvatar Symbiotic Society Project established theCorporate
Consortium forAvatar Symbiotic Society (C-CAS2) to actively involve such interests
in its actual operation (123 corporate members, as of February 2024).

The consortium’s membership is divided into two types: Information Members,
who share research and development outcomes related to CAs, and Subcommittee
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Members, who specifically explore CA utilization in their respective business opera-
tions. In the consortium,CAapplications to various industries and sectors are referred
to as Avatar Transformation (AX) in alignment with Digital Transformation (DX).
To date, four subcommittees (health care andmedical, educational support, IT infras-
tructure, and town development) have been established by consortium members and
researchers, each progressing in its exploration of AX. As the examination of AX
deepens and demonstration projects are organized, collaboration between research
institutions and companies will be fostered to conduct social-field experiments.

8.2.5 Discussion

This section introduced a social-field experiment platform designed to facilitate real-
world social experiments using cybernetic avatars (CAs) and presented the Avatar
100 Experiment (Avatar Festival) as an illustrative example of a social-field experi-
ment. We discussed corporate collaborations toward the social implementation of
CAs, including Avatar Transformation (AX) and the Corporate Consortium for
Avatar Symbiotic Society (C-CAS2). Through numerous social-field experiments,
theAvatar Symbiotic Society Project emphasizes that both the research and the devel-
opment of CA technology and social-field experiments play a vital role for achieving
an avatar symbiotic society in which everyone can actively participate. Our goal is
to create an avatar symbiotic society that people are eager to accept, based on CA’s
social acceptability determined through social-field experiments.

8.3 5G Communication Systems for Cybernetic Avatars

8.3.1 Motivation and Scope

Communication systems are essential to enjoy a cybernetic avatar (CA) life. Starting
in 2020, 5th generation cellular networks (5Gs) are eventually deployed throughout
the world (Atat et al. 2017). In 5G, more radio frequency bands are assigned for
telecommunication. A channel bandwidth allocated to 5G communication systems
can be 100 MHz (except the milli-wave system), which is five times larger than 4G/
LTE (Long-Term Evolution). The CAs connected with 5G will extend their applica-
tions by transferring various kinds of information, not only compressed video streams
like Zoom or YouTube but also suchmultidimensional information streams as virtual
reality or 3D-point cloud information.All of these applicationswill enhance our daily
lives.

5G communication systems have been standardized by both network carriers
and vendors. Many protocols have been defined, each of which describes a proce-
dure through which information is exchanged between such user equipment (UE)
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as smartphones and such carrier equipment as a base station. With standardization,
users can choose their favorite brand/type of smartphone and network carriers (in
terms of prices or connectivity) for 5G communication.

In addition to upgrading radio frequencies and channel bandwidth through 5G,
the most notable change of 5G communication systems is that a few bands of radio
frequencies are offered to non-network carriers, allowing a company or a university to
operate its own private 5G communication system. Japan licenses the radio frequency
from 4.6 to 4.9 GHz for such purposes, and our research group obtained a license in
December 2021 to investigate the applicability of 5G systems for CA lives.

From a CA perspective, the emergence of private 5G communication systems
increments the candidates of communication systems. One of our focuses includes
the deployment of private 5G communication systems to CA. In this section, we
present some results of field experiments on private 5G communication systems.
They include the characteristics of communication areas that are superior to WiFi
systems and the service qualities for interactive VR services.

Another focus is enhancing 5G communication systems for CA. Note that such
enhancement does not include modifications to 5G standards; it does include devel-
opments of algorithms or methodologies which are outside of the standards. Due
to space limitations, our recent progress on this aspect is not included. For further
information, refer to the following article (Eum et al. 2022).

8.3.2 Field Experiments on Private 5G Communication
Systems

8.3.2.1 Radio Coverage

Our first result was derived from a field experiment at a shopping mall in Osaka. In
July 2023, many project groups demonstrated their research results to visitors. Our
research group also set up a private 5G communication system and helped one of the
demonstrations achieve higher 5G communication coverage.

Figure 8.6 shows a teleoperated robot at the demonstration, developed by another
project group (Hu et al. 2023). Our 5G UE is attached via Ethernet. A teleoperator,
located at the same shopping mall in this demonstration, receives a video stream,
map information, and a control state from teleoperated robots and sends commands
for actuators or voice message to interact with visitors. Figure 8.7 illustrates our
demonstrated system with our private 5G systems for which we obtained another
license for this field experiment. Two base stations and six UEs were operated during
the field experiment. Four UEs (not shown) were used for signal strength monitoring
and throughput measurements. Since the bitrate of the teleoperation’s video stream
topped out at 30Mbps, accommodating traffic by a private 5G communication system
was relatively simple.
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Fig. 8.6 Teleoperated robots
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Fig. 8.7 Illustration of demonstrated system
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Fig. 8.8 Operating area where teleoperated robots can communicate

Figure 8.8 shows the operating area when a private 5G communication system
or a WiFi system is deployed. The most significant advantage of our private 5G
communication system is manifested in the operating area where teleoperation can
be performed. The colored region represents the region where the teleoperator can
control the teleoperated robot; outside of it, the teleoperated robot stops moving due
to a lack of reachability. Note that the region does not directly represent the physical
(PHY)-level signal strength with enough signal-to-noise ratio (SNR). The region
represents the area the teleoperator regards as operatable. The teleoperator is near
the WiFi’s access point.

Comparing Fig. 8.8a (WiFi) and b (private 5G), the private 5G communication
system has a significant advantage in the operating area. Almost half of the floor can
be covered by a single base station. We were dismayed by the sparsity of the WiFi
system’s operating area because it should have included around a half of the area
of the private 5G communication system based on the specifications of transmission
power. TheWiFi system’s poor coverage was caused by radio interference from other
access points. SinceWiFi uses an unlicensed frequency band, anyone in the shopping
mall can freely set up WiFi systems. The strength of the radio signals of our WiFi
system was strongest among other WiFi systems in the operating region. However,
as the distance from the access point increased, the strength of the radio signals of
ourWiFi system was weakened, and so radio signals were affected by the other WiFi
systems, lowering the SNR.

We may select WiFi systems for their obvious advantage: no required paperwork
as long as the system is certified by government regulations. However, because of
this advantage, CA systems may be affected by other systems. We believe that 5G
communication systems are a viable candidate to operate CAs outside of laboratories.
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8.3.2.2 Quality of Experience on Interactive, Cooperative VR Services

In this subsection, we describe the impact of shortening communication delays by
5G communication systems on the service quality of applications. We focus on VR
applications that involve interactions among users.

With the improvement of virtual reality (VR) technology, a variety of new VR
services have appeared.VR,whichhas beenused for awide rangeof societal purposes
and functions from remote medical operations to human interactions in a metaverse
space, has the potential to significantly change our daily lives (Hu et al. 2020). Appli-
cations that incorporate interaction in such VR spaces require real-time synchro-
nization of information, and so such synchronization must be sped up to improve
the quality of user experiences. In 5G, resources are allocated in both frequency and
time domains. A time domain is slotted. For example, there are 20 slots within 10 ms
at 30-kHz subcarrier spacing (SCS). Low-latency communications are achieved by
utilizing the bandwidth available in 5G standards and shortening the slots (Elbamby
et al. 2018).

The effect of the amount of delay on users in shooting games (Quax et al. 2004) and
certainVRapplications (Brunnströmet al. 2018) has also been studied, although there
remains insufficient literature on VR applications with interactions. We conducted
experiments where participants experienced VR applications in our private 5G envi-
ronment and measured the quality of their experiences based on subjective evalua-
tions. For evaluation purposes, we developed a simple VR application where two or
more users interact in VR space.

Figure 8.9 shows a screenshot of our application. Two users enter the VR space,
and one user (sender) takes a can off the table and puts it on a conveyor belt, which
starts to move when VR objects (cans) are placed on it. The movement’s speed
is constant. The sender places the cans on the conveyor belt and waits until they
are grabbed by another user (receiver). After the sender realizes that the receiver
successfully took a can, the sender immediately takes another from the table and
places it on the conveyor belt. The receiver observes the sender’s behavior. When the
can starts its journey, the receiver grabs it at an appropriate timing to avoid falling
and moves it to another table.

Figure 8.10 shows our experimental environment. The 5G environment in our
laboratory is licensed and operated at a 4.85 GHz center frequency with 100 MHz
bandwidth. We use two Oculus Quests as a head-mounted display (HMD). With
this device and a dedicated controller, we track the user’s hands and 6 DoF move-
ments. The VR application adopts offload rendering where graphic rendering is
performed on PCs connected to HMD devices. The VR application running on each
PC synchronizes the position information on the VR objects through the application
server.

To see the impact of communication delay more clearly, we also prepared wired
environments where PCs are connected to the application server via Ethernet and
injected a delay simulator just before it. By changing the simulator’s setting, packets
from/to the application server experience arbitrary delays or jitter. Based on the
average delay and its variance observed in 5G communication environments, we
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Fig. 8.9 VR application
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Fig. 8.10 Experimental environment

added the following delay patterns to evaluate the service quality: pattern A where
the average delay is close to 5G but has higher variance (jitter); pattern B where the
jitter is low, but the average delay is high. The actual delay/jitter measured in our
experiment environment is summarized in Table 8.1.

Note that such an intentional injection of delay/jitter can never happen in actual
communication systems. However, obtaining quality service in various environments
is useful from a networking research perspective. Since a communication system is

Table 8.1 Delay patterns

Min. (ms) Max. (ms) Average (ms) Variance

5G 10.8 43.6 19.9 24.7

Pattern A (wired) 5.6 55 22 61

Pattern B (wired) 37 45 41 4.1
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shared bymany users, perhaps it cannot always assign enough resources to guarantee
optimal service quality for every user. Thus, a communication system, in our current
case, a base station, must prioritize UEs for resource assignment. Such an eventuality
happens in commercial 5G communication systemswheremany of users are attached
to a limited resource. In general, commercial communication systems struggle to
provide “fair” throughput in a best-effort manner regardless of the perceived service
quality. Our challenge is to reveal the appropriate priorities on UEs from the CA
perspective, for example, giving greater priorities to sensitive tasks or lower priorities
to those that are less sensitive against delay/jitters and introducing resource alloca-
tion mechanisms for CA in commercial 5G communication systems. The following
experimental results with our private 5G communication system are the first step of
our challenge.

The following is the procedure with which we obtained subjective evaluations.
For each pair of participants, we first explained the sender/receiver operations in VR
space. Participants wore HMDs and held a controller to learn how to manipulate
objects, how to change the viewpoint, and how to move in VR space. Then the
user’s role (sender or receiver) was decided, followed by a five-minute practice for
both roles. Before they started to experience the VR application, we explained our
questionnaires and asked if they understood them. After the VR application was
finished, the participants answered the questionnaires. This process was repeated
three times to experience the VR application under 5G and delay patterns A and B.

The questionnaires completed by our participants were prepared to discern how
they felt about the communication or service quality in VR space based on whether
they knew/recognized the exact position of the other user’s hand and the object’s
position. We asked the following five questions: (1) Did you understand the posi-
tion of the receiver’s hand? (2) Did you feel any discomfort from the receiver’s
hand movement? (3) Did you understand the object’s position? (4) Did you feel any
discomfort from its movement? (5) Did you recognize the receiver’s action when
grabbing the object? Following the Likert scale, each question was graded from 1
(worst) to 5 (best). The questionnaires for the receivers were identical except that
they were asked about the sender’s behavior.

Figures 8.11 and 8.12 show the results of the scores averaged over three pairs
of participants. In our private 5G communication system, the scores are high for
all items, which means that the 5G communication system provided good service
quality in theVRapplications. Looking at the results of delay patternsAandB, the 4th
question (about the object’s movement) and the 5th question (about the recognition
of actions by the other side) severely decreased, indicating that both delay and jitter
should be kept low to maintain the service quality of VR applications. We conducted
additional experiments and found that when the jitter is large, a discrepancy occurs
when updating the coordinates of objects. This flaw causes variations in the speed at
which objects move, making them appear to move erratically. Lowering the delay is
important; when the average delay is under a certain level, lowering the jitter becomes
more important. Our results suggest that even in situations where allocating adequate
resources to UEs is difficult, if we reduce the jitter, i.e., variations of delays through
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Fig. 8.11 Evaluation scores (sender)

Fig. 8.12 Evaluation scores (receiver)

an appropriate scheduling of resource assignment, we can improve the quality of
user experiences in VR applications.

8.4 CA Systems in Field of Nursing Care

In this section,we introduce a cybernetic avatar (CA) system calledHANAMOFLOR
(Fig. 8.13). Its nickname is Hana-chan. It is a voiced sound such as “HA” and “NA”
which are generated by opening the mouth wide, and it is easy for the elderly to
speak and hear. The name HANAMOFLOR suggests activities for the goddess of
blooming flowers and conveys activities that fulfill dreams. It is a child-type robot
that was designed for the field of nursing care. It moves autonomously within shared
living spaces in elderly care facilities and spends time with residents to combat
psychological instability. For each resident, individual recreational activities are
discussed: taking one’s temperature, singing together, and assisting with phone calls
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Fig. 8.13 HANAMOFLOR

from family. Such activities are carried out to contribute to the psychological stability
and improvement of the quality of life of senior residents.

8.4.1 Background

Japan has already become a super-aged society (Oshima 2015). Its working-age
population is decreasing and is expected to continue on such a trajectory in the future,
threatening traditional support for this burgeoningnumber of seniors. Japan’s national
government is exploring support through new approaches and technologies related
to elderly care in such a context (Hirukawa 2016; The Ministry of Health 2021).
With this background in mind, based on an actual needs assessments of caregiving
facilities, we conducted a concept design for the necessary technology and systems
and have been progressing with the research and development of this CA system.

Weconducted a task analysis survey that targeted themost common formof elderly
care facilities in Japan: private-room, unit-type nursing homes (Toyama 2002). In
these facilities, a single unit accommodates up to ten residents, and caregiving is
holistically provided. Each resident has his/her own individual room; a shared living
space surrounds these rooms.Residents have theirmeals, watchTV, read newspapers,
and spend their daily lives as they please in this shared living area. We conducted a
time study on the caregiving tasks of professionals in such environments. Our most
significant insight from the results concerned the issue of insufficient monitoring of
residents in the living areas due to a shortage of workers (Fig. 8.14). Situations often
arise where a single caregiver is responsible for ten users in one unit. When this
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Fig. 8.14 Nursing care
facility issues and needs

single caregiver is providing assistance in individual rooms, such as with toilet assis-
tance, the living area structurally becomes unattended. Some residents feel uneasy
and unsettled when no staff members are present. Many such seniors also have
dementia. A peripheral symptom of dementia is BPSD, which is characterized by
easily becoming anxious and afraid, etc. When staff members are absent, users may
cry, become angry, or attempt to stand even though they are unable to walk. Moni-
toring, which is the foundation of such basic caregiving responsibilities as meal
assistance, toilet assistance, and bathing assistance, allows each of these tasks to be
performed while maintaining the residents’ psychological stability. Providing moni-
toring of all seniors as a baseline task is essential for ensuring efficient caregiving
and maintaining psychological stability.

8.4.2 Design

WedesignedHANAMOFLORas a concept to respond to the problemof lackofmoni-
toring due to shortage of manpower. This child type of robot moves autonomously
within the living area and leads individual recreational activities to prevent psycho-
logical instability. One distinctive feature is its ability to interact with seniors with
dementia without causing fear and with clear and understandable interactions. Even
in the presence of memory impairment, its design is based on the insight that “impor-
tant episodic memories are not lost (Tulving 1985)” and invokes a design that is
reminiscent of a child or grandchild. HANAMOFLOR’s life-like size and physical
parameters are designed to resemble to a 2-year-old child. At 83 cm, its height allows
those in wheelchairs to look slightly down at it, facilitating its direct interaction with
seniors while it moves autonomously. It shifts its head and eyes through face-tracking
control and makes eye contact during conversations.
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HANAMOFLOR also has a stable design with a flexion axis at the waist. Through
this, it can bow, maintain eye contact, and continue conversations while moving its
face close to users. Elucidation is enhanced by such movements. For seniors with
diminished visual, auditory, and cognitive functions, it is essential to clarify the
source of communication and identify the speaker. A gradual approach is emphasized
to control the progression of scenarios. The robot first speaks from a slight distance,
observing the response, and slowly approaches. Its software also gradually transitions
from distant topics to the main topic in its control of the progression of scenarios.
Our aim is to achieve a high degree of receptivity from dementia sufferers and
advance easy-to-understand conversations by adhering to the interaction methods
implemented by caregivers as methods of care (Gagnon et al. 2009; Gineste and
Marescotti 2010; Sato 2014; Honda et al. 2016; Nakazawa et al. 2020).

8.4.3 Real-World Proof-of-Concept Testing

8.4.3.1 Proof-of-Concept Testing on Elderly Dementia Patients
at a Caregiving Facility

We have been conducting regular proof-of-concept testing at actual caregiving
facilities every few months since November 2021. Individual recreational activi-
ties were done for seniors one by one in an actual environment of a shared living
area (Fig. 8.15). We used a HANAMOFLOR to engage in interaction that included
conversation about doing various activities together. Up to this point, we had repeat-
edly conducted the tests with 18 participants. Since we did these tests during the
COVID-19 pandemic, they were conducted after thoroughly weighing measures to
prevent infection. We conducted investigations through interviews with the care-
givers on a 5-point scale At-At evaluation sheet (Danish Technological Institute
and Yamaguchi 2019). Our summary of the results identified no concerns about
receptivity, and no participant was frightened. Participants with moderate dementia
symptoms gave particularly high ratings. The system’s system was deemed to be
positive, contributing to an improvement in the participants’ quality of life.

A notable benefit of conducting tests multiple times is that those individuals
with moderate dementia symptoms and short-term memory impairment began to
remember HANAMOFLOR even though the tests were conducted over intervals
spanning several months. The remarks made by the participants during the tests
were also positive, as shown in the following examples: “You’re so cute, Hana-chan,”
“I’m happy to see you again,” “I’m so happy that I feel like crying,” “When I go to
heaven, I’ll tell the angels that youwere cute,” etc. Participants usually have difficulty
conversing with each other due to compatibility issues, and staff members also lack
the time for extensive interaction. The COVID-19 pandemic restricted family visits
and limited conversation time. The staffmembers also observed a significant increase
in the conversational activities of their residents compared to without the CA.
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Fig. 8.15 Proof-of-concept test at a nursing care facility

We also found cases of disuse syndrome accompanying dementia as well as
instances where participants who rarely spoke with staff members were singing with
this system. Caregivers observed that the participants cared for the CA as if it was a
grandchild and sang with it as if recovering a type of maternal/paternal instinct.

Quantitative data collection and evaluation will be conducted in the future,
although based on the results of previous implementations, clearly positive stim-
ulation is being imparted, based on the interview results. The CA system shows
potential for reducing the progression of dementia and improving the quality of life
of those suffering from this disease.

8.4.3.2 Proof-of-Concept Testing on General Public at an Avatar
Festival

When implementing a CA system in caregiving facilities, its reception by the general
public must also be addressed. Systems are needed that will be accepted by societies
in which various systems of values coexist. We conducted proof-of-concept testing
on members of the general public at the Avatar Festival (see 8.2.3) at a shopping mall
in Osaka to gauge their degree of receptivity. Visitors observed demonstrations of our
CA system and watched videos depicting its use in caregiving facilities, followed
by interviews and surveys (Fig. 8.16). Two types of operation, autonomous and
teleoperation, were conducted during the demonstrations. In the latter, remote control
was done using a dialogue-operation module to select the CA’s speech content and
recreational activities to be carried out. The remote operator observed the speech and
the reactions of the visitors through microphones and cameras installed at the venue
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Fig. 8.16 Proof-of-concept testing at the avatar festival

and executed appropriate motions. We conducted a stable demonstration in real time
through a remote operation between Tokyo and Osaka.

A summary of the results of the 10-day test with 243 responses shows that our
CA system was positively received by the general public. Ninety % of the respon-
dents had a positive attitude toward using it in caregiving facilities and supported its
implementation it in a facility in which a family member resides. We conducted an
investigation of adjective pairs using the semantic differential (Snider and Osgood
1969) to evaluate the impressions received by individuals. The results identified a
particularly favorable impression with such opinions as cute, kind, and likable. The
word “cute” was mentioned most frequently in the survey’s free comment section,
especially in the context ofHanachan’s voice. The high evaluations pertain not only to
the hardware design but also the results of conversational interactions. The reactions
and evaluations from children and families were particularly positive. The system
especially successfully captured the attention of pre-school-age toddlers, and during
recreational singing, multiple children clapped their hands and sang with smiles, a
frequently occurring scene.
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8.4.4 Conclusion and Outlook

In this section, we introduced a CA system (a child-type monitoring and care-robot
named HANAMOFLOR) designed for use in the caregiving field along with back-
ground information, a concept design, and examples of proof-of-concept testing.
The primary focus in this CA system’s concept design is enhancing its receptivity
by elderly dementia patients. We aimed for a design that is easily accepted by indi-
viduals whose average age is 90 as well as those suffering from reduced visual,
aural, and cognitive functions. We successfully achieved both receptivity and value
for this target audience. As a result, our system design is a prime example of an
inclusive design, which was positively received as cute/adorable by individuals of all
age groups. In particular, the system showed high receptivity among children aged
two and three, suggesting a broad range of potential applications, such as monitoring
children of this age group and assisting pre-school teachers, etc.

In the future, we will continue to promote activities to quantitatively demonstrate
the effects described above with an aim toward CA’s real-world applications and
commercialization. We will continue to explore consumer opportunities in fields
outside of elderly caregiving, for example, children care, education and hospital, etc.
OurCAsystem is a life-sized humanoid robotwith dual-armmobilemanipulators and
modules for mobility, dialogue, observation, and operation. We will further research
and develop these modules in the future for operating them more efficiently as a
skill-specialized remote-control system. Our goal is to achieve a perfect CA system
that exceeds the limits of autonomous functionality and operator efficiency through
remote control. By implementing such a system, we can create a CA system with
an even higher level of hospitality. We hope to provide value to a broader range of
targets.

8.5 Social-Field Experiments for Individuals
with Developmental Disorders and Depressive
Disorders

The core symptoms of autism spectrum disorder (ASD) are impaired social commu-
nication and restricted repetitive behaviors (American PsychiatricAssociation 2013).
Individuals with ASD experience marked difficulties in social functioning (Bishop-
Fitzpatrick et al. 2017). It is estimated that approximately one in 36American children
suffers from ASD, based on the Autism and Developmental Disabilities Monitoring
(ADDM) Network (Maenner et al. 2021). In the USA, the medical costs of the social
problem of ASD are estimated to be $3 million per person (Cakir et al. 2020).

Several interventions are available for patients with autism spectrum conditions
(ASC). Evidence-based studies have demonstrated that developmental interventions
are partially effective in ASC individuals. However, many such individuals cannot
easilymaintain highmotivation or focus on human interventions (Warren et al. 2015).
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Intensive sensory processing inASC individualsmay be influenced by dynamic facial
features and expressions, which likely induce sensory and emotional overstimula-
tion and distraction (Johnson and Myers 2007). Consequently, they tend to actively
avoid sensory stimuli and concentrate on predictable rudimentary features, which can
hinder learning. Therefore, novel and effective supportive measures and therapeutic
intervention strategies must be specifically established for patients with ASC.

Anecdotal evidence shows that individuals with ASC may have a unique oppor-
tunity to use cybernetic avatars (CAs), such as robots. Robots allow them to control
and recreate situations with smooth and precise conversations despite their reactions,
thus contributing to a more structured and standardized intervention. Unlike humans,
robots that operate within a predictable and lawful system provide ASC individuals a
highly structured learning environment that facilitates their focus on relevant stimuli.
Structured interactions with humanoid robots are likely to form standardized social
situations in which specific social behaviors can occur.

In this section, we introduce many examples of using CAs in the psychiatric field.

8.5.1 Our System: Supporters Operate a Robot

Previous studies have demonstrated the effectiveness of robotic interventions inASC.
A typical form of support for ASC individuals with a robot involves a therapist who
operates the robot to interact with another person.

SinceASC individuals generally struggle towrite personal narratives, it is difficult
forASC individuals and their supporters to understand their inner psychological lives.
The Sentence Completion Test (SCT) is a semi-structured projection widely used by
clinicians and psychologists to explore needs, inner conflicts, fantasies, attitudes,
desires, adjustment disorders as well as the possibility of sexual abuse. Even with
SCT, providing sentence starters is insufficient to compensate for atypicalities in
creativity and imagination, and self-disclosures are difficult for ASC patients.

We developed a novel projection system using an android robot because many
ASC individuals often achieve higher task engagement through interaction with
robots, and robotic systemsmay be useful for eliciting and facilitating social commu-
nication, such as self-disclosure (Kumazaki et al. 2022a). An android’s appearance
often evokes a specific personality, making it easy for some ASC individuals to
imagine their own personality. Therefore, we investigated whether the addition of an
android robot exemplification to SCT encouraged self-disclosure in ASC patients.
We compared the differences in disclosure statements and subjective feelings on test
forms between SCTs with the addition of model answers by an android robot and
from a control group (human interviewers). For comparison, we also assessed disclo-
sure statements and subjective feelings in the SCT using model answers written on
the test form.

Our results found that quantitative data suggest that model answers by android
robots promote more self-disclosures, especially on negative topics, compared with
those by human interviewers and the model answers on the test form. Participants’
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embarrassment with the android robot’s model answers appeared lower than in
the human interviewee condition. Eliciting self-disclosure is an urgent issue in the
assessment and support of ASC individuals. Our results suggest that this system
may be useful for eliciting self-disclosure in ASC individuals. However, an android
robot is not necessarily better at eliciting self-disclosure. For some individuals with
ASC, humans elicit self-disclosure better than android robots. We must elucidate the
strengths and weaknesses of individuals and robots that elicit self-disclosure.

8.5.2 Our System: Patients Operate a Robot

Another form of support for ASC sufferers with a robot involves the individual who
is operating the robot to interact with a therapist.

Education in communication skills is essential for ASC individuals to attain
their full potential. To provide communication education while maintaining social
distancing, we developed a communication training systemwith a teleoperated robot
(Kumazaki et al. 2021). In this system, each participant was provided with a PC and
robot. The participants worked in pairs and communicated by a teleoperated robot.
The objectives were to verify whether this system continue to motivate ASC indi-
viduals for training. We found that it was useful for improving their communication
skills. The participants were randomly assigned to one of two groups: teacher-only
(TCT) or robot-mediated communication training (RMC). Participants in the former
group received lessons on communication skills from their teachers. Participants in
the latter group communicated through a teleoperated robot once a week for four
weeks (five times per week) in pairs in addition to teacher-led lessons. Twenty ASC
patients were participated in this study.We identified the following significant greater
gains in self-assessment, “I am good at explaining my thoughts to others,” and in
self-assessment and teacher assessment, “I am good at listening to others’ thoughts
and feelings.” As expected, motivation for training with this system was maintained
throughout the sessions. In summary, this system effectively improved communi-
cation skills (e.g., listening to others’ thoughts and feelings). Some ASC individ-
uals can deftly operate keyboards, although they struggle with face-to-face commu-
nication. Therefore, our proposed system is suitable for such patients. However,
various methods are available for remote-control robots. If ASD individuals struggle
to operate a keyboard, there are many other ways to remotely control robots. We
must customize how ASC sufferers operate a keyboard for each individual.

Social skills training (SST) helps ASD patients better understand others’ perspec-
tives and social interactions, develop empathy skills, and learn how to engage socially
with others. We developed a social skills training program (STUH) using several
humanoid robots, including an android robot, to familiarize ASC patients with the
perspectives of others and improve their socialization and empathy skills (Noguchi
et al. 2023). This study investigated the efficacy of STUH in such patients. In STUH,
we prepared 50 social exercises consisting of conversations and behavioral interac-
tions between an android robot and a simple humanoid robot. We prepared another
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humanoid robot that had a cartoon-likemechanical design that acted as a host. There-
fore, this study investigated the efficacy of STUH in this population. Fifty social
exercises were prepared for the STUH consisting of conversations and behavioral
interactions between an android robot and a simple humanoid robot. In the first half
of the STUH, participants engaged in exercises from the perspective of outsiders,
whereas in the second half, participants engaged in simulated experiences using
robots as avatars. Interventions related to STUH lasted for five days. Fourteen ASC
individuals were participated. All sociability index items improved between the pre-
intervention and follow-up sessions. Our program enabled the participants to become
familiarwith the perspectives of others and improved their sociability.Android robots
exhibit various expressions. Although their expressions might be complex, they are
obviously much simpler than those of humans. Humanoid robots are critical for
designing tools that are efficacious for assisting ASC individuals. The ultimate goal
of robot-assistedASC therapy is to generalize the social skills obtained during robotic
sessions to subsequent interactions with humans. For this purpose, more humanlike
robots are probably advantageous than mechanical robots. The optimal appearance
of robots used for ASD therapy should be located at some point on the humanoid-
non-humanoid spectrum, and varying this point based on the severity of ASC might
be beneficial.

8.5.3 Importance of Considering Individuality

Previous studies have suggested that preferences and reactions to robot interactions
vary widely among individuals with ASC. Given that most previous studies exper-
imented with robots in the same non-verbal environment and that ASC individuals
have strong likes and dislikes, ensuring not only an optimal appearance of the robot
but also optimal movement is important for smooth interactions and potential robot
interventions. We investigated whether ASC patients are more likely to talk to an
android robot that barely moves (only opening/closing its mouth when speaking) or
to one that moves frequently (not only opening/closing its mouth when speaking but
also moving its eyes left to right, up and down, blinking, taking deep breaths, rotating
its neck and body, and making random movements).

We investigated which of the two types of individuals was more likely to talk to
each other (Kumazaki et al. 2022b). This was a crossover study in which 25 ASC
individuals experienced a simulated interview with an android robot that made many
spontaneous facial and body movements and another that made almost none. We
compared the demographic information of the participants who indicated that they
were more comfortable when speaking with an android robot that made many move-
ments than with the one that made almost no movements and those who indicated
the opposite results. Furthermore, we examined how each demographic data item
is related to the participants’ sense of ease in the context of an interview with an
android robot. Fourteen participants indicated that an android robot that made fewer
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movements was easier to talk to than one that made many movements; eleven indi-
cated the opposite. Significant differences were also found between the two groups
in sensory sensitivity scores, which reflect a tendency toward lower neurological
thresholds. We also found a correlation between sensation-seeking scores, which
reflect a tendency toward higher neurological thresholds, and self-assessments of
comfort in each condition.

These results provide preliminary support for the importance of establishing the
android robot’s behavior by considering the sensory characteristics of ASC individ-
uals.Adaptation,which is a central feature of the nervous system, is defined as a short-
term decrease in the responsiveness or sensitivity of neurons after prolonged expo-
sure to a particular stimulus (or attribute) to which the neuron is sensitive (Lawson
et al. 2018). This process, which is an important aspect for adapting to environ-
mental changes (Störtkuhl et al. 1999), has been classified as abnormal in ASCs
compared to that in controls (Lawson et al. 2014). The traits of ASC are gradually
being considered in the motions of android robots. It is estimated that participants
prefer the android robot’s motion after a long interaction time.

8.5.4 Intervention Using Online Training

The demand for online interviews has been increasing rapidly. SincemanyASC indi-
viduals are uncomfortable with online or in-person interviews, such online interac-
tions present a hurdle to social participation. Training with computer graphics offers
several advantages, including active participation rather than passive observation, a
unique training experience, low cost, and accessibility.

We developed a group-based online interview training program using a virtual
robot (GOT) in which the interviewer and interviewee were projected onto the
screen as virtual robots, and five participants were grouped together as interviewers,
interviewees, and evaluators (Kumazaki et al. 2022c). The participants randomly
played every role. Each session was comprised a primary interview, feedback, and
a secondary interview. Participants underwent 25 sessions. Before and after GOT
sessions, they underwent a mock online interview with a professional interviewer
(MOH) to assess GOT’s effectiveness. Fifteen ASC individuals were participated
in the study, which improved their confidence, their motivation, their understanding
of others’ perspectives, their verbal and non-verbal abilities, and their interview test
performances. Their perceptions of the importance of the interviewer’s or evaluator’s
viewpoint also increased significantly after the second MOH compared to the first
one. Realizing the importance of interview skills using VR robots and experiencing a
different perspective from the interviewer’s or evaluator’s viewpointmay have helped
maintain the motivation and confidence of the ASC individuals. In another study
(Yoshikawa et al. 2023), we found that a CG-based program improved real-world
interview skills (verbal, non-verbal, and interview performance).

Unfortunately, the cost of preparing robots is high. Engineers are scarce in clinical
settings, and preparing and maintaining robotic systems are difficult, particularly
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during systemmalfunctions. Since preparing andmaintaining a CG system are easier
than using a robotic system, CG systems are expected to be used in clinical practice
in the near future.

8.5.5 Applications to Other Psychiatric New Diseases

The number of patients worldwide with psychiatric disorders has been rapidly
increasing. For example, according to a cohort study in New Zealand, lifetime preva-
lence of mental disorders is over 70% (Caspi et al. 2020). We previously reported
not only in the field of ASC but also in others, such as social anxiety, schizophrenia,
and social withdrawal. Social anxiety disorder (SAD) generally co-occurs with ASC
(Spain et al. 2018). Some individuals struggle to speak in front of others, a problem
linked to social restrictions (Muris and Ollendick 2021). We previously described a
case of an individual with comorbid SAD andASCwho could not speak in public and
used a humanoid robot as his avatar (Yoshida et al. 2022). For patientswith SAD/ASC
comorbidities who cannot speak in public, the intervention of a teleoperated robot as
an avatar might be very beneficial, since it allows them to speak and respond to others
through a robot called CommU in the presence of others while avoiding eye contact
by concentrating on PC operations. This study’s results suggest that PCmanipulation
is beneficial. A robot-based intervention was deemed especially helpful for getting
patients with comorbid SAD and ASC to understand that the interlocutor’s response
to their speech was less negative than they interpreted. This realization reduced
social anxiety and increased their confidence in their speech. Although not limited to
ASC and SAD individuals, many lack self-confidence in their public speech. Since
increasing confidence is one crucial factor for more self-confidence, the appropriate
use of robots may be linked to active social participation.

However, few studies have examined the use of robots for patients with
schizophrenia. These patients have difficulty interpreting facial expressions and
gaze directions. The interpretation of both facial expression forms is significantly
related to social competence. Interventions are required to improve these interpre-
tations in schizophrenia patients. We showed that an android robot’s intervention
for schizophrenic patients with comorbid ASC might improve their interpretations
of facial emotions and gaze direction (Kumazaki et al. 2023). Thus, a 3D learning
environment, which includes interaction with an android robot (avatars are also used
by schizophrenia patients), may be more effective for such patients. Some ASC
patients with schizophrenia and comorbid are suspicious of others, an aspect that
obviously also hinders communication rehabilitation. However, some patients with
schizophrenia believe that robots will not betray them, a belief that strengthens their
sense of security. The relationship between ASC and schizophrenia has received
considerable attention in recent years (Zheng et al. 2018). Treating patients with
both conditions is especially difficult, partly because of their negative attitudes
toward others. Contrastingly, those with ASC often achieve higher task engagement
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in robotic interventions. Our results suggest that robotic interventions may be effec-
tive for patients with schizophrenia who are complicated by ASC. The cognitive and
social rehabilitation of patients with schizophrenia has many challenges. For those
who are distrustful, the time spent with robots can be important. Clinicians must
constantly attempt to treat these patients.

8.5.6 Summary

Although the number of individuals with psychiatric disorders is increasing world-
wide, various challenges must be conquered before such psychiatric patients can
receive support. The lives of psychiatric patients might be enriched through the
appropriate placement of robots in society.Unfortunately, progress in robot-mediated
interventions remains modest, and few advances have been made regarding their
clinical applicability (Begum et al. 2016).

The potential role of robots in interventions with ASC individuals is currently
not recognized by the potential end users of this technology, such as ASC indi-
viduals, their caregivers, and clinicians. Collaborations between technologists and
psychiatrists are necessary to advance this field.

8.6 Social-Field Experiments for Older Adults

In Japan, life expectancy continues to increase, its birth rate is decreasing, and
its shrinking workforce and the need to create a meaningful life for seniors have
become critical social issues. In particular, the COVID-19 pandemic created a chal-
lenging social environment for seniors. Although widespread vaccinations curtailed
the most recent spread of COVID-19, new variants might spawn future outbreaks.
Simultaneously, online work spread rapidly during the pandemic, and various issues
might emerge when seniors cannot cope with such changes. However, other pertinent
issues linked to the work environment and type of work are inevitable. Many seniors
continue to harbor an intense desire to work, although many probably seek shorter
dailywork periods and fewer hours. Theywant to participate in societywhileworking
close to their homes. Additionally, many seniors want work that resembles what they
did before retiring to utilize their existing knowledge and experience. Unfortunately,
society might no longer require the same services from them, and starting over from
scratch at a new job may be highly difficult for many seniors.

One way to resolve this problem is to perform work and related tasks by remotely
controlling or teleoperating CAs, such as robots and similar devices. An image of
such teleoperation is shown in Fig. 8.17. By working through teleoperated avatars,
the problem of working location is resolved, and people might be allowed to work
for shorter periods or hours. Furthermore, teleoperation makes it possible to system-
atically intervene in the content of operations (semi-automated teleoperation) and
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Fig. 8.17 Teleoperation flow

provide on-screen and voice instructions to assist operators while they perform their
tasks.

In this study, we developed a prototype robotic teleoperation system that older
adults can readily use and tested it in a real-world setting to evaluate its applicability,
including whether seniors can accept teleoperation. In this section, we reported its
preliminary results. In this study, we used an interactive robot as a teleoperated avatar,
and the scope of its application was limited to such conversational tasks as facility
guidance.

8.6.1 Equipment

8.6.1.1 Robot

We used a small interactive robot called RoBoHoN, manufactured by the Sharp
Corporation (Fig. 8.18).

RoBoHoN is a small, 20-cm tall puppet-like robot that weighs ~ 400 g. It includes
a built-in camera, and a microphone is installed in its head. It has built-in motors in
its neck and arms, allowing it to gesture and speak using speech synthesis. In the
present study, in collaboration with the Sharp Corporation, wemodified the firmware
to enable voice recording and control servo motors and developed an embedded
teleoperation application for which the details are provided below.

8.6.1.2 Teleoperation System

Our teleoperation systemwas developed usingWebRTCwith an interface that runs on
a web browser. We also developed an application for the robot using a native library
and connected it to a commercial signaling server. We generated robot speech using
the following three methods:

1. Direct transmission of the operator’s voice.
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Fig. 8.18 RoBoHoN

2. Speech synthesis produced by pressing buttons on a screen.
3. Conversation based on speech synthesis after speech recognition of the operator’s

speech.

Here, since a voice synthesis mechanism which was built into the robot was used
for Steps 2 and 3, the robot’s voice is identical regardless of the operator. In Step
1, the operator’s voice is transmitted, and so the voice heard remotely is different,
depending on the operator. Figure 8.19 shows how the teleoperation was performed.

The screen’s top left shows the image captured by the robot’s camera. The operator
can recognize the other person and determine, for example, whether he/she is in front
of the robot. In this area, if the mouse is moved over the left, center, and right halves
of the screen, buttons are revealed that can change the angle of the robot’s neck to−

Fig. 8.19 Teleoperation performed by a senior
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45° (left), 0° (forward), and 45° (right). If the mouse is moved to the top right-hand
corner, a communication-disconnect button appears, which can end the teleoperation.
The left-hand side of the screen is comprised of buttons that cancel the voice content,
switch from the robot’s voice to the operator’s voice by voice recognition, and mute.

On the screen’s right side, there is an area to set the speech content based on
the task. In this experiment, we conducted a quiz and operated a facility guide. In
the quiz, the chosen category is played automatically, and the operator determines
whether the answer is right or wrong. A voice is played based on the answer. In the
facility guide, the selected voice is played for each question.

8.6.2 Methods

8.6.2.1 Experimental Procedure

In this experiment, with the cooperation of Sakai City in Japan, three older adults tele-
operated robots at a local governmental ward office, and seven teleoperated those at a
large children’s center. The experiment was conductedwith the approval of the Ethics
Committee on Research Involving Human Subjects from the School of Engineering
Science, Osaka University (approval number R2-32–2). Written informed consent
was obtained from the operators. Explanations of the experiment were provided to
visitors to the facility, and consent was obtained on an opt-out basis. The details of
the experiments conducted at each facility are described below.

In the experiment conducted at the city’s ward office, three seniors operated the
robot for 90 min over three days. The robot was located on the first floor of the ward
office, where pamphlets and other materials are placed; the robot greeted visitors
to attract their interest and encourage dialogues. When visitors approached it, the
robot was controlled remotely from another location within the facility, allowing it to
engage in dialogues and conduct quizzes about the district. The operator also freely
controlled the robot before and after the quizzes. A speaker with a microphone
connected via Bluetooth was placed near the robot to simplify hearing the other
person’s voice and to make the robot’s voice louder.

In the experiment, conducted at a large children’s center, seven seniors operated
the robot for two days. On the first day, it was placed in a hallway on the second
floor, and two participants took turns operating it for three 30-min periods (with a
30-min break between each 30-min period), for a total of one hour and 30 min. A
speaker with a Bluetooth-connected microphone function was placed near the robot
to simplify hearing the other person’s voice and to make the robot’s voice louder. On
the second day, the robot was set up in the exhibition hall on the fourth floor, and
three 30-min periods were allocated for operating the robot (with a 15-min break
between each 30-min period), and two seniors in the morning and three in the after-
noon alternately operated it. Since our experiment took place in a children’s center
and during an extended holiday period, the facility had many visitors; no special
attempts were made to attract visitors. For the visitors who approached the robot, the
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operator freely interacted with them by remotely controlling the robot from another
location within the facility to guide visitors through the facility. On the second day,
some people complained that the microphone speaker’s echo cancelation function
made it challenging to know when to speak. Unfortunately, given the relatively quiet
exhibition room, no speaker with a microphone function was installed.

8.6.2.2 Questionnaire Interviews

Following the experiment’s completion, each operator filled out a questionnaire and
was interviewed. We asked about the following situations:

• Work situation/desire to work.
• Anxiety regarding COVID-19 and its impact on their lifestyles.
• Effects of aging, anxiety about starting this experiment, or a new job/activity.
• Opportunities to meet with children, expectations for and anxieties regarding said

interactions.
• Frequency of smartphone/PC use.
• Impressions of robots and their remote operation.
• Level of interest in joining future experiments.

8.6.3 Results

Ten of the senior operators in this experiment were not currently working. Among
them, including those who are currently volunteering, six said that they were content
just volunteering, two wanted paid employment, and two said that they did not want
to work. Six admitted to feeling anxious about COVID-19, and all ten said that the
pandemic disrupted their lifestyles. These findings suggest that a demand exists for
elderly people to work/volunteer by remotely operating and guiding robots.

At the same time, eight of the seniors expressed concerns about starting something
new, such as a job. They admitted that their concentration, physical strength, and
memory were declining due to age, which we inferred to be fueling such worries.
However, when asked if they were anxious before operating the robot, eight felt
no anxiety, suggesting that even seniors can operate a robot with such an interface
without excessive anxiety.

In terms of their impressions of the children, they expressed relatively little resis-
tance, although note that this may have been because seven of the seniors who
took part in the experiment were volunteers at the Children’s Center, a fact that
undoubtedly influenced their answers.

In interviews, nine respondents enjoyed using the robot and found it interesting.
When asked if they would like to participate again, nine of ten said yes. One respon-
dent on the fence about a subsequent participation admitted that she/he had difficulty
leaving the house. However, since she/he added that operating the robot from home
would be possible if she/he had an internet connection and a PC, his/her interest
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in teleoperations can be inferred. Respondents said that they liked how visitors
responded pleasantly to them and enjoyed talking to them from the perspective of a
robot. This idea indicates that interaction by teleoperating the robot was generally
well received. Of course, since this was the first experiment for every participant, the
results might change if the experiment was repeated several times due to habituation
or boredom.

Concerning the positive aspects of the robot’s teleoperated dialogues, by acting
in place of the robot or pretending to be one, they felt that it was easier to engage
in dialogues, describing a phenomenon that resembled a masking effect. They did
experience some disadvantages to standing in for a robot.

The fact that millions and millions of people use computers and smartphones
regularly suggests that operators, as a whole, do not have strong resistance to the
manipulation of electronic devices. In terms of handling such devices, four operators
stated that the time lag caused by the voice recognition complicated its uses. In this
experiment, when speaking with the robot’s speech synthesis, a time lag occurred
because the voice input was converted into text through speech recognition, after
which the robot talked using speech synthesis from text. Our system allows operators
to speak in their own voice, similar to making a telephone call, which causes almost
no delay. However, we explained this idea to the operators and advised them to
speak in their own voice. However, they described the experience of hearing their
own voice coming out of the robot as strange and embarrassing and refused to use
it. Perhaps, the operators were overly aware that they were speaking on behalf of the
robot. Based on this result, one possible solution is real-time voice transformation,
perhaps with a near real-time voice changer. In recent years, although voice changers
that utilize deep learning have been developed, most struggle regarding voice quality
after conversion. Further research and development are expected in the future.

Another problem observed during the operation was the difficulty knowing what
the robot was saying at any given moment. This happened because, during the exper-
iments, the robot and the microphone speaker were connected via Bluetooth. The
microphone used by the speaker had a higher maximum volume than the robot’s
on-board speaker, and the microphone had a better pick-up performance. By using a
speaker with a microphone function, it was easier for the visitors to hear the robot as
well as the voices of the visitors. The speaker with a microphone function also had
an echo cancelation function so that the voice spoken by the robot was not heard on
the operator’s side.When the first experiment was carried out under these conditions,
approximately half of the operators reported that they couldn’t hear themselves and
couldn’t tell when they were speaking.

Therefore, in the second experiment,we used a standardmicrophone and a speaker
on the robot instead of connecting a speaker with a microphone function. For the
experiment carried out under this condition, some participants commented that it was
difficult to hear the visitors’ voices. The robot in this experiment was equipped with
a microphone sufficient for autonomous conversation in a quiet room, although its
performance was inadequate as a device for dialogue in a large facility with noise.
Based on these considerations, the microphone used in the robot requires a good
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sound-collection performance and must provide some kind of feedback, such as a
no echo cancelation function.

For the operating screen, one person thought that the “button positions are difficult
to recall,” an opinion that reflects that toomany buttons were prepared. Consideration
was given to operators who could acclimate to button positioning after continuously
operating the robot for a certain amount of time; however, at the same time, the size,
categorization, and arrangement of the characters must be addressed to facilitate
operation especially among inexperienced users.

Furthermore, through interviews, another drawback surfaced: the inability to deal
with problems on one’s own when they occurred. When implementing this system
in the real world, it must stably and easily recover during malfunctions.

8.6.4 Discussion and Future Issues

From the two experiments described in this section, we found that seniors easily
operated the robot remotely and enjoyed using it during interactions with children.
Although the remote operation system used in the experiments leaves much room for
improvement, even seniors remotely operating the robot for the first time could do
so and engage in dialogues without any difficulty. Furthermore, many seniors were
happy to talk to children, entertain them, and help them and their parents. Although
such sentiments reflect desire for approval and sociability, since many questionnaire
respondents said that they were “currently not working,” “would like to volunteer,”
and “anxious about a new job,” this suggests that they are reluctant to participate in
social activities because of unfamiliar tasks and responsibilities and their ownmental
and physical deterioration. Although the seniors who participated in this experiment
seem actively involved in such social activities as volunteering, many are willing to
help but have few opportunities to interact with others, such as the increasing number
of the elderly living alone in recent years. Many seniors might benefit from effective
remote interaction.

In addition to solving the above problems, mechanisms are required to support
seniors. For example, for tasks that are difficult to remember and respond to, such as
those involving information about large buildings or commercial products, or tasks
that require multi-step procedures, such as how to use equipment, support needs to
be based on the context of what is being said at the time and the information that
must be conveyed. Although given recent advances in automated dialogue genera-
tion technology, many conversational tasks can be replaced by automated systems.
However, it remains difficult for automated dialogue systems to assimilate content
that users cannot explain well or to express emotional and sensory dialogue, such
as communication that provides feelings of security. The advantage of teleopera-
tion is that human communication can be conducted by a person, while information
retrieval and presentation can be performed automatically. Therefore, the research
and development of such semi-automatic remote operation mechanisms must be
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promoted, particularly types that can be easily operated by seniors to provide them
with a genuine sense of satisfaction.
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Abstract Toward a future symbiotic society with Cybernetic Avatars (CAs), 
it is crucial to develop socially well-accepted CAs and to discuss legal, ethical, 
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and present studies that contribute to the development of socially well-accepted 
CAs. The second part of this chapter addresses the ethical and legal issues in 
installing CAs in society and discusses solutions for them.

9.1  Introduction

Cybernetic Avatars (CAs) are an innovative technology that enables people to 
extend their physical, cognitive, and perceptual capabilities and become free from 
the constraints of time and space. Therefore, CA technologies may affect human 
life, including workstyles and communication with others. Toward such a future 
in a symbiotic society with CAs, it is crucial to study design methods for socially 
well-accepted CAs. In addition to technological issues, it is indispensable to dis-
cuss legal, ethical, and socioeconomic issues to update social rules and norms in 
order to realize a future society with CAs. To envision the implementation of CAs 
in society, this chapter provides interdisciplinary discussions on these issues from 
technological and social science perspectives.

Section 9.2 discusses the aspects of CA ethics that need to be considered when 
installing CAs in society, based on which, we propose avatar social implementa-
tion guidelines that consider concern and trust issues in the development of CAs, 
followed by a description of a use case and a discussion of the steps to disseminate 
CA guidelines in society.

Section 9.3 focuses on the technologies for socially well-accepted CAs by over-
viewing the moral problems specifically occurring in communications through 
CAs and proposes “moral computing” research that challenges to solve these 
problems. As examples of moral interaction research with CA, we propose a CA 
guardsman and CA cashier that can change inappropriate language from remote 
workers working as guardsmen or cashiers, to appropriate and polite language. As 
another aspect of social acceptance of CAs, we review the literature on cultural 
differences in human communication and discuss culturally adaptive social robots. 
As the third topic of this section, we propose a SOCIAL-PIA model consisting 
of environmental perception, intention inference, and sharing cooperative plans. 
A handover task between a human and a robot is presented as a use case for the 
SOCIAL-PIA model.

Section 9.4 discusses the ethical issues of CAs by focusing on two aspects: the 
impact of CAs on people’s work and life and the ethical issues of gendering CAs. 
We then discuss how human society addresses ethical issues when encountering 
new technology.

Section 9.5 discusses the legal issues for CAs by defining the legal status of 
CAs and discussing corporate CAs separately from individual ones. We then show 
that not only ELSI issues but also Ethics, Law, Society, and Economics (ELSE) 
issues should be considered when installing CAs in society.

Section 9.6 discusses the use of CAs in election campaigning. In terms of using 
new technologies in elections, past cases of Internet use are presented.
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9.2  Implementing Cybernetic Avatars in a Society

In human history, the introduction of new technology that significantly impacts 
people’s lives has necessitated discussions on their application, use, and the need 
to update social rules and ethics to ensure their acceptance and dissemination in 
society. Regarding misuse, even if the technology is used in a way that the devel-
oper did not intend, it may cause social problems and lead to social condemna-
tion of the developers. Therefore, defining and sharing social norms with people in 
society are indispensable for implementing new technologies. Given the potential 
of Cybernetic Avatar (CA) technology to revolutionize people’s lives and work, 
it is imperative to establish ethical guidelines for CA. However, there are no reg-
ulations regarding the development and use of CA. In this section, we present a 
comprehensive discussion on the ethical considerations and factors that should be 
contemplated when implementing CA in society, along with guidelines for doing 
so. We also discuss further actions to disseminate these guidelines to the public.

9.2.1  Legal, Ethical, and Socioeconomic Principles for CA

As CA technology is deeply related to and developed based on Artificial 
Intelligence (AI) and robotics, which have recently been changing human lives, 
we begin by reviewing the legal and ethical principles of AI and robotics. In 2019, 
OECD and partner countries adopted policy guidelines on AI (OECD 2019) that 
aim to ensure robust, safe, fair, and trustworthy AI systems by upholding inter-
national standards. In 2019, the European Commission’s expert group proposed 
ethical principles for trustworthy AI, including respect for human autonomy, 
prevention of harm, fairness, and explicability (European Commission 2019). 
Through this preparation, in 2021, the European Commission proposed minimum 
requirements to address the risks and problems associated with AI (EUR-Lex 
2021). In 2021, UNESCO proposed a recommendation for AI ethics, which con-
sists of four primary values for AI systems: AI systems should work for the good 
of humanity, individuals, societies, and the environment (UNESCO 2021).

Among AI principles proposed by academia, one of the earliest proposals is the 
Asilomar AI principles (Asilomar Conference 2017), which were formulated by 
over 100 researchers at the Asilomar conference organized by the Future of Life 
Institute. The principles consist of three parts: research issues, ethics and values, 
and long-term issues. As a proposal from an academic association, the IEEE, a 
professional association for electronic and electronics engineers, proposed General 
Principles of Ethical Autonomous and Intelligent Systems (IEEE SA 2019).

For the ethics on robotics, the European Parliament proposed civil law and eth-
ical aspects of robotics, which were updated in 2017 (European Parliament 2017). 
The code of conduct for robotics engineers includes the principles of beneficence, 
non-maleficence, autonomy, and justice.
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Despite the numerous proposals for AI ethics, articles that have reviewed 
AI principles have found a remarkable degree of coherence and overlap among 
them (Floridi et al. 2018; Morley et al. 2020). Floridi et al. (2018) proposed five 
common principles: beneficence, non-maleficence, autonomy, justice, and expli-
cability. Beneficence refers to the principle of promoting well-being, preserving 
dignity, and sustaining the planet. Non-maleficence is the principle of avoiding 
negative consequences, particularly for privacy and security. Autonomy is the prin-
ciple of an individual’s right to make decisions, whether to decide by ourselves or 
delegate the decision to AI agents. Justice is the principle of promoting prosperity 
and preserving solidarity, while seeking to eliminate discrimination. Explicability 
is a principle of intelligibility and accountability, which can be expressed as trans-
parency. Except for explicability, four principles of AI ethics are commonly pro-
posed in robotics ethics (European Parliament 2017). Therefore, we adopted these 
five principles as the fundamental principles of CA ethics and added instrumental 
principles that protect and promote the core principles (Canca 2020). Table 9.1 list 
these principles.

Some instrumental principles contribute to the multiple core principles. For 
example, good behavior change can be advantageous for humans, while bad 
behavior change should be discouraged. Diversity should be considered in defin-
ing social justice and in decision-making.

9.2.2  Avatar Social Implementation Guidelines

Based on the discussion for principles of CA ethics in Sect. 9.2.1, we proposed 
guidelines for avatar social implementation. Although not all the principles are 
mentioned in the guidelines, this is the first draft of the CA ethics guidelines, 
which we designed to be as concise as possible.

<Preamble>
Innovation can make significant strides toward diversity and inclusion. The 
Moonshot R&D program aims to create a world where people can operate freely 
through avatar-related innovations. These guidelines are aimed at developers of 

Table 9.1  Principles of CA ethics

Core principles Instrumental principles

Beneficence Human rights, dignity, sustainability and inclusive, well-being, trust and 
trustworthy, behavior change

Non-maleficence Privacy, safety, security, anonymity, trust and trustworthy, disruptive 
behavior and harassment, psychological impacts, behavior change, error

Autonomy Identity, diversity

Justice Discrimination and disparity, rule of law, trust and trustworthy, democracy, 
literacy, morality, diversity

Explicability Responsibility and accountability, trust and trustworthy
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Cybernetic Avatars (CAs) and summarize the main aspects to be considered when 
implementing avatar-related innovations in society.

Due to the rapid pace of technological progress, new technologies often lack 
usage guidelines. However, they should continue to progress while maintain-
ing a balance between R&D and social implementation, with the primary goal of 
enhancing social well-being. It is imperative to address issues of concern and trust, 
including legal and ethical considerations to ensure widespread adoption of new 
technologies.

<Solicitude>
In addition to general considerations for ensuring the reliability of information 
systems, the following can be considered as ways of addressing issues related to 
concern and trust in the development of CAs:

1. Solicitude for Operators

 (Safety) It is recommended to provide instructions to users to prevent them 
from using the CA inappropriately or equip the CA with functions that inhibit 
such behaviors.

 (Secure) The operator’s consent should be obtained for the use of the operator’s 
operating record.

2. Solicitude for Users
 (Safety) It is recommended to provide instructions to operators to prevent 

inappropriate use of CA, or equip the CA with a function that prevents such 
behavior.

 (Secure) CA operations may be performed autonomously by AI; it is desirable 
to indicate this fact to users while the AI is in operation.

<Dissemination>
Goals to be aimed at the spread of CA to society include the following;

• Anyone should have equal opportunities to use CAs. Therefore, when devel-
oping CAs, accessibility considerations are necessary to ensure that everyone 
(e.g., children, people with disabilities, and the elderly) can use CAs.

• To improve productivity, it is recommended that an individual utilizes multiple 
CAs.

• It is recommended to improve the service quality by using CAs.
• CAs must be acceptable to users, operators, and other relevant people. 

Therefore, it is recommended to consider the purpose and environment of CA 
usage in designing CA.

• It is recommended to contribute to a sustainable society by reducing the emis-
sions of greenhouse gases, such as CO2, using CAs.

• It is recommended to provide literacy education to properly use CAs in society.
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9.2.3  Use Case

In this subsection, we present a possible use case and demonstrate how the guide-
lines proposed in Sect. 9.2.2 can be applied to the service or application of the use 
case.

Suppose that Mr. A works remotely as a shop clerk at a convenience store. Mr. 
A operates his CA from his home, far from the store. To prevent customer harass-
ment, it is desirable to provide instructions to the store customers not to abuse CA 
clerks. It is also useful to provide CA functions that prevent customer harassment 
behaviors. One possibility is to automatically detect and admonish inappropriate 
behavior. To ensure the security of the CA operator when recording the operating 
log, it is necessary to obtain consent from Mr. A.

For convenience store customers, it is desirable to instruct CA operators not to 
serve customers improperly, for instance, crudely providing customer service. It 
is also recommended to provide functions to prevent CA clerks from performing 
inappropriate operations, such as automatically changing the clerks’ tone of voice. 
To ensure customer security when the clerkship avatar is AI-controlled, it is rec-
ommended to provide customer notification.

9.2.4  Steps Toward Disseminating CA Guidelines in Society

As reviewed in Sect. 9.2.1, the principles are listed in AI ethics. However, as Prem 
(2023) suggests, these principles are defined at very high levels and do not spec-
ify how to realize them or translate them into operationalizable actions. Moreover, 
ethical standards may differ depending on the culture or community. Therefore, 
to put principles into practice, it is crucial to specify system requirements and 
develop tools and technologies to concretely address ethical issues. In this pro-
cess, communication between developers and potential end-users is indispensable. 
Moreover, in the final step of the CA ethics practice, assessing the ethical aspects 
of the developed CAs is necessary. At this stage, the development of assessment 
tools is necessary.

9.3  Technologies for Implementing Socially  
Well-Accepted CAs

This section presents studies contributing to the development of socially well-ac-
cepted CAs. To this end, the following subsection focuses on the following three 
topics: moral computing, culturally adaptive design, and cooperative human–robot 
interaction.
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9.3.1  Moral Interaction with Cybernetic Avatars

This subsection provides an overview of the “moral problems” that arise when 
moving from face-to-face to interactions using Cybernetic Avatars (CAs). We 
introduce “moral computing for CAs” and explain why achieving a harmonious 
cohabitation between the people and CAs is essential. We provide information 
on the current state of moral computing, outline our plans, and discuss the likely 
development of moral computing.

In many developed countries, including Japan, serious problems related to 
aging populations and the subsequent decline in the working population are 
emerging. As such, there are high expectations for robots and AI regarding their 
replacement or, at least, assisting human workers by taking on roles such as secu-
rity guards, cashiers, clerks, receptionists, delivery personnel, attendants, and 
cleaners. Recent advances in robotics have demonstrated the feasibility of auto-
mating specific tasks, including parcel delivery. However, fully autonomous robots 
are not ready to perform most tasks requiring human-level communication skills. 
This space is designated for the deployment of CAs as “avatar workers” who inter-
act with people in the service industry. We focus on CAs that engage in interac-
tions with people to facilitate discussion and illustrate our presentation. Given the 
first potential for large scale use of CAs in this field, it is imperative to address the 
issue urgently. To facilitate clarity, we will henceforth refer to the worker operat-
ing the CA as the “remote worker” and the person interacting with the CA as the 
“customer” in the remainder of this subsection.

First, we evaluate the feasibility of substituting in-person workers with remote 
workers who perform the same tasks using CAs. Potential difficulties become 
apparent when the specifics of in-person workers are considered more closely. 
For example, fast-food cashiers greet customers in a friendly manner by politely 
taking and delivering orders. However, at a less perceptible level, cashiers also 
observe the environment from a human perspective. This aspect is crucial as the 
presence of “human eyes” can prevent some unscrupulous people from disturb-
ing others or deteriorating the environment. A sense of order and security can be 
established by deterring low-moral behavior through the observation of others.

Concurrently, cashiers are themselves subject to the presence of “human 
eyes.” They work in an environment in which people can see all their actions. 
Particularly, they face customers in person in an environment that encourages 
them to do their best and provide services with great professionalism. Specifically, 
being physically in the environment makes it difficult to ignore customers’ 
requests and to behave in a rude manner.

Concerning a CA cashier, the “human eyes” of an in-person worker are 
replaced by those of a remote worker. To ensure environmental compliance, 
we must examine whether a remote worker can exert comparable peer pressure 
through the CA. In an adjacent context, surveillance cameras may already pro-
vide such functionalities, as one could argue. Certainly, surveillance cameras 
can inhibit serious crimes but cannot prevent low-moral behavior. Recently, the 
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problem of low-moral behavior has become more serious, even in cities where 
large networks of surveillance cameras have been installed (Velastin 2005; Gayet-
Viaud 2017). Simply watching people who engage in low-moral behavior is not 
enough; interactions with them are necessary. If CAs can perform their duties in 
a friendly and accommodating manner while simultaneously monitoring the envi-
ronment, similar to in-person cashiers, they may be accepted by society without 
raising ethical, legal, or societal concerns that could lead to fear of becoming a 
surveillance society.

When CAs are used to provide services, remote workers are not subject to 
direct pressure from customers. Thus, we anticipate a novel phenomenon—a 
substantial increase in unethical conduct aimed at customers. For example, when 
working in person, ignoring a customer is very difficult, whereas it is relatively 
easy behind the screen. Similarly, confronting a customer or starting an argu-
ment is less worrying behind the screen. We can draw an analogy between online 
and offline behaviors, where people tend to exhibit more negative behavior when 
interacting on the Internet than in face-to-face interactions. Of course, this issue 
depends on the remote workers’ level of accountability and anonymity. However, 
we can imagine situations easily getting out of hand when remote workers are 
tired, stressed, or upset. If we do not want people to judge that the services pro-
vided by CAs are of inferior quality or even worse, plain rude, we must address 
this issue by preparing safeguards to handle remote worker issues.

Customers interacting with CAs may experience reduced social pressure to 
behave politely, leading to increased incidence of low-moral behavior directed 
toward remote workers. This phenomenon is not novel, as customers have been 
observed to exhibit low-moral behavior toward in-person workers. In contrast, 
remote workers may be less affected by such low-moral behaviors as they do not 
interact in-person with customers. However, we hypothesize that remote workers 
may be less susceptible to the negative impact of justified customer complaints 
and may be more resilient in their response.

In addition, immoral behavior induces immoral behavior in others (for 
instance, the “broken windows” theory (Wilson and Kelling 1982)). If people 
see others engaging in low-moral behaviors, such as abandoning bicycles, litter-
ing, spray-painting graffiti, making fun of others, making noise, running around 
(e.g., in libraries), eating and drinking in places where such activities are pro-
hibited, urinating outdoors, and mismanaging dog feces, they are more likely to 
do so themselves. Then, we posit that CAs ought to adhere to “moral rules” to 
curb the propagation of immoral behaviors at an early stage and prevent further 
degradation.

Is it possible for CAs to play meaningful roles in moral interactions? Can 
they offer similar functionalities to “human vision” to reduce immoral or mor-
ally questionable behaviors while maintaining the professionalism that in-person 
workers naturally exhibit? The answer is unclear, and this remains a pressing aca-
demic challenge in human–robot interaction (HRI) research on CAs. We focus on 
the use of moral computing to address these challenges. Moral computing is an 
interdisciplinary field that combines computer and social sciences. The objective 
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is to integrate human morals and values into the designing, operation, and man-
agement of computer systems, particularly regarding human–robot interactions. 
As illustrated by our cashier example, we believe that moral computing applies 
to human-CA interactions and should allow for more harmonious and socially 
acceptable interactions.

9.3.1.1  Moral Interaction for Cybernetic Avatars

Morality is a fundamental element of a symbiotic society. Because most people 
are morally equipped, they tend to respect each other and engage in prosocial 
behaviors (e.g., helping one another). “Moral interaction” in the context of HRI is 
defined as an interaction in which a robot encourages people to respect it as a peer 
and moral recipient and brings a sense of security to the environment. In short, 
moral interactions with robots elicit both “peer pressure” and “peer respect.”

Contrary to robots, CAs are “projections” of the remote workers. Then, dur-
ing an interaction with a CA, we can assume that this occurs between morally 
equipped people (the customer and remote workers). However, “peer pressure” 
and “peer respect” are both diminished by the lack of physical proximity and 
the resulting communication barriers. Moral interaction for CAs should ensure 
that both “peer pressure” and “peer respect” are strong enough or propose 
workarounds to enable harmonious interactions. However, achieving this goal 
remains a largely unexplored issue. Research into moral interaction should ideally 
strive to elucidate the following question: How does using CA induce or promote 
moral behavior in both customers and remote workers?

9.3.1.2  Examples of Moral Interaction Research with Cybernetic 
Avatar

Two examples of research aimed at addressing moral interaction and enabling CAs 
to provide services in harmony with people are presented.

Study 1: Cybernetic Avatar as a Guardsman
The first study (Daneshmand et al. 2023) predicts that CA technology will ena-
ble remote work opportunities for individuals who are typically excluded from the 
workforce (Takeuchi et al. 2020). The working style of these newcomers is envi-
sioned as a gig economy, where remote workers have the freedom to frequently 
switch between different CA-enabled jobs. In the service industry, inexperienced 
remote workers can manage CAs to perform brief work assignments and address 
the labor shortage.

This study considers using CAs to enable remote workers to fill in for missing 
guardsmen in shopping malls. In Japan, guardsmen are expected to remain polite 
and talk appropriately under all circumstances. Achieving this component requires 
experience and skills that novice workers typically do not acquire. One difficulty 
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is that consistently talking appropriately and politely, as guardsmen would do to 
customers who are not always well-behaved, imposes a severe mental burden on 
such novice workers. These novice workers are likely to control CAs in a familiar 
environment where the pressure to act professionally is relatively low compared 
to working in person in a shopping mall. Then, with fatigue and stress, it is very 
likely that they let some inappropriate utterances slip, and the quality of the ser-
vice may suffer.

To solve this issue, we propose a support system that allows novice remote 
workers to talk freely without considering appropriateness and politeness, while 
maintaining the quality of the service. The support system functions as a “moral 
safeguard” that oversees the maintenance of appropriateness and politeness dur-
ing interactions. This method aims to improve the performance of CAs by pro-
viding polite and friendly interactions, even when faced with challenges, such as 
remote workers’ frustration and inexperience. A proposed system enables remote 
workers to express their intentions verbally, and an intent recognition pipeline 
determines the appropriate wording (Huggins et al. 2021). The remote worker 
and support system collaborate to enhance customer experience. While the remote 
worker observes customer behavior and communicates freely, the system identi-
fies the probable purpose of the communication and uses appropriate and polite 
language to express it. As illustrated in Fig. 9.1, the inappropriate language of an 
angry remote worker is not conveyed to customers by the CA. This safeguarding 
system ensures that the CA behaves as expected.

Figure 9.1 illustrates the pipeline. First, the remote worker’s spoken words are 
transcribed into text using automatic speech recognition (ASR). Next, the intent 
recognition module categorizes the text according to the intent it expresses. 
Finally, the speech-generation module produces a polite and appropriate response 
that reflects the recognized intent. The CA then communicates the appropriate 
utterance to the customer.

To develop the intent recognition module, we obtained a dataset covering nine 
tasks that guardsmen are expected to perform (including greeting customers, 
thanking customers, and admonishing customers who smoke or litter). For each 
task, we gathered approximately 40 utterances that expressed intent. Half of these 
were utterances appropriate for a guardsman, and the other half were rude or used 
broken language. The intent classifier was then created by fine-tuning a large lan-
guage model (BERT trained on the Japanese version of Wikipedia (Suzuki and 
Takahashi 2020)) using this dataset.

Fig. 9.1  Intent recognition pipeline for generating appropriate utterances from expressed intent
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We conducted a user study with 23 participants who acted as novice remote 
workers controlling a guardsman’s CA responsible for monitoring customer 
behaviors. The confederates who acted as customers were directed to engage in 
low-moral behaviors, such as smoking or littering, and to initially disregard or 
respond to the robot when admonished before either exiting the scene or comply-
ing and leaving the scene. This is illustrated in Fig. 9.2.

Each participant controlled the CA under two conditions: (1) with the help of 
the proposed support system and (2) without the help of the proposed support sys-
tem. For each condition, we measured the workload using the NASA task load 
index (Hart and Staveland 1988; Hart 2006) and rated the politeness of the CA 
utterances. Participants were interviewed and debriefed after experiencing both 
conditions.

The support system demonstrated an expected mean classification accuracy of 
96% across all participants. Specifically, the system accurately estimated the intent 
of participants, even when they spoke freely, and reformulated it appropriately.

The workload was significantly lower (p < 0.001, Cohen’s d = 1.23) when 
using the proposed support system (M = 46.07, SD = 14.36) than when not using 
it (M = 62.74, SD = 12.70). There was no significant difference in the perceived 
politeness of the CA with and without support.

The analysis of post-experiment interviews showed that the reduction in work-
load was attributed to the system alleviating the pressure to speak politely or gen-
erate on-the-spot appropriate responses. Some participants regarded the system as a 
backup to correct mistakes. In addition, participants felt that the support system bet-
ter protected the remote worker from negative customer behavior aimed at the CA.

The proposed support system is a “moral safeguard” that corrects utterances 
when the loss of peer pressure causes remote workers to act unprofessionally. On 
the customer side, the CA seems to adhere to the “moral rules” dictated by peer 
pressure, and harmonious interactions are possible. Simultaneously, the support 
system can potentially improve the welfare and mental health of remote workers 
by reducing their workload and cognitive pressure. However, it also raises con-
cerns about worker autonomy and employer control, as it converts casual state-
ments into polite and preset expressions, thus limiting the operators’ ability to 
choose words and express themselves freely. The system limits operators to a 

Fig. 9.2  Remote worker admonishing a confederate playing a smoking customer with and with-
out support
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set of predefined actions that can augment the employer’s authority over worker 
behavior. This approach may result in interactions becoming more scripted and 
less personalized, which could lead to decreased engagement and a suboptimal 
user experience. Further developments should address these concerns by seeking a 
balance between support and employee autonomy. Involving stakeholders, such as 
users, CA designers, and ethicists, in discussions can help minimize potential neg-
ative impacts and ensure the ethical and responsible use of technology.

Study 2: Cybernetic Avatar as a Cashier
This second study (Yamada et al. 2023) investigated another support system 
designed to assist CA operators in customer service settings. The assumption is 
that most remote workers providing services using CAs will act professionally, 
with only a minority displaying subpar performance. Service providers should 
enable proficient operators to engage in unrestricted communication with custom-
ers, which leads to the delivery of high-quality services. However, there is a need 
to assist less-competent remote workers in achieving a decent quality of service. 
Then, we understand the need for a system that can classify remote workers as 
“competent workers” or “subpar workers.”

To develop such a system, we selected a CA taking orders at a fast-food restau-
rant as an application scenario. Similar to an in-person worker, the CA must take 
orders from customers and answer more general questions. This second point is 
important because the quality of the service, and especially how hospitable it is, 
is often related to the ability of workers to perform their primary tasks. We judge 
a cashier as hospitable, which, in addition to taking our order, could indicate local 
tourist attractions when prompted. Regarding a CA cashier, competent and profes-
sional remote workers should be able to provide such a hospitable service, which 
we cannot expect from remote subpar workers.

In the proposed system, a remote worker is classified as competent if the esti-
mated probability of using appropriate utterances exceeds 0.9. In contrast, if the 
estimated probability of using inappropriate utterances exceeds 0.06, the remote 
worker is classified as a subpar worker. These thresholds were determined based 
on preliminary experiments. Probabilities were estimated from the number of 
appropriate and inappropriate utterances made by remote workers. The appro-
priateness of an utterance was determined using an accurate utterance classifier 
obtained by fine-tuning a large language model (BERT trained on the Japanese 
version of Wikipedia (Suzuki and Takahashi 2020)) with a dataset of appropriate 
and inappropriate utterances. These utterances are used by competent and subpar 
remote workers when controlling the CA to greet customers and take orders.

In practice, the results from the remote worker classifier were used to alternate 
between the two operating modes of the cashier CA.

1. Free Mode: This mode enables competent remote workers to interact freely 
with customers.

2. Support Mode: This mode supports subpar remote workers by replacing their 
utterances with preset appropriate ones.
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The support mode (see Fig. 9.3) is based on an intent recognition (Takeuchi 
et al. 2020) pipeline to that used in the first study (Daneshmand et al. 2023). The 
intent recognition module was trained to classify utterances into classes that repre-
sented the different steps necessary for greeting customers and taking orders at a 
fast-food restaurant.

We conducted a user study involving 21 pairs of participants to compare the 
proposed system with a baseline system in which all remote workers could com-
municate freely with customers (see Fig. 9.4). For each pair, we conducted four 
sessions of order-taking using CA. One participant played a competent and sub-
par remote worker under both conditions (proposed system or baseline system), 
whereas the other played different types of customer orders. After each session, 
participants playing the customer completed a questionnaire to rate the service 
provided by the CA in terms of satisfaction (Chung et al. 2018) and politeness 
(Berry et al. 1988; Nakamura 2007). After completing four sessions, the partici-
pants were interviewed. The system accurately classified remote workers (94% 
accuracy), and the intent classification during the support mode had an accuracy 
of 90.6%.

Fig. 9.3  System is switched to support mode and assist subpar remote worker to act profession-
ally

Fig. 9.4  Participant taking order from another participant using the cashier CA
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The findings suggest that the proposed system significantly improves the qual-
ity of interactions for remote subpart workers without disrupting the efficiency of 
competent remote workers. For subpar remote workers, customer service quality 
was significantly higher in terms of politeness and customer satisfaction than in 
the baseline system. However, we did not find a significant difference among com-
petent remote workers. In addition, 17 of the 21 participants (approximately 81%) 
preferred to interact with the CA controlled using the proposed system.

Our study was conducted in a simulated robotic burger restaurant, which may 
not represent the situation in all service industries. The study’s practical applica-
tion may be restricted because the participants were only role-playing operators 
with reduced structured dialog scenarios. However, we believe that it shows the 
importance of adapting the system controlling CAs to help remote workers who 
need it to guarantee that CAs abide by “moral rules” of conversation. The pro-
posed system did not face any challenges. Remote workers’ freedom of speech 
and professionalism are in tension, creating potential ethical issues. The system 
also occasionally hampered fluid interactions when the remote workers’ intentions 
were not in line with the preset categories.

9.3.1.3  Discussion

Our investigation of moral interactions with CAs suggests that recent machine 
learning techniques, such as intent recognition, could be used to support remote 
workers’ conversational capabilities. Our results show that an inexperienced 
remote worker can interact politely and appropriately without an excessive bur-
den when supported by the system. This aspect could extend to proactive, positive 
interaction with customers, such as hospitable engagement.

Because CAs are expected to be mobile, a further area of exploration is spatial 
interactions. We must study how CAs navigate physical spaces, respond to their 
environments, and adapt their behaviors to the constraints of their physical sur-
roundings. This finding has significant implications for the effective utilization 
of CAs in the service industry. We are particularly interested in developing moral 
codes that govern these spatial interactions.

We expect society to change with the widespread adoption of CAs equipped 
with the moral computing techniques we envision. CAs could potentially serve as 
tools for remote work and as extensions and augmentations of human capabilities. 
In this view, CAs may be considered a significant step toward integrating robotic 
assistance into daily life.

However, the implications of this new technology need to be evaluated. As 
highlighted in our case studies, although the proposed techniques improve the effi-
ciency of service provision, they can also affect the autonomy of remote workers. 
Balancing effectiveness and ethical considerations is crucial for developing sus-
tainable and fair CA practices. Questions such as “How much autonomy should be 
given to remote workers?” and “What impact does regulating autonomy have on 
user experiences?” necessitate careful investigation.
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9.3.2  Socio-cultural Aspects in Designing Avatar Behaviors

9.3.2.1  Motivation

CAs can be used in various applications, such as receptionists, shop clerks, and 
helpdesks. Regardless of the type of application, to make CAs accepted in soci-
ety, the avatar’s behavior must be natural, consistent, and meaningful for users. 
However, the user’s impression of avatar behavior may differ for multiple reasons, 
and culture is a critical factor affecting the acceptability of avatar behaviors.

Nass et al. (2000) discussed whether the ethnicity of computer agents affects 
user attitudes and behaviors. Their experimental results demonstrated that when 
subjects interacted with an ethnically matched agent, they perceived the agent to 
be more similar to themselves, socially attractive, and trustworthy. The partici-
pants also conformed more to the decision of the ethnically matched agent and 
perceived the agent’s arguments to be better.

In human communication science, Ting-Toomey and Dorjee (2018) described 
the differences in non-verbal behaviors across different cultures. For example, 
Italians use broader full-arm gestures than US Americans, and most of their hand 
gestures are expressive. Generally, southern Europeans tend to employ more ani-
mated hand gestures than northern Europeans. Concerning the perceived credibil-
ity aspect, Ting-Toomey and Dorjee (2018) described that facial composure and 
body posture influence judgments of credibility (i.e., whether a person has social 
influence power). In some Asian cultures (e.g., South Korea and Japan), influen-
tial individuals tend to maintain restrained facial expressions and rigid postures. 
However, in the US culture, relaxed facial expressions and postures are associated 
with credibility and positive impressions. In addition to bodily behavior, speak-
ing style is a type of non-verbal information. Ting-Toomey and Dorjee (2018) 
also described that interrupting a conversation partner is perceived as impolite in 
many cultures while interrupting is accepted positively in other cultures as a way 
to express interest in the conversation.

Therefore, to develop culturally adaptive CAs, it is essential to understand how 
non-verbal communication styles vary across cultures and how to design CA that 
consider these cultural differences.

9.3.2.2  Culturally Adaptive Agents and Robots

Several attempts have been made to develop culturally adaptive virtual agents and 
communication robots. In a study on virtual agents, the CUBE-G project between 
Germany and Japan collected a comparable corpus in three prototypical social 
interaction scenarios: a first-time meeting, negotiation, and conversation with 
someone of higher social status (Rehm et al. 2009). Endrass et al. (2013) analyzed 
the differences between German and Japanese speakers. They found that usage of 
body postures categorized by Bull (1987) differed between the two cultures. The 
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most frequent posture of German speakers was putting their hands into their pock-
ets, but joining their hands was most frequently observed in the Japanese data. 
The three most frequent posture categories did not overlap between the two cul-
tures. They found that the gesture expressivity differed between the two countries. 
In particular, gestures were performed faster, more powerfully, and more fluently 
by German speakers than by Japanese speakers. In addition, German participants 
used a wider space for their gestures than Japanese participants, while Japanese 
speakers used repetitive gestures more frequently. Based on these analyses, they 
developed and evaluated virtual agents that displayed prototypical or not-proto-
typical non-verbal behaviors in their culture. The experimental results showed that 
users preferred agent dialogues that reflected the behavioral patterns observed in 
their cultural backgrounds (Lugrin and Rehm 2021).

Research on Social Robotics has discovered that attitudes toward robots dif-
fer across cultures (Bartneck et al. 2005). It was also found that social signals 
displayed by robots were more accurately interpreted by native English speak-
ers, and the interpretation of the robots’ social signals differed depending on 
the culture (McKenna et al. 2018). The CASESSES Project between European 
countries and Japan aims to design culturally competent social robots for elderly 
care (Battistuzzi et al. 2018). They extracted key concepts from existing ethical 
guidelines for assistive technologies for people with dementia and applied them 
to scenarios describing how robots interact with the elderly belonging to different 
cultures.

9.3.2.3  Toward Designing Cultural and Ethical CAs

As described in the previous subsections, non-verbal behaviors are displayed and 
interpreted subconsciously rather than verbal information and are influenced by 
the user’s cultural background. To consider this point, previous studies on virtual 
agents and social robots have attempted to propose non-verbal behavior models 
capable of producing culturally appropriate behaviors such as facial expressions, 
gesture expressivity, posture, and gaze.

Although the studies mentioned above focused on autonomous virtual agents 
and social robots, similar approaches can be used to design and develop cultur-
ally adaptive CAs. Furthermore, as discussed in Battistuzzi et al. (2018), it is also 
important to discuss cultural influences on ethical issues when designing avatars.

9.3.3  Cooperative Social Perception–Intention–Action 
(PIA) Model for Cybernetics Avatars

The term robot has been applied to automatons that execute simple and repeti-
tive tasks to prevent humans from performing them. These early robots used an 
architecture composed of different layers (perception, modeling, planning, task 
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execution, and motor control), where the robot sensed its surroundings before 
planning how to execute a particular task (Brooks 1986), and followed what 
was denominated in the perception–action (PA) model. The PA model does not 
account for humans’ involvement in the process and does not allow establishing 
social interactions with them. In human–robot interaction (HRI) or Human–Robot 
Cooperation (HRC), the robot should understand human behavior and intentions 
to make these interactions safe, reliable, comfortable, and easily understandable 
to users, and the outcome of these interactions should be as productive as possible 
(Duchaine and Gosselin 2009).

In HRC tasks with humans, a robot must identify human intentions in a specific 
context and generate future predictions of human behavior to create one or several 
robot plans that anticipate user actions (Ferrer and Sanfeliu 2014). In this manner, 
the robot can adapt to changes in individual behavior and facilitate safe and com-
fortable interactions. Notably, human intention is the key issue in any HRI or HRC 
model. Examples of human–robot cooperative tasks include accompanying peo-
ple (Garrell and Sanfeliu 2012), transporting a table between a robot and a human 
(Mörtl et al. 2012), dancing with a robot (Kosuge et al. 2003) and collaborative 
search between a robot, and a human (Dalmasso et al. 2023), among others.

9.3.3.1  The Social PIA Model

To describe the Social PIA paradigm (Domínguez-Vidal et al. 2023, 2024), we dis-
cuss a cooperative task example called the handover task. Two agents, a robot and 
a human—are four meters apart and tasked with a handover assignment in which 
the robot will deliver a box to the human, who will subsequently pick it up (see 
Fig. 9.7). Both agents must perform several tasks to comprehend the mission con-
text (e.g., proximity), forecast their future location, device an optimal plan, com-
mit to it, and execute it. The object must be within a certain proximity to each 
other to enable switching. After switching, the user must raise their hands, reach 
for the object, and move away from the hand. To achieve these subtasks, in the 
case of a robot, the robot has to perceive the environment and localize the human 
hand and obstacles. Moreover, it has to identify the human intention; for exam-
ple, the human wants to grab the object or prefers to go away. If a human wants 
to grab an object, he will move toward the robot and raise his hand to take the 
object. The motion of the human skeleton can be predicted by a robot, which can 
anticipate the location of the human arm in the future. The robot then planned its 
forward motion and delivered the box. The robot anticipates how much it has to 
move when it has to raise its arm and when it has to deliver the box. If the human 
does not want to grab the box, it stops in the middle of the path. For example, 
when a robot is immobile, it should request clarification from a human regarding 
their intends goal. Depending on the human answer, the robot can be anticipative 
or simply ask the person what to do next.

Figure 5b depicts the SOCIAL-PIA model. This instance pertains to two agents 
(a robot and a human) who want to perform cooperative tasks. Each agent has a 
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perception module for detecting objects, humans, and the environment. They 
also have an intention module that infers human intention (implicit intention) 
(Mutlu et al. 2009) or receives a verbal command or signal (explicit intention) 
(Domínguez-Vidal and Sanfeliu 2023). These two modules are the inputs for the 
Situation Awareness module (Endsley and Garland 2000), which compares and 
analyzes the current situation with what was expected (because the cooperative 
task and the steps to execute the task are known in advance) and computes the 2D 
or 3D prediction of the other agent’s motion (Laplaza et al. 2022). These outputs 
are inputs to the decision-making module. In this module, the cooperative plan 
of each agent is elaborated, and the robot and the human create their plans, share 
their plans, and finally negotiate when the plan is unapproved by one of the agents. 
In certain scenarios, agents may negotiate their roles, with one agent assuming the 
role of leader, and the other that of follower. The intention module can also serve 
as an input to the decision-making process, influencing negotiation or role distri-
bution. The output of this module is the subtask plan of each agent, for example, 
to move the robot and raise the hand in the cooperative case or not to move and 
ask the person what he wants to do if the human does not follow the expected 
cooperative subtasks. This cycle—prediction intention, situation awareness, and 
decision-making—is repeated until the task is completed or stopped by one of the 
agents.

A schematic of the Social PIA is shown in Fig. 5a, where two agents (AG) per-
form a cooperative task. Each agent performs the appropriate actions (AC) and 
uses the perception and intention modules (P–I) to understand the current situation 
and the intention of the other agent and/or scenario agents (for example, bystand-
ers in the scenario). Moreover, they negotiate the subtasks to be performed using 
the PIA model, reorganize the roles of each partner, and create a joint plan.

9.3.3.2  The Social PIA Model Extended to Cybernetics Avatars

In the case of the Cybernetics Avatars (CAs), the Social PIA model can be 
extended, as shown in Fig. 9.6. Figure 6a shows a case of a CA interacting with 
an agent (AG, e.g., human). The CA is partially controlled by an operator (OP) 
who also perceives the actions and intentions of the CA and/or scenario agents 
(for example, bystanders) and performs the CA task. In some cases, it can nego-
tiate CA tasks. The task execution between the CA and AG is the same as that 
explained for the PIA model. Although the operator (OP) can arbitrate (arbitration 
module), the dispute between the CA and AG does not arrive at a commitment 
consensus.

The previous diagram can be further extended when two CAs perform cooper-
ative tasks. In this case, each CA is controlled by one operator (OP), and both OPs 
have the same interaction mechanism as their CAs. However, in this case, both 
operators could arbitrate the dispute over the CAs.
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9.3.3.3  The Use Case of Social PIA in a Handover Collaborative Task

We introduce the handover use case in Sect. 9.3.3.2. We use the Social PIA 
model to illustrate and describe this use case. Figure 9.7 shows a robot that must 
deliver a box to a human. In Photogram #1, the robot awaits delivery of the box. 
In Photogram #2, the robot senses that there is a clear way to proceed and uses 
its sensors (a stereo camera and lidar) to identify the person who needs to deliver 
the package (the robot uses the perception module). However, in Photogram #2, 
the robot perceives the intention of the person who will receive the box (the robot 
uses the intention module). The perception of the environment (there is a free path 
to deliver the box) and the perception of the human intention allow the robot to 
predict human motion in front of it, as shown in Photogram #2 (the robot analyzes 
the current situation and predicts human motion using the Situation Awareness 
module). The photogram human white model is a future projection of the human 
2.5 s in advance. Then, the robot plans to anticipate human motion and moves its 
arm to reach the contact point with the human, Photogram #3 (the robot uses the 
decision-making module to plan in coordination with the human, and Cooperative 
Actions are executed). The human moves toward the robot; however, the human 
prediction has already arrived at the destination, that is, Photogram #4 (the 
Cooperative Action module is executed). Then, the human arrives at the contact 
point and grabs the box, and the robot releases the box at the same time, as in 
Photogram #5 (the Cooperative Action module is executed). Finally, the human 
takes the box out of the robot, and the robot moves its arm back to the rest posi-
tion, as in Photogram #6 (the Cooperative Action module is executed). If the robot 
detects a different intention, its plan will be different.

9.4  Ethical Issues Concerning Cybernetic Avatars

Historically, humanity has been constrained by the need to exist in a physical 
space, possess a body located in a single place, and bear an identity tied to that 
physicality. Cybernetic Avatars (CAs) are technologies that aim to free humans 
from these constraints. Therefore, they have the potential to alter human existence 
fundamentally. This prospect offers immense hope but also raises a host of ethical 
concerns.

In our research, we used a variety of methods to gather views from a wide 
range of sectors and fields, focusing on the desired visions of the future and the 
ethical concerns associated with CA. At the symposia, we invited speakers, includ-
ing Artificial Intelligence researchers, legal scholars, ethicists, philosophers, 
aestheticians, anthropologists, and science fiction writers, for lectures and discus-
sions. In our workshops, we invited members of the public to experience CA and 
participated in discussions. We also conducted surveys to gauge public awareness, 
impressions, expectations, and concerns regarding CA.
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In this section, we discuss the ethical concerns and desirable developments 
related to CA, based on the opinions we collected. The impact of CA technol-
ogy on human life and society is far-reaching, resulting in a wide range of ethi-
cal issues. Therefore, it is not possible to comprehensively discuss all these issues. 
Instead, we focused on issues related to work, life, and gender.

9.4.1  Work and Life in Avatar Symbiotic Society

This subsection examines the impact and ethical considerations of CAs in individ-
ual workplaces and lives.

The extensive implementation and advancement of CA technology are antic-
ipated to considerably alter the way people work. With the possibility of remote 
work gaining acceptance, job opportunities have broadened. Furthermore, CAs can 
enable individuals to perform previously impractical tasks without assistance. The 
removal of physical movement requirements allows the utilization of short free-
time intervals for various tasks. Furthermore, operating multiple CAs concurrently 
can increase earnings for the same duration of work.

Consumers are likely to access diverse services more affordably and conven-
iently with advancements in CA technology. For example, if a household pos-
sesses a multifunctional digital assistant, various individuals can operate it at 
different times to fulfill various roles such as household assistants, caregivers, 
tutors, babysitters, and pet sitters. Additionally, the parallel use of digital assis-
tants by experts, such as doctors, counselors, educators, consultants, and trainers 
in diverse locations, could broaden the scope of people benefiting from their spe-
cialized expertise.

With the development of CAs, daily life is likely to change significantly. By 
using shared CAs located worldwide, we can travel globally with ease. It may be 
easier to have richer interactions with loved ones who are far away through CAs, 
thus providing a more immersive experience than videoconferencing.

However, such transformations are not without concerns. One of the most obvi-
ous concerns is that while CAs may create new opportunities, they may also lead 
to unemployment and increased economic inequality. For example, if powerful 
CAs are only accessible to a limited number of people, a significant opportunity 
gap could emerge between those who can use superior CAs and those who cannot. 
This could exacerbate and entrench the existing economic inequalities. Such a sce-
nario is not only ethically undesirable but also results in a loss by failing to utilize 
beneficial talent in society. It is desirable to ensure that as many people as possible 
have access to CAs. It will also be necessary to educate everyone on the skills 
required to operate CAs.

Furthermore, the ability of individuals to work more with the help of CAs could 
lead to situations in which some people are overworked, while others lose their 
jobs. Issues of work sharing and maintaining an appropriate work–life balance will 
become more critical than ever.
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In the context of home services, security, surveillance, and education that use 
CAs, there is a potential risk of privacy violations. Furthermore, there may be 
cases in which individuals use CAs to impersonate others or employ AI to oper-
ate CAs and engage in work activities. It is essential that CAs are equipped with 
appropriate security measures and that operators are properly trained in profes-
sional ethics. It is also necessary to consider responses to potential issues that arise 
during CA operations. It is irresponsible for companies operating CA services to 
place all responsibilities for any damage caused solely on CA operators or users. 
For example, it is important for companies to provide remedies such as insurance 
for harm measures.

However, as domestic services and other professions that use CAs evolve into 
gig-work-like scenarios, ensuring compliance with professional ethics is likely 
to become more difficult. This could also lead to an increase in insecure employ-
ment, exacerbating inequality and poverty. It is essential to ensure that profession-
als that use CAs are stable, fulfilling, and socially respected.

Travel using CAs may provide fewer benefits to local people than conventional 
travel. Therefore, it is necessary to consider the welfare of the destination com-
munities. In addition, remote technologies such as CAs may lead to a “disinhi-
bition effect” (Suler 2004), potentially increasing the tendency to behave without 
restraint at the destination. Appropriate regulations on the number of CAs and 
their permitted areas of movement, speed, and data collection are necessary to 
ensure that such travel does not involve disturbing local people.

In the context of using CAs for educational purposes, it is crucial to evaluate 
their effectiveness carefully. Most of all, it is necessary to ensure that no child 
is disadvantaged through the use of CAs. If the cost of introducing CAs remains 
high, not all families in need of CA-based educational services will have equitable 
access. Consequently, those who cannot afford these services may be disadvan-
taged, leading to the creation or exacerbation of inequalities based on socioeco-
nomic status.

As the society becomes increasingly dependent on CAs for various activities, 
individuals and communities may become vulnerable to system failures, technical 
malfunctions, and cyberattacks. In particular, if CAs malfunction or are hacked, 
not only could security be compromised, but vulnerable individuals (such as the 
elderly who rely on avatar assistance) could also experience disruptions in their 
daily lives and be unable to access necessary goods and services.

9.4.2  Gendering and Its Ethical Implications

This subsection examines gender embodiment in CAs. We begin with an overview 
of how gender roles are assigned to artificial entities and then explore the common 
concerns associated with such assignments. The following discussion is based on 
AI systems and robots. However, the entire point should also apply to CAs.
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Until recently, AI systems and robots were not considered social agents with 
which ordinary people could communicate. AI systems did not speak a natural lan-
guage. Robots were limited to industrial factories for mass production. However, 
interaction with AI assistants via natural language has become increasingly com-
mon. Social robots, some of which are remote-controlled CAs, are deployed in 
public places such as airports, shopping malls, restaurants, hotels, and hospitals to 
assist customers and provide helpful information.

The rise of human–robot interaction (HRI) has been a consequence of this shift. 
HRI aims to explore the interaction between humans and robots by utilizing a 
range of disciplines such as robotics, engineering, psychology, and design. A key 
finding of HRI research is anthropomorphism. Humans interact with AI systems 
and robots as social agents even though they are known to be inanimate artifacts. 
We tend to treat AI systems and robots with politeness and respect, rather than 
as mere tools. Through repeated interaction, individuals may develop friendships 
or, in some cases, even intimate relationships with them. Reports state that every 
day, hundreds of thousands of people say “good morning” to Amazon’s Alexa and 
some have confessed their love for her (Cox 2018). Hiroshi Ishiguro designed 
Erica, a realistic humanoid robot that resembles a Japanese woman. Ishiguro com-
mented that she was the most beautiful woman he saw (Nyholm 2023).

Anthropomorphism indicates that humans are inclined to project social cues 
onto artificial entities. If this is the case, it is expedient for engineers to have arti-
ficial entities that elicit this tendency, enabling users to engage more effectively. 
A frequently adopted approach is the incorporation of gender in AI systems and 
robots. Female coding is frequently employed in AI systems and social robots. 
AI assistants typically have feminine names such as Alexa, Siri, or Cortana. Their 
voices were soft, high-pitched voices associated with women. This result was 
intentional. Microsoft conducted an extensive survey of individuals’ preferences 
for AI assistants, revealing that respondents from around the world favored a 
female assistant over a male assistant, ideally in their twenties or thirties at oldest 
(Kedmey 2015).

This apparent convergence of preferences for female voices may reflect the 
expectation that women are particularly adept at tasks requiring empathy and 
conversational skills. However, in other conversational settings, users may favor 
agents coded as males. For instance, Bayerische Motoren Werke (BMW) initially 
marketed automobiles using a navigation system programmed to communicate 
through a female voice. Some customers raised concerns about receiving direc-
tions from females. Consequently, BMW decided that the voice should suggest a 
male who was slightly dominant, somewhat friendly, and highly competent (Nass 
and Brave 2005).

This discrepancy may arise from the fact that certain roles in human soci-
ety are gender-specific. Some tend to be female centric, whereas others tend to 
be male-centric. In female-centric domains, a female-coded robot may perform 
better, because it matches human expectations. In male-centric domains, users 
may prefer male-coded robots. This hypothesis predicts that aligning robots with 
human expectations will increase their acceptance in society.
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However, the gendering of AI systems and robots has also raised con-
cerns about the perpetuation of gender stereotypes and reinforcement of gender 
divides. According to critics, the conflation of female-voiced AI assistants with 
real women may propagate gender stereotypes and normalize one-sided com-
mand-based verbal interactions with women, as these AI assistants are expected 
to act submissively (West et al. 2019). Furthermore, associating social robots with 
subordinate tasks traditionally performed by women can reinforce social inequali-
ties, as these tasks tend to be paid poorly (Tannenbaum et al. 2019). It is currently 
uncertain whether this alleged conflation of female-voiced AI assistants with real 
women occurs regularly. Similarly, the extent to which gendering of AI systems 
and robots contributes to social inequality remains unclear. Nevertheless, these 
concerns are widely shared among journalists and humanities scholars.

A related but different concern is the symbolic significance of gendering. 
Recent research on the generation of shared laughter has illustrated this phenome-
non. Inoue and his colleagues attempted to teach the art of conversational laughter 
to a humanoid robot in the hope of improving the natural conversation between 
humans and robots (Inoue et al. 2022). They obtained speed-dating dialogs 
between male university students and the CA, which were remotely controlled by 
one of four amateur actresses. The dataset was annotated with different laughter 
types and was used for machine learning. This research was immediately acknowl-
edged for its contribution to affective computing, winning the NETEXPLO 
Innovation 2022 Award. Despite its technological success, however, critics have 
focused on the ethical implications of this research. This research employed Erica, 
a realistic humanoid who has long been known for her highly feminine beauty. 
Critics have suggested that this research on shared laughter generation implies that 
Erica learned submissive female behavior during Japanese speed-dating events.

If gendered AI systems and robots have some symbolic significance, as shown 
in the previous concern, they could serve as positive role models for both boys and 
girls. The idea is that female-coded systems can be programmed to be assertive 
and confident, whereas those coded as males can possess nurturing and empathetic 
traits. This approach can assist in challenging traditional gender stereotypes and 
encourages children to develop a broader view of what it means to be a boy or girl. 
It is also noteworthy that gendering is only one approach for designing AI systems 
and robots that elicit a human tendency to project social cues onto artificial enti-
ties. In principle, designers can focus on creating AI systems and robots that are 
perceived as gender neutral. This could involve using gender-neutral names, avoid-
ing stereotypical design features, and programming these systems with a variety 
of behaviors that do not conform to traditional gender roles (Schiebinger et al. 
2011–2020).

This is not a place to resolve the controversy but merely to highlight the com-
plexity of introducing AI systems and robots into society. It is crucial to examine 
the ethical implications and to design AI systems and robots that promote inclusiv-
ity, diversity, and accountability.
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9.4.3  Summary

Technological progress does not automatically improve the well-being of all peo-
ple. Technology has historically worsened the lives of certain groups, exacerbated 
inequalities, and threatened social security. Often, socially vulnerable people are 
harmed, rather than benefiting from technological progress.

Truly valuable innovations increase the overall utility and well-being of society, 
improve the quality of individual lives, contribute to human prosperity and peace, 
and help solve societal challenges. Therefore, to promote innovation, individuals’ 
rights, health, property, and dignity should be respected.

Technology must advance equitably. Special care must be taken to avoid wors-
ening the situation for minorities and disadvantaged people. Thus, innovation 
should be a means of redressing discrimination and inequality. Driving innova-
tion must protect the needs and rights of vulnerable people whose voices are not 
adequately represented and provide them with opportunities to participate in deci-
sion-making processes.

People are often fearful and cautious of new technologies. Those who promote 
technology must fulfill their duty to provide adequate explanations, increase the 
transparency of the technology itself and its promotion process, and address peo-
ple’s concerns. The public’s understanding of technology is a critical prerequisite 
for its adoption. Risks are inherent in new technologies, and even experts may fail 
to anticipate potential harm. Therefore, it is necessary to prepare flexible responses 
to unforeseen negative effects. Moreover, all stakeholders must understand such 
uncertainties before technology can be introduced into society.

9.5  Legal Issues Concerning Cybernetic Avatars

9.5.1  What is an Avatar?

The word “avatar” is derived from the Sanskrit word “Avatāra” (अवतार), meaning 
“a representation of a divine principle” (a symbolic representation) or “descent” 
(a figure that has descended to earth), which is the object of people’s faith (Lenoir 
and Drucker 2011). The term usually refers to the incarnation of the god, Vishnu.

In the Ramayana and the Mahābhāratam, the great Hindu epics, and in the 
Bhagavadgītā, one of the Hindu scriptures, Rāma appears as a superhuman protag-
onist and Krishna is the avatara (incarnation) of Vishnu. James Cameron’s movie 
Avatar was inspired by this word (Lenoir and Drucker 2011).

Mandalas in Japan, India, and China depict Buddhas and deities descending to 
earth in temporary forms, and these are called “gongen” [alter-ego Buddhas] in 
Japan. In American museums, alter-ego Buddhas in the mandalas are described as 
avatars (Ikegami and Tanaka 2020). Therefore, the term “avatar” is often used to 
mean “alter-ego of oneself,” extending the original meaning of alter-ego (incarna-
tion) of God, to that of a human being.
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9.5.2  What is a Cybernetic Avatar?

The term “cybernetics” has several definitions (Umpleby 1982). It was originated 
from the ancient Greek word “Κυβερνήτης” (kybernetikos) [helmsman (good at 
steering)].

In the first half of the nineteenth century, French physicist André-Marie 
Ampère, in his classification of sciences, suggested that the nonexistent science of 
government control is called cybernetics. The term was soon forgotten; however, 
it was not used again until the American mathematician Wiener (1948) published 
his book Cybernetics in 1948. In that book, Wiener referred to an 1868 article on 
governors by British physicist James Clerk Maxwell and pointed out that the term 
governor is derived, via Latin, from the same Greek word that gives rise to cyber-
netics. The date of Wiener’s publication is generally accepted to mark the birth 
of cybernetics as an independent science. Wiener defined cybernetics as “the sci-
ence of control and communications in the animal and machine.” This definition is 
closely related to the theory of automatic control and physiology, particularly the 
physiology of the nervous system (Britannica).

A derivative word of “cybernetics” is “cyberspace,” coined by William Gibson 
in his Neuromancer (1984) by combining the words “cybernetics” and “space.”

There is, however, no clear definition of “Cybernetic Avatar” (CA) to date.
The Japanese Council for Science, Technology, and Innovation (CSTI) and the 

Strategic Headquarters for the Promotion of Health and Medical Care within the 
“moonshot-type R&D projects” have been promoting the “Moonshot Goal 1:” 
to realize a society in which people are free from the constraints of body, brain, 
space, and time by 2050. They explain the concept of CA in relation to this goal, 
including ICT and robotics technologies, which extend people’s physical, cogni-
tive, and perceptual abilities, in addition to robots and avatars that show tri-dimen-
sional (3D) images as a substitute for the person.

Therefore, to start considering the legal status (proof of existence) of CAs in 
the future, I classify them as shown in Table 9.2.

“Tangible object CAs” are not limited to robots, such as “geminoids” and 
“humanoids,” but also include other tangible objects (solid, liquid, or gas). 
Stealing liquid CA constitutes theft under Article 235 of the Japanese Penal Code, 
which is similar to stealing water. In the case of projection mapping, where a CA 
is displayed onto an area filled with gas, the gas becomes a tangible CA, and this 
projected image becomes intangible in the same way as a hologram.

Although electricity is an intangible substance, it is positioned as a property 
(tangible object) under the current Japanese law, and Article 245 of the Japanese 
Penal Code provides that “electricity shall be deemed to be a property.”

Table 9.2  Classification of CAs

Tangible objects CAs Physical avatars, such as robots

Intangible CAs Computer graphics avatars and software agents that are complete in 
the virtual world
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The following is a summary of the current theories regarding this property. 
Until this provision was established, the electric theft judgment (May 21, 1903) 
deemed them to be tangible objects. There are three theories regarding the mean-
ing of goods: (1) corporeality (goods are tangible objects), (2) manageability 
(intangible objects are good as long as they are manageable), and (3) physical 
manageability (objects with manageable materiality), with (1) corporeality being 
the most common theory (Otani 2019).

Article 85 of the Japanese Civil Code also provides that “in this Act, ‘thing’ 
means a tangible object.”

The “intangible CA” could be a “digital twin,” (the avatar of a real or deceased 
person), a virtual fictional person, an avatar of a character, and an electronic agent 
or bot.

9.5.3  Usage Aspects of CAs

Because a CA is intended to carry out social activities on behalf of the individual, 
we attempt to classify the phases of its use.

(1) Situations in which CA can be used include (a) substitution of a real person, 
(b) reproduction of a deceased person, and (c) representation of a non-exist-
ent person.

(2) The following methods of use are envisioned: (a) remote operation, (b) use 
within the scope of automatic program processing, and (c) autonomous 
operation.

(3) With regard to the form of use, Moonshot Goal 1 involves developing a CA 
infrastructure that enables everyone to participate in diverse social activities 
by (a) combining a large number of avatars and robots remotely controlled 
by multiple people by 2050, (b) developing a CA infrastructure that can be 
used in a wide variety of social activities by the end of 2050, and (c) by 2030, 
developing technology that enables a single person to operate 10 or more 
avatars for a single task with the same speed and accuracy as a single avatar, 
and building the infrastructure necessary to operate such a system. The fol-
lowing is an example of a type of work that can be performed: Specifically, 
the concept of using a CA is “living a CA life”, which means that (1) by 
2050, technology will be developed to enable anyone who wants it to expand 
their physical, cognitive, and perceptual abilities to high levels, and a new 
lifestyle based on socially accepted ideas will be popularized; and (2) by 
2030, anyone who wants it will be able to live through a CA.
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9.5.4  Legal Status of CA

Legally, the notion of “person” includes not only natural persons but also legal 
entities. Because avatars are neither natural nor legal persons, they only have 
the legal status of objects (tangible or intangible) such as machines or software. 
Therefore, unless a legal personality is assigned to an avatar, its legal status will 
merely be that of the object. Therefore, various aspects must be clarified when per-
forming legal acts using avatars.

Regarding tangible CAs, legal status theory (Saito 2017) is a future issue 
(Shimpo 2017), because legal status other than as a thing cannot be considered at 
this point.

The legal concept of CA for intangible objects such as electronic agents has 
been examined since the late 1990s. For example, Kerr and Shimpo (2000) pre-
sented three proposals for contracts using electronic agents: (1) a method that rec-
ognizes the juridical personality of the agent software; (2) a method that regards 
the action of the agent software as the act of a juridical person who uses the 
agent software; and (3) a method that refers to the legal status of slaves in ancient 
Roman times (Kerr and Shimpo 2000).

(1) Allows the agent software to have a juridical personality by equating it with 
other artificial juridical entities created by humans, such as corporations.

(2) Is a method in which an electronic device is regarded as the act of a juridi-
cal person who uses the action of agent software instead of being regarded 
as an independent juridical person. This method ignores the fact that agent 
software operates voluntarily in the process of concluding an agreement and 
pretends that it is nothing more than a mere means of communication. This 
is discussed as an application of “legal fiction.” For example, the United 
Nations Commission on International Trade Law (UNCITRAL) Model 
Law Enactment Guide states that “data messages automatically generated 
by a computer without human intervention should be regarded as ‘origi-
nally executed’ by the legal entity, instead of being accomplished by the 
computer.” The court indicated that the Uniform Commercial Code, Part 2 
B, in its Compilation and Commentary, also states that electronic agent soft-
ware is, in effect, merely an extension of the person who uses it and that his 
or her acts are constitutive of those of an individual. The Transactions Act 
also points out that it clearly recognizes electronic devices as an extension 
of human actions but also as something that can operate independently of 
human control and explicitly endorses contracts entered into by electronic 
agents and software. Furthermore, he states that there are other ways to 
extend the contract principle in a broad sense besides the application of legal 
mimicry.

Example (3) refers to the fact that Roman slaves were considered to have no jurid-
ical personality, but many legal rules existed that allowed them to participate in 
transactions and enter into contracts. An electronic device that voluntarily executes 
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transactions similar to Roman slaves will be granted a certain resemblance to legal 
status. Once the certainty of this technology is guaranteed and a high degree of 
autonomy and intelligence comes to the fore, this will be sufficient reason to treat 
it as a legal intermediary rather than a mere tool.

Pagallo (2013) examined these three perspectives. He points out that:

(1) “It makes no sense to treat a robot as a tool as a legal entity that has the 
capacity to conclude contracts based on its own rights” (Pagallo 2013) and 
then present an idea based on the Roman law with reference to the legal sta-
tus of slaves in ancient Rome.

(2) At the national meeting of the Uniform State Law Commission within the 
annual meeting of the National Bar Association in May 2003, a proposal 
was made to recognize the validity of contracts made by electronic agents, 
even if no human action or knowledge intervened (Pagallo 2013). This led to 
efforts to amend the Uniform Commercial Code through the US Electronic 
Signature Act and the Uniform Computer Information Transactions Act of 
1999 (UCITA), 15 U.S.C. § 7001(h), which provides that a contract “may 
be executed, created or delivered by one or more electronic agents, provided 
that such electronic agents are not involved in its formation, creation, or 
delivery”. The legal effect, validity, and enforceability of a contract cannot 
be denied solely because of the involvement of an electronic agent even if 
such an agent is legally vested in the person bound by the contract. The fol-
lowing is a summary of the provisions of the law: Furthermore, Article 14 
of the Uniform Electronic Transactions Act (UETA) of the USA states that a 
contract may be formed by the interaction of the electronic agents of the par-
ties, even if the individual was unaware of or did not confirm the acts of the 
electronic agents or the resulting terms and agreements (Pagallo 2013).

(3) He suggests that today’s robots can be likened to ancient Roman slaves and 
that the agency rights that ancient Roman law granted to “objects” indicate 
a way to address the inconsistencies in the robot-as-tool approach. While 
the majority of slaves did not have the right to demand their own patriarchs, 
some enjoyed considerable autonomy and even entered into contracts and 
managed assets on behalf of their own patriarch’s family business. More spe-
cifically, they were “rulers” (“institores”). He presents a discussion based on 
Justinian’s Digest (XIV, 3, 11, 3; XV, 1, 47) of the Justinian Code. Moreover, 
because the Compendium of Learned Treatises recognized slavery as a sys-
tem of private property and allowed slaves to work as property managers, 
bankers, or merchants, although the juridical personality, which was the 
basis of private rights, was removed, it is also possible that a certain property 
value for robots is a factor that should be considered with respect to such 
machines.
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9.5.5  Corporate CAs

To discuss the legal status of CAs, I divided them into corporate and individual 
avatars for tangible and intangible CAs.

The corporate avatar does not mean an avatar with a juridical personality, but 
simply an avatar of a corporation. In both tangible and intangible objects, the local 
characters and the characters of various corporations and other entities are present 
and active. A wide variety of avatars, from the so-called “stuffed animals to virtual 
avatars”, are used daily, and Japan is one of the most avatar-oriented societies.

However, these corporate avatars are not expected to be used as entities that 
perform legal acts, and it is unlikely that legal acts by corporate CAs will be dis-
cussed in the future development of CAs.

For example, the Chiba Prefecture mascot CHI-BA+KUN is an avatar that 
personifies the Chiba Prefecture. However, it is inconceivable that this avatar per-
forms legal acts related to Chiba Prefecture on behalf of the government. More 
specifically, when the governor is a representative of an organization that is eli-
gible for a subsidy, it is not expected that they would delegate the authority of 
representation as the chairperson of the organization to Chi-Ba-kun to dissolve the 
relationship of mutual representation, as this would fall under mutual representa-
tion under Article 108 of the Civil Code.

Therefore, although there are situations where a corporate avatar is used for 
factual acts, it is considered unnecessary to use a corporate avatar to perform legal 
acts related to the corporation.

9.5.6  Proposals for New ELSI Studies

9.5.6.1  Establishing a Research System to Ensure and Maintain 
the Social Acceptability of CA in Avatar Life

To realize a life with avatars, ethical, legal, and social implication (ELSI) issues 
in human society cannot be avoided. However, the study of ELSI issues to find 
ways to resolve them has been confined to research in the humanities and social 
sciences. It is necessary to show how these new issues can be resolved using tech-
nology and establish a comprehensive research system for this purpose. It is also 
necessary to develop a new research vision that considers the complex and diverse 
ELSE issues and responds to the arrival of an avatar-deployment society beyond 
expectations.

However, it is practically impossible to examine all issues that may or may 
not arise in the future within the framework of current knowledge, society, and 
institutions. Although research on ELSI issues associated with new technological 
developments has been conducted by enumerating and exemplifying the issues to 
be considered, and research has been conducted assuming new issues, it is partly 
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because of research methods in the humanities and social sciences, but it is also 
because of research methods that are vertically divided into various fields and 
do not allow for cooperation between each field, and thus fragmented issues are 
being studied individually and The situation is that research is being conducted in 
a whack-a-mole fashion. Consequently, the lack of a research system and methods 
to fundamentally examine essential issues has contributed to the lack of significant 
progress in ELSI research.

9.5.6.2  ELSI Issues

With regard to ELSI issues, it may be a good idea to indicate that research will be 
conducted on issues that cannot be envisaged within the current framework or on 
tentative issues that require the presentation or construction of new concepts in the 
future, not within the existing ELSI framework, but from the four disciplines of 
ethics (E), law (L), society (S), and economics (E). We believe that this is one pos-
sible way to make further progress in ELSI research, which has not advanced well, 
by clarifying the areas of research responsibility.

We also proposes a research structure (sustainable ELSE research) for conduct-
ing new ELSI research that is comprehensive (encompassing), Looking Forward 
(looking forward), systematic (systematical), and integrated (integrated), rather 
than piecemeal research in individual fields (management systems) to conduct new 
ELSI research.

From the perspective of extending the functions of CA and improving pro-
ductivity, ELSE research is a prerequisite for CA acceptability and promoting its 
use in society, which also contributes to indirect productivity improvements. The 
extension of individual activities as a community can also lead to increased pro-
ductivity in the organization to which they belong, and in society in general.

By examining the possibilities of using CA as an extension of individual activi-
ties, noncontact technology, and teleoperation technology from an ELSE perspec-
tive, business continuity and ensuring (maintaining) productivity can be achieved 
through the use of CA as a continuation of activities, even in environments 
where people have to live with infectious diseases. The fulfillment of the statu-
tory employment rate based on the Law for the Employment Promotion of Persons 
with Disabilities in the workplace by using CA is another example of ensuring 
productivity through the use of CA.

Because research in the humanities and social sciences does not produce inven-
tions, but new knowledge can be gained through the accumulation of knowledge, 
we plan to construct an ELSE research management system to accumulate knowl-
edge for this purpose.
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9.5.7  Economic Security and CA R&D

9.5.7.1  Policy Development for CA R&D (Policy Advocacy, IP 
Protection, International Strategy, and Standardization)

To use CAs safely, securely, and reliably in daily life, it is necessary to build a cer-
tification infrastructure to guarantee their reliability and develop new continuous 
certification technologies to guarantee connectivity between the CA user and the 
main CA. It is also necessary to take institutional measures, such as standardiza-
tion, building certification infrastructure, and implementing domestic and interna-
tional policy development.

Recognizing the IP protection strategy from the perspective of economic secu-
rity as a sensitive issue in CA development, international collaboration should be 
actively promoted as an opportunity to showcase the response to the challenging 
issues of the ELSE issue study, while also considering that a sensitive technology 
management mechanism based on the international security trade export control 
system and careful international deployment based on international collaboration 
must be promoted. At the same time, it is necessary to closely monitor the trends 
in studies in the international community in areas that cannot be addressed by the 
studies in this proposal, such as applications to autonomous weapons (LAWS).

9.5.7.2  Leading International Rulemaking

Proposals should be made for the legal framework necessary for the establishment 
of a CA certification infrastructure and for the international strategic policy devel-
opment of CA R&D in the context of emerging international sensitive technology 
management systems, such as economic security and security trade export control.

It is also important to make the necessary recommendations for Japan’s partic-
ipation in strategic rulemaking to take the initiative in international rulemaking in 
CA infrastructure and CA life, based on trends in international legislation, and to 
maintain its advantage in terms of international competitiveness, even at the stage 
where CAs have spread internationally in 2050. The following are some of these 
recommendations:

9.5.8  CA R&D and the Legal System

In areas such as data management, information security, quality assurance, and 
environmental protection, initiatives based on a bi-design philosophy have been 
implemented, and standards for the establishment of management systems have 
been developed. Privacy Impact Assessment (PIA) was introduced as a spe-
cific personal data protection assessment tool under the Number Utilization Act. 
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However, mechanisms such as privacy by design and default as specified in the EU 
General Data Protection Regulation (GDPR) have not been implemented in Japan.

Although it is conceivable that knowledge of these management systems could 
be used in the construction of a certification infrastructure to prove the genuine 
existence of CAs, it is insufficient for their continuous certification as it is only an 
initiative in a discrete field. The most important issues are inclusiveness, privacy 
protection, responsibility for avatar actions, and the prevention of misuse, such as 
impersonation. Various research groups and organizations have individually con-
sidered and proposed ethical principles and regulations. It is important to create 
an international organization and network to discuss ELSI policies on avatars and 
their technical standards.

With regard to CA research and development and the legal system, proposals 
for a legal system are necessary for the establishment of a CA certification infra-
structure, overcoming the disadvantages caused by the absence of a legal code to 
regulate and discipline the use of new technologies, issues associated with infor-
mation acquisition and analysis, the development of guidelines, other rules and 
regulations, and transparency. Therefore, a mechanism ensuring transparency must 
be considered.

Ensuring the portability of CAs (portability (seamless transfer) of data required 
for CA use) and considering systems for portability and sharing mechanisms in the 
use of the CA itself are also needed.

9.6  Use of CA for Election Campaign

9.6.1  Can CA Be Used for Campaigning?

This section examines whether communicative avatars (CAs) can be used in elec-
tion campaigns.

In conclusion, the CA cannot be used for election campaigning in Japan. The 
Public Offices Election Law regulates election campaigning. Although the Public 
Offices Election Law contains no provisions for CAs, their use is prohibited.

9.6.2  New Technologies and Election Campaigns

9.6.2.1  Use of the Internet in Election Campaigns

Today, with the proliferation of the Internet, it is being used extensively in election 
campaigns.

Politicians began using computer networks in the late 1980s. At that time, net-
works such as CompuServe and AOL were popular in the USA, and networks 
such as Nifty-Serve began to spread in Japan. The network consists of a modem 
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connected to a computer and a dial-up connection to the host computer via a tele-
phone line.

In the late 1980s, politicians in Japan began using e-mails to report to their sup-
porters. At that time, e-mail was not yet in the format used today but was sent and 
received via a telephone line connected to a host computer.

The year 1995 was marked by two major events in terms of the spread of the 
Internet: first, commercial use of the Internet became widespread, and second, 
Microsoft released Windows 95, allowing many users to easily connect to the 
Internet at home.

After 1995, some Diet members and political parties began to establish home-
pages, and after 2000, politicians began to use homepages in earnest. 60% or more 
of the candidates in the 2003 House of Representatives election established their 
own homepages. Currently, a minority of candidates do not have a homepage.

Perhaps the first country where the use of the Internet also had a significant 
impact on election campaigns was South Korea, symbolized by the 2002 presi-
dential election. In the 2002 election for South Korea’s 16th president, support-
ers of candidate Roh Moo-hyun formed an advocacy group through the Internet. 
Initially, Roh Moo-hyun was not considered a strong candidate. However, Internet 
advocacy groups helped Roh eventually win elections.

In South Korea, Internet-based election campaigns have transformed political 
traditions. In the 2012 presidential election, the ban on third parties other than 
political parties and candidates using the Internet to campaign during the election 
period was lifted. In the 2012 presidential election, the ban on third parties other 
than political parties and candidates using the Internet during the election cam-
paign period was lifted.

9.6.2.2  Use of the Internet in Japanese Election Campaigns

Before discussing Internet election campaigns in Japan, we must first explain their 
characteristics of Japanese election campaigns.

First, the Public Offices Election Law, a national law, regulates the campaign-
ing of prefectural and municipal leaders and assembly members so that prefec-
tures and municipalities cannot set their own campaigning methods. This is partly 
because of the fact that Japan is not a country with a federal system.

The second was public election campaigning, which began in 1925 (Quigley 
1926). To ensure the fairness of election campaigns, the Public Offices Election 
Law stipulates that national or local governments bear the costs of using cam-
paign vehicles, distributing postcards and leaflets, posting posters, newspaper 
advertisements, political and biographical broadcasts, and speeches. Instead, the 
law regulates in detail the period of campaigning, who may campaign, the method 
of campaigning, and the maximum expenses (Hayashida 1967). Distribution and 
posting of leaflets, flyers, documents, and graphics other than those stipulated by 
law are prohibited.
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Third, a distinction is made between election campaigns conducted as politi-
cal activities and those conducted for a specific election. The election campaign 
period is limited to the period from the day a candidate’s candidacy is announced 
to the day before voting. Election campaigning conducted prior to notification is 
illegal, as advance campaigning is prohibited. In reality, however, the prohibition 
of advanced campaigning has been criticized for having no practical effect, since 
activities such as policy propaganda and party expansion by political parties and 
other political organizations can be conducted before the election campaign period 
as political activities.

Until now, websites were considered to be “documents and drawings.” If a can-
didate updated his/her homepage or posted it on a blog during the election cam-
paign period, it was considered a violation of the Public Offices Election Law 
because it would fall under the prohibition of distributing or posting documents 
and drawings other than those stipulated in the Public Offices Election Law. 
Therefore, candidates were not allowed to use the Internet for election campaigns 
during the campaign period. Ordinary voters other than candidates were also pro-
hibited from using their homepages or blogs to call for support for candidates, 
which could violate the prohibition of popular votes for “dropout campaigns,” as 
well as the Public Offices Election Law, because such campaigns could violate the 
prohibition of signature campaigns prohibited by the Law.

9.6.2.3  Amendments to the Public Offices Election Law

There have been strong calls for the Internet to be used for election campaigns, 
and an increasing number of political parties have begun to use the Internet as 
a political activity, even during election campaigns. Shinzo Abe immediately 
expressed his view that the ban on using the Internet for election campaigning 
should be lifted after the LDP won the Lower House election in December 2012, 
returning to the ruling party and becoming the prime minister for a second time. In 
2013, the Diet amended the Public Offices Election Law to lift the ban on Internet 
use in election campaigns. As a result, candidates and political parties can update 
their websites during the campaign period and use X (Twitter), blogs, and other 
social networking services to conduct election campaigns.

Regarding e-mail, the ban on its transmission by candidates and political par-
ties for campaigning purposes has been lifted, but its transmission by third parties 
for campaigning purposes remains prohibited.

9.6.3  CA and Campaigning

There is no provision for CA in the Public Offices Election Law. Why is the use of 
CA prohibited?
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The Election Department of the Ministry of Internal Affairs and Communications 
has authority to interpret the provisions of the Public Offices Election Law.

According to the Elections Department of the Ministry of Internal Affairs and 
Communications, CAs fall under the category of billboards, signs, and puppets.

If the CA does not have a three-dimensional appearance, it may be used 
as a billboard or sign within the provisions of the Public Office Election Law. 
However, the quantity must not exceed three panels for a candidate, and the size 
must not exceed 350 × 100 cm.

If the CA has a three-dimensional appearance, it may be a puppet. Puppets 
made based on the likeness of candidates may not be used. Therefore, the CA can-
not be used for campaigns or political activities.

9.6.4  Use of On-Screen Avatars

Avatars, which are not CAs in robot form but appear on the screen, can be used 
for election campaigns. Candidates and parties can update their websites during 
the campaign and use Twitter, blogs, and social networking services. Among them, 
avatars can be used.

However, their use as advertisements has also been regulated. This is an inter-
esting example.

In recent years, Japanese cabs have installed tablets or liquid crystal display 
(LCD) displays on the headrests or backs of passenger seats. In these displays, 
moving and still image advertisements are shown and sound is played. Is the use 
of campaign-related avatar advertisements in cabs regulated by the Public Offices 
Election Law?

It is noteworthy that the Election Division of the Ministry of Internal Affairs 
and Communications has recently expressed its interpretation that such adver-
tisements on displays in cabs are not considered paid Internet advertisements 
(Election Division, Ministry of Ministry of Internal Affairs and Communications 
2021).

First, “if the distribution is to a certain number of cabs of a certain size, it is 
assumed that a cloud-based system, which is a type of network distribution sys-
tem, will be used.” As such, it is acknowledged that the Internet is being used. 
Then, regarding the relationship between the display of such monitor advertise-
ments in cabs and the law, it states that they fall under the category of “documents 
and drawings” under the Public Offices Election Law. However, it states that they 
are subject to the Public Offices Election Law as either projections or billboards.

As mentioned earlier, this advertising method can display still or moving 
images, and if the advertisements are exposed to the eyes of many customers, the 
monitors on which the advertisements are displayed are considered to be subject 
to the regulations of the law as “projection, etc.” if they display different screens 
one after another, and as “billboards and signs” if they display the same screen for 
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a certain fixed period of time. If the monitor displays the same screen for a fixed 
period of time, it is considered to be a “billboard or signboard” and is subject to 
legal restrictions.

9.6.5  Possibility of Using CA in Election Campaigns

As mentioned previously, CAs cannot be used in election campaigns in Japan.
However, there are many advantages of using CA in election campaigns. 

Candidates with disabilities enjoy greater convenience. Candidates with speech 
impediments were unable to make campaign speeches because they were unable 
to speak for themselves. However, with the use of CA, candidates with speech 
impediments can make campaign speeches on the streets.

Candidates hospitalized because of serious disabilities or illness are not 
allowed to make campaign speeches on the streets. However, with the CA, they 
can make campaign speeches on the streets.

The use of CA also provides significant advantages for legislators with disa-
bilities. In 2019, Eiko Kimura, a candidate with an extremely significant disabil-
ity, was elected to the House of Councilors. Kimura was diagnosed with a spinal 
cord injury caused by an injury sustained when she was eight years old, leaving 
her with very little movement other than that of her right hand, which she used 
to operate a motorized wheelchair for transportation (Takenaka 2019). If she was 
able to use the CA, she would not have had to risk entering the chamber.

However, the use of CA in election campaigns is problematic. This can be dis-
tinguished from deep faking, which is a global problem. Fake information consti-
tutes a major issue in election security.

In the USA, countermeasures against election faking are being taken from the 
perspective of Mis, Dis, and Malinformation (MDM). Foreign influencing tactics 
include leveraging misinformation, disinformation, and malinformation. The defi-
nitions of each are as follows (Cybersecurity and Infrastructure Security Agency 
2020):

Misinformation is false but is not created or shared with the intention of caus-
ing harm.

Disinformation is deliberately created to mislead, harm, or manipulate a per-
son, social group, organization, or country.

Malinformation is based on fact but used out of context to mislead, harm, or 
manipulate. An example of malinformation is the editing of a video to remove 
important contexts that harm or mislead.

It is also necessary to consider legal issues regarding the production and use 
of CA by a certain candidate or politician by a third party without consent. This 
issue must be considered from a wide range of perspectives including privacy, per-
sonal information, portrait rights, publicity, laws governing elections, and political 
activity.
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