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CHAPTER 1

Introduction to Cognitive Economics

Would you like a child of yours to become a social scientist? On the posi-
tive side, we spend our working lives looking for new solutions to the
most important economic, political, and social challenges of our time.
This book reports on a thirty year project identifying solution methods
in the common ground between economics, my mother discipline, and
psychology, my field of fascination. On the negative side, office politics is
absurd, publishing research can take up to five years, and translation to
practice far longer. Good as our ideas might be, it can take many decades
for them to make their way into practice. On the whole, there have been
better uses of time for those looking to make a difference.

My goal is to convince you that change is coming. A wonderful career
awaits those who in the future become captivated by social and economic
questions. Foundations are in place for takeoff of cognitive economics, the
hybrid discipline a small group of dedicated researchers and I have been
developing. With this, we will transition to a world in which social scien-
tific advances have a positive impact on the world and earn innovators
their just rewards. This book invites your participation in bringing this
change about in the shortest possible time. The invitation is open to all.
Together we can ensure that even those well-advanced in other careers
will be able to join the social scientific enterprise, to the benefit of us all.

Why hurry along the (almost) inevitable? Because the world has not
been standing in wait for cognitive economics to come of age. The
economy is at the start of the most dramatic technological upheaval since
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A. Caplin, An Introduction to Cognitive Economics,
https://doi.org,/10.1007 /978-3-031-73042-9_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-73042-9_1&domain=pdf
https://doi.org/10.1007/978-3-031-73042-9_1

2 A CAPLIN

the industrial revolution. We are in the early days of the cognitive revo-
lution as we transition to an economy in which all manner of decisions
will be made with the help of algorithmic advisors. Workers will create
value through their cognitive skills in decision-making, such as creativity
in problem-solving and awareness of comparative advantage, rather than
through traditional physical or manual labor. Cognitive economics can
help us navigate these choppy waters if we act now to accelerate the
research process. In this opening chapter I introduce the field, outline
its broad applicability, explain the challenges of advancing research, lay
out next steps, and explain how readers can help speed progress.

1.1 WuAat Is CogNITIVE ECONOMICS?

Economics isn’t solely about moneys; it’s about decision-making. In cogni-
tive economics, we study decisions that may be mistaken. Cognitive
economics is in effect a science of mistakes. That this science is rooted
in economics is due to the central role that three model constructs play
in making the field scientifically precise.

1. Utility functions help us understand what constitutes a mistake by
allowing us to compare the decision that was made with one that
could have been made and would have been better for the decision-
maker. Better here means scoring higher on some scale, which is
exactly what utility functions define.

2. Imperfect information is central because our knowledge about the
world is incredibly limited. Do I really need to justify this claim?
Humans know next to nothing about almost everything. The vast
gap between what we know and what we need to know to make
optimal decisions helps explain many of the mistakes we make.
The basic theory of decision-making in the face of such informa-
tion constraints is foundational to the cognitive economic approach
to identifying mistakes. The standard model of imperfect informa-
tion in economics is a Blackwell experiment that induces updating
of subjective beliefs from an ill-informed prior to better informed
posterior beliefs.

3. Costs of learning are central because, if learning had no costs, the
frequency of mistakes would dramatically decrease. We wouldn’t
need artificial intelligence, teaching, or even basic computing tools if
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we could effortlessly process all available information. But learning
is costly, and these costs are a crucial factor in why we often make
sub-optimal decisions.

Pulling together these constructs, cognitive economics places the
production of good decisions at its core. Interactions between the costs and
benefits of cognitive effort play key roles in almost every aspect of our
lives. They underlie the services we derive from technologies like smart-
phones and the efforts we make to plan for the uncertain contingencies
we face in all aspects of decision-making. You may find exceptions to this
rule of effortful decision-making in the complex environments that we
face every day. But these will be exceptions that prove the rule.

1.2  WnaY Dotes COGNITIVE ECONOMICS MATTER:?

At first sight, the study of mistakes might seem removed from bread and
butter issues of economics. Nothing could be further from the truth. No
area of social scientific research can healthily ignore cognitive constraints.
They are universal. By way of illustration, the first part of the book deals
with applications of cognitive economics in traditional economic areas
related to wealth, choice, and earnings from work.

e Chapter 2 introduces cognitive household finance organized around
the life-cycle model of wealth accumulation. It covers exponentinl and
hyperbolic discounting, temptation, and self-control problems. It distin-
guishes the present bias of many younger individuals from the future
bins of many older ones. It discusses financial literacy, financial
education, financial advisers, and the power of financial planning.
It discusses the impact of cogmitive decline on wealth and financial
abuse of the elderly. It stresses how difficult it is to provide for future
long-term care needs and to guard assets against cognitive decline.
It indicates the potential value of shared equity housing finance for
those who wish to receive care in the home.

e Chapter 3 introduces cognitive economic methods for measuring
the quality of communication and reducing decision-making
mistakes using cognitive nudges. It outlines a case study that shows
how adding an index to complex case files improved the guality of
Justice in Mexican labor arbitration courts in cases of unfair dismissal.
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It introduces experimental economic methods to measure the clarity of
communication based on Bloom’s educational taxonomy. It outlines
an ongoing application to ensure privacy disclosures are as well
understood as possible. More broadly it indicates the need for cogni-
tively informed mandated disclosure vegulations to make informed
consent more realistic.

Chapter 4 introduces cognitive labor economics. Inspired by the
industrial revolution, standard production functions model the trans-
formation of physical factors of production into physical outputs.
With the growing importance of higher level decision-making skills,
we need to model inputs as cognitive and outputs as improvements
in decision quality. The chapter discusses how to amend human
capital theory to capture the open-ended tasks that are increasingly
in demand. The chapter also introduces recent research measuring
and modeling economic decision-making skills based on the ability to
apply the principle of comparative advantage. It introduces evidence
that these skills help explain earnings from employment and outlines
ongoing research to track these effects in the Danish population
registries. It also discusses research on the importance of skills in
teamwork for earnings from work.

There is far more to cognitive economics than shedding light on tradi-

tional areas of research. It opens up whole new areas for investigation.
What will make cognitive economics such an important science going
forward is that it addresses previously unasked questions concerning the
integration of Al into our everyday lives. Included in this is how to adapt
our methods of teaching in light of the new requirements of work and
daily life that the cognitive revolution creates. The second part of the
book deals with these vital new areas of social scientific research.

e Chapter 5 introduces cognitive capital and human-Al interactions.

The upcoming cognitive revolution, like its industrial precursor,
is defined by a radical change in technology. The machines of
today introduce intangible cognitive capital that substitutes for
human mental effort. The chapter lays out a three stage human-
Al decision-making pipeline. This starts with the human ground
truth labeling of cases, continues with minimization of the AI loss
function, and involves a final stage of human-Al collaboration. The
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chapter introduces and outlines a field study in which methods
of measuring elicited beliefs imported from experimental economics
improve labeling for cancer detection. It introduces recent findings
showing that standard engineering methods of defining loss func-
tions can fail on their own terms. As a result, there is a bilateral
alignment problem that requires not only that the Al is trained in
human preferences, but that humans understand the AI’s costs and
constraints.

e Chapter 6 introduces research on how the rise of Al will impact
wages as the cognitive revolution unfolds. It sketches recent research
suggesting that Al helps those of lower skill to close the produc-
tivity and earnings gap with those of higher skill. It introduces new
results suggesting that to so benefit requires those of lower skill
to have beliefs that are well-calibvated to reality. It outlines the
importance of long-run career skills, such as the ability to search
effectively for new jobs. It also outlines research showing that one
can impact students’ choice of education and career by transmitting
more accurate information.

e Chapter 7 introduces applications of cognitive economics to
teaching and testing. It stresses the value of teaching individuals to
be better calibrated. It outlines the importance of improved grading
methods for helping students to work more effectively with Al assis-
tance. It outlines research findings showing the importance of better
informing students about the value of their educational options in
terms of future employment and earnings. It proposes develop-
ment of courses in cognitive economics to raise the unfortunately low
current level of public discourse on social scientific questions.

A word of caution. Many people demand answers to the big questions
of our time, and a thriving market exists to supply them. However, I will
not join that game. This is a how to, not a what is book. Social science,
as it stands, cannot definitively answer any of the big questions. Instead,
we are honing wonderful methods for exploring them. That said, I will
discuss policy aspects of cognitive economics in Chapter 9 of the book,
which makes the case that cognitive economics is ready for prime time.
I open by sketching some obvious next research steps. The three topic
areas I outline are of particular importance in the transition to a cognitive
economy.
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e Topic area 1 picks up on the research outlined in Chapter 5.
It concerns the design of human-Al decision-making pipelines in
important use cases, such as medical decisions, hiring decisions,
etc. The goal is to avoid a cascade of biases that might otherwise
emerge from the Rube Goldberg kluge that currently defines most
human-AI decision-making protocols.

e Topic area 2 picks up on the research outlined in Chapter 6. It
concerns how well workers and students understand the opportu-
nities and threats associated with the cognitive transition, and how
to help them make better educational and career decisions.

e Topic area 3 picks up on the massively under-developed cognitive
economic approach to teaching in Chapter 7. It concerns how to
understand and teach the skills that will allow people to work effec-
tively with Al Included is a discussion of how to test students who
will increasingly turn to generative Al tools to provide answers.

Chapter 9 closes by highlighting the many policy and business paths
that cognitive economic research points to. It offers many ways for policy-
makers and businesses to tailor cognitive economic research to their own
uses. I think this is the just the tip of the iceberg. Ultimately business
and policy clusters will form around leading cognitive economic research
groups, much as in many of the natural sciences and in data science.
Irrelevance is not a virtue.

1.3 AN ACCELERATOR FOR COGNITIVE ECONOMICS

Cognitive economics has deep roots in both economics and cogni-
tive psychology. Chapter 8 presents a history framed in terms of Walt
Rostow’s stages of ecomomic growth. It highlights the important early
contribution of Paul Samuelson, who in 1939 introduced revealed prefer-
ence theory, as well as that of Henry Block and Jacob Marschak, who,
back in 1959, introduced economists to the psychological idea that
choice is impacted by cognitive constraints. It sketches more recent
rescarch on rational inattention, bounded rationality, efficient coding,
salience-based attention, imperfect memory, vesourvce rationality, and cogni-
tive hieravchies. It outlines the ongoing convergence of interest between
psychologists and economists on the importance of cognitive constraints.
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On the one hand, Chapter 8 tells a story of success as consensus has
grown on the importance of cognitive economics. Yet it is also a story of
missed opportunity. Utility functions, imperfect information, and costs of
learning have been in research focus for decades, and arguably go back to
the ancients. The field might easily have taken oft in 1959.

I am confident that, in the fullness of time, cognitive economics will
develop as the social scientific complement to the cognitive economy.
While speed might not matter from a high enough vantage point, from
mine it does. On the personal level, I would like to be around when
cognitive economics becomes more fully recognized. On the social level,
cognitive economics can help us answer urgent questions about the tran-
sition to a cognitive economy and catalyze important positive innovations
in the world of practice. If we can get ahead of the upcoming changes in
economic and social structures, we may build a better future with each
of us developing our human potential in ever more diverse and personal
ways. On the opposite end of the spectrum, there are tremendous risks
If we fail to put in place the many financial, economic, regulatory, and
educational innovations that this new age demands, society may further
fracture into haves and have-nots. Let’s stop wasting time.

Can we really speed up progress in cognitive economics to meet the
moment? To mix, match, and mangle political catch phrases: Yes, we can,
but it will take a village. The changes we need require many of us to
come together to challenge the status quo. With that in mind, the tenth
and final chapter invites your participation in the process of acceleration.
I open by sketching an ideal Accelerator for Cognitive Economics to
remove current impediments to the necessary forms of team research.
I close by outlining two next steps that require your involvement. The
first is for you to complete a questionnaire to let me know what you
think are the most important open questions and to present your own
ideas for acceleration. I plan to post information on the responses I
receive as well as additional material on research and institutional progress
as indicated in the final chapter. The second step involves setting up a
series of meet-ups that can act as stepping stones to the larger endeavor.
I propose specific meet-ups of leading researchers with policymakers,
business leaders, grant officers, educators and students, and concerned
citizens. Interested readers are invited to volunteer for key roles in orga-
nizing these meet-ups and in other field-building initiatives. Together we
can make a difference.
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1.4 Wny Is CogNITIVE EcoNnOoMICcS CHALLENGING:?

If cognitive economics is so important, why has it so long to develop, and
why is there still so little urgency? One important barrier to progress is the
structure of the social scientific research enterprise. Cognitive economics
is a team sport. It straddles fields such as economics, psychology, law,
and data science, as well as such sub-disciplines as consumer theory and
producer theory. While the core models stem from economics, measure-
ment techniques driving the research forward are largely inspired by
psychology. Unfortunately, the social scientific research enterprise is slow
in supporting interdisciplinary teamwork. Reasons for this are further
discussed in the closing chapter of the book, where proposals are made
to better support necessary team-building activities.

Equally as damaging as outdated divisions between different fields of
study are the almost equally rigid divisions of each field into competing
sub-disciplines. Particularly sharp are the dividing lines between theoret-
ical economics, with its rich interplay of forces, and applied economics,
which handles these interactions in the real world. These boundaries
are also well-policed by loyalists on both sides of the divide. Cogni-
tive economics requires a more integrated approach in which theory and
measurement are co-created-a process of Data Engineerving for Cogni-
tive Economics that is covered in the paper of that name in the Journal
of Economic Literature, which is complementary to the book. My
upper level course book The Science of Mistakes (Caplin, 2023) caters to
those familiar with economic modeling. But the basic ideas of cognitive
economics are accessible to all. It isn’t rocket science. If it were, it would
be better funded.

Another barrier to cognitive economics is ideological. There are unfor-
tunate political divisions between economics and other social sciences.
Many social scientists outside economics like to view economists as
politically regressive. They like to believe that the mere act of learning
economics corrupts young minds into a capitalistic and selfish mindset.
Many economists have the opposite problem. They like to believe that
social scientists who are not well-trained in economics are technically
deficient ideologues. They like to believe that not learning economics
leads young minds into an anti-business and socialistic mindset. Need-
less to say, this form of mutual disrespect is not a good basis for building
interdisciplinary bridges.
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This ideological component of social science not only limits communi-
cation, it also damages our reputation. It is easy to see alignment between
the openly professed political attitudes of practitioners in different disci-
plines and their scientific findings. While insiders can go along with
this game, they cannot prevent outsiders from seeing what is going on.
Ideological clubs are not ideal sources of scientific truth. Given all of
this baggage, it is hardly surprising that the social sciences are having
something of a crisis of replicability.

Important and upsetting as the sociological and ideological barriers
to progress are, I believe that they would have been swept away long
ago if not for a profound scientific challenge that stands in the way of
progress. This challenge is simple to state, but hard to overcome. It was
pointed out by Block and Marschak (1959) in their pioneering work.
They highlighted how much easier it is to observe what people do than
to understand why they do it. Mistaken decisions don’t come with labels.
They often relate to hopes and beliefs that do not come true. Where
exactly do those show up in data?

To illustrate the key challenge, suppose 1 was to prefer a sweet apple
over an orange over a tart apple. Suppose you, as the scientific observer,
were to see me choose what objectively was a tart apple (albeit not so
labeled) over an orange. In reality, this would be because I figured that
it was likely to be sweet. But how would you know that? How could you
know this was a mistake reflecting my incomplete information about how
the apple tastes? Applying the standard idea that choice reveals preference,
you might incorrectly infer that I like tart apples more than oranges. You
might see no need even to think about mistakes I might have made or
the cognitive constraints that caused them.

To provide further color on the measurement challenge, consider the
analogy with classical production theory. Given its focus on production
of good decisions, cognitive economics is strongly aligned with classical
models of production. The difference is that in cognitive economics the
inputs are various forms of mental effort, and the outputs are improve-
ments in decision quality. Unlike the physical inputs and outputs of
the classical economic model of production, mental effort and deci-
sion quality are challenging to measure. So cognitive economics faces
fundamental challenges of measurement. Standard data reveals only what
actually happens as a result of the choices that people make. Without a
clear grasp of what decision-makers understand and what else might have
happened, we struggle to assess the quality of their decisions. This leaves
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us in the dark about whether these choices are well-informed and how
damaging any mistakes might be.

1.5 WuaAT NEW FORMS OF DATA
DoEs CogNITIvE ECcONOMICS NEED:?

Given the centrality of measurement challenges, it is little wonder that the
recent growth of cognitive economics has rested in large part on innova-
tions in measurement designed to separate what people ke from what
they know and believe. A simple case in which this is possible suggests
what has turned out to be an important path forward. Consider multiple
choice tests in which one and only one of the listed answers is correct.
We can safely assume that the goal of the student is to get the question
right. If they get it wrong, we infer that they did not know the answer,
not that they preferred to get the question wrong. If all of life was one
big test and we knew all the answers, cognitive economics would be easy.
It isn’t and we don’t. However, the case of the test provides an important
lead on how to generate data for cognitive economics.

First, there is a clear analogy between how multiple choice tests are
graded and how psychologists understand human perceptual limits. As
detailed in Chapter 3, a typical psychometric experiment involves putting
two different weights in peoples’ hands, and asking them which is heavier.
There are many features of these answers that are interesting in terms of
revealing human perceptual limits. First, the answers are stochastic (a fancy
word for random): not all answer the same way with the same weights.
Second, they depend on the true state of the world (a fancy phrase for
the truth): the left hand is picked more often when it holds the heavier
weight. The third is that this state-dependent stochastic choice (a fancy
phrase for data that is both random and depends on the state of the world)
behaves lawfully: for example, the proportion of times that the correct
hand is chosen turns out to depend on the ratio of weights rather than
on the absolute difference in the weights. The Weber-Fechner laws of
psychophysics summarize regularities across myriad realms of perception.

I illustrate repeatedly in what follows that an analogous form of
measurement is of the greatest value in cognitive economics. Specifically,
it sheds light on contingent decisions: how what people do depends on
what they know and believe. I will henceforth refer to state dependent
stochastic data by the acronym SDSC. In economic applications, the defi-
nition of the state of the world is far more subtle and precisely targeted
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definition than the object weight of an object or whether an exam answer
is right or wrong. Instead, it might be the precise terms of a complex
contract. It might be the actual contingent cost of insurance as a func-
tion of all possible forms of medical problems. It might be the full text
of a book. It might be the historical wages of those who receive a certain
college degree. It might be whether or not an image of a blood cell indi-
cates cancer. It might be the best way of organizing workers to maximize
productivity. It might be the accuracy of an Al assistant you are using in
the course of your work. It might be the truth or lack of it of a seemingly
factual response from ChatGPT. As will be seen, methods of generating
SDSC are available in all cases and are critical to applications of cognitive
€CONOMICS.

The big idea is that SDSC teaches us the extent to which decision-
makers understand the true state of the world. To give a simple example,
when sellers of products engage in obfuscation, their hope is that
they will be able to raise prices without customers noticing (Gabaix &
Laibson, 2006). Evidence is to be found precisely in the lack of respon-
siveness of demand to changes in this price. Many other examples are
provided in the book on an application by application basis.

While important, SDSC is far from the only important form of contin-
gent data for cognitive economics. Economic surveys are increasingly in
use to measure both what people believe about the future (e.g. their
future earnings) and what would happen and what they would do in various
possible future contingencies. One cannot get more directly contingent.
A third insightful form of data derives from various forms of cognitive
testing of value for understanding skills at work. All of these will play a
significant role in the cognitive economic research that I introduce below.

We’re far from finished with innovations in measurement. The drive for
further such innovative measurement pervades all applications discussed
in this book. Like other sciences, cognitive economics advances by
developing and deploying new forms of data that are closely tied to
improvements in modeling and measurement technology. We can’t just
rely on traditional behavioral and administrative data.
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1.6 Is CogNITIVE ECONOMICS DIFFERENT
FROM BEHAVIORAL ECONOMICS:?

The first studies of mistakes are associated with behavioral economics.
These played a key role in energizing research in cognitive economics. I
cover several behavioral economic topics in the book. In Chapter 2 on
wealth and savings, I discuss behavioral economic research on present
bias, which highlights the strong influence of immediate gratification on
spending decisions, especially among the young. In Chapter 4, I explore
choice procedures that lack a clear basis in rationality, yet are significant in
practice. Chapters 5 through 7 delve into failures of realism, such as over-
confidence, in the context of human-Al interactions. But the most direct
link with behavioral economics is to be found in Chapter 3, in which
I explore how changes in the presentation of information can impact
understanding and choice. This analysis is inspired by the formulation
of decision-making nudges in Thaler and Sunstein (2008).

In what respect is cognitive economics different from behavioral
economics? The difference is that, while behavioral economics focuses
on failures of rationality, most of the mistakes studied in cognitive
economics are based on constructs that are central in models of rational
learning, such as utilities and learning costs. The difference is important.
Being rational does not mean being all-knowing. Students don’t make
mistakes on exams because they prefer low grades. Physicians don’t misdi-
agnose patients on purpose. We don’t knowingly sign contracts that waive
key rights for no benefit: we simply don’t realize what we’ve agreed to in
the fine print of unreadable 50-page contracts we sign to access a website
of possible interest.

Another distinction is that behavioral economics has traditionally
focused less on innovations in measurement than cognitive economics.
This will have to change. Given how hard it has proven to identify data
to separate out preferences from beliefs, one must expect much the same
when covering the wider array of forces that are allowed for in behavioral
economics. There is no free lunch. Including richer forces that are hard
to measure is both a blessing and a curse. The blessing is that it allows
one to describe factors that may be at work in choice in a fuller manner.
The curse is that it is even harder to identify measurement protocols that
scientifically validate that they work in the proposed manner. I believe that
the key to integrating these additional elements of richness is to identify
them in data of some form. We are still in the early stages of this endeavor.
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There is much to be gained as behavioral economic constructs are incor-

porated into cognitive economics. This is an important part of the path
ahead.
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CHAPTER 2

Cognitive Household Finance

2.1 Tae Lire-CYCLE MODEL OF SAVINGS AND WEALTH

Adam Smith called his book the Wealth of Nations for a reason. Wealth
accumulation is key to economic development. Savings and wealth are
also the focus of debates about inequity and key to policy questions such
as the effects of inheritance taxes on economic growth. How people adapt
their spending to short-run income fluctuations is key to the boom-bust
cycle.

Questions of wealth, savings, and household finance are just as central
to economic research as they are to our everyday economic lives. There
are many tens of thousands of articles written about them that address
a huge variety of questions. How well are we buffered against shocks,
such as unexpectedly losing our jobs, having high medical expenses, etc?
To what extent do we spend windfall income, e.g. from a tax refund, as
opposed to saving it? What is the impact of changes in our pension plans
on our overall level of savings? Why do many of us simultaneously hold
low-yielding assets in banks while paying high interest on unpaid credit
card debt? What role do housing assets play in our savings decisions? How
important are bequest motives in determining our levels of wealth? Why
do so many people avoid equities when historically they have had such
high returns? Why do houscholds with similar incomes end up with such
different savings?
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Economists have developed a profoundly unified viewpoint on all of
the key questions in these areas of household finance, which Camp-
bell (2006) formulated as an important and distinctive area of research.
The dominant framework is the life-cycle model. We use this framework
to organize our understanding of patterns of savings, wealth accumula-
tion, portfolio choice, and more. Economists conceptualize wealth and
savings using the idea that choices of how much to spend and save are
motivated. The formal translation involves a utility function that summa-
rizes our likes and dislikes that we use to trade-off what we want against
what we can afford.

In the case of savings behavior, the basic trade-off relates to when to
spend our resources: today or in the future. Since not all of us instantly
spend everything we have (more on that later), delayed spending must
provide utility. But perhaps the future does not matter as much as the
present. To capture this we allow for discounting of utility to down-
grade future relative to current consumption. We allow for many future
periods with varying patterns of earnings and for different conditions
for borrowing and saving. We allow for uncertainty and for risk aver-
sion that makes it particularly undesirable to face the prospect of having
very little to spend. Together these forces motivate interest in insur-
ance. Putting this all together defines the paradigmatic life-cycle model of
wealth accumulation, savings, portfolio choice, and more.

While subtle and complex in its fully formalized form, the basic ideas of
the model are simple and intuitive. The life-cycle framing acknowledges
that there are different motives for and patterns of borrowing, savings,
and investment at different life stages. For most, the early years involve
scrimping and borrowing. Those who make it onto the job ladder then
face middle years in which they may have ambitions to buy homes and
accumulate wealth for retirement. For most of us the later years are a
time of lower income, spending down of saved assets, and worrying about
health and other threats to well-being.

I am a huge fan of this classical model as the starting point for research.
No reasonable critique of this approach should ignore its many virtues.
I have found my personal concerns to evolve largely as this framework
suggests. It is no wonder that it dominates the economic literature.
Almost all research advances to this day are organized around this life-
cycle framework. I cannot think of any other framework that is half as
fruitful in conceptualizing wealth holding and spending motivations and
their link to behavior. If you can, please let me know. Otherwise perhaps
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you will agree with my view that, rather than scrap the model and start
again, what we need to do instead is to enrich it to account for missing
cognitive factors.

2.2 Tae CogNITIVE LIFE-CYCLE MODEL

As economists have studied savings and wealth, so we have uncovered
intricate links with cognitive factors. I will outline three particularly inter-
esting cases in this chapter. Of course, the importance of cognitive factors
is not news to practitioners. Financial advisers play key roles in helping
many of us see the future more clearly and taking appropriate protective
measures. Cognitive economic research is finally bringing the worlds of
theory and practice into closer contact.

What makes the life-cycle model particularly interesting from a cogni-
tive point of view is that it buries cognitive factors in plain sight. To see
why, consider the psychology of discounting. What exactly is the future
doing in today’s utility function, and what accounts for it being down-
weighted relative to the present? What aspects of the future make their
presence felt today? What factors determine the presence of the future in
our utilities? Whatever they might be, they must at some level be cognitive
in nature. How much and how well do we perceive our future situation?
Does it depend on such cognitive factors as the extent to which we think
about the future, and how we think about it? Are there methods that we
can use to change our future orientation should we so wish? Can we be
taught to do so?

These questions are begging to be asked, but for the most part
economists have not. Exceptions that prove the rule include Gabaix and
Laibson (2017), who show that noisy mental simulation can result in
under-weighting outcomes farther in the future and Mani et al. (2013),
who find that time preference can be affected by stress and cognitive
load. But these possibilities are hard to tease out in data on savings and
investment. Using methods characteristic of many sciences, economists go
no deeper into phenomena than the data they have available can justify.
Take a standard economic question such as the impact of changes in
tax incentives for savings. Is it first order to consider how this might
change attitudes to the future? And even if it is, what form of evidence
would show this? To date, the answers to these questions are in the “who
knows?” category. They will remain essentially unasked, hence unan-
swered, until cognitive economics has made a case for change. In the
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meantime, economists can easily justify treating them as independent of
policy changes. What else can they really do?

What is true for discounting is no less true for risk aversion. In a life-
cycle setting, this captures how much worse it is believed to be to have
one period of very high followed by one period of very low spending rela-
tive to having a smooth path of spending with the same average. Models
suggest the importance of this motivation in practice: those who are
particularly averse to periods of low consumption save more for precau-
tionary reasons. But as with discounting, economists have had little to say
about cognitive aspects of risk aversion. What determines the worry that
possible low future consumption induces, and how does this depend on
how much one dwells on this possibility?

Overall, the status quo has involved three largely separate paths as
economists, psychologists, and financial advisers think about factors at
work in future orientation. Economists by and large treat the cogni-
tive aspects of discounting as matters for psychologists rather than for
themselves. While psychologists spend more time thinking about these
factors, they rarely make robust connections to actual savings behavior,
the gold standard method of checking that one has successfully under-
stood discounting. Meantime many financial advisors and even financial
websites offer solutions to those who would like to save more than they
do. Many involve essentially cognitive behavioral interventions related to
planning, etc. How do we keep our future well-being in mind and plan
out a path to building up wealth for a rainy day or for high late-in-life
expenses? What habits and psychological traits might help us achieve our
goals in terms of work and savings? How can we learn and develop these
helpful habits?

There is clear room for gains from trade. Economists are superb at
working out the implications of discount rates for future behavior. They
have had essentially nothing to say about how to change orientation
toward the future. This is one of the gaps that cognitive economics is
starting to fill in. As further motivation for enriching the life-cycle
model to include behavioral factors, I discuss below three different stages
of the life cycle that involve novel factors the standard model does not
allow for. Before outlining these exciting areas of research, I step back to
explain why they have proven so challenging and why research is still at
an carly stage.
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2.3 MEASUREMENT CHALLENGES

If cognitive factors play so many important roles in our attitude toward
the future, why have we done so little to advance our understanding of
them? As you might suspect by now, the answer comes down to challenges
in measurement. For reasons that are easy to understand, the dominant
form of measurement for understanding life-cycle behavior is administra-
tive in nature. What economists do is to put together ever more granular
datasets that allow us to observe rich dynamics in what people earn, how
much they save, their patterns of spending, portfolio holdings, and wealth
accumulation.

No one can dispute that administrative data is vitally important if we
are to understand life-cycle savings and wealth accumulation. What might
surprise outsiders to the field is how very hard it remains to put together
comprehensive data that covers all aspects of earnings, spending, saving,
and portfolio choice. You might imagine that knowing all the facts is
straight forward. You would be wrong. I thought that way in my early
years as an economist, in which I focused on purely theoretical matters.
What I have found out since is that data limitations are profound. To this
day there is not a single source with full details on earnings, spending,
and asset holdings. Economists who put together the ever richer datasets
that we now use deserve the greatest respect. Most of what we know
derives precisely from these pioneering efforts. So hard has this proven
that interest in data enrichment has been limited. If we don’t even know
the facts, why should we bother about enrichment?

The answer, in my view, is that administrative measures alone cannot
teach us what we need to know about why we see the patterns that we
do. Many different patterns of preferences, beliefs, and other relevant
factors can explain precisely the same patterns in administrative data. It
is hard to conceive of observations that could not somehow be explained
by tweaking the highly flexible life-cycle framework to fit the facts. As
ever, we need somehow to go beyond this factual record to understand
the role of cognitive factors.

Empirical findings motivating this step into the cognitive arena are
mounting. Factors that have little or no place in the standard model
have been shown to change patterns of wealth accumulation. These
include default savings rules and behavioral nudges. Following the work
of Madrian and Shea (2001), we know now that shifts in default rules for
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contributing to pensions have a substantial impact on consumers’ invest-
ment strategies. This is hard to square with the maintained assumption
that we have thought through all possible contingencies and decided on
our optimal pension contributions. If this was so, we would simply undo
a default and pick out the best strategy regardless. The default would be
irrelevant.

To make the case for cognitive household finance more concrete, I
present three particular settings in which the interplay between financial
and cognitive factors is particularly important.

1. Out of (Self) Control: There are suggestive indications that many,
particularly younger individuals, find it hard to control the urge to
spend, with damaging later consequences.

2. Ignorant bur far from Blissful: Many in the working years do not
understand financial matters well, and end up poorly prepared for
retirement.

3. Our Own Worst Enemies? Many in the later years suffer from cogni-
tive decline and waste resources as a result. I raise the question of
how best to design housing finance markets to allow those who
are concerned about cognitive decline. Addressing this head-on is
one example suggesting the vast business and policy ramifications of
cognitive economic research.

In all areas, we have enriched measurement to gain insight into the
importance of cognitive factors. These are just a few of the myriad ways in
which cognitive factors play into life-cycle decisions in the broad arena of
household finance. In the arena of wealth and savings, the essential role of
cognitive economics is to bridge gaps between economic, psychological,
and practical approaches to future orientation.

2.4 Ovurt oF (SELF) CONTROL

An early hint that we may need to go beyond the classical life-cycle model
comes from one of the great figures in the history of social science: Paul
Samuelson (1937). He explored what conditions would enable a saver
to make consistent decisions over time. Under what conditions would a
saver be able to commit to a strategy without being tempted to change
their mind later? What he showed was that this form of time consistency is
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a knife edge. Any departure from constant discounting over time, called
exponential discounting, causes a difference of opinion between present
and future self that makes plans hard to keep. Samuelson did not believe
that exponential discounting was credible and assumed that we would,
therefore, be forced to study commitment problems.

The next key insight came from Robert Strotz (1956), who made a
specific claim about the form that time inconsistency would likely take.
He made a case for present bias. He posited that the present moment
often dominates our decision-making processes. The time, as they say, is
always now. If now looms as large as it seems to, then people may be
tempted to spend any savings sooner than planned. The challenge they
might then face is how to commit themselves to not touch savings prema-
turely. This leads to the question of how they can effectively commit to
preserving their savings. The model that describes this behavior is now
known as hyperbolic discounting. This is a cornerstone concept in behav-
ioral economics. David Laibson has been leading the charge in fleshing
out the implications of the model for savings behavior, credit card debt,
and more (Laibson, 1997).

Despite significant theoretical advances, practical challenges in
measuring how much present bias actually influences behavior persist. It’s
not straightforward to label spending as impulsive. We simply see what is
spent. For example, if someone frequently uses high-interest credit cards,
it might be tempting to attribute this to poor impulse control. However,
it could also be a rational response to a shortage of cash on hand, that, if
not addressed, would lead to yet worse outcomes.

The larger challenge is that the traditional model with exponential
discounting is highly adaptable; it can explain a wide range of behav-
iors, which is both advantageous and problematic. There is little that
the standard model with exponential discountingcannot explain. This has
crowded out much fruitful investigation of cognitive factors at play in the
financial arena.

How is cognitive economic research advancing in this area? As always,
through innovations in measurement. I have participated in research on
self-control problems by modeling and measuring the gap between what
people regard as their zdeal levels of spending and their actual levels of
spending (Ameriks et al., 2003). The headline findings are simple. For
many younger people, their ideal would be to spend /ess than they believe
they will. Those who are particularly prone to this hold lower levels of
wealth, much as models of present bias suggest.
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The findings deriving from our simple measures of self-control prob-
lems not only provide support for theories that allow for them, but
suggest something that we had not in any way suspected. For older
people, we found essentially inverse effects. Many would ideally like to
spend more than they expect to. Those who are particularly prone to
this hold higher levels of wealth. The implications of these findings are
profound, suggesting that the nature of time inconsistency may evolve
throughout one’s life.

At the outset of the research, some 15 years ago, we had not foreseen
that older respondents would see themselves as over-saving rather than
under-saving. At the time I had no direct personal insight into how cred-
ible or important this effect might be. Time teaches us many lessons. One
that I have learned in recent years is that future bins may indeed be more
important for many older households than is present bins. As always in
science, measurement matters.

There is much more to be done to dig into the nature of time
inconsistency and how it might change over the life cycle. I see further
innovations in measurement as the highest priority. Severine Toussaert has
introduced a particularly important innovation in measuring awareness of
temptation and the ability to resist it, albeit not in the area of wealth
accumulation (Toussaert, 2018).

2.5 IGNORANT BUT FAR FROM BLISSFUL

In the classical life-cycle model, how financially prepared we are depends
on how much we discount the future, our risk aversion, and our beliefs
about future income and expenditures. We are treated as far sighted and
able to understand the implications of all possible decisions we might
make. We then select optimally among options in light of our resource
constraints.

The evidence suggests that not all is quite such plain sailing. Many
arrive at retirement with essentially no assets to speak of and hence end
up relying on pension income. This can result in a sudden drop off
in resources available and in spending. There are ways to rationalize
these findings in the classical framework: for example, some reductions
in spending may be expected given the additional time that retirees can
devote to cooking, the lower needs for commuting costs, business attire,
etc. But there are indications that these explanations fall short.
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Recent research illustrates how far off the mark is the image of an all-
seeing saver making ideal decisions given well-understood constraints and
rich knowledge of financial options. Lusardi and Mitchell (2014) have
developed a three-question financial literacy instrument. Their first ques-
tion measures the capacity to do a simple compound interest calculation.
Their second question measures understanding of inflation, again in the
context of a simple financial decision. Their third question investigates
knowledge of equity markets in general and the idea of risk diversification.

One stand-out finding is that many people fail to answer even these
most basic financial literacy questions correctly. A second is that those
who do particularly badly on the test have accumulated little wealth. This
short instrument has been shown to have a strong association with what
looks like poor financial performance and financial mistakes.

This insight raises as many questions as it answers. On the one hand,
if financial literacy is of such value, why are so many people illiterate? Can
we be taught, or is there a deeper problem holding back learning in this
area. After all, why think about finances if you see no realistic hope of
accumulating wealth? And if there is such an interaction of learning with
financial resources, does this set up a cycle of failure? If so, can the cycle
be broken in some way? There is suggestive research by Bernheim and
Garrett (2003) on the value of early life financial education, but a more
systematic exploration is clearly warranted.

A cognitively interesting hypothesis is that planning bebaviors play a
key role both in driving literacy and in allowing people to achieve their
financial goals. One can best plan for the future by thinking through what
might happen later in life. The difficulties most of us have in taking this
ideal long-run viewpoint open the door to cognitive factors. Some like
planning more than others. Perhaps if you like planning, then you’re very
lucky because you’re going to lay out the future better. You might think
about it more. You might look more patient. You might learn more about
your finances. This might be a deeper psychological characteristic driving
orientation to the future.

As with all cognitive factors, planning abilities are not easy to spot
in standard administrative data. They are also conceptually complex. For
these reasons they are typically ignored, and what little we do know
derives from innovative survey design. I have participated in research that
shows that there is some truth to the idea that being a good planner helps
with wealth accumulation (Ameriks et al., 2003). The research design was
simple. We asked questions to pin down whether or not subjects enjoyed
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planning, e.g. for future vacations. We then asked questions digging into
the extent to which they had planned forward in the financial realm. Not
surprisingly, those who liked planning for vacations had also planned more
for their financial futures. Tellingly, there was a pass-through effect on
wealth accumulation. Those with a high propensity to plan not only were
further ahead in their financial planning, but also appeared to accumulate
higher wealth as a result.

The results, while suggestive, leave many unanswered questions. There
is far more to be understood about planning propensities. We do not
know the channel through which planning relates to wealth accumula-
tion. If it relates to bringing the future to mind, it suggests the need for
new models that interact with attention and preferences. Another obvious
follow-up question is whether one can teach people to be better at, or
better yet to enjoy, financial planning as a process (I know the answer
to this question at the personal level and find it discouraging). How do
we find out whether you can actually get somebody to plan more and
enjoy it? And whether they then become good at accumulating wealth and
pursuing long-run career goals? Other related questions jump out. What
other goals does being a skilled planner promote? After all, it would seem
to be essential not only for financial decisions but also for other aspects
of life, including preparing for physical and cognitive decline of which all
of a certain age live in fear, and to which I now turn.

2.6 OUR OWN WORST ENEMIES:?

There are many fascinating and under-studied aspects of late-in-life finan-
cial behavior. First, and most strikingly, the basic pattern predicted in the
life-cycle model does not play out straightforwardly in practice. The idea
that many save during the working years to spend down in retirement
is evident only in the very final years. Before that, those with moderate
wealth generally cling onto it (Poterba et al., 2011).

Unfortunately, there is one really significant late-in-life risk that
remains essentially impossible to prepare for cognitive decline. Cognitive
decline makes older Americans less capable in terms of financial decision-
making and vulnerable to financial fraud. A high proportion of Americans
85 years or older have dementia. Vulnerability to manipulation and even
out-and-out fraud is much higher for those who are cognitively declined.
This has pervasive financial implications across the income and wealth
spectrum. Social security is highly vulnerable to fraud. It is relatively easy
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to send out checks, but far harder to know what they are being spent
on and to whose benefit. A major part of this worry may relate to finan-
cial exploitation of elders by strangers, be it through internet scams, false
friendships, etc. But there are also many nightmare stories of relatives
essentially stealing from their elders.

For those with significant resources, planning for possible later decline
is key. But there has been essentially no research on what asset holders
in the pre-decline phase are doing to prepare for possible later cognitive
decline. Passing control to a loved one at some relatively early point in the
process of decline may be the strategy many of us have in the back of our
minds. Even here there are many unknowns. One obvious question is how
trustworthy an agent such as a partner or child might be. There may also
be reasonable differences in priorities. What responsible parent of young
children would like to see the family fortune dissipate in supremely high
bills for taking care of a cognitively declined elder?

By now, you may not be surprised to find out that economists know
next to nothing about topics related to cognitive decline and its impacts
on spending and wealth. They are horribly under-researched due at least
in part to challenges in measurement (as you will see I suspect that there
are other less savory reasons). Cognitive decline is not even measured in
standard administrative data. This is even more true for worries about
future decline, and as for worries about recognizing future cognitive
decline, that is three steps beyond administrative data and consequently
has by and large been ignored.

Understanding this massive gap in knowledge, I have participated in
survey-based research with a panel of older U.S. wealth-holders to get
high-level qualitative and quantitative insights (Ameriks et al., 2023). We
explored worries panel members might have about cognitive decline and
steps they might take to assuage those worries.

First, the bad news. The vast majority were aware of the chance that
they might in future decline, and understood that they might survive a
significant time, five years or more, in a state of decline. Now the good
news. Most in our particular survey sample seemed relatively sanguine
about the quality of the third party they would hand over to in case of
decline. Around 70% reported that a child would be the most likely agent
and 10% a sibling, with the remaining essentially equally divided between
a trustee or institution and a broad “other”category. The great majority
of respondents reported that they believed the agent would be excellent
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or very good at taking care of them were they to hand over control of
assets.

The next obvious question is whether or not respondents believe that
they would recognize their own decline in a timely manner. Timing this
transfer well is complex. Most indicated a desire to stay in charge in the
early stages of decline, but not in the later stages. Picking the ideal time
involves a complex calculus balancing rational discomfort at the idea of
handing over financial control against the possibility of hanging on too
long, thereby damaging not only ourselves but also our loved ones as we
squander resources. Quite a conundrum.

The challenges go even deeper than this. It is one thing to decide ahead
of time the precise mental state one would need to be in to hand over
control. It is quite another to be able to recognize that one has arrived
in that state and to follow through on what had in the past seemed like
the ideal timing. One respondent during an online chat summarized this
possible source of worry succinctly in the context of handing in a driver’s
license:

My mom, who is very old, was refused renewal of her driver’s license
because she failed the vision test. Her response was to sue the DMV for
incompetence. I sincerely hope to have self-driving cars before I get to that
stage.

Is this a rare story, or are concerns with unrecognized decline widespread?
Evidence suggests the latter. Mazzona and Peracchi (2020) estimate that
cognitive decline, of which subjects are unaware, results in 10% loss of
wealth among wealthy stockholders.

The research that I have participated in provides more color on the
extent to which this possibility is recognized ahead of time. Many of us
appear to be aware that our future selves may turn out to be our worst
enemies. Specifically, there are worries that we may delay the handover of
control for too long. While most of us know we might decline and that we
would ideally hand over control to a loved one at that point, we also know
that we might not recognize that we have declined and fail to hand over
in time. This was precisely what worried most of our respondents. While
most had access to trusted agents who would have their best interests
at heart, they did not trust zhemselves to recognize their own cognitive
decline and hand over the financial reins in timely fashion.
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The interaction between cognitive decline and aging is not only of
academic interest but also of profound importance for public policy. We
need to have better ways of tracking financial abuse of elders related to
social security and private pensions. This is technologically simple and it
is shocking that nothing is being done. We need to develop methods to
flag obviously suspicious transactions as prompting an interaction to check
that there is no fraud. In addition to wiring massive amounts of funds to
previously unknown parties, there may be other cases that would warrant
at least a check-in. A related issue is what to do if there are indeed good
reasons to worry: Might it be time to inform a loved one, and might this
too be agreed ahead of time?

What about the possibility of introducing certain agreed checks on
cognition? Possibilities could be greatly enhanced with prior agreement
about some forms of cognitive testing. Of course, better information
alone may or may not be enough to convince us to hand over control.
How can we know if, facing cognitive decline that we only partially recog-
nize, we would go along with an earlier agreed strategy of handing over
partial control to a once-trusted agent?

One sign that a subject has been under-researched is when simple ques-
tions hit a strong nerve. That is the case with the research on financial
aspects of cognitive decline in Ameriks et al. (2023). It makes it clear
that issues of cognitive decline are pervasive and need to be understood
far better than they have been. In addition to the measurement challenges
that I have repeatedly highlighted, a second reason they have been studied
so little is a result of the field divisions noted in the introduction (this is
not the promised unsavory reason: that is still to come). I have outlined
above how economists, who traditionally focus only on administrative
data, have essentially ignored the impact of cognitive decline. While there
are important and honorable exceptions, gerontologists, psychologists,
and others interested in how aging impacts cognitive faculties know next
to nothing about economic research. The division between disciplines is
extremely constraining, as are so many of the boundaries that have held
back progress in cognitive economics.

Now for yet more armchair psychology. What do I have in mind as
the unsavory reason for our failure to address the challenges of cognitive
decline? To give you a hint, it is related to what humans do and do not
like thinking about. Ask yourself how much you enjoy thinking about
cognitive decline, either for you or a loved one. While you may or may
not be psychologically drawn to it, the odds that those are fun thoughts
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seem low. The young are attractive and dominate popular culture. The old
less so. The cognitively declined old even less so. Thinking about one’s
own possible path of cognitive decline and how to guard against it is not
fun.

Failure to think enough about cognitive decline is not just an academic
thing. Think of the flow of venture capital. Young venture capitalists are
far more interested in seeking perpetual youth than in addressing the
problems of those born before the promised singularity that will bring
them eternal youthful life. Perhaps this explains to some degree why so
little effort has been devoted to innovations related to cognitive decline.
So it is not only researchers and policymakers who need to up their game.
The private sector should focus on innovations that are cognitively robust.

There are some obvious market openings. A particularly important
role might be played by innovations related to owner-occupied housing.
Long-term care in a facility is extremely expensive and getting ever more
so. It is also aversive for many. Many will want to receive support services
that might become necessary without immediately moving into a care
facility. There are few who want to be burdens on their children, and
fewer still for whom this is agreeable to the children themselves. It seems
highly credible, if under-researched, that most elders would prefer to age
in place unless their physical or cognitive decline makes this impossible.
However, there are great financial challenges, particularly as physical and
cognitive decline involve medical and care expenses even for those who
stay in their own homes. This raises the question of how to finance staying
in the home.

Cognitive economics suggests some possible paths forward for those
who own their homes. In essence, we need to introduce market mecha-
nisms to provide funding out of the owner-occupied home itself; since this
is for many the most important asset. Here some early ideas on markets in
housing equity seem relevant (Caplin et al., 1997). The idea is to create
markets for shared ownership of housing equity that allow partial transfer
of ownership. I know of at least one ongoing effort to develop just such
markets and see them as having huge potential to help those who wish
to stay in the home without becoming burdens on loved ones. For any
entrepreneurs who plan on aging the old-fashioned way, markets are ready
and waiting to be developed.
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CHAPTER 3

Measuring and Minimizing Mistakes

Let me reiterate the core measurement challenge of cognitive economics.
Basic economic reasoning implies that the choice of one option over
another reveals a preference for it. Yet when information is imperfect and
mistakes are made, this simple equivalence breaks down. Standard data
do not and cannot identify mistakes. What we see in standard choice data
is what people choose. This reflects both what they like and what they
understand. We cannot infer much about the quality of the choices that
they make without separating out these factors. To observe is easier than
to explain. Choice alone provides little evidence of mistakes that are being
made and any damage they may be doing.

Let’s translate this challenge to the field. A scientific observer of school
choice cannot prove that families applying to 1000 schools in New York
are profoundly confused. Given this, it is perhaps no wonder that most
economists studying matching mechanisms assume that information is
complete. Not a happy state of affairs but understandable, given that
mistakes do not come with labels.

If you think lack of realism is just an economics thing, think again.
Most of the examples in this chapter are from the legal and regulatory
realms. Think énformed consent. In many countries, the U.S. and the UK
included, basic contract law enshrines the obligation on those who sign
contracts to understand them, without any checks on how comprehen-
sible they are. What did you really sign up to last time you clicked Agree
before entering a website? Was it a well-considered decision reflective of
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your priorities? Or was it instead a result of the incomprehensible legalese
you would have had to read to take the decision seriously? Knowing the
latter to be common, regulators understandably step in to try to enforce
comprehensibility using mandates. But they have no system in place to
check that these mandates improve effective understanding or reducing
mistakes.

Before getting into matters legal and regulatory, I open the section
by outlining field studies in which mistakes are identifiable and can be
reduced by changing presentation. This method of changing presenta-
tion to change behavior links with the literature on “nudges” (Thaler &
Sunstein, 2009) and design of choice architectures. The additional chal-
lenge in the cognitive economic approach is to confirm not that social
goals are met, such as raising savings rates, but that private goals are better
met. This is notoriously difficult in complex choices in which all options
have pros and cons.

My discussion of legal and regulatory matters focuses on how little
we understand about effective communication. I outline a field study
in Mexican labor courts which reveals how socially important it is for
us to take this challenge more seriously. I report on an intervention in
which clearer presentation of information demonstrably raises the quality
of justice. So clear-cut are the findings that they have been incorporated
into ongoing changes in protocols in cases of legal conflict in Mexican
labor courts. The U.S. and other countries would do well to follow suit.

I close the chapter by outlining new cognitive economic methods for
measuring how effectively complex information is communicated, with an
important application to online privacy disclosures. Refining such methods
is a necessary step if we are to revamp standard methods of communi-
cation and the regulations surrounding them to be effective in the era
of information overload. With further research, corresponding methods
could be put in place worldwide. As so often, the innovations relate to
effective measurement. We need methods to replace subjective plausibility
checks in the legal and regulatory communities. What we need are new
cognitive economic measures of effective communication for complex
environments.
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An open question is the extent to which the private sector will evolve
to a transparency norm in which unclear presentation is punished in the
market. I suspect there will be profound limits to this self-policing activity,
making effective regulation critical. I close the section by outlining
ongoing research on the design of such regulations, with a particular focus
on privacy disclosures.

3.1 MistakES IN CoMPLEX CHOICES

We often have to choose among complex options, and it is unreasonable
to imagine that these choices are fully informed. Yet it is hard to prove
otherwise when most options have pros and cons, as is typically the case.
To date, the best evidence has been found in work settings rather than in
once-oft consumer choices. Not only are tasks repeated often, but good
ex post measures of performance are often available. Even here one often
needs to be imaginative in putting data together.

One valuable method involves tracking the process of search. While
one can debate what is learned when information s accessed, failure to
access reveals profound limits in understanding. This has proven useful
in resume studies. Bertrand and Mullainathan (2004) conduct resume
studies by changing the signaled ethnicity and gender of applicants in
fictitious resumes. They find a strong disparity in callbacks for a given
quality of resume depending on the signaled ethnicity and gender. One
channel that they suggest is cognitive, for example, reading no further
in a c.v. when an employer identifies a name as signaling a negatively
stereotyped group. This is studied formally by Bartos et al. (2016)
who model an interesting distinction between markets involving lemon-
dropping (e.g. rejecting one of a small number of applicants for rental
housing) as opposed to cherry-picking (accepting one of many appli-
cants for a job). By cleverly designing the search interface, they show that
negatively stereotyped minority names indeed reduce employers’ effort
to inspect resumes, while increasing this effort in rental applications.
This confirms the important difference that the theory suggests between
lemon-dropping and cherry-picking aspects of prejudiced decisions.

Another important method of revealing limits on understanding is to
explicitly provide relevant information. In a field study of experienced
Indonesian seaweed farmers, Hanna et al. (2014) identify limits on under-
standing of the underlying production technology. Farmers submerge
strands of seaweed (or “pods”) into the ocean and productivity is affected
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by many factors, not all of which are evident to farmers even after many
years of practice. As so often, there are scientific studies that reveal
aspects of productivity that, while important, are not top of mind for
the farmers. The study identified one such factor that impacted produc-
tivity yet appeared to have escaped the farmers’ notice. Most do not
have a clear opinion on the importance of pod size despite its objec-
tive importance. The failure to optimize pod size meaningfully reduces
farmers’ output and income. In confirmation of this specific channel, an
information intervention focused on pod size leads to improvements in
productivity.

There is one work setting in which mistakes can be identified cleanly:
sporting calls. Here ex post review can produce a perfect 50-50 vision.
Archsmith et al. (2021) exploit high-frequency data on the accuracy of
umpires’ calls in Major League Baseball. They develop a model of the
importance of each call based on the chance that a mistake would signif-
icantly change the balance of play. They find that umpires make fewer
mistakes in higher stakes decisions and that the expectation of higher
stakes in upcoming decisions leads to more errors in current decisions,
as if the umpires are deliberately saving cognitive resources.

A recent study takes this in an important new direction involving
human-Al interactions. Almog et al. (2024) study tennis, in which a
human umpire makes the call, which can get overruled by Al (Hawkeye)
when wrong. They estimate that umpires lower their overall mistake rate
based on the subjective costs of being overruled by Al. They also shift
the nature of the mistakes they make from calling a ball out when in to
calling a ball in when out Almog et al. use cognitive economic methods
to quantify how much umpires change priorities under Al oversight.

3.2 ArPEALS COURTS AND ERROR CORRECTION

It is widely understood that a major role of the legal system is to reduce
mistakes and that cognitive constraints make it difficult to achieve the
ideal of error-free decision-making. Stephenson (2010), in particular,
highlights features of institutional design that may play a key role in
error reduction. Yet this has been little studied in the field. Legal scholars
have borrowed from economists the idea that utility matters to judicial
outcomes. Unfortunately, they have if anything done us one better in
their neglect of cognitive constraints.
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What forms of evidence can be used by those wishing to under-
stand legal mistakes? An important path forward relates to successful
appeals. Unlike in sporting calls, hindsight in legal situations is not 50—
50. However, some errors are revealed when verdicts are successfully
appealed. In fact, allowing such appeals is a key incentive the system
provides for limiting mistakes in the first place. Typically, appeals impose
time and reputational costs on the responsible parties. As highlighted
by Shavell (1995) and Cameron and Kornhauser (2006), a key role
of imposing such costs of being successfully appealed is to ensure that
reasonable effort is put into getting the verdict correct first time.

Given that the central role of appeals is to reduce mistakes, one might
expect them to be well-studied. What factors determine the proportion of
decisions that are successfully appealed? Are there particular mistakes that
are disproportionately common, and why might that be? How can one
reduce the volume of such appeals and get rid of particularly problematic
patterns? Unfortunately, there are few if any studies that address these
pressing questions. It is disappointing that, for the most part, these issues
of error reduction have been ignored by legal scholars. Perhaps it is easier
to focus on ideology than it is to innovate in measurement as would be
required to separate ignorance from intent. That says more about the
structure of the legal research enterprise than about the achievement of
justice.

The deep challenge, as always in cognitive economics, is one of
measurement. Environments suitable for empirical field study of judi-
cial mistakes would ideally need to satisty a number of conditions. The
researcher needs access to detailed data on the evidence presented to the
judge in a large number of cases, the evidence considered by that judge,
and the final judicial disposition of the case. Ideally, the context would
be a court that has to deal with many similar and legally simple cases,
the correct disposition of which can be determined based on a relatively
limited number of observable variables. Finally, the researcher should be
able to observe sufficiently frequent overturns on appeal, the main error
correction mechanism available in the legal system. I now turn to a case
study with just these features.



36 A CAPLIN

3.3 INDEXING OF COMPLEX
INFORMATION REDUCES INJUSTICE

Caplin et al. (2024) present the first field study that directly confirms
the impact of cognitive constraints on the achievement of justice and of
simple cognitively informed interventions to raise its quality. The context
is a Mexican labor court, which provides a uniquely suitable environ-
ment for a study of this type. The vast majority of the cases dealt with
by the court are unfuir dismissal lawsuits, and we use only these cases
for the study. If the employee proves that an employment relationship
existed, the burden is then on the employer to prove that dismissal was
fair. In trying to establish this, most employers either deny that the plain-
tift was ever an employee; claim that the plaintiff left the job or resigned
voluntarily; or make an offer to reinstate the worker. Submissions are also
fairly standard. In a typical case, a worker might allege being illegally
dismissed after a given number of years of service, and provide a written
contract or salary receipts. The firm might present its payroll accounts for
the relevant period to demonstrate that it never paid anyone with that
name. Alternatively, it might acknowledge the employment relationship
and produce a resignation letter signed by the worker. Authenticity of all
these documents can be objected to by the parties, with corresponding
expert opinions being attached to the case file as additional evidence.

Once cases are disposed by the labor court they can be appealed to
a higher court, alleging violation of a party’s constitutional due process
rights. Of particular value in interpreting how mistakes are changed by
clear presentation in the Mexican case is that judges are charged not only
with reaching a verdict but also with justifying it based on identified legal
facts extracted from the case file on which it is based. What allows a
verdict to be appealed are identifiable mistakes in this justification.

In our field study, we were able to observe all appeals that were
granted, since such cases would return to the same court for a revised
disposition. An advantage of our case study, and indeed part of the reason
that it was conducted, is the high proportion of granted appeals. In
most courts, successful appeals are relatively infrequent, and studying the
quality of first instance decisions using overturns on appeals is empirically
challenging because of the sparseness of data. Yet in our case, over 30%
of the original decisions in this court were appealed, and in about half of
these appeals were successful in full or in part. This may indicate relatively
easy access to appeals, but also low quality of the first instance decisions.
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As part of a major investigation into the efficiency of Mexican labor
courts, we were invited to test out methods of improving the quality of
judicial decisions. We implemented a randomized intervention directly
varying the presentation of the cases to the judges. Crucially, at the
time of our study the court did not conduct oral trials; written evidence
admitted into the case file was the sole basis for the decision produced by
court officials, who were not themselves present in any oral hearings or
depositions. We obtained access to complete case files, putting us in the
same position as the judges themselves.

The case files themselves are lengthy and intricate. They might be on
the scale of a small book, which has to be reviewed under great time
pressure (the average time taken to reach judgment is approximately two
days). To their great credit, the judges and the court were interested in
reducing the high rate of granted appeals. They allowed the research team
to test a cognitively inspired remedy. We were seriously constrained in
that the files themselves could not be changed in any way, since they are
faithful records of the entire legal proceedings. So what to do to help with
comprehension?

We used a particularly simple and replicable strategy. While we could
not alter the file in any way, the court allowed us to add an index to
half of the files at random. For each case file we produced a 2-page
summary, which included legal claims, facts alleged, and the first 5 items
of evidence of each of three major types (documents, testimonies, and
depositions) admitted into the case file, with page numbers to indicate
where each evidence item could be found. The summaries were only
provided to the judges for a randomly selected subset of cases, with the
others forming a control group. There were no statistically significant
differences across treatment and control groups in the number of items
of evidence submitted by plaintifts and defendants, the wage claimed by
the plaintiff, or the percentage of case files in the top quartile of items of
evidence of plaintiffs and defendants.

The judges were aware that both the treatment and the control group
files were part of the experiment and that the summaries existed for all
case files. The experiment was explicitly described to them as part of a
study designed to evaluate possible procedural improvements in the court.
While the experiment required close coordination with the draft decisions
office of the court, the indexes were worked on by research assistants,
most of whom were either upper level undergraduate law students or very
recent graduates. The overall cost of our intervention was only a very
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small part of the cost of even the initial disposition of the case by the
judge.

Our access continued even after the initial judgements. Following these
judgments we were able to trace the files to determine whether or not
the original decisions were later overturned on appeal. The consequent
coding of the written opinions was likewise done for all the cases in both
the treatment and the control groups.

The results of our field intervention are now in and show that it
produced a significant reduction in the number of granted appeals. As you
might expect, adding an index appears to allow judges to better identify
key items of evidence and to rationalize their decisions without making
clear legal errors that define the grounds for a successful appeal. Our inter-
vention reduced overturn on appeal from 16% to 10.6%. Given that our
intervention did not affect the content of the case file, but only the ease
of accessing this information, we interpret this result as demonstrating
that simplifying the attentional task the judge is facing by itself improves
the quality of judicial decisions.

There is a big difference in the treatment effect of our cognitive inter-
vention between objectively complex and simple cases. What defines a case
as complex is that the existence of a labor relationship is acknowledged by
both sides. What the judge must decide in such cases is the nature of its
termination, on which both parties present evidence. What defines a case
as simple is that the defendant denies the existence of a labor relationship
outright and, therefore, presents no evidence.

It turns out that our treatment effect is entirely concentrated on the
more complex cases, where the treatment halves the rate at which cases
are overturned on appeal. In stark contrast, there is no treatment effect
for the simpler cases. This interaction between complexity and treatment
effect of simplification is striking and likely to be of great general applica-
bility. In that sense, our treatment supports the recent focus in cognitive
economics on modeling complexity (Oprea, 2020; Puri, 2018).

Being able to compare the original case files and the written opinions
of the judge allows us to further explore the impact of our treatment on
the content of the opinion. Thus, we can find out whether the evidence
presented at trial is actually mentioned in the judicial opinion. There is
a clear result: our treatment made omissions more common in the more
legally complex cases in which we find the treatment effect. Our results
may be indicative of the treatment effect working through shortening
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judges’ decisions, and in particular, through them omitting the discussion
of evidence that may not be relevant to their theory of the case.

The beneficial impact of our intervention not only for the quality of
justice in the cases considered, but for the functioning of the legal system,
is clear. In fact it was clear to the court itself. Due to the research team’s
strong ties to the labor authorities, we were invited to present the results
of our field interventions, including this experiment. We were then able
to propose parts of the new labor lawsuit procedures. The new federal
labor law, passed in 2019, makes major changes to the lawsuit process.
Plaintiffs now must provide, as part of their initial filing, a list of items
of evidence they will present at trial, with a justification for each. In the
defendants’ answer they must also provide any rebuttal evidence and its
justification. Trials are now oral and presided over directly by the same
judge who is to write the decision. Finally, courts are obliged to have
electronic case management systems, including an electronic mailbox in
which parties can see all the dispositions in their case in real time and can
receive formal notifications from the court. We are now designing follow-
up fieldwork on the arbitration process and its economic ramifications. In
this we are working with Daniel Chen, who has participated in pioneering
research redesigning judicial practices in Kenya to clear economic benefit
(Chemin et al., 2023).

A simple illustrative search model illustrates the central cognitive mech-
anism at work. Sight unseen, it assumes that guilt is the more likely
verdict. This reflects the general pro-worker structure of the Mexican
labor law. The guilt rests on two forms of evidence. It requires both that
there was a valid employment relationship, and that it was not terminated
appropriately. To match this we model the facts of the case as defined by
two independent items of evidence related, respectively, to the existence
of an employment relationship and the process of termination. Each can
take be of type g and 7, with g the type that is necessary for guilt to be
established in either case. Hence for the employer to be guilty requires
items of evidence to be g: the firm is innocent if either there was no
employment relationship or there was but it was fairly terminated. The
goal of the judge is to minimize the expected number of mistakes with
utility losses normalized to 1 of making a mistake.

To be able to write an opinion, the judge must view at least one of
the two items of evidence. The only question for the judge is whether
or not to observe the second item of evidence after looking at the first.
To capture idiosyncratic features of each case file, suppose that there is
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a random cost of undertaking the second search that is known when
deciding whether or not to observe the second piece of evidence. If
realized costs are at the top end of this range, search is certainly not
worthwhile. If it is at the base of this range, it certainly is. Hence whether
or not the second item is searched is random.

The way to think of our treatment of adding an index is that it makes
it possible for the judge to identify up front the more important informa-
tion, and to use this to determine search order. In our simple formulation,
this is the one that is more likely to reveal innocence. It is easy to show
that it is optimal to search for this more important item first once the
index allows it to be identified. Relative to unguided search without the
index, this both reduces how often mistakes are made and shortens the
expected number of items listed, just as we found.

The fact that there is such a simple and transparent rationalization
for our findings suggests strongly that we did not find the only case in
which cognitive factors interfere with the administration of justice. What
is alarming is only how /ittle research has been designed to improve the
quality of justice by improving communication at all stages. All we did
was to add an index up front to guide the reader in how to assign their
cognitive effort. In essence, our model captures the obvious idea that
search is more efficient with an index. This makes it crystal clear that the
main channel of impact on decisions is attentional. It is past time to put
analogous methods to work more broadly.

3.4 TaE DUTY TO UNDERSTAND

There are countless settings in which cognitive constraints give rise to
decision-making mistakes that might be reduced by simpler presentation.
Consumer contracts are obvious cases in point. In many countries, the
law makes it the duty of those who sign contracts to understand them.
The application of this duty is especially controversial in the context of
consumer contracts, which consumers generally do not read and are, in
fact, very hard to understand.

In an article aptly entitled “The Duty to Read the Unreadable”, Beno-
liel and Becher (2019) patiently explain the duty to understand doctrine,
which holds contracting parties responsible for the written terms of their
contracts, whether or not they actually read them. In making their case
for changing this doctrine, they undertake readability research on “sign-
in-wrap contracts”. These are agreements that an online website requires
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users to accept before they can use its services. These agreements combine
the process of signing up for a website with agreeing to its terms and
conditions. Typical clauses that are included are: an intellectual property
clause; a prohibited use clause; a modification clause; a termination clause;
a limitation of liability clause; a disclaimer clause; a class action waiver
clause; an arbitration clause; a forum selection clause, which establishes; a
governing law clause; and a time bar clause. Who knew?

Sign-in-wrap agreements and the duty to read them have already been
at the forefront of various legal battles and courts routinely apply the
doctrine. To see how realistic is this demand, Benoliel and Becher apply
well-established linguistic readability tests to the five hundred most
popular websites in the U.S. that use sign-in-wrap agreements, which
include Google, Facebook, and Amazon. Readability is assessed using a
well-established grade-level test. The maximum recommended score for
consumer-oriented texts is 8.0. If the goal was to have consumers under-
stand their options, this would be the appropriate standard. Do you think
it is being met?

As you likely guessed, the findings are not pretty. The test is failed in
a dramatic way. The median grade level of sign-in-wrap contracts is 14.9.
This is comparable to the usual score of articles in academic journals.
When the Duty to Read meets the Intent to be Unreadable, you know
which wins.

Noting that many contracts that we routinely sign are unreadable
and unread, Benoliel and Becher propose a regulatory remedy: imposing
a general readability duzy on consumer contract drafters. Under the
suggested readability duty, drafters would be required to provide contracts
that consumers can easily understand applying the grade-level readability
test.

At first hearing, this sounds good. But there is a gap in their argu-
ment. The value of their proposal rests on mandates being effective. After
all these decades, one might have expected regulators to provide proof
that their methods are effective. Unfortunately, that is far from being
the case. No regulatory tool has had such an expansive application in
clarifying information as the mandated disclosure statement. Mandated
disclosures appear everywhere from credit card statements to cafes. Yet
evidence of their effectiveness is very thin, as stressed by Ben-Shahar and
Schneider (2017).

As always, the challenges of measurement are holding back the appli-
cation. What helped our work in the judicial setting was the central role
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that appeals courts play in the identification and rectification of errors.
There is no equivalent in everyday contract choice. Mistakes are doubt-
less common, but which decisions are and which are not mistaken is hard,
if not impossible, to judge using data on choices alone. The larger issue is
that without any method of measurement, it is traditional worldwide to
ignore the damage done by needlessly complex communication and need-
lessly onerous rules. Yet again, the fantasy of frictionless understanding
rears its ugly head. If we do not have methods of measuring damage
done, we traditionally ignore this damage. We really do need to up our
measurement game in this regard.

3.5 Broom’s TaAxoNOMY
AND THE GOAL OF COMMUNICATION

The challenge for regulators is to somehow test out methods of simplifi-
cation in settings in which errors can be measured. The open research
questions, as always, are the how to questions. How can we design
measurement protocols to reveal how well information critical to deci-
sions is communicated? How can we design regulatory protocols that can
be verifiably shown to improve such communication? Current regulatory
procedures involve a priori decisions on the form of communication that
is to be deemed simple. These are often prima facie credible, for example,
insisting on uniform presentation of annual percentage interest rates
(APRs) for credit products, designing uniform nutritional labels for food
items, and writing important information in large capital letters. What
has been missing to date are procedures for validating these methods as
producing positive outcomes for consumers. In what follows I outline
methods that are currently being developed with precisely this goal in
mind. Taking this next step is important for building trust in the regu-
latory process itself. Regulators increasingly recognize the need to set
higher standards for themselves, as witness White House Executive Order
14058 (2021) on rebuilding trust in government.

The first question that needs to be answered concerns the goal of regu-
lations in areas such as online contractual disclosure. Here it is of value to
draw on Bloom’s famous taxonomy of educational goals (Bloom, 1956).
The first level of expertise in this taxonomy is raw knowledge of facts.
The second level is comprehension, which involves some form of intelli-
gent interpretation. The third is application, in which understanding is
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shown by the accurate incorporation of knowledge in concrete settings of
importance.

In terms of communication, it secems that it is essential to have at least
the third of Bloom’s levels of understanding as a goal. The key goal
of communication, and of disclosure mandates, is presumably to help
consumers make better informed decisions, rather that to endow them
with a list of facts and statistics whose translation into decision relevance
is beyond them. For example, in the case of contractual obligations, the
question is whether or not the clauses are presented in such a manner that
decision-makers can accurately reflect their priorities in deciding whether
to accept, decline, or effectively select among various options. The goal
must be to allow those with specific priovities to best identify what is right
for them.

It is important to note just how far short of this ideal current methods
of presentation and of regulatory measurement fall. As noted, the method
that is most common in practice is subjective plausibility in the minds
of the designers and regulators. Those looking to validate regulatory
measures sometimes go beyond this by using standardized grade-level
comprehension checks. But even this falls far short of ideal. Designing
a test to see if these facts are internalized is only a level 1 check. Getting
consumers to identify facts is the first level in this taxonomy, while the
second level is for them to understand these facts properly. This cannot
be taken for granted. For example consumers who can remember the APR
on a loan but have little idea what it means in terms of dollars and cents
achieve level 1, but fall at level 2. But what we really want to know is one
level higher. The third level in Bloom’s taxonomy is being able to apply
understanding effectively in decision-making. Grade-level tests and factual
quizzes address at best the first two levels, but miss out on this crucial
third level. In what follows I introduce protocols that are currently being
designed to test achievement of this key goal.

In order to observe whether level 3 understanding is achieved, one has
to be able to observe whether an individual makes an optimal choice or a
mistake. As always, the challenge is that standard choice data (e.g. opting
in or out of a service) reflects both what consumers like and what they
understand. Naturally, this makes their level of understanding extremely
difficult to measure via choice alone. Whether or not a choice was made
because it was desired is very challenging to assess.
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3.6 CogNITIvE EcoNnoMics
OF EFFECTIVE COMMUNICATION

As I have noted often in this book, it is very hard in the open field
to identify mistakes induced by a given method of communication. For
that reason what researchers need is an experimental wind tunnel. We
need a method to compare presentation protocols for consumers whose
priorities we know so that we can precisely measure patterns in the
resulting mistakes and how they vary across different presentation proto-
cols. Cognitive economic methods provide a precise method of doing just
this.

Before introducing the new methods cognitive economists are devel-
oping, it is helpful to go in a bit more depth into the psychometric
tradition. This dates back nearly two hundred years to the work of Ernst
Weber (1834) and the introduction of psychometric curves. These are the
most basic constructs in many areas of psychology. They measure the
limits of human perceptual ability. For example, they can be used to char-
acterize the proportion of times that the heavier of two hand-held weights
is correctly identified as a function of the difference in weight.

Figure 3.1a draws a typical psychometric curve. The horizontal axis
in the figure measures the objective difference in weight, 4, between
left and right hand, which the experimenter knows but the experimental
subject can only approximate. The vertical axis measures the probability
that the object in the left rather than the right hand is chosen by subjects
as heavier.

In a simple task such as this, it is typical for there to be no clear bias: if
the weights are in fact equal in both hands, then both hands are equally
likely to be perceived as holding the heavier weight. That is reflected in
the figure by the curve passing through the y-axis at probability 0.5 when
d = 0. For values of d > 0, the left hand holds the heavier weight and
is correctly perceived as holding it more often than not. Reflecting this,
the point that is marked in the figure shows that when the difference
is d > 0, the heavier weight is identified with probability P(d) > 0.5.
As the difference in weight gets larger, so the heavier weight is correctly
identified more and more often, ultimately heading to a point where the
difference is large enough that subjects always make the correct choice.
The figure also illustrates symmetry in errors between hands. For any
given difference in weight, it is equally likely to be identified correctly
whether it is in the left or the right hand.
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Fig. 3.1 a Psychometric curve. b Cognitive economic curve

How does this relate to the challenge of measuring how well decision-
makers understand the options they face? The link is indirect but precise.
Consider a variation on the perceptual theme in which what has to be
identified is not which of two weights is heavier, but rather which of
two complex options, again placed on the left or the right, better meets
consumer needs. To be precise, we consider an experimental design in
which the researcher has controlled the set up so that they in fact know
not only which is better for each consumer, but also by how much in
terms of utility.

In such an ideal case, what we might expect conceptually is very much
in line with what we see in the case of weight. On the whole, consumers
will be more likely to pick the option that is better for them, and they
will be ever more likely to as the stakes in the decision get larger. So we
would expect most to make the correct choice given their values, but also
for some to make mistakes. If that is the case, then a curve such as that
drawn in Fig. 3.1(a) might serve to record the proportion of mistakes as
a function of the true difference in value.

Figure 3.1(b) draws just such a figure. The main difference is in the
name: we call this dataset a cognitive economic curve rather than a
psychometric curve. Correspondingly we relabel the horizontal axis as
measuring the difference in utility between the options on the left and
on the right, with the vertical axis measuring the probability that the
option on the left is chosen. Conceptually the cognitive economic curve is
precisely analogous to the psychometric curve except that the underlying
state of the world represents attributes of available choice options rather
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than a standardized percept such as weight. Figure 3.1(b) illustrates a
case in which the placement of a given choice option on the left or right
side per se makes no difference. Hence when options are indifferent, they
are equally likely to be chosen, and the probability of picking the better
option is the same regardless of whether it is on the left or right side. The
shape of the curve now reflects the extent to which those who value one
option more than the others are successful in identifying and choosing it.

3.7 RANKING PRESENTATIONS BY CLARITY

With our measurement device in place, how can we compare the clarity
of two methods of presenting the same options? What does it mean to
say that one method of presentation is better than another in helping
consumers make good decisions? The key idea is that clarity of presen-
tation impacts the steepmess of the cognitive economic curve. For a
completely clear presentation device, the curve would jump vertically
from zero to 1 precisely at the point of indifference. All would make
correct choices even with minimal incentive. A flatter curve indicates that
people have difficulties extracting the key information from the decision-
making viewpoint, particularly those with relatively little at stake. Worst of
all is a horizontal curve in which choice is completely random regardless
of the incentive. This indicates that people find it essentially impossible to
extract key information given the way options are presented.

Figure 3.2 illustrates how cognitive economic curves reflect clarity. The
figure has two different curves, the steeper one being labeled clear, and
the flatter one unclear. To illustrate what this means, consider the marked
point d > 0 on the horizontal axis. This represents a case in which the
left hand option is better by this amount than the right hand option.
The point P¢(d) on the vertical axis of the clear cognitive economic
curve indicates the probability that the higher utility option is chosen
with the clear presentation. The lower point PY(d) on the vertical axis
of the unclear cognitive economic curve indicates the probability that the
higher utility option is chosen with the unclear presentation. The relative
lack of clarity of the unclear presentation is revealed by the fact that the
better option is less likely to be identified. This essentially defines what
it means for one presentation to be less effective in conveying important
information to consumers than another.

There is in fact a great deal more that can be inferred in terms of
consumer welfare from these figures, on which more to come as the
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Fig. 3.2 Cognitive Economic Curves Ranked by Clarity

research moves forward. Obviously, this is just the first step of many in
getting a realistic vision of the value of different modes of presentation,
but it is a sine gua non. If we can’t work forward in ideal cases, we will be
unable to do so in the more intricate settings that the real world presents
us with.

3.8 ONLINE Privacy DISCLOSURES

I close this chapter by outlining ongoing research applying new cogni-
tive economic methods to test the clarity of privacy disclosures. These
disclosures attempt to distill the relevant information from privacy poli-
cies to help the consumer make a decision (accept/reject conditions, or
use/do not use service). Our research focuses on how the designers of
these disclosures can scientifically test the efficacy of their messaging,
and how regulators can step in where necessary to simplify messaging.
One question we address is how much an easy-to-implement method of
indexing topics can improve decision quality, as in the case of Mexican
labor arbitration courts (Caplin et al., 2024) detailed above.

The first point is to note that privacy disclosures are very complex. One
aspect relates to what data they collect about you. This can include IP
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address; name; email address; geolocation; payment information; sensitive
info (e.g. race, pregnancy, sexual orientation); browsing history; device /
browser identifier; ads clicked on, products clicked on; medical diag-
nostic data; and biometric data. Another important aspect the concerns
uses they make of this data. This might be first-party marketing; third-
party marketing; personalization (using information about you to show
you what you want, as in social media algorithms); data sharing with
data brokers and other websites, etc. The policy also specifies whether
consenting to any of the above is required to use the website/app. In
some cases consent choice has no effect at all on user experience. In
other cases it indirectly affects user experience (e.g. you’ll start seeing
ads completely unrelated to you, which you may find bothersome/
uninteresting). In yet other cases consent choice directly affects user expe-
rience (e.g. you cannot use the website without consenting, or you must
pay a subscription to use the website without consenting).

Given the many details to be disclosed, privacy disclosures are far too
onerous to be read in any but the most superficial manner. Even back in
2008. McDonald and Cranor calculated that it would have taken between
180 and 300 hours per year to read all of the privacy policies the average
consumer consents to within a given year. I expect that to have risen many
orders of magnitude by now. Bakos et al. (2014) found that roughly 1 in
1000 people actually scroll through online boilerplate when it is disclosed
prior to agreement and sign in and that a median time of 29 seconds was
spent by those who scrolled through the 2000 words or more of legalese.

The complexity of the privacy landscape and legitimate differences in
consumer priorities make clarifying online contractual information all the
more important. This is giving rise to understandable pressure to tighten
disclosure rules and to validate that this allows more to make choices
suitable given their priorities. Given legitimate differences in priorities,
there is no universally “correct” choice. The gap that cognitive economic
research is designed to fill is ensuring that choices reflect decision-makers’
priorities to the greatest extent possible.

Our ongoing research begins with the simplest possible case.
The starting point involves two different privacy policies and their
current disclosure practices. As scientific researchers, we then iden-
tify precise contractual differences (just as psychometricians measure
weight precisely). To see how well these differences are understood by
consumers, we first develop an experimental wind tunnel. We use standard
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methods of experimental economics to induce subjects to have partic-
ular preferences over privacy options. With this we can precisely generate
the corresponding cognitive economic curve for subjects offered a clean
choice between these options as currently presented in the field.

How might we think about improving the clarity of the current
methods of presentation? One method is to present the contract clauses
in decreasing order of importance, as determined by each subject’s pref-
erences. What we would expect in this case is for the cognitive economic
curve to correspondingly steepen, reflecting greater clarity. Ordering
clauses in terms of importance is likely to make it easier for people to
make the correct choice, hence to a steeper cognitive economic curve.

In practice, it may not be possible to order contract clauses in terms
of consumer priorities, particularly as these are likely to differ across
consumers. Just as in the Mexican labor arbitration cases, we may have
no power to change the order of the text. Again as in that case, it may
nevertheless be possible to improve presentation of options by the addi-
tion of headers that allow consumers to self-direct the order in which they
acquire information. We will, therefore, test methods in which disclosures
are not re-ordered per se, but rather clearly labeled with salient headers.
We will add simple hyperlinks that can be clicked for full text and that
can effectively take the role of an index simplifying identification of key
information. This will allow us to test whether the indexing methods of
Caplin et al. (2024) have more general value.

At some point we will have to complete the move from lab to field.
This, in turn, involves several distinct steps. As part of this, we are
designing surveys to identify consumer privacy preferences as accurately
as possible. We are also developing multi-option variants of the two
alternative fixed choice tasks underlying the cognitive economic curves.
Further development of these cognitive economic research methods will
be accessible using the QR code in the last chapter of the book. Stay
tuned.

The methods we are designing to test for effective communication may
be of value not only to regulators, but also to firms looking to scientifically
test the efficacy of their messaging. It will likely be hard for regulators to
keep up with changes as firms offer ever richer options to consumers.
Some businesses will wish to develop reputations for clear presentation.
Ideally, competition to produce greater clarity will to some extent move
incentives in favor of comprehensibility. More than likely, other forces will
operate in favor of opacity. Regulators surely have a role to play. So too
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might private businesses with expertise in cognitive economics. I sketch a
corresponding market opportunity in Chapter 9.
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CHAPTER 4

Cognitive Economics at Work

4.1 CogGNITIVE EcoNOMICS AT WORK
4.1.1  The Economic Model of Earnings

How much we earn at work is the single biggest determinant of financial
well-being for most of us. That is why labor economics is such a large and
important branch of economics. In recent years, a great deal of effort has
been dedicated to understanding how technological change will impact
earnings, with particular focus on who will be hurt and who helped by the
rise of robots and computers. In response, economists are now generating
ever richer information on the precise tasks that are involved in various
jobs with a view to understanding changes in the demand for labor of
different types. David Autor and Daron Acemoglu are leading the charge
in this regard (Acemoglu & Autor 2011; Autor et al., 2003).

It is surely important to dedicate time and attention to understanding
the precise tasks that are involved in various jobs. Yet it is equally impor-
tant to understand the kinds of cognitive skills that are of value in the
workplace of today, and, perhaps more importantly, those that will be
needed in the workplace of the future. This is the subject of emerging
cognitive economic approaches that I introduce in this chapter and in
Chapter 6.

It is important to understand the origins of the traditional techno-
centric research methods in labor economics before introducing human-
centric research on cognitive skills. Economists have been studying labor
supply and wages from the earliest days of the discipline. The standard
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approach is to view labor productivity and wages through the lens of clas-
sical production theory. Labor is treated as a factor of production, along
with land and capital. A production function summarizes the outputs
that can be produced by efficiently combining these inputs. From this
we define cost functions, which show how the prices of inputs impact
methods of production. Combining this with quantitative measures of
factor availability and information on demand for final products, one
arrives at an understanding of the wages of labor and product prices in
market equilibrium.

What matters in classical models of production is how much output
can be produced with the inputs that are used. Economists avoid going
onto the factory floor to look at all details, focusing instead on inputs and
outputs. Those in operations management focus on factory layout, which
precise machines are needed, which workers are assigned which machines,
etc. But for the most part, economists abstract away from these issues to
provide high level insights that apply to many contexts and regardless of
the precise technology. There are inputs, there are outputs, and there is a
black box production function in the middle that transforms the former
to the latter.

How do economists make any progress in such an abstract framework?
To some extent this progress rests on a core assumption: that of efficiency.
A basic assumption in the economic model of production is that inputs
are put to best use. By definition, a production function summarizes what
one can produce by best practice methods of combining all inputs.

What is striking about the production function approach is how
minimal it is. It goes no further into details than is required to set supply
equal to demand in markets for inputs and for final goods. That is its
beauty. It is also its curse. It says essentially nothing about what forms of
labor are of particular value. In fact it is remarkably divorced from any
human factors that might be important at work.

4.1.2  Human Capital and Cognitive Factors of Production

The first obvious limit of treating labor as a simple physical input is
that it has nothing to say about why one worker might be more valuable
than another. That there are differences is revealed in the market by huge
variation in earnings. Digging deeply into the source of these differences
is not the focus of the standard model. Hence, for example, the simplest
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version of the standard model has nothing to say on the face of it about
whether or not it is worth paying for an education.

It is the observation that it makes no obvious allowance for educa-
tion and its impact on wages that led to a brilliant amendment to the
production function approach to earnings. Becker (1964) made a far-
reaching analogy between physical capital and human capital. Just as one
needs to invest resources up front to build up physical capital, he pointed
out that one needs to sacrifice wages and pay for an education to build
human capital. The decision on whether or not to do this depends, as with
any investment, on the balance between cost and benefit. Even questions
such as what to learn can be captured by models that balance difterential
rewards against the corresponding costs.

How can one apply the theory of human capital to explain real labor
market phenomena? In principle, this can be accomplished in standard
economic stories. The best documented change in recent decades has
been the growing premium commanded by those with a college educa-
tion even while the supply of such workers grew (there is some evidence
that the tide is turning in this regard, but only time will tell). The theory
of human capital allows us to rationalize changes in the wage premium
over time just as we would that of any other input to production: as
resulting from shifts in the technology of production and the availability
of complementary factors, such as physical capital.

Valuable as it might be to interpret history through this lens, it does
not link in any obvious way to durable skills that will be of value as tech-
nology changes. Hence it has little to say about what humans should
be good at to thrive in the labor markets of the future. This will surely
become ever more important as many of our decision-making responsibil-
ities are taken over by artificially intelligent machines. We need to pick up
the ideas of Welch (1970) and Jovanovic and Nyarko (1995), and model
cognitive factors of production.

An early hint of the importance of cognitive factors in earnings is
provided by Mani et al. (2013), who argue that poverty affects work
ability and earnings capacity through a variety of channels that deplete
attentional resources and negatively impact job performance. In support,
Kaur et al. (2021) pay poor subjects a piece rate for completing a repet-
itive yet intricate attention-demanding task. They find that workers who
are paid earlier are better able to complete these tasks and consequently
earn higher incomes. Other poverty-related factors that have been found
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to affect attentional constraints and income are sleep deprivation, expo-
sure to high levels of air pollution, exposure to high levels of noise
pollution, and unsolicited workplace interruptions. What is not clear is
how to go beyond case studies to study human elements more broadly.

Drilling down into the cognitive factors that contribute to earn-
ings over the course of an individual worker’s career is the central
charge of the cognitive economic approach. From this perspective, human
capital theory is an ingenious method of ducking important questions. It
deliberately side-steps the issue of precisely what education produces that
is of value to employers. This has become harder to sustain in recent
years, and looks set to get even more challenging in the years to come.
Ongoing technological change is threatening to entirely change the skills
requirements of jobs. The limits of the standard approach are coming
into sharper focus as much of what we do is being replaced by machines
such as robots that are in many respects dominant. There is increasing
interest in understanding precisely why humans might remain essential to
production processes before we are all replaced.

4.1.3  Decision-Making Skills: The Measurement Challenge

In an important conceptual innovation, Deming (2021) makes the
case that what will matter to earnings going forward are decision-making
skills that are generalizable across tasks, rather than skills at specific tasks.
These higher order skills are by definition not attached to any given task
in current production processes but rather allow better adaptation to
changing task needs. Deming links them explicitly with the higher levels
beyond stage 3 in Bloom’s taxonomy of educational objectives: those of
analysis, synthesis, and checking against changing external realities.

As so often in cognitive economics, the measurement challenges are
profound. To understand the nature of these challenges, one needs
to understand the methods of measurement that define modern labor
economics. Central to the field is the now essentially limitless, in best cases
close to complete, data on patterns in earnings and employment over the
life cycle. These are used to identify key patterns, such as increases in
inequality, returns to schooling, the impact of layoffs, etc. Our knowl-
edge of these job histories has grown massively in recent decades with
booming availability of corresponding data. Many surprises are being
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digested about these histories as part of the essential groundwork for
understanding what factors determine labor market success.

Yet even complete data on labor market outcomes provide little insight
into cause and effect. Economists have methods to overcome this. One
method that is central to modern labor economics involves event studies
and/or randomized control trials. With regard to the former, labor
economists have become experts at identifying “natural experiments”. By
definition, these satisfy formal statistical criteria that allow separation of
cause and effect. Yet by their nature, there are limits to what these studies
can teach us about individual differences. It is typical in such studies
to focus more on the jobs and the industry in question than on what
happens over time to the workers. For example, one can identify how an
increase in the minimum wage impacts employment and earnings iz an
industry without any need or ability to dig into differences in outcomes
at the worker level and how they play out in the response to disturbances
that all for flexibility of response. This is well understood in the liter-
ature, which identifies average treatment eftects rather than individual
treatment effects as would be required for identifying the importance of
individual differences in decision-making skills.

How can one go beyond these standard approaches in labor economics
to an understanding of the role of decision-making skills? To understand
the depth of the challenge it is worth contemplating what we would
ideally like to measure. This ideal is not only incredibly rich but also
profoundly intrusive. To identify the role of decision-making skills in life-
time earnings, we would first need to conceptualize their role clearly, and
then identify the trace of these concepts in and out of the workplace.
Effectively we would have to remove any constraint of privacy. Not only
would we need to follow workers around in their workplace, but also
while working from home and in their virtual interactions. We would
also need to track their activities outside the workplace. We would want
to capture their exploration of outside options, their pursuit of oppor-
tunities to increase training, considerations related to time out of work,
discussions of impending job threats, etc.

I believe that we would have much to learn from this type of detailed
ethnographic fieldwork. Yet it is hard for me to imagine exactly how it
could be organized, who would be able to conduct it, and how researcher
beliefs and biases might interfere with scientific investigation. For the
moment at least, we are left to explore alternative approaches.
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Given the challenges, first evidence on the role of higher order skills
derives in large part from data on job postings and on task-based job
decomposition. Those looking for evidence that higher order skills can
identify corresponding patterns in job advertisements, which increasingly
ask for such skills rather, somewhat to the expense of standard educational
credentials (Deming, 2021). This pattern suggests that employers want
workers who will flexibly respond and adapt to unforeseen circumstances,
such as changes in job requirements. A related advance in measurement
derives from the increasing focus on identifying the tasks associated with
different jobs. As part of this, labor economists have created measures of
the decision-making intensity of jobs. The evidence shows that, in broad
terms, jobs that require higher levels of decision-making skill are better
paid and growing faster than those at the lower end of the scale. But
again, these forms of evidence speak to job requirements not the differ-
ential abilities of humans to fulfill these requirements and where they stem
from. An altogether different approach is needed focused on these human
elements.

4.1.4 A Researvch Template for Cognitive Labor Economics

The goal of cognitive labor economics is to model and measure
the impact of various forms of decision-making skill on labor market
outcomes. For all the ingenuity that has been applied to enriching stan-
dard labor market data, it is hard to make quantitative progress in
understanding which particular skills are important for earnings without
to some extent measuring these skills at the individual level. Without that,
while there is much éndirect evidence that focus on the role of higher
level skills is appropriate, there is little by the way of direct evidence. In
his recent review of human capital theory, Deming (2022) summarizes
roughly where we stand and what the challenge is. While it is qualitatively
clear that higher order skills, such as problem-solving and teamwork, are
increasingly valuable, we have not done a good job either in measuring
these skills, or in working out their importance for patterns in life-cycle
earnings and employment. This means further that we know very little
about how these skills develop and the extent to which they can be taught.
To change this we need somehow to identify key individual differences in
decision-making skills.
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What is clear at this stage is that progress requires new modeling and
measurement paradigms drawing both on the psychological and economic
traditions. In what follows I outline settings in which this kind of work is
under way in earnest. I focus in particular on design and fielding of instru-
ments that elicit individual differences in key decision-making skills and
how they relate to labor market histories. The new forms of measurement
that are being introduced draw strongly on the psychological tradi-
tion in personality measurement. Particularly well-developed personality
inventories relate to the “Big Five ”personality traits: openness, consci-
entiousness, extraversion, agreeableness, and neuroticism. There have
been many efforts to tie these measures with economic outcomes, with
mixed results. There are also some general correlations between earn-
ings and tests of intelligence, such as recognition of patterns in numerical
sequences. While these are broadly predictive, they do little to iden-
tify particular areas of decision-making in which this form of pattern
recognition is helpful. They are also divorced from decision-making per
se.

Ongoing research links tests of the ability to take in complex infor-
mation with tests of how well that information is deployed in decisions.
As in Bloom’s taxonomy, the minimal level of understanding that is
of interest is not factual, but rather the translation of facts to effective
decision-making. This defines the key structure of the cognitive economic
approach to eliciting decision-making skills that are of particular value for
life-cycle patterns of earnings and employment. In its ideal form it is a 5
stage process:

o Stage 1. Model Formulation: This involves conceptualizing and
modeling a cognitive skill to isolate and study. This requires a
major conceptual innovation. It switches focus away from a stan-
dard production function approach to labor productivity to an
information-theoretic approach.

o Stage 2. Experimental Implementation: This stage designs and exper-
imentally implements instruments to assess individual differences in
these skills and measures first order correlations with patterns of
earnings and employment.

o Stage 3. Administrative Implementation: This stage implements
instruments in contexts in which appropriate administrative data is
available.
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o Stage 4. Training Protocols: This stage develops and tests instruments
to teach the identified skills.

o Stage 5. Implementation in the Field: This stage implements teaching
protocols in the field to identify how they impact the actual evolution
of earnings and employment.

The first implementation of this staged process is ongoing in research
on economic decision-making skill, as now outlined, we are advancing to
stage 3 in this first case, based on successful completion of the first two
stages.

4.1.5  Economic Decision-Making Skill and Comparative Advantage

Caplin et al. (2023) implement the cognitive economic research
process for a particularly central economic decision-making skill. The
starting point for this research is a conceptual specification of an abstract
decision-making skill that should have an impact on job performance,
wages, and transition to management roles. What might that be, and why
is it so important?

In answering this question, we took our lead from Paul Samuelson.
When he was asked to name a central but non-obvious implication of
economic theory, he pointed to the theory of comparative advantage.
We follow that in defining our measure of decision-making skill, which
requires both raw information processing capacity and an ability to use
information strategically by exploiting comparative advantage.

What is the technical translation of this idea into a decision-making
task? We model the amount of output produced by a fixed set of inputs
depending on how well the decision-maker understands the true nature
of productive opportunities. Making good decisions involves making
trade-offs. Which worker should a manager assign to which task? Which
questions require immediate attention and which can be delayed? The
model features a decision-maker strategically acquiring information about
factor productivities under time and effort constraints. To make the goal
of measurement precise, we specify a setting where agents assign factors
of production to different roles to maximize total output. This could be a
manager assigning workers to jobs, or workers allocating their own effort
to job tasks. Factors have heterogeneous productivity schedules, so the
agent must compare hypothetical assignments and choose the one with
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the highest expected output. Agents acquire costly information about
payoffs to different actions, deploying their attention according to their
idiosyncratic level of skill.

Our research develops a theory and measurement paradigm for
assessing individual variation in economic decision-making skill, which
we define as the ability to make good decisions about resource alloca-
tion. We see this as a central skill for being productive at work. Viewed
abstractly, many work-related decisions are allocative and require appro-
priate decision-making based on an accurate assessment of options and
their impact. For example, one’s work day is a fixed resource in need of
being allocated properly. One must allocate one’s time and effort not in
line with absolute skills, but rather by comparison of available alternatives
and relative skills. Our thesis is that those with high such skills will have
success in the labor market in a manner that will carry the signature of
good decision-making, such as higher income and more decision-making
responsibilities. Modeling decision-making skill requires us to treat atten-
tion as a scarce resource that some people deploy more effectively than
others. As a consequence, we must use the tools of information theory to
measure individual differences in labor productivity.

Technically, the way we define individual-specific attention costs is
strongly analogous to the role of input costs in standard production
theory. In a competitive labor market, workers with higher earnings per
unit of time (e.g. wages) have a higher marginal product of labor. In our
model, agents with higher levels of economic decision-making skill choose
more efficient allocations, holding constant information complexity and
time constraints. Decision-making skill captures total processing band-
width, but also the ability to strategically pay attention to important
information and to understand comparative advantage. Our research
contributes to human capital theory by formalizing the value of this skill
in the labor market. To continue the analogy with production theory,
what high skills produce is better decision-making. This may well be a
key skill for the cognitive era. Going forward our research will dig into
many different forms of decision-making skill and their link with earnings
over the course of a career.

We measure economic decision-making skill in experimental settings
by creating a novel task we call the Assignment Game. Participants are
managers who assign fictional workers to jobs to maximize output. They
observe multiple draws from workers’ productivity schedules over tasks
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and then make an assignment. Participants are scored based on each work-
er’s mean output in the task to which they were assigned. The Assignment
Game requires participants to process information quickly and to assign
workers to their highest value task given the skills of the others.

There are a few points to note. First, the actual payoffs to each possible
assignment are precisely defined. This means that we can cleanly iden-
tify errors using methods introduced in the last section that draw on the
psychometric tradition. The distinction is that rather than using these
data to measure differences in the quality of presentation devices as
there, in the case of allocative skills we use them instead to identify indi-
vidual differences, which turn out to be substantial. As the experimental
designers, we know the payoff to all possible allocations. We then see the
choices that subjects make. Their failure to pick optimally is visible in each
decision problem that they face. In essence, it is the extent of this failure
that reflects what we measure as their individual-specific decision-making
skill. On average, those with high such skills make choices that are closer
to optimal than do those with low such skills.

In essence, we see our Assignment Game as an economic 1Q test.
Typical IQ tests are essentially logical puzzles with no link to any econom-
ically interesting decision. By contrast, our design is a quantitative puzzle
that requires an understanding of the principle of comparative advantage,
possibly the most central idea in the theory of production. One must
assign not according to absolute productivity of a factor in a task, but
rather their ability in that task relative to their and others’ abilities in all
tasks. It is hard to think of a more basic economic problem than this. You
are welcome to try.

4.1.6  Economic Decision-Making Skill and Earnings

We have implemented our experimental paradigm both in the U.S. and in
Denmark. The precise instruments are somewhat different given the very
different pool of respondents. In the U.S. respondents are paid partici-
pants in the Prolific platform, a popular platform for conducting online
experiments. Panel members are more than happy to spend up to an hour
on our interface, given that they are incentivized and earn side pay for
their time. In stark contrast, our Danish sample is entirely voluntary, and
our instrument has to be significantly shorter. What is striking despite the
very different settings in samples is that the main findings are powerfully
aligned, as now outlined.
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Taking first the U.S. case, we have a sample of more than one thousand
full-time U.S. workers ages 25-55. In addition to the Assignment Game,
participants also completed a demographic and labor market survey, which
elicited information about current income and occupation. Our find-
ings reveal significant individual differences in economic decision-making
skills that correlate in intriguing manners with patterns in income and
employment.

The key research questions concerns dynamic linkages between
economic decision-making skill and patterns of earnings and job transi-
tions in administrative data. The first research question is how differences
in this skill relate to current earnings. Early results are encouraging in
this regard. We find that decision-making skill is strongly associated with
income, even after controlling for IQ, numeracy, education, occupation,
and other covariates.

Perhaps most strikingly, we also find that the association between
decision-making skill and income is significantly greater in decision-
intensive occupations. These are defined using the task-based methods
of decomposing jobs of Autor et al. (2003) and Acemoglu and Autor
(2011). Since the value of decision-making skills is grounded in economic
theory and strongly predicts economic success even conditional on 1Q
and other measures, the Assignment Game can justifiably be viewed as an
economic IQ test.

A limitation of the U.S. study is that we know little about the earnings
histories of respondents. What we do know derives from survey questions
that we posed while gathering responses. It is obviously important to get
more granular information. Luckily we are well-positioned to do just that.
Encouraged by first experimental results, we placed simpler versions of
the Assignment game instrument into a setting that permits us also to
measure life-cycle patterns of income. In fact this next stage of research on
decision-making skills is being conducted in the most important modern
sources of panel data in labor economics: the Scandinavian population
registries. The Danish registry infrastructure is particularly suitable since
it allows us to direct survey instruments appropriately, to know relevant
details of respondents’ histories and those of any businesses they manage,
and to track their future outcomes (see Andersen & Leth-Petersen, 2021;
Epper et al., 2020). As indicated above, our research design faced novel
design challenges given that we could not offer rewards so that comple-
tion must be strictly voluntary, so that the survey instrument had to be
simplified substantially.



64 A. CAPLIN

First results from Denmark are now in, and the findings are strikingly
similar to those in the U.S. Measured decision-making skill predicts earn-
ings, with the link being stronger in decision-intensive industries. What
makes the results particularly striking is that we left ourselves no degrees
of freedom in Denmark. We applied precisely the same econometric
methods to estimation in Denmark as in the U.S.

Given the positive and provocative first findings, the research team is
now putting in place enough measurement devices to learn much about
the evolution of allocative skills over the course of a career. We have
measured these skills together with many other forms of intelligence
among a sample of Danish twenty year olds. We have done the same
for a group of retirees. The registries allow us to link these with past and
future labor market outcomes, and even to repeat tests and run other
interventions in later periods. Stay tuned for updates.

4.1.7 A Procedural Amendment

It is worth commenting on what research teaches that was not anticipated
at the design stage. For purposes of clarity, in our experimental design
we presented information on worker productivity sequentially. We first
presented information on how good worker 1 was at all tasks. We then
did the same for worker 2, worker 3, and so on.

While our first skill measures are based on a simple rational model of
costly learning that captures the difficulties subjects have absorbing rich
information regardless of order, there are plausible decision-making short
cuts that make order of presentation important. Our experiment identifies
just such effects. Many, particularly those who are not good at the task,
appear first to place worker 1 in their most productive position, then place
worker 2 in their most productive unfilled position, and so on. There is
significant variation both in how often different subjects use an algorithm
like this, and how well they do overall. Strikingly, for those who use the
sequential procedure a great deal, the relationship between measured skill
and earnings is relatively weak. They appear more to have been lucky
when they used the procedure rather than revealing their skill in deciding
which assignments are better overall.

Given this finding, our implementation of the decision-making
skills instrument in the Danish registry has been designed to provide
insight not only into the quality of the final decision, but also the nature
of the decision-making process. We are developing a model that mixes
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cognitively sophisticated methods and heuristic methods to understand
patterns in the resulting data, in the spirit of Arrieta and Nielsen (2023).
The million dollar question is how the differential skills that our instru-
ment will allow us to estimate will play out in data on patterns of earnings
and employment over the life cycle. Your guess is as good as mine. That
is research for you!

4.1.8  Teamwork, Social Skills, and Earnings

There is much justifiable interest in the part that social and teamwork
skills play in earnings. The measurement challenge here is that workers
do not get randomly assigned to teams with team outputs being moni-
tored as measures of individual contributions would require. This is
the background to the study of Weidmann and Deming (2021) which
generates experimental data precisely to overcome this constraint. Their
key innovation is to translate social skills into output improvements by
conceptualizing their impact on work output of teams. In this setting
the nature of social skill is to facilitate improvements in team productivity
over and above the contribution based on individualistic skills alone. Team
players are then thought of as individuals whose addition to a team does
most to boost the productivity of other team members.

Weidmann and Deming design tasks that involve cognitive challenges
that can be administered with only minor modifications both to indi-
viduals and to groups. Tasks have clear correct answers so that they
can definitively measure performance of individuals and groups. This
enables them to estimate group performance controlling for individual
task-specific skills. Given their interest in team-play, these are tasks in
which it is reasonable to expect cooperation among group members to
improve team performance. The key finding is that there are individuals
whose contribution to group cognition is significantly higher than their
direct cognitive skills would suggest.

There is a fascinating link with the work of Silver, Mellers, and
Tetlock (2021) who undertake a careful laboratory study of how commu-
nication impacts the quality of decision-making. All subjects answer a
fixed number of difficult quantitative general knowledge questions (e.g.
the population of Uzbekistan). The ensuing experiment has three phases.
In the first stage, they are left to answer the questions alone, with incen-
tives. In addition to providing answers, they are asked to rank their levels
of confidence. In the second stage of the experiment, subjects gather
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together with their pre-assigned group and communicate freely. In the
final stage, they each return to their workstations and enter a final answer
and rank their confidence in that answer.

The results reveal a split. Some group meetings result in improved
performance, with guesses not only moving closer to one another but
closer to the truth on average. In other cases, while guesses move closer
to one another, they end up on average further from the truth. Analysis
of the confidence data produces a provocative and interesting hypoth-
esis about learning. The hypothesis is that the more confident individuals
generally have a higher influence on the learning that takes place in the
group. What this means is that the actual skill level of the confident
individuals matters. What makes a group communicate effectively and
learn is that those who are confident are so appropriate. What makes a
group communicate in a manner that degrades performance is that those
who are confident are comparatively bad. Their false confidence appears
to be persuasive, a theme that will play out intriguingly in relation to
crowd-sourced learning in the next chapter.

Measuring task performance before and after team communica-
tion suggests the hypothesis that team players aid the communica-
tion process in some manner, perhaps by ensuring that overconfident low
ability loud mouths do not monopolize communication, or perhaps by
helping the group better differentiate between more and less (objectively)
informative communication. Note that the results of Silver, Mellers, and
Tetlock suggest that it may be important to identify differences in confi-
dence and overconfidence in relation to teamwork skills. This is a subject
that will be revisited at some depth in Chapter 6 in relation to skills
working not only with other humans, but with Als in the workplace of
the future.

There are important and under-explored questions relating to how
differences not only in skills but in attitudes impact team-play. The liter-
ature on social preferences surveyed by Fehr and Charness (2024) high-
lights the impact of moral norms on team-play, in particular the extent to
which individuals are willing to free ride on others efforts. In the case of
teamwork in particular, there needs to be convergence between research
on decision-making skills and on moral norms. No one likes to feel taken
advantage of. The presence of free riders may effectively lower the degree
to which other team members are themselves willing to contribute.
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CHAPTER 5

Cognitive Capital and Human-Al
Interactions

5.1 TaE HUuMAN-AI DECISION-MAKING PIPELINE

The upcoming cognitive revolution, like its industrial precursor, is defined
by a radical change in technology that is uprooting traditional social struc-
tures and forms of work. Yet social science still bears the imprint of that
earlier revolution, with its focus on physical factors of production, such as
labor and capital. The machines of today introduce intangible cognitive
capital that substitutes for human mental effort. In the next few chapters,
I illustrate how cognitive economic methods can a help us understand the
impact of the cognitive transition and liberating the great promise that the
Al revolution brings with it, while avoiding the many pitfalls.

My focus in this chapter is on designing human-Al interactions to
produce better decisions. Medical diagnostics, specifically cancer-related,
is the running example. Typically different courses of treatment are appro-
priate depending on the diagnosis. Options may include giving a clean
bill of health if cancer can be definitively ruled out, operating aggres-
sively if the cancer is at an advanced but treatable stage, conducting
chemotherapy, etc. What AI’s offer is the ability to interpret massive
volumes of data to look for patterns that predict the current diagnosis
and its likely evolution under different treatment options. Als can process
far more information than can any one diagnostician, and in the process
extract patterns that are not readily visible even to experts.

While there are those who foresee Als one day taking over all such
diagnostic decisions from humans, I outline in this section why that day
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is far off and indeed may never arrive. To understand what the main chal-
lenges are it is useful to separate out three stages of human interaction in
diagnostic decisions in a human-Al decision-making pipeline.

1. Data Generation: 1deally, machine learning models generalize from
cases that have been pre-classified: e.g. cancerous or non-cancerous
for a skin lesion. These are the ground truth labels on which all
subsequent inference is based. Unfortunately in the vast majority of
applications, medical included, there are far too few cases for which
definitive labels are available. It is something of a dirty secret that
even the best-known datasets used in competitions are riddled with
mistakes. In an article revealingly entitled “Everyone wants to do
the model work not the data work: Data Cascades in High-Stakes
AI”, Sambasavian et al. (2021) present case studies in medical and
other important applications that highlight the profound damage
that results from low-quality data work. Ongoing research outlined
in Sect. 5.3 shows that cognitive economic methods can do a great
deal to improve data quality and address this challenge.

2. Aligning AI Values with Human Values: Once there is a labeled
dataset, the data scientists tell everyone else to leave the room
while they pursue their dark arts. They end up with models that
are typically far better than the average diagnostician, so do cogni-
tive economists like me have to raise issues? In Sect. 5.4, I outline
recent research showing that there is much that cognitive economics
can contribute to improving model performance. The key observa-
tion is that there is a profound alignment problem in getting the
Al to reflect human priorities. This is related to, yet distinct from,
the current conception of this problem in machine learning Chris-
tian (2021). The key challenge analyzed in this literature is that
of getting the Al to learn human preferences. The application of
cognitive economics shows this problem to be bilateral. It is also
important for the data scientist to understand the motivations and
constraints of the Al. I also outline cognitive economic methods of
resolving this problem based on revealed preference reasoning.

3. Action Selection: There are many joint architectures for combining
human and Al information in arriving at actionable diagnostic
decisions. In typical medical cases, it is standard for a skilled diag-
nostician to have the last word after having been provided with
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algorithmic summaries of much of the relevant evidence. For this
to work well requires human experts to understand what the algo-
rithms are doing well enough to use them effectively. What little
evidence there is on how this works in practice is discouraging with
evidence of widespread algorithmic aversion, which is believed to
flare up when obvious mistakes are made by the algorithm that no
human would make causing global dismissal even of good algo-
rithmic advice Tejeda et al. (2022). In Chapter 6, I outline research
on the skills that allow people to work effectively with Al.

Note that the research outlined in the main body of the book treats
each stage in the decision-making pipeline separately. In Chapter 9, I
propose holistic research integrating all stages. This is vital to avoid a
worst case cascade of biases in which low-quality labels, poorly chosen loss
functions, and inappropriate human-Al interactions ending up producing
poor quality and biased final decisions that are even more exaggerated
than those made without Al assistance. A current day sketch of a human-
Al decision-making pipeline would reveal a Rube Goldberg kluge. We
work silo-by-silo without any clear view of their final impact on decisions.
Cognitive economic research treats all stages in a coherent and unified
manner.

5.2 HumaN-Al INTERACTIONS
Al AND CoGNITIVE EcoONOMICS

There are three fundamental reasons that cognitive economics has so
much to contribute to the design of human-Al interactions. The first is
that the economic model of learning is of huge value in organizing under-
standing of the decision-making pipeline. The second is that the dataset
that is standard in diagnosing performance of Als is essentially ideal for
cognitive economics. The third and final reason is that one can readily
implement cognitive economic methods in lab experiments to test out
design principles to improve the quality of final decisions. I take these up
in turn.

Let me first address the modeling issue. As you might expect,
economists model learning as a black box input-output device. The input
is all of the relevant information. The black box can be a computer, a
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human, a crowd of humans, all in tandem, etc., that transform this unfil-
tered information to the point that it is actionable. The output of this
black box is the final choice of action, presumably better informed than
purely random choice. Applying this to the medical setting, a new case
of possible cancer is considered. Various forms of learning are applied to
the evidence. The case is then classified as the learning suggests and the
treatment decision made. The goal of the information processing stage
is to learn enough to make decisions that are appropriate to the diverse
cases being considered.

Given that learning is imperfect, mistakes are sure to be made. The
economic model specifies the role of all learning, by human, machine, or
any combination of these, as being to reduce damaging mistakes. In the
case of cancer, one needs to know how bad it is to give a clean bill of
health to a patient who in fact has early or late stage cancer, and on the
converse side how bad it is to send a healthy patient on a long wild goose
chase through the thicket of medical tests due to a false positive. The
optimal method of combining human and Al inputs is then defined by
a comparison of cost and benefits. Additional human and Al resources
should be deployed until the marginal benefit no longer exceeds the
marginal cost.

How does this abstract economic viewpoint help? For one, because it
presents a unified picture of the human-Al decision-making pipeline. A
second basic lesson the economic model conveys is that adding together
diverse forms of learning intelligently must improve the quality of final
decisions. It is reasonable to conjecture that we are wasting massive
resources and far from the efficient frontier in terms of how much we
improve decisions as a result of the investment we make in human and
Al modes of learning. A third lesson that the model teaches us is that the
optimal resources to apply to improved learning must balance resource
costs against benefits in terms of loss reduction. Once again, because we
have not seen the decision-making pipeline in a holistic manner, we do
not know the incremental value of additional resources at each stage of
the decision-making pipeline.

It is one thing to criticize current approaches. It is quite another
thing to improve on them. Fortunately, cognitive economic methods have
much to offer of practical value. The key to this is a remarkable stroke of
good fortune. The dataset that is standard in evaluating Al performance
in classification tasks is also ideal for cognitive economics. The tradition in
judging algorithms is to hold out a test set to confirm that out of sample
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performance is approximately as good as in sample performance. This
avoids over-fitting. Once a good enough such model has been developed
it is taken into the field and used to classify novel cases based on all it
learned from fitting the test cases.

In judging between Al models, the comparison is between algorithmic
and ground truth classifications. The data on which performance is judged
is the confusion matrix, which pinpoints the nature of the classification
mistakes made by each model that is investigated on the path to arriving at
the final model used for classification. This same form of confusion matrix
can be used for judging performance at all stages of the decision-making
pipeline and indeed for any complete pipeline.

What does this have to do with cognitive economics? To understand
the link, think in terms of the SDSC dataset that is so central to cogni-
tive economics. As noted in Chapter 3, this form of data is very helpful
in assessing choice mistakes and how easily true underlying differences
between choice options are perceived. It was introduced in that section
precisely to show that one can design measurement protocols to identify
which choices are and are not mistaken. In the case of an Al algorithm,
we are likewise interested in mistaken classifications that are made when
the algorithm mis-classifies cases, e.g. declaring an image of a cancerous
cell to be non-cancerous, and vice versa. In cognitive economics and
psychometrics, SDSC reveals cognitive constraints. So it does again in
the case of algorithms: it reveals the AI’s limited ability to identify
ground truth. The fact that precisely the same dataset is used in judging
human and AT cognitive limits underlies the important role that cognitive
economics can play in understanding human-AlI collaboration.

The third and final contribution of cognitive economics to machine
learning lies in the experimental lab, which can be used to understand
critical aspects of human-AlI interaction in reaching categorical decisions.
SDSC is frequently gathered in experimental laboratories. This means
that one can generate experimental data to compare the performance of
any method of classification, however, humans and Als may interact in
producing it, on precisely the same level playing field.
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5.3 CogNITIVE ECONOMICS
OF DATA GENERATION AND LLABELING

As noted above, to train algorithms effectively requires many more
ground truth labels than are definitively available. This is essentially
universal in medical decision-making and very widely so in many other
applications, such as self-driving cars, development of generative Al, etc.
The end result is that many of the supposedly objective labels from which
algorithms generalize are in fact generated by human judgment. The need
to create additional high-quality labeled data using human input has given
rise to a large and rapidly growing labeling industry that pays members
of their community for labeling and annotation tasks vital to self-driving
cars, generative Al, and other areas built on massive amounts of labeled
data.

In addition to general purpose, platforms such as Scale Al and Amazon
M-Turk, there are specialized communities for medical labeling, such as
Centaur Labs, which is a research partner. Many members of the Centaur
community are medical students and even medical professionals looking
for additional income. Ongoing interdisciplinary work with Jennifer True-
blood, Bill Holmes, Gunnar Epping, Daniel Martin, Philip Marx, as well
as Erik Duhaime of Centaur labs is developing new methods of labeling
based firmly on cognitive economic principles.

Our point of departure is the current standard practice in the labeling
industry that uses crowd-sourced categorical labels, e.g. whether or not
an image of a blood cell indicates the presence of cancer. Much like when
voting in elections or answering multiple choice questions (more on that
later), there is no room to hedge bets. Many of the sources of error in
individual decisions are idiosyncratic, and these get averaged out in crowd
settings. Of course, there are typically limits: if even the most expert
pathologists disagree, a show of hands by less informed labelers will be
of little value.

Our first scientific question in applying cognitive economic methods
to the labeling industry concerns the possible value of enriching the
response options for crowd members by using elicited belief methods.
The idea is simple. Well as current approaches perform, the economic
model of learning suggests that they throw away valuable information.
Being certain of the truth is the exception, not the rule. When a labeler
takes a quick first look at an image, they may have doubts, and there is no
reason to believe that most fully resolve their uncertainty for all images.
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There is a great deal of randomness in individual performance in even the
simplest of tasks, such as judging which of two noises is loudest. Can one
realistically expect this to be absent in judging whether an image of an
irregularly shaped blood cell is or is not cancerous?

The obvious implication is that it might be of value to allow labelers
to express their uncertainty in some useful manner. The most useful of all
is a probabilistic expression, with a probability score of 75%, for example,
indicating the belief that this cell is 75% likely to be cancerous. In support
of this approach, it is standard procedure in experimental economics, and
much research has been conducted on how best to elicit subjective beliefs.
Key to this are methods for measuring subjective beliefs in an incen-
tivized manner using proper scoving rules that reward subjects for correctly
revealing their beliefs. Danz et al. (2022) summarizes state-of-the-art
experimental procedures.

The open research question is whether and when the use of proper
scoring rules enhances the wisdom of the crowd. On the pro side,
they allow labelers more latitude in quantifying their confidence in their
opinion. In that sense, beliefs are more informative in a sense made clear
by David Blackwell (1953), and hence have the potential to improve
decision-making. Yet this clean theoretical vision needs two heavy caveats.
First, if respondents find it more difficult to report their beliefs rather
than simply reporting the most likely category, some may opt out, and
those who do participate may absorb different information than they
would had choice been forced. Second, behavioral economists have shown
that subjective probability assessments can be out of line with reality.
Following the pioneering work in this regard of Kahneman and Tversky
(1979), probability weighting has been found to be widespread (see also
Benjamin [2019]). An individual exhibits extreme overconfidence if they
are always sure about a classification but are correct only 51% of the time.
They are underconfident if they are only 51% sure, but are always in
fact correct. While both forms of miscalibration have been identified in
practice, overconfidence appears to be more widespread. Only those that
are well-calibrated have subjective probabilities that closely mirror actual
probabilities: when they are 90% sure of a classification, they are right 90%
of the time. If those who are the least skilled are the most overconfident,
then weighting beliefs according to subjective confidence allows ignorant
but confident types to overrule those who are both better informed and
better calibrated. Sound familiar?



76  A. CAPLIN

With no a priori obvious answer, the key is to conduct a field study. We
have completed the first such study with the Centaur community on its
regular Diagnosus app on classification of white blood cells that may or
may not be cancerous. The cases under study have all been ground truth
classified by unanimous agreement of three medical experts at Vanderbilt
University Medical Center. The experimental subjects providing labels are
members of the Centaur labeling community, many of whom are medical
students. Subjects who enter our blood cell competition are told that the
images they will be shown are equally as likely to be cancerous as not.
After training they are randomly assigned to either the categorical choice
or elicited belief condition.

The results are now in and the bottom line is simple. Gathering elicited
beliefs substantially improves the quality of medical labels. A three-way
decomposition of the overall effect reveals how the use of elicited beliefs
improved labeling, and what might and might not be general about the
particular case we study.

1. The Categorical Learning Effect: Being asked to pick a category as
opposed to provide a probability might make it less important to
resolve uncertainty one way or another. In practice in the case of
the blood cells, it turns out that changing from forced choice to
elicited beliefs does little to lower the quality of learning. We antic-
ipate that in other cases categorical learning might be worse with
elicited beliefs.

2. The Confidence Effect: The real novelty in gauging elicited beliefs lies
in their quantification of subjective confidence. When elicited beliefs
produce a different verdict than majority rule, it can only be because
a confident minority overturns a less confident majority. On average
in our experiment, this turns out to be the right thing to do since
there is a positive correlation between confidence and accuracy. One
might expect this to be a relatively general finding.

3. The False Confidence Correction: What recalibration adds to the
picture is that it allows us to correct for false confidence. When recal-
ibrated elicited beliefs produce a different verdict than raw elicited
beliefs, it must be because a justifiably confident group of labelers
on one side of the 50% line overturns the verdict of an unjustifiably
confident group on the other side. More often than not, this is the
correct thing to do in our setting, and perhaps more generally.
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There are plenty of other low-hanging fruit in this area. There is
a complementarity between labeling and machine learning. By way of
illustration, the AI can itself generalize from probabilistic labels rather
than categorical labels. To do this require re-calibrating responses after
counting votes or calculating means. Early evidence suggests that this
technique further boosts algorithmic performance.

Pulling back, the labeling industry is possibly the most pure illustration
of cognitive economic principles that one can find. Design of the payment
scheme for incentivizing labelers has many important roles. One would
like the incentive scheme to reward attentional effort for all different skill
levels. How responsive people are to rewards for getting classifications
correct can be tested in simple experimental protocols. Going one step
further, to choose the right crowd given a payment scheme is to assess the
marginal value of individuals to crowd decisions and to select the crowd
by equalizing value at the margin with the cost for each skill level. There
are cost-quality trade-offs, since a crowd of experts is too expensive and
cannot supply labels in appropriate volume. To identify the marginal value
of each contributor requires further experimental protocols in which one
varies team composition. Much exciting work lies ahead.

5.4 THE BILATERAL ALIGNMENT PROBLEM

Let’s move on now to the second stage of the human-Al decision-
making pipeline, when data scientists grab the data file and work to find
the best model to classify medical cases. In doing this they generally
make intuitive efforts to reflect the underlying human values. Suppose
we are interested in predicting pneumonia from chest X-rays. Due to the
asymmetric health risks stemming from failing to detect a case of active
pneumonia, our diagnostic procedure is very conservative. We are willing
to accept 99 false positives for every one false negative. Reflecting these
preferences, Caplin et al. (2022) train CheXNeXt, a 161-layer convo-
lutional neural net (CNN), to predict pneumonia using 100,000 chest
X-rays using a standard weighted loss function, applying a 99% weight on
detecting pneumonia instances and a 1% penalty on incorrectly labeling
non-instances as instances.

Given that CheXNeXt was trained based on our diagnostic preferences,
one might assume that no other set of preferences would enable the Al to
better master our objectives. This supposition is incorrect. In a separate
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trial, Caplin et al. (2022) train CheXNeXt using the same 100 000 X-
rays, here applying a 50% weight on detecting pneumonia instances and a
50% penalty on incorrectly labeling non-instances as instances. Paradox-
ically, we find that the model that was trained without embedding our
preferences does a superior job satisfying our preferences than the model
that was trained using our preferences!

The question of precisely why this happens is open and is the subject of
ongoing research. One key observation relates to the distinction between
the algorithmic loss function used by data scientists to train the model
and economic incentive to learn. The economic incentive is based on
information content, or beliefs, rather than algorithmic scores per se.
Technically, Caplin, Martin, and Marx (2022) show that the use of
highly unequal class weights drives down and systematically distorts the
economic incentive to learn. This is an example of the law of unintended
consequences!

So what does the Al do differently when its economic incentive to
learn is so distorted? Our current conjecture is that it becomes /less effi-
ciemt at searching through models given the dampened incentives. It is
as if it improvements in learning are no longer sufficiently reinforced to
effectively guide the direction of search.

We see this result as suggesting a friendly amendment to the current
discussion about the AI alignment problem. Bostrom’s example of an Al
that maximizes paper-clip production by turning its programmers into
raw materials is an oft-sided if extreme case for putting guard-rails in
place to ensure that AI’s do not narrowly follow incompletely specified
orders. What the cognitive economic approach suggests is that for the Al
to satisfy human preferences, one must recognize that the Al has its own
cost/benefit calculus that affects what it learns. Accordingly, aligning the
Al to optimize human objectives is not accomplished by providing the
system with human objectives, but rather by providing it with the correct
machine incentives to achieve human objectives.

The obvious challenge our finding raises is how to identify an optimal
loss function bearing in mind the impact on Al performance. Intrigu-
ingly, the answer can be found by building on existing approaches to
the standard alignment problem that teach the Al enough about our
preferences to not make dangerous mistakes, Ng and Russell (2000)
and Hadfield-Mennel et al. (2016) essentially import revealed preference
methods of Samuelson (1938) into Al modeling: I cover these pivotal
methods in some detail in Chapter 8. Just as the choice environment
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for a human needs to be manipulated to teach the Al human prefer-
ences, so the loss function of the Al needs to be manipulated to teach
the human the Al constraints that interfere with learning. The trick is
that the optimal loss function to provide the machine may have little to
do with the utility function of the human.

5.5 HuMAN-AI DECISION-MAKING ARCHITECTURES

The third and most familiar place in which humans enter the decision-
making pipeline is the point at which a trained model and expert
diagnosticians classify cases, and their judgments are somehow combined
to arrive at the final classification. In medical diagnoses, a human expert
typically gets the final word after receiving multiple machine-generated
predictions. Given that they are essentially teamed up with humans in
final decisions, the effectiveness of Al-based scores and recommendations
is highly dependent on how well humans are able to interpret and utilize
them. While Tejeda et al. (2022) find that accuracy improves for many
subjects when they receive machine advice, at the same time algorithmic
aversion makes many reluctant to take improving advice from machines.
As noted above, so bad is this in certain medical settings that there are
even proposals to not let them both work on the same cases (Agarwal
et al. 2023).

Data scientists and subject matter experts are deeply interested in the
design of human-machine interactions. In fact there is a whole field dedi-
cated to it called, appropriately enough, human-machine interaction. The
importance of human judgment has invigorated research on the inter-
action of human biases with Al performance in cognitive psychology
Trueblood, Li and DeLosh (2021). Here what cognitive economics has to
offer are conceptual guides as to methods of scoring complete decision-
making pipelines. Currently, it is standard to think of the final stage in
isolation and to decide between human-in-the-loop and machine-in-the
loop architectures. A key part of understanding the best architecture is to
conduct experiments to explore how humans can work better with Als,
the subject to which we now turn.
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CHAPTER 6

Work Skills for the Cognitive Economy

In the workplace of the future, most employees will collaborate with
Al on a regular basis. It is, therefore, important for economists to under-
stand who benefits from working with Al and why. To remain relevant
what is required of humans will be cognitive rather than physical effort.
We will need to be able to extract information from multiple sources
in real time and make appropriate decisions as a result. On the threat
side, Al will supplant expertise that many have spent their entire careers
developing, thereby overturning careers and leaving many middle-class
professionals with no clear path forward. On the opportunity side, those
who have the skills to adapt well to change may find new career paths by
boosting the skills that matter as they flexibly incorporate Al into their
lives.

Cognitive labor economics addresses these most pressing questions
about the future of the workforce in the age of Al It helps us under-
stand as much as we can about which skills will be devalued, and which
enhanced in value. What will the implications be for inequality if we take
no proactive policy steps? As discussed in the next chapter it will also be
key to developing training protocols for the skills that are required to
work effectively with Al in diverse work environments.
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6.1 Al AND THE SKILL PREMIUM

A key economic question about the introduction of machine learning is
whether it is a substitute or a complement for expertise in key tasks. Is
algorithmic advice particularly of value for those with high task skills by
allowing them to get yet further ahead, or does it particularly helps those
with low such skills by lifting base performance? Surely the answer is not
one-size-fits-all, but the evidence to date suggests that it may particu-
larly help those who have an intermediate level of expertise close the gap
with those at higher levels. The evidence in favor is well-summarized by
Autor (2024) in outlining a scenario in which AI might shrink the skills
premium and create more solidly middle-class jobs, at least for those with
sufficient foundation in basic skills.

The field study of Brynjolfsson et al. (2023) is particularly sugges-
tive. They evaluate the use of generative Al tools that suggest responses
to customer service agents. They estimate a significant improvement
in productivity overall, particularly among novice workers. These tools
allow novices to attain the capabilities of experienced agents in a far
shorter time. Quit rates among new agents also fell substantially, due to
fewer customer complaints. The Al advice allowed less skilled workers to
produce work closer in quality to that of more experienced peers.

A second illustrative study is that of Noy and Zhang (2023), who
conducted an online experiment focused on writing tasks. Half of their
professional subjects are encouraged to use ChatGPT for writing tasks.
The other half'are not allowed to use ChatGPT, but rather given access to
conventional search engines. Noy and Zhang found significant improve-
ments in the speed and quality of writing output among those assigned to
the ChatGPT group. The biggest quality improvements are concentrated
at the bottom. ChatGPT closes the productivity gap between good and
excellent writers.

6.2 THE IMPORTANCE OF CALIBRATED BELIEFS

Tejeda et al. (2022) find that the ability to work well with an Al is far from
universal and that there are many cases of algorithmic aversion. A recent
study by Agarwal et al. (2023) applies experimental methods to dig into
possible sources of poor human-AlI collaboration. They conduct an online
study with expert radiologists who are asked to identify how likely medical
images are to exhibit various well-known pathologies. In some cases their
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diagnosis is unassisted by an Al, in others they are provided also with a
probability assessment generated by an Al assistant. The radiologists are
explicitly informed that the Al predictions are well-calibrated, in the sense
that when the Al indicates 90% confidence, it is correct about 90% of the
time.

The key finding of Agarwal et al. is that Al by and large did not
improve the quality of radiologists’ diagnoses—even though AI’s predic-
tions were more accurate than two-thirds of the specialists studied.
So badly did the radiologists perform with the AI in this case that
Agarwal et al. suggest that the majority of cases be given ecither to a
human diagnostician without Al assistance, or (more frequently) to an Al
without human intervention. There are many reasons to doubt the appeal
of such a separation, at least until Al-based diagnoses have become more
accepted. There are also issues of unfamiliarity: as Als get incorporated
into the workflow, humans will understand them better. The fact that a
generation of radiologists who were provided effectively no training either
in probabilistic reasoning or in working with an Al is unable to benefit
will not be a durable barrier to integration. In that sense, a key question
their research raises is what if anything can be done to train radiologists
better.

A key point that Agarwal et al. make concerns the apparent lack of
probabilistic sophistication among the diagnosticians. Their failure to
integrate Al advice calls into question simple cognitive models of Bayesian
updating. In all such models, a diagnostician with relatively low confi-
dence in a particular case would be better off adjusting their assessment
strongly in the ADl’s direction since they were informed that the Al was
well-calibrated. That is not what happened in practice. When the Al
offered confident predictions, doctors frequently overrode those predic-
tions with their own. There was also a converse issue, albeit less frequent,
of diagnosticians replacing their own better predictions with those of the
Al even when the Al did not express confidence.

This raises the broader question of how important it is to be aware of
one’s own skills in order to work well with an Al Is it possible that being
well-calibrated to reality rather than being systematically overconfident or
underconfident is a general purpose skill that impacts a worker’s ability
to benefit from Al advice? Those who are overconfident in their own
abilities may rely exclusively on themselves even when incorporating what
the machine indicates would be beneficial. This appears to have been the
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case in the experiments of Agarwal et al. Conversely, those who are under-
confident may defer too much to the Al even though they have much
of value to contribute. Pushing one stage further, they may even stop
learning because they defer too much to the machine.

There is already much interest in calibration in the machine
learning community. When algorithmic advice is passed on to human
decision-makers, it is seen as important to convey it in the language of
probabilities. That is why Agarwal et al. make clear that machine scores are
well-calibrated and hence can be interpreted probabilistically. The impor-
tance of translating algorithmic scores into probabilities is what has driven
interest in calibration within the machine learning community. So impor-
tant is this felt to be that when algorithmic scores are poorly calibrated,
it is standard practice to recalibrate them into probabilistic form. This is
what underlies the industry standard methods that we used in the wisdom
of the crowd context to recalibrate the subjective beliefs of members of
human labeling communities in the last chapter. We borrowed a page
from their book in that case.

6.3 Tae ABCs or WHO
BENEFITS FROM WORKING WITH Al

I now outline a first experimental investigation of the impact of calibra-
tion on the ability to work effectively with algorithmic advice in Caplin
et al. 2024. The key innovation is that we use the experimental lab to esti-
mate individual calibration without Al as well as skill. We then investigate
how this estimate of calibration skill impacts value-added with the Al
Our design also allows us to explore the important links between ability
at a task and Al value-added.

Our starting point is the emerging consensus that Al helps those of
lower ability close the productivity and earnings gap with those with
higher levels of ability and the suggestive evidence that those whose beliefs
are poorly calibrated make poor use of Al advice, both discussed above. In
our research, we design an experiment to answer two obvious follow-up
questions. Are there important individual diffevences in how well beliefs
are calibrated that impact value added of Al advice? Given that ability and
calibration are likely to be correlated, how does this relate to compressing
the ability-based wage gap?

Our experimental design is close in spirit to that of Agarwal et al.
(2023). It shares the feature that subjects make incentivized probabilistic
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assessments in classifying images. But their medical classification task is
both time consuming for participants and costly in terms of subjects, who
are highly paid medical specialists. The limited sample size precludes them
from digging into individual differences. We use a far simpler task that is
suitable for implementation in Prolific since it does not require special-
ized training. Our task is to classify how likely it is that the subject in
a photograph of a face was under 21 years old at the time the image
was taken. We are able to gather 160 classifications for all subjects in our
Prolific sample of some 1500 subjects. Given that this task has not previ-
ously been studied experimentally, we run a control group that never get
Al advice to monitor and account for possible dynamic effects due to
increased task familiarity and or tiredness. When estimating the treatment
effect, it is important for us to make allowance for measurement error,
since we find task skills and calibration are correlated. We adapt the Obvi-
ously Related Instrumental Variable approach of Gillen et al. (2019) to
our setting to estimate treatment effects.

The results are now in and provide clear answers to all questions.
We find stable individual differences in both how skilled and how cali-
brated subjects are. There is a positive correlation: those who are more
highly skilled are generally better calibrated. We also find that the group
that benefits most from working with the Al are those of lower ability
whose beliefs are well-calibrated. Those who are well-calibrated have
higher value added with an Al either than the overconfident majority or
the under-confident minority. The obvious follow-up questions are how
generalizable calibration skills are across tasks, and how teachable these
skills are. This is a key subject of ongoing research: stay tuned for updates.

6.4 ALGORITHMIC AWARENESS

There is an obvious converse of being well-calibrated, which is how well
human decision-makers are able to understand the strengths and weak-
nesses of the algorithms they work with. We refer to this as algorithmic
awareness. The broad idea that the human model of the Al matters is
strongly suggested at the informal level in cognitive psychology. The
challenge is how best to operationalize and quantify skills related to inter-
preting and complementing algorithmic advice. I am aware of no research
that addresses these forms of skill, which I believe may be among the most
important of all for the algorithmic age. To understand why let me list a
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few qualitatively different responses humans may have when working with
an algorithmic adviser.

1. Defensive Dismissal: One way to respond to an algorithm is to
dismiss it as “crazy”. Those who are so inclined will doubtless be
able to point to cases in which algorithmic advice is absolutely
ridiculous and reflects inference that essentially any human could
best. Algorithms for image classification work at the pixel level.
This means that the algorithm is always ready to determine how
likely a picture of Mickey Mouse is to be cancerous as opposed to
a non-cancerous blood cell. The folk theory of algorithmic aver-
sion is precisely that seeing obvious mistakes produces mistrust that
is globalized. Of course, the theory has not been rigorously tested.
In defense of our algorithmic advisers, if they could get together
and talk, what do you think they would be saying about us? Not
very good adding machines, are we?

2. Defeated Acceptance: It is likely in future that we will find out that
algorithms are, on average, superior in performance to most of us
even if we put in full effort. There may be those who simply give up
or at least reduce effort based on algorithmic advice lowering value
added.

3. Best of Both Worlds Independence: Rather than ignore or blindly
accept algorithmic advice, it would be better for human experts to
apply their own unique perspectives to get a read on the likely diag-
nosis in addition to taking in the algorithmic advice. They might
then be able to taking advantage of the cases in which the algorithm
is better, while always incorporating any unique information they
can glean.

4. Algorithmic Sophistication: 1f an individual really gets an under-
standing of the strengths and weaknesses of their algorithmic
advisers, they can adjust their learning to focus particularly on areas
in which the algorithms are weak. In this manner, they may actu-
ally train differently and work to develop a form of comparative
advantage in learning that makes them particularly complementary
to the algorithms they work with on a daily basis. This is a very
deep skill if it can be honed and is on a high order of understanding
oneself, understanding the machine, and knowing which aspects of
what the machine does not understand are possible to learn. Would
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top chess players who have been trained using Als know enough
about Al weaknesses to know when to overrule their advice and
thereby beat the AI?

Operationalizing the above concepts is a first order cognitive economic
challenge. Ideas are welcome.

6.5 ADAPTABILITY, RESILIENCE, AND SEARCH SKILLS

Like it or not, the coming of the cognitive economy will lead to radical
shifts in the types of jobs that are available and in the skills required to
carry them out effectively. To survive in an era of job market turmoil
requires various forms of adaptability and resilience that have been little
studied. Interestingly this links with the one area of labor economics in
which it is understood that cognitive constraints matter: the theory of job
search. Decisions on whether and how to search for jobs, including when
to quit, what to do in the face of an impending layoft, when to take time
out of the labor force and retool, and when to retire all take cognitive
effort. The essentially cognitive nature of these questions is implicit in the
basic economic model of job transitions, which is based on the theory of
search.

While early conceptions of search costs were physical, e.g. going to an
interview, in later conceptions it became clear that the constraints were
more cognitive than physical in nature. No one can possibly take in all
job options all of the time. What matters is how close people come to
having a full understanding of what their outside options might be at all
times, in order to make appropriate choices of when to negotiate with the
current employer, when to search intensively, and when to move to a new
employer.

As always in cognitive economics, there are major challenges of
measurement. Administrative data on earnings show that job switches play
a key role in earnings, with some moving up the job ladder, and others
staying in place or even slipping back. Yet administrative data alone have
little to say about why some move up the job ladder and why others
do not, and the extent of this depends on differences in standard work
skills as opposed to skills in identifying and pursuing opportunities. Is it
largely that better workers have better outcomes in all job phases than
worse workers, or is a significant portion determined by the differential
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abilities of similarly skilled workers in recognizing and taking advantage
of potential opportunities? Are there significant individual differences in
how well tied to reality are the beliefs that different individuals hold?
Is there a simple cognitive instrument that might identify such differ-
ences? There is no reason to expect the required forms of adaptability and
resilience to be uni-dimensional. Elements may include threat identifi-
cation (e.g. impending layoff); opportunity identification (e.g. searching
while on the job); realism (e.g. accurately anticipating contingencies);
flexibility (e.g. adjusting job search strategy in light of experience); and
adaptability (e.g. taking time out of the labor force to train in newly
important skills).

6.6 BELIEFS ABOUT FUTURE EARNINGS

In addition to using cognitive instruments to measure the skills that are
required to make successful job transitions, we need to understand why
some people see it as worthwhile to actively search for jobs while others
do not. To a large extent this depends on their beliefs about contingent
future earnings: will their wage go up if they stay in their current job, or
do they think they will need to move to advance up the job ladder? Recent
advances in understanding in this regard relate to improved measurement
of the subjective beliefs about future earnings that guide labor market
decisions.

Survey measures of probabilistic beliefs about future earnings were
pioneered by Dominitz and Manski (1996). They elicited probabilistic
estimates of the cumulative distribution of total household income, before
taxes, over the next 12 months. After posing questions on the maximum
and the minimum possible values, they asked for several points on each
respondent’s subjective cumulative distribution. There have been many
advances in measurement since that time. In an ingenious effort to
capture folk ideas in a quantitive manner, Delavande and Rohwedder
(2008) introduced a design in which the range between stated minimum
and maximum is visually divided into a number of equally sized bins,
with respondents placing balls into the bins to reflect their belief in how
relatively likely are the corresponding ranges. What makes this design
compelling is that visual devices are perhaps more intuitive for many than
are strictly quantitative questions.

A recently initiated panel dataset, the Copenhagen Life Panel (CLP),
provides state-of-the-art measures of subjective expectations of future
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earnings from work designed precisely around the question of why some
quit and others do not. It is a contingent survey of precisely the form
that cognitive economics demands. It focuses on beliefs about the impact
of job transitions, both quits and layoffs (Caplin et al. 2023). For those
working for pay, measures are clicited of the probability of continuing in
this work all year, quitting during the year, and being laid oft during the
year. In all conditions, probabilistic questions in the balls-in-bins style are
asked about future incomes. The sample is drawn from and linked to the
Danish population registries. This allows us to conduct many credibility
checks on these answers, which are passed with flying colors. Having such
a linked panel in which we observe both beliefs and outcomes is key to
finding out what is and is not understood by workers.

Research using the CLP to understand job transitions is of the highest
promise, yet at the very earliest of stages. Going forward, the ability to
track both beliefs and outcomes provides a solid groundwork for under-
standing the transition to the cognitive economy. Research along these
lines is outlined in Chapter 9.
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CHAPTER 7

Cognitive Economics of Teaching

Cognitive economics is the science of mistakes. As such it applies
to teaching that is designed to reduce mistakes. Following Bloom’s
taxonomy, we want students not only to learn facts, but know to know
how to apply them to questions of interest, and how to identify patterns
and relations among different branches of knowledge. It is these higher
level decision-making skills that may be most important in defining the
forms of human capital that will be of highest value as we transition to a
cognitive economy.

In this section I make a few observations on teaching higher order skills
of importance in decision-making, as well as on how to test for the various
levels of understanding. By way of illustration I consider teaching of
calibration that builds on its importance in working with Al discussed
in the last chapter. One virtue of this is that there is already profound
interest and some relevant research. I outline psychological research that is
suggestive about the possibilities for teaching calibration. But this research
is neither definitive nor quantitatively compelling. We urgently need to
better identify and teach calibration and other skills for the cognitive
economy. We also need to better evaluate how well these have been inter-
nalized by students, and I follow up in this regard on an important and
under-studied proposal on how to design tests to be more informative
about the skills that matter.

I also take up the issue of what students know about the future rewards
of the courses of study they select. The evidence suggests that they know
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very little, and much of what they think they know is inaccurate. Research
into how best to communicate this information effectively is at the earliest
stage.

I close by proposing courses in cognitive economics at all levels,
starting with high school. In the long run, it is profoundly important
to have a social scientifically literate population. At present, there is no
country in the world in which this is true. Worse still, the supply of
teachers who have requisite skills is desperately limited. Changing this
should be a super high priority for social progress. I keep discussion short
at this stage because the teaching industry appears to be a closed shop.
I would be more than delighted to have the opportunity to revisit these
matters at a later date.

7.1 TrACHING CALIBRATION

As indicated in the last chapter, initial research suggests that it will be
of great value for workers of the future to understand their own skills
well enough to make good use of algorithmic advice. As further noted, a
particular type of such skill is the ability to assess uncertainty in a manner
that is linked with external reality rather than being naively optimistic
or defensively pessimistic about one’s ability in this regard. The obvious
question is how to design methods of teaching to improve the kinds of
realistic assessment of abilities of self and others that will be required in
the workplace of the future.

Clear examples of why this matters are to be found in the medical
profession. Studies reveal a profound lack of probabilistic sophistica-
tion. Many medical professionals are unfamiliar with even the basic
rules of probability. If anything, the medical profession rewards a sense
of certainty. This is terrible. Accurately assessing beliefs is something
that diagnosticians themselves should be trained in from an early age.
The need to build up such sophistication will likely grow when future
pathology occurs within the context of Al systems, as is sure to happen.
At this point it will be important to conduct experiments with medical
trainees to explore how Al advice impacts (1) perceptual learning and (2)
the development of probabilistic competence.

Thinking more broadly, there are many open questions related to cali-
bration as a trait. To what extent is it domain general? To what extent
does an overoptimistic assessment of abilities operate across different
forms of interaction? To the extent that it does not operate universally,
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is it nevertheless fixed in important work arenas, such as medical diag-
noses for subject matter experts? The second and more fundamental open
question is whether calibration is a teachable skill. My own belief is that
it must indeed be with sufficient feedback and testing.

Psychologists have asked these questions and provided isolated
answers, but this research has not elevated to a general level. Lichtenstein
and Fischhoff (1980) suggest that calibration skills are to some extent
general and to some extent teachable, but no general teaching tools have
been developed. In their informal small scale investigation, most of the
improvement happened quickly, with a total intervention time of some
60 minutes. People improve in part because they decrease their use of
0% or 100%. Their findings also suggest that the improvements in skill
are somewhat generalizable across tasks, i.e. if you get trained to be
better calibrated on task X, there’s often an uptick in accuracy on task
Y. The larger question is wide open, particularly after some less than fully
encouraging findings of Moore et al. (2017).

Broader tests are currently being implemented in ongoing cognitive
economic research. There are also open questions about what forms of
teaching methods are worth exploring. Intriguingly, one possibility is
that simply working with an AI decreases the use of extreme answers.
In ongoing research we have early indications that such an effect might
be present. An obvious rationalization is that the Als never display 100%
confidence, despite on average being better than most humans. This may
push people off their claim of certainty. In addition to implementing
teaching modules experimentally the ideal in research on how to train
calibration will be to develop corresponding modules for implementation
in the Danish population registries, where effects can be followed over
the course of the subsequent years.

7.2  TESTING PROPERLY

When we design methods to teach, we need also to develop complemen-
tary grading protocols. A grading scheme shapes both the incentive for
students to learn and what can be understood by teachers about how
well they are conveying information and how well students are taking it
in. Current practice in multiple choice tests is extraordinarily primitive
in this regard. A question is posed. Five possible answers are listed. One
and only one is correct, or at least deemed to be correct. Grades depend
on the number of such correct answers. Once each question has been
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graded the number of correct answers is added to produce an overall
score. At this point the test is discarded and the student either moves on
or is turned back and asked to repeat the class and the test as a function of
performance. A moment’s thought reveals how much this method sweeps
under the rug and how much more could in principle be revealed even
within the constraint that one must stick with a multiple choice format.

A question might occur to the engaged reader. If forced choice
protocols are beaten by elicited belief protocols in wisdom of the
crowd labeling, might they not also be worth trying in testing and
training protocols? If you did think this, welcome to the club. But I
would like you to know that neither you nor I were first to pose this
question. For those who like pedigree, the high value of eliciting subjec-
tive beliefs about answers to test questions was first highlighted by Savage
(1971) and De Finetti (1965). Together they are largely responsible
for placing subjective probabilities at the center of economic and social
thought, a revolution in thought whose importance can hardly be over-
stated. It is absolutely fundamental to modern social science. Savage also
pioneered analysis of the proper scoring rules that incentivize truthful
revelation of subjective beliefs that played such a key role in the last
chapter. To square the circle, he studied them precisely because he wanted
to see them introduced into the grading process. Since this pioneering
work a small but important psychological literature has developed on
probabilistic scoring of multiple choice tests, but has had little impact
on the educational establishment.

While not broadly adopted, proper scoring rules have been applied in
at least one field, decision analysis. Bickel (2010) indicates a number of
important respects in which tests graded with proper scoring rules reveal
richer information about what is understood. For example, there are
answers that many would have got correct if forced to pick one response,
but about which there was high uncertainty, calling for the topic to be
revisited. He also finds that calibration varies across subjects. Averaging
across students in his courses, he finds that answers were approximately
calibrated: the answer 0.9 corresponded to roughly 90% of the corre-
sponding answers being correct. Yet, he noted large individual differences
in how well-calibrated students were. There were students who did not
approach the maximum degree of certainty, yet earned some of the
highest marks because they assessed their more limited state of knowledge
well. Conversely, there were students who expressed great confidence in
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answers being correct and were therefore penalized heavily because too
high a proportion of such answers were wrong.

It should go without saying that much broader consideration of proper
scoring rules and other changes in test design are warranted. Likely, there
are those who will claim that proper scoring rules are "too complex".
One can even imagine jokes about the course that students would need
to understand them. My own experience teaching suggests exactly the
opposite. If there are clear rules about how to earn a grade, students
follow them in fine detail. Grades are so profoundly important that how
they are earned, which varies course by course, is job number 1 to explain.
If proper scoring rules of a few well-tested forms were to be introduced
and used in multiple settings, students would understand them intimately.
Online resources would explain them engagingly. All that is required is a
will and an appropriate research effort. Seventy years is a long time to
wait to even consider a hugely important idea about teaching. Time to
get it scientifically evaluated.

There is a link between proper scoring rules and calibration that was
first noted by Savage (1971) when he proposed their use. These scoring
rules may be of particular value when used in training calibration. Surely
one would expect students who were punished in exams for their over-
confidence to learn to temper their judgment in the direction of realism.
Reinforcement learning alone should accomplish this. In this manner,
teaching of calibration may be strongly linked with the use of proper
scoring rules in testing protocols introduced directly above.

If this thought occurred to you, I would like to note again that neither
you nor I were first in this regard. It is precisely this feature that was
viewed by Leonard Savage as the key advantage of using proper scoring
rules in testing. He felt that failure to reward calibration and moderation
of beliefs are critical problems that the use of proper scoring rules might
help solve. It is past time to put Savage’s vision to the test.

7.3 TEACHING STUDENTS THE VALUE OF AN EDUCATION

An important early application of survey-based probabilistic measures of
future earnings relates to the value of an education. Dominitz and Manski
(1996) provided early evidence that student expectations of returns to
schooling impact their educational choices. Recent years have seen this
issue investigated in greater depth. Arcidiacono et al., 2014, pose survey
questions on beliefs, stated preferences, and probabilities of choosing
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particular occupations of undergraduate students at a well-known univer-
sity. They find large differences in expected earnings across occupations,
and substantial heterogeneity across individuals in the corresponding ex
ante returns. They find that many individuals are willing to give up
substantial amounts of earnings by not choosing their highest-paying
occupation. Wiswall and Zaftar (2021) study how individuals believe
human capital investments will affect their future career and family life.
They find evidence of students sorting into majors based on perceived
ex ante returns. Family expectations are found to be particularly impor-
tant for females” major choices. In a follow-up survey conducted six years
after the initial data collection, they find a close connection between the
expectations and realizations.

Given that expectations clearly play into educational and career deci-
sions, it is important to know how well-grounded in reality these expec-
tations are, and where poorly founded to try to correct them. Conlon
(2021) finds evidence of significant misinformation about the earnings
associated with different majors, and shows that providing accurate infor-
mation significantly changes major choice in the corresponding direction.
This points to an important cognitive economic project to measure
students’ perceptions of the skills required for the cognitive economy,
as further discussed in Chapter 9.

7.4 TeEacHING COGNITIVE EcoNOMICS

The lack of scientific interest in social and economic questions I see
around me has been endlessly frustrating. Many hold strong opin-
ions about the right thing to do on social issues of fearsome scientific
complexity. False certainties divide us into social clubs whose dividing
walls are made all the stronger by the weakness of their foundations. I
am a member of the Non-Conformist Club as founded by Tony Hancock
(with a tip of the hat to Alan Galton and Ray Simpson). We need more
adherents. This book is my best shot at recruitment.

The best way to get others to retreat from false certainties to scientific
curiosity would be to introduce social scientific training from the youngest
of ages. Courses in cognitive economics would fit the bill. Just once in
their lives, students should be taught that one can reason about individual
and social outcomes rather than take sides in debates built on foundations
of quicksand. Such a course would not only provide a common language
for scientific discussion of human affairs, but also would provide all of us
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with the profound and novel insights that younger thinkers and, perhaps
more importantly, older thinkers new to this class of question can have.

Of course, we also need course materials for all levels of cognitive
economics, a new major, etc. That will all have to be coordinated with
scientific advances and the gradual transformation of the social scientific
landscape to a more open architecture. Development of such materials will
be a key charge of the Accelerator for Cognitive Economics introduced
in Chapter 10.
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CHAPTER 8

Cognitive Economics Takes Off

The origins of cognitive economics date back many decades. In this
chapter, 1 provide an overview of these origins, why development has
been so long delayed, and what has recently happened to speed progress.
I organize this overview around Rostow’s powerful schema defining five
distinct stages of growth for economies in the process of economic devel-
opment (Rostow, 1959). I see these stages as being at least as applicable
to the growth of a new scientific discipline as they are to the growth of
an economy. Furthermore, I draw a parallel with the stages of growth in
data science, which offers a more contemporary analogy.

Rostow’s stage 1 is traditional society: for cognitive economics, that
is traditional economics and cognitive psychology living in their separate
academic silos. This stage is akin to the early days of data science, where
disparate fields such as statistics, computer science, and domain-specific
knowledge existed separately, each advancing independently without
much cross-pollination.

Rostow’s stage 2 is the period in which preconditions for takeoff to
sustained growth are put in place. For cognitive economics, this involves
the initial interdisciplinary collaborations and the development of basic
models and theories that bridge the gap between economics and cognitive
psychology, In the context of data science, stage 2 represents early inte-
gration of statistics, computer science, and domain-specific knowledge,
leading to the creation of foundational tools and techniques.
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Stage 3 is the takeoff itself. In cognitive economics, this stage is well
under way with a surge in research activity and application as founda-
tional theories prove their worth and attract wider interest. While on an
altogether smaller scale at this point, this mirrors to some extent early
growth in data science driven by advances in computational power, ever
growing availability of massive datasets, and the development of sophisti-
cated algorithms with demonstrated power to achieve key goals, such as
accurately reading messy hand-written addresses.

Of course, it is never quite as simple as 1, 2, 3 either for an economy
or for a science. In most cases, there is what might be called a stage 1.5,
defined by discontent with the status quo and the build-up of pressure for
change. Discontent is a powerful motivation for doing the hard work of
building preconditions for takeoff. A precondition for preconditions, as it
were. This stage has been particularly important for cognitive economics,
as detailed below. In data science, this phase was marked by growing
frustration with the limitations of traditional statistical methods and the
inefficiencies of handling large datasets, which spurred the demand for
more integrated and powerful analytical approaches.

Rostow’s stage 4 is the drive to maturity, and stage 5 the age of mass
consumption. Modulo a switch in the interpretation of stage 5 to mass
application, I think this provides an apt framework for conceptualizing
the future growth of cognitive economics. The drive to maturity in data
science corresponds to the refinement of methods, the establishment of
best practices, and the standardization of tools, leading to the widespread
adoption of data-driven decision-making across industries. For cognitive
economics, this stage involves the consolidation of research findings, the
development of comprehensive models, and the integration of cognitive
insights into mainstream economic analysis. Stage 5, the age of mass appli-
cation, parallels the pervasive influence of data science in every facet of
modern life, from business to healthcare to governance. Similarly, cogni-
tive economics will reach its zenith when its principles are ubiquitously
applied to shape policies, business strategies, and societal norms.

The parallels with data science are not random. In fact there are reasons
to see the developments as complementary. It is the explosion in the use
of Al that adds urgency to progress in cognitive economics. Were this
some other new branch of social science, perhaps our stately pace would
be adequate. But what I am discussing instead is a form of social science
that will be of most value in the transition to a cognitive economy. We
will need to ramp up our speed by several orders of magnitude if we are to
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keep up as Al sweeps the economy and potentially eradicates many of the
jobs that have traditionally supported middle-class lives. This will happen
at the speed of data science rather than social science. There really is no
time to waste.

In the rest of this chapter, I expand on the stages of growth of
cognitive economics, up through where we stand today, which is at the
beginning of stage 4, the drive to maturity. This is a natural lead into
the final chapter of the book in which I make proposals for accelerating
through this stage to bring about stage 5, the age of mass application.

8.1 STAGE 1: SAMUELSON AND REVEALED PREFERENCE

If I had to pick a date when the need for cognitive economics was first
realized, it would be 1959. To provide context, I want to highlight
the profound insight of Paul Samuelson in 1938 when he introduced
revealed prefevemce theory into social scientific thinking. I see this as a
methodological and substantive milestone, spiritually aligned with trans-
formative results in other sciences, such as Bell’s theorem in physics.
At its core, Samuelson’s method catalyzed the development of cognitive
economics. Let me outline his foundational contribution and its enduring
significance.

As a spectacularly able student of economics, Samuelson was well-
trained in classical utility theory. This theory had been introduced in
the middle of the nineteenth century to help explain why diamonds are
expensive and water cheap, despite the infinitely greater value of the latter
when thirsty. The answer to this diamond-water paradox suggested by
utility theory rests not on total utility but rather on marginal utility.
Sure, if one had to pick between either having access to water o7 having
a diamond, the choice would be clear. But that is not really the situation
we face in a world in which water is plentiful and diamonds scarce. On
the margin, more water was worth relatively little in the Europe of that
era, since it falls from the sky, while diamonds were and still are scarce
and highly valued on the margin.

Fast forward fifty years to Vilfredo Pareto, who noticed that choice
is not impacted by any relabeling of utilities that preserves order. Better
is better. But to say “more better” is a bridge too far. One can stretch
and contract the utility scale so as to render marginal utility meaning-
less. So in the (then as now) modern theory of rational choice, utility
functions are replaced by more abstract preference orderings. Meaning is
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given to strictly preferred to, strictly less preferred than, and indifferent
to. In preference theory, unlike in early utility theory, no meaning is given
to any numerical utility scale that might previously have been thought to
register utility differences. Marginal utility was dead.

Slow forward another forty years or so to Samuelson. He was well
aware of the critique of marginal utility due to Vilfredo Pareto. But he did
not find it scientifically compelling due to its side-lining of measurement.
What struck him was how thoroughly non-operational the final theory
of rational choice seemed. No claim was made that preference relations
are observable. Rather the theory was that these unobservable relations
determined choice. Given options, the decision-maker is hypothesized to
pick an option that is preferred at least weakly to all alternatives. But
where’s the evidence? A choice is a choice is a choice for sure. But to
“explain”choice as resulting from a process of optimization seems circular.
To rationalize choice of an apple over an orange, one must model the
former as being preferred. When asked to go deeper, it might be tempting
to say that preference is revealed by the observed choice.

Samuelson’s complaint was direct and blunt.

The discrediting of utility as a psychological concept robbed it of its only
possible virtue as an explanation of human behaviour in other than a
circular sense, revealing its emptiness as even a construction. (Samuelson,
1938, p. 61)

He then posed the million dollar question: What can stop rational choice
theory from being tautological? Is there any pattern of behavior that it
cannot rationalize?

What a wonderful question that turned out to be. To address it,
Samuelson invented a method of thought. This method required him to
think creatively about the datasets that we use to operationalize economic
constructs. Measurement protocols belong front and center in defining
model constructs. To break the trap and render rational choice theory
testable, he insisted that we would need far richer data on behavior than
is traditionally available. What we would need to do is to vary the choice
context and look for structure in the resulting behavioral data that would
either show us patterns in preferences that were consistent with classical
rational choice theory or perhaps tell us that this is critically incomplete.
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The ideal form of data that he specified is now seen as the most stan-
dard form of economic data: choice among affordable options from all
conceivable budget sets.

All that follows shall relate to an idealised individual not necessarily,
however, the rational homo-economicus. I assume in the beginning as known,
i.e. empirically determinable under ideal conditions, the amounts of #
economic goods which will be purchased per unit time by an individual
faced with the prices of these goods and with a given total expenditure. It
is assumed that prices are taken as given parameters not subject to influence
by the individual. (Samuelson, 1938, p. 62: my italics)

Here is the key innovation. Samuelson challenged traditional, non-
empirical approaches to utility theory by proposing a method to vary
choice contexts experimentally. This approach, insisting on detailed
empirical data collection, provided a testable framework for rational
choice theory, a significant leap from theoretical postulates to actionable
empirical research.

It is hard to explain how profound an idea Samuelson introduced. Like
essentially everything that is most creative in social science, it is a method
of thought rather than a particular hypothesis. For many economic theo-
rists, revealed preference theory of this kind is something of a religious
exercise undertaken as one technical exercise among many. I think instead
that it is a dramatically different method of thought. Choice data is the
basic given. Maximization of preferences is one possible model of these
observations, albeit an important one. There are other theories that might
better explain the data. In fact Manzini and Mariotti (2007), introduce a
weakening of the strong axiom of revealed preference that characterizes an
important class of models with bounded rationality. Subsequent research
along these lines is contributing importantly to the growth of cognitive
economics. As part of this research path there is also great interest in
further expansions of ideal data. It remains in many ways shocking to me
that we have taken so long to pick up on Samuelson’s implicit call for
richer modeling of choice behavior.

From the perspective of cognitive economics, what Samuelson is saying
is that we need to think long and hard about what our abstractions are
meant to imply for data. Not the data that we are currently gathering, but
rather ideal data that springs from our scientific imaginations. His contri-
bution was to imagine what could be learned if we were to gather ideal
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data in a form that had never really been gathered. What his work shows
is that choice from all conceivable budget sets as prices and incomes vary
is conceptually ideal, leaving applied researchers to try to approximate it
as best possible in realistic settings and/or in experimental data. There is
now a large body of work in economics based on gathering ever closer
approximations to Samuelson’s ideal. Some of the key contributions in
this literature relate to patterns of spending over the life cycle (Adams
et al., 2014; Blundell et al., 2008). Not a bad day’s work.

At this point, the analogy with early data science becomes particularly
powerful. Samuelson’s pioneering efforts not only reshaped economics
but also exemplified a shift toward empirical rigor that would later
become a hallmark of data science. His emphasis on rich, structured data
collection mirrored the transformation in data handling and analysis that
data science would eventually champion. Just as Samuelson called for
a transformation in the collection and analysis of economic data, early
data scientists were pushing for a revolution in handling and analyzing
large datasets. They developed new computational tools and statistical
methods to manage and derive insights from data that were previously
unmanageable. This methodological evolution in both fields represents a
parallel shift from abstract theories to data-driven practices that could be
rigorously tested and applied.

Further to the point of the key contribution being methodological, it
is notable that Samuelson did not get the testable conditions for prefer-
ence maximization quite right. He got part way when he established that
failure of the weak axiom of revealed preference would render the stan-
dard theory of rational choice false. According to this classical theory, any
unchosen yet affordable combination of goods must have been rejected
in favor of what was in fact chosen. Hence if some pair of observed
choices could be switched between budget sets and total costs lowered,
that would contradict classical maximization logic.

So far so good. But Samuelson had higher ambitions. His goal was not
only to find conditions on data that are necessary for standard rational
choice theory to apply but to close the loop by establishing conditions
that are sufficient for the theory to apply. In other words, a faithful trans-
lation of the theory of rational choice to a condition on ideal data. Where
he stopped short is that he did not find the full characterization. It was
left to others to close the circle. We know now that a strengthening of
the weak to the strong axiom of vevealed prefevence is not only necessary
for the classical theory but also sufficient. The necessity part is intuitive:
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the same logic that rules out switching a pair of choices implies that there
can be no cycles of strict affordability, since if there were, the same goods
in total could have been bought for less. After dotting i’s and crossing t’s,
that is the strong axiom of revealed preference.

A plodding interpretation of what Samuelson accomplished would see
him as having imposed on economics the religious principle that choice
reveals preference. Rejection of this religion is then taken to be a sign
of being less beholden to the rationalist ideology than him. This is a
complete misunderstanding. Not for one minute did Samuelson “believe
in utility maximization or intend to start a religion for true believers.
His intent was entirely opposite: to enrich data to the point that it can be
seen as a theory that might possibly be rejected. So we should go ahead
and gather that data, reject the theory where necessary, refine it where
otherwise, and advance the science of human behavior.

8.2  STAGE 1.5: THE WINTER
oF CoGNITIVE EcoNoMIC DISCONTENT

What Rostow did not formalize in his description of stages of economic
growth are the drives that motivate moving away from tradition. In
the case of cognitive economics there was an explicit stage of discon-
tent with the status quo, stage 1.5, that motivated working toward
change. This discontent had two basic sources. First, the strong axiom
of revealed preference is often violated in laboratory and field data, just
as Samuelson knew it would be. For example, individual choice among
a fixed set of alternatives is often random, which in the basic story
implies the absurdity that everything is indifferent to everything else.
The second source of discontent is more theoretical than empirical. From
the modern viewpoint, possibly the most important limitation of classical
choice theory is the underlying assumption that information is perfect. We
no longer model most choices as fully informed, and the standard dataset
is blatantly insufficient for identification when information is imperfect.
With incomplete information it is easy to create the kinds of cyclic choice
patterns that the strong axiom of revealed preference rules out.

The fact that information is imperfect and the resulting difficulty in
inferring preferences from choice behavior alone is precisely the backdrop
to much of the research in cognitive economics laid out above, particu-
larly in Chapter 3 on complex choices. That chapter in fact opens with
the observation that when information is imperfect, which is always, the
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simple equivalence between preference and choice breaks down. Standard
choice data reflects both what people like and what they understand. So a
scientific observer of choice in complex environments is left with a conun-
drum in that they cannot establish one way or another how well or poorly
informed the decision-maker was. Many of the data innovations in the
book are responsive to this precise challenge.

With this by way of background, let me explain what happened in 1959
that might have led to the immediate launch of cognitive economics.
It was in that year that Henry Block and Jacob Marshak first laid out
the essential measurement challenge in cognitive economics: identifying
new forms of data that might reveal cognitive constraints. They were
motivated in this by their study of randomness in choice, which they
noted contradicted the strong axiom of revealed preference. To allow
for this data pattern they modeled the forces that cause people to make
different choices from one and the same choice set. They borrowed many
of their ideas from cognitive psychologists, who based theories of such
randomness on imperfect perception and cognitive constraints. In fact
in key respects, the mathematical psychologist Duncan Luce had already
scooped them in developing the Jogst model of random choice (Luce,
1958). In turn he was building on a truly venerable tradition in experi-
mental psychology dating back to Weber (1834), and the psychometric
curves of Fig. 3.1 in Chapter 3.

There is a key distinction between the psychological and economic
approaches to random choice. Building on the psychological tradi-
tion, Luce was thinking in terms of imperfect perception and called
his stochastic choice function a discrimination structure. By way of
contrast, when Block and Marschak adapted psychometric ideas to the
economic context, they were building on the revealed preference logic of
Samuelson. They connected randomness in choice both with randomness
in perception and with randomness in preferences, which for historical
reasons they referred to as randomness in utility. Their random wutility
model has subsequently been developed into a centerpiece of applied
microeconomics, defining the field of discrete choice. But economists
appear to have forgotten the model’s cognitive underpinnings, and by
and large ignore perceptual issues entirely. In most models that allow
for random utility, it is simply assumed that information about options is
perfect. With this, one can estimate how valuable is each of the character-
istics that attract consumers to buy one good over alternatives. Confusion
related to limited perception of complex options is typically ignored.
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Unmeasured constructs can’t talk I guess. We are in the early days of recti-
fying this omission, with Manzini and Mariotti (2007) taking the lead in
developing models of stochastic choice based on incomplete examination
of available options.

This neglect of cognitive constraints is not at all what Block and
Marschak had in mind. As was Luce, they were very much focused
on cognitive constraints. Their primary example of stochastic choice is
entirely perceptual: a wholesaler’s repeated choice between two 10-ton
carloads of the same merchandise in which neither quantity nor quality
can be perfectly ascertained. They thought of both perception and utility
as having random elements. They realized that when two quite different
and unmeasured sources of randomness get funneled into one and the
same choice, it is essentially impossible to assess their relative importance.
Hence their economic twist introducing random utility into what had
been a purely perceptual story came at a scientific price, as they them-
selves pointed out. In fact they recognized the depth of the problem
this created. They were insistent that no form of standard choice data
would be adequate to separate “information and desirability”. As a result
they never claimed to identify utility in the classical sense but rather some
mixture of utility and perceptibility:

All of the various definitions of utility given in this paper will be related
to the empirical entities, called “alternatives”. Each of these is identi-
fied precisely, but combines the information and the desirability aspect in
some unknown though presumably not too changeable fashion. (Block &
Marschak, 1960, p. 175)

Noting the depth of this and other essential identification problems
we face in social science, Block and Marschak called for new forms of
measurement to separate out latent forces that are hard to identify in
classical forms of data. In the case of cognitive economics they called for
data that would allow researchers to separate out utility from cognitive
limits. They encouraged the search for what they called “new basic obser-
vations”. Much of the work in cognitive economics is based on just such
innovations.
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8.3 STAGE 2: PRECONDITIONS FOR TAKEOFF

While in some ways growth of cognitive economics is a success story, it
is also a tale of missed opportunities. For more than half a century, the
innovative work of Block and Marschak remained largely peripheral in the
progression of economic thought. Had Luce, Block, and Marschak joined
forces, cognitive economics might have ascended in 1959, instead of
taking flight well into the twenty-first century. What’s fifty years between
friends?

Despite limited direct advances in the decades that followed, a wealth
of indirect work quietly laid the groundwork for cognitive economics’
eventual ascent. Innovations in behavioral economics, experimental
economics, and applied economics consistently underscored the necessity
of understanding erroneous decisions. The emergence of neuroeconomics
catalyzed crucial debates over what constitutes valid economic data.
It is worth reading Gul and Pesendorfer’s “In Defense of Mindless
Economics” and Camerer’s “In Defense of Mindful Economics” to see
the arguments made on either side of this case.

Cognitive economics as I see it occupies something of an intermediate
space. It pursues a structured process of data enrichment. The starting
point is a limitation of Gul and Pesendorfer’s argument in defense of
mindlessness economics. They make a purportedly Samuelsonian insis-
tence on behavioral data as the sole legitimate economic dataset. What
matters is what we choose, not what we think. There is one small catch
in this argument. It is based on a currently undefined and possibly
undefinable conception of choice.

The deep problem as I see it is that there is absolutely no scientific basis
for referring to some outputs of human activity as chosen and others not.
For an outside observer trying to understand what they are observing,
choice data includes any observable that is not entirely predictable. Our
intuitive differentiation between chosen and non-chosen activities often
stems from subjective experiences of conscious effort and deliberation.
However, this internal perception is not readily amenable to scientific
investigation with current methodologies. Capturing this aspect effec-
tively demands a quantum leap in our measurement techniques. I can
see no basis for saying that our bodily functions are excluded from choice
behavior. Pulse fluctuates and as such appears to be chosen from a feasible
set subject to constraints. It does not matter from a scientific point of
view that we are not consciously aware of this choice. Those in search
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of a substantial conceptual challenge might ponder this: What would
the ideal measurements look like that could breathe scientific life into
models of consciousness and conscious choice? At present, this remains
a formidable challenge, one that continues to elude definitive answers. I
have an instinct that there is a valid path forward in which the subjective
experience of consciousness can drive learning forward at a faster rate, but
that is a subject for another day. I would be happy to interact with any
who are interested in pursuing this further.

My current research focus is different. Well before we have operational
measures that allow us to differentiate between conscious and uncon-
scious choice, we will incorporate biological factors into our models of
choice. Caplin et al. (2010) incorporate neural data into the estimation of
reward prediction error in models of reinforcement learning, building on
Schultz et al. (1997) and Bayer and Glimcher (2005). The constraint here
is essentially practical. Measurement technologies are not yet available to
test important theories of neural signals on a real-time basis. Application
of such data is currently hampered by the need for significant advances in
real-time measurement technologies. The bottom line is that the endeavor
to categorize human activities as either chosen or mechanical, without
considering the limitations and potential of measurement technology, is
likely to falter. Practical constraints are often temporary, and should not
be mistaken for fundamental limitations.

8.4 STAGE 3: TAKEOFF TO SUSTAINED GROWTH

The recent period has witnessed a notable acceleration in cognitive
economic research, driven by interrelated advances in modeling and
measurement. As economists increasingly integrate concepts from cogni-
tive psychology, the field has seen profound developments. Almas et al.
(2024) summarize many important developments, particularly in terms
of survey methodology, that dig further into beliefs and preferences, as
well as the structure of decision-making within the family. For present
purposes, possibly the most important set of innovations in measurement
relates to costs of learning. Pride of place in the theoretical literature
underlying these innovations are the theory of search pioneered by Stigler
(1961), and rational inattention theory, pioneered by Sims (2003), with
a comprehensive recent survey by Mackowiak et al. (2021). This line of
modeling offers a rigorously disciplined approach to defining the limits
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of rationality and understanding the impact of cognitive limitations on
decision-making errors.

In this book, I emphasize the implications theories of cognitively
constrained decision-making hold for ideal data collection. The state-
dependent stochastic choice data (SDSC) that I introduce in earlier
chapters is perfectly suited to rational inattention theory, much like data
on choice from all budget sets ideally serves utility maximization theories
(Caplin & Dean, 2015). SDSC not only makes rational inattention theory
testable but also facilitates distinguishing between utility, learning, and
the costs associated with learning. When standard models based on these
constructs fail, SDSC provides invaluable insights into the nature of these
failures and points to additional factors that may require modeling.

Historically, the introduction of SDSC into cognitive economic
research directly responds to Block and Marschak’s early calls for
new basic observations to delineate desires from cognitive constraints.
SDSC serves standard models of cognition in a manner analogous to
how traditional choice data has supported classical utility maximization.
In the psychometric tradition, SDSC reveals perceptual limits as individ-
uals strive to answer perceptual questions accurately. Extending this to
cognitive economics, the literature on SDSC employs revealed preference
tools to assess both the inputs (attentional effort) and outputs (subjec-
tive improvement in decision quality) of cognitive processes, without
presuming prior knowledge of utility.

SDSC’s value lies in its ability to differentiate what decision-makers
know from what they prefer. By definition, it records choices where
payoffs depend on facts that may be obscure to the decision-maker but
apparent to the observer. This clarity enables the identification of errors in
understanding. For instance, K&szegi and Rabin (2008) utilize the strict
monotonicity in preferences over wealth to demonstrate that bets placed
on states of the world can elucidate beliefs and, consequently, cogni-
tive constraints. Cognitive economic models further reveal that much
can be discerned from SDSC even when utilities must be inferred by the
econometrician, as in classical revealed preference theory.

Technically, classical revealed preference theory hinges on the principle
that feasible but unchosen options cannot be preferred to the chosen
options. This principle reappears when using SDSC to infer utilities and
cognitive constraints. The challenge lies in identifying the right feasible
but unchosen options for comparison. The first application of this coun-
terfactual logic appeared in Caplin and Martin (2015), which introduced
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a “no improving action switch” condition to test for improving switches
based on the decision-maker’s beliefs. By revealed preference principles,
no such wholesale action switches can enhance utility. To align with
rational inattention theory, additional conditions are necessary to ensure
that no cycle of data among decision problems can improve expected
utility. This defines the “no improving attention cycles” condition of
Caplin and Dean (2015).

Given that SDSC is a sophisticated generalization of psychometric
data, it is frequently gathered in experimental settings designed to
pinpoint features of the cost function, such as the experiments by Dean
and Neligh (2023). These carefully designed experiments are crucial
for evaluating communication quality, work skills, Al performance, and
teaching methodologies across various chapters of this book. The versa-
tility of SDSC extends beyond rationality-based theories to also enrich
behavioral economic theories, particularly in measuring miscalibration and
understanding procedural decision-making. The potential applications of
SDSC are vast and continue to expand, promising further insights and
advancements in cognitive economics.

There is important early stage work on using SDSC to test models
of strategic interaction (e.g. de Clippel & Rozen, 2020). There is much
to be done in this regard. There are also directly cognitive approaches
to game theory, in particular the level-K model of Nagel (1995) and
the cognitive hierarchy model of Camerer et al. (2004) . These too call
for innovative measurement. For example, Agranov et al. (2015) intro-
duce data on how choices evolve over time to estimate levels of strategic
sophistication.

Just as economists have increasingly developed operational models of
costly learning, so have cognitive psychologists in developing models of
resource rationality (Griffiths et al., 2015). The driver is very different.
The cognitive psychologists are trying to bring order to the large liter-
ature on heuristics and biases (Gigerenzer & Gaissmaier, 2011). They
are secking to better understand why and when certain heuristics are
chosen over others. The theory of resource rationality is designed to
do just this, using cost-benefit trade-offs between the algorithms. This
convergent evolution across disciplines strongly suggests interdisciplinary
convergence.

Another vibrant line of cognitive economic research, exemplified by
Woodford (2020), models apparent deviations from optimal behavior
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as resulting from optimally imprecise internal representations of avail-
able options. This line of research investigates whether behaviors often
labeled as irrational have cognitive foundations. For instance, Rabin and
Thaler (2001) highlight a phenomenon where people exhibit risk aver-
sion over very low stakes, which traditional economic models fail to
explain. Some explanations are behavioral: e.g. narrow framing. But there
are now cognitive models suggesting that reasonable errors in translating
objective outcomes to subjective perceptions might explain this behavior
(Khaw et al., 2021).

As models of the economic impact of cognitive constraints develop,
researchers are running into ever more links with the psychological tradi-
tion. Economists, inspired by psychologists, are applying principles of
efficient neural coding. For example, these principles explain why the
valuation of an option depends on available alternatives rather than on its
intrinsic value. Woodford (2012) demonstrates how efficient coding and
Bayesian decoding together offer a concise model of such context effects.
Efficient coding principles also capture how subjective valuations’ sensi-
tivity to objective situations depends on the distribution of values used
in experiments (Frydman & Jin, 2022). These models suggest that many
seemingly irrational behaviors may be optimal when considering cognitive
resource limits.

Various other branches of cognitive economic research, particularly
those focusing on attention, are thriving. One such area is salience
theory. Lichtenstein and Slovic (1971) show how different gambling
environments shift focus between prize amounts and associated probabil-
ities. Rubinstein (1988) introduce another interaction between attention
and utility, proposing that attention is drawn to dissimilarities. K&szegi
and Szeidl (2013) model how attention is drawn to the most differing
attributes, while Bordalo et al. (2022) develop a theory of salience-based
utility reweighting.

For the most part, these research lines place little emphasis on inno-
vations in measurement. However, as emphasized throughout this book,
significant advances in cognitive economics often stem from diversifying
data forms. Examples include survey measurements, process measure-
ments, cognitive instruments, and SDSC. Future innovations will likely
explore areas like memory limitations and beliefs about algorithmic advi-
sors. As new data forms develop driven by advancements in measurement
technology, computational abilities, and biological sciences, we will finally
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realize the importance of Block and Marschak’s prescient call for new
basic observations.

Another key area of ongoing cognitive economic research is decision
time. Decision time often correlates with the level of attention given to
a problem, with longer times indicating better task performance. Psycho-
metricians have long studied the relationship between decision time and
quality, particularly through the drift-diffusion model (Evans et al., 2019;
Ratcliff, 1978), which has recently been incorporated into economics
(Alos-Ferrer et al., 2021; Fehr et al., 2011).

Indicators of search behavior are also being used to understand choice
behavior better. Johnson et al. (2002) pioneered the mouselab inter-
face that records whether decision-makers choose to observe certain
items, challenging models with strategically sophisticated players. Gabaix
et al. (2006) used similar interfaces to model search in complex environ-
ments, while Reutskaja et al. (2011) employed eye-tracking to study item
consideration before making choices.

Limits on memory represent another active research area in cogni-
tive economics. Akerlof and Yellen (1985) showed limited recall of
past unemployment experiences, leading to early literature on salience
effects and memory fading (Topel, 1990). Malmendier and Nagel (2011,
2016) demonstrated that beliefs about the future are strongly influ-
enced by past experiences, particularly those from formative years. da
Silveira et al. (2020) applied efficient coding principles to derive optimal
memory patterns, while Bordalo et al. (2017) modeled salience effects in
memory. Malmendier and Wachter (2021) explored how current events
trigger memories of analogous past periods, influencing perceptions and
decisions.

8.5 STAGE 4: THE DRIVE TO MATURITY

We are currently at the start of Stage 4 in the development of cogni-
tive economics: the drive to maturity. What is setting this in motion
is a growing sense of community. Some of the important events
marking takeoft of the larger discipline are associated with the Sloan-
NOMIS Program on the Cognitive Foundations of Economic Behavior.
Ernst Fehr, Michael Woodford and I lead this Program, which is charged
with lowering barriers to communication across fields and the disciplines
through a series of conferences, workshops, and summer schools. The
summer schools in 2018, 2019, and 2022 were each attended by some
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thirty young scholars who were exposed to the converging frontiers of
economic and psychological research.

There are many complementary developments that point to conver-
gence between economics and cognitive psychology. The annual
Bounded Rationality in Choice Conferences, led by Paola Manzini and
Marco Mariotti, date back to 2014. They are strongly linked with
progress in cognitive economics. There is also a modern re-birth of
interest in information economics, sparked in large part by the work
of Kamenica and Gentzkow (2011) on Bayesian persuasion. Behav-
ioral economics is also taking an increasingly cognitive turn (e.g.
Gabaix, 2014), and there is an increased focus on data innovation both
in survey design and in the experimental laboratory (Enke & Graeber,
2023). Cognitive psychologists hold highly complementary annual Work-
shops on Cognitive Effort.

Despite these clear signs of convergence, challenges remain. Specifi-
cally, very few research teams have formed across disciplinary boundaries,
and those that have done so operate on a relatively small scale. This is
largely due to the funding model in social scientific research, which is
both limited and archaic. There is much unrealized potential for merging
of interests and formation of research teams that cross disciplinary bound-
aries, but this will be liberated only with a change in funding priorities.
Chapter 10 makes proposals in this regard.
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CHAPTER 9

Next Steps in Research, Business, and Policy

This chapter outlines next steps in developing cognitive economic
research methods and applying them in the field. I open the chapter by
outlining next steps in the research agendas outlined in Chapters 5, 6,
and 7. I focus in particular on research related to the cognitive economy:
how to improve human-Al collaborative decision-making; how to better
inform workers and students about the opportunities and risks associated
with the rise of Al; and how to teach the skills that will matter in the
cognitive economy. I include in this some personal conjecture on how
best to incorporate the rise of Al in general, and large language models
in particular, into teaching programs for students of all ages. Perhaps not
surprisingly in light of my professional and personal identity, I do not
suggest that others adopt these ideas until they are put to the test in the
manner I propose.

In addition to sketching out important forward-looking research
projects, my goal in this chapter is to show that cognitive economics is
very much ready for business. I close the chapter by outlining a few of
the many business and policy advances that rest on development and
application of cognitive economic methods.
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9.1 RESEARCH AREA 1: HUMAN-AI
DECISION-MAKING PIPELINES

The first open research area concerns designing the full human-Al
decision-making pipeline in important use cases, such as medical deci-
sions, credit decisions, hiring decisions, etc. At present, most research on
human-AlI collaboration concerns how they are integrated into final deci-
sions. Is it better to have a human-in-the-loop to interrupt otherwise poor
algorithmic decisions, a machine-in-the-loop to step in when humans are
messing up, or is there some better way to coordinate human and machine
in decision-making?

Important as is this final decision stage, it should not be seen in isola-
tion. There are many other interactions between human and Al in the
earlier stages of the decision-making pipeline. As noted in Chapter 5 this
typically begins with human labeling and annotation of instances. I outline
therein research on the labeling industry, and point to the long and
fruitful path forward. Also noted in the chapter is the fact that data scien-
tists are also human, and that their methods can potentially be improved
upon using insights from cognitive economics.

Putting it together, what is really missing are holistic studies of the
human-Al decision-making pipeline. We need to know how to set this
pipeline up to take advantage of the massive potential to raise decision
quality while avoiding a cascade of biases that might otherwise emerge
from the ill-coordinated Rube Goldberg kluge that defines most human-
Al decision-making protocols today. In many cases, there are grounds
for worry about data cascades in which mistaken labels cause Als to learn
poorly, give flawed advice, and then pass this on to biased humans who do
not really understand what the Als mean. This is particularly a concern
in terms of biases that show up in arrests, credit offers, job offers, etc.
In the worst of cases, biases may get amplified as low quality and biased
labels, poorly chosen loss functions, and inappropriate and further biased
human-AlI interactions do more harm than good.

Cognitive economic research methods are now in place to allow
holistic analysis of the many levels at which human and algorithmic
resources are integrated into the decision-making pipeline. Research in
this area is conceptually easy. All one needs to do is to appropriately
measure the quality of final decisions as one varies methods at all stages
of the pipeline. We need rich experimental architectures in which changes
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at all stages of the pipeline are explored to drive an understanding of how
they contribute separately and together to decision quality.

While conceptual issues are straight forward, implementation is
anything but. The required research is profoundly multi-modal and
interdisciplinary. It involves economic modeling, experimental design,
psychological expertise, and machine learning, along with subject matter
experts in the fields of application, which might, e.g. be medical or
related to job hiring. This need for interdisciplinary collaboration and
for commercial partnerships is already evident in the research outlined in
Chapter 5 on labeling of medical images. This research relies not only on
collaboration between economic theorists, cognitive psychologists, data
scientists, and experimentalists, but also on collaboration with Centaur
labs and medical experts from Vanderbilt University Medical Centre.
Supporting such collaborations on a larger scale will not come cheap.

9.2 RESEARCH AREA 2: IS IGNORANCE
ABoUuT Al HARMING CAREERS?

The ongoing cognitive revolution will cause massive turnover in the skills
that are important for earning money over the course of a career. We
need to ramp up research on opportunities and threats associated with the
cognitive economy as perceived by workers of all ages and students and
the preparatory measures they are taking in response to these perceptions.
We also need to assess the realism of these assessments, and find methods
for closing identified gaps with reality.

In an ideal case, workers of all ages will know which skills would
provide them with the flexibility that will be needed. Even if not, informa-
tion would be assertively conveyed to make us all as aware as we should
be about our educational, training, and retraining options and where they
might lead. We would know what skills to hone to improve our future
prospects. We would be as aware as humanly possible of what the future
might hold in terms of changing job opportunities. We would still be
surprised, but we would have plans in place to retool. We would face
our essentially limitless options in a thoroughly informed manner. Not all
would be well with the world, but much would be better.

We need to research not the ideal, but the real. We need to under-
stand how aware workers actually are of the opportunities and threats
that Al brings. The same applies to students, who are currently choosing
how to prepare for the workforce. If they are unaware of how the labor
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market is changing, then they may be ill-prepared for what the future
will bring. This may foment later despair as workers’ visions of a stable
future are dashed. Identifying individuals and groups who are unaware of
the likely impact of Al on their earnings if they do not upgrade skills will
help identify possible sources of future economic and social instability, and
allow resources for conveying information on the skills of the future and
correspondingly retraining workers to be directed where they are most
needed.

In addition to looking at issues from the worker side, researchers need
to take a complementary look at employers’ views of the impact of Al on
their need for skills, decision-making, and otherwise, as well as how they
believe it will impact the organization of the labor force. Developing
complementary surveys of workers and firms will make it possible to
identify mismatches between worker and firm expectations. These may
be signals of impending trouble, with workers being relatively unaware
of the fragility of their situations at work. In that way, we may be able
to produce technological early-warning systems for mismatches in beliefs
about the future warranting deeper investigation and ameliorative action.
As always it is important to identify methods of conveying information to
aid educational and career decisions.

What makes this an opportune time to ramp up research effort is
that key research methods and research resources are now in place. With
regard to methods, Chapter 6 closes by outlining early stage research
on workers’ perceptions of future job prospects, while Chapter 7 closes
by outlining research on students’ perceptions of returns to education,
and how to correct any illusions they are found to have. With regard to
resources, the Copenhagen Life Panel (CLP) introduced in Chapter 4 is
uniquely valuable. It is conducted annually with a random sample (at least
as near as possible to random) from the Danish population registries. The
survey gathers detailed responses from more than 10,000 respondents
concerning the beliefs about future employment and earnings. The key to
its value is that it asks questions about possible job transitions and their
impact on future earnings. Specifically it elicits subjective probabilities of
being laid off;] staying in the current job or quitting. It also gathers infor-
mation on likely time out of work following job separations and about
subsequent earnings. The state contingent nature of these beliefs provides
insight into how respondents expect to react in scenarios that they are yet
to experience. Denmark is a valid place to initiate this line of research
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given that it is technologically at the forefront and has a particularly
flexible and responsive job market.

Importantly, the Danish registry infrastructure allows survey answers to
be linked at the individual level to administrative data with labor market
outcomes such as earnings, job separations, unemployment, education,
industry of employment, wealth, and demographic information. The
ongoing and forward-looking nature of CLP gives researchers a unique
chance to learn how workers and students adapt to changes in the labor
market as the economic transition unfolds. Key questions concern who
realizes that Al will change their labor market opportunities, and what
they choose to do in the face of possible layoffs. How many would take
time out of the work to retrain? How does this willingness to adapt
across workers of different ages, education levels, and professional back-
grounds? We are currently implementing a first version of this survey
of worker experiences with, readiness for, and attitudes toward Al in the
workplace. Stay tuned.

The fact that survey data about beliefs can be combined with third-
party reported data on subsequent realizations will allow researchers to
learn when workers are surprised, and how they respond to such surprises.
Comparing labor market beliefs to their realized counterparts will reveal
not only how realistic are people’s expectations, but also how they react
to various kinds of shock.

An ideal research protocol will provide society with early warnings
about mismatches between expectations and likely outcomes, and where
these mismatches point to future trouble. It will make it possible to iden-
tify who will likely manage to transition successfully and who will fail
to adapt appropriately to the cognitive revolution. With enough early
warning, it may be possible to intervene to beneficially impact those who
appear dangerously unaware of the high risks they face as the economy
transitions.

9.3 RESEARCH AREA 3: TEACHING
FOR THE COGNITIVE EcoNOMY

Cognitive economic research offers many promising paths forward in rela-
tion both to identifying and to teaching the skills that will matter for
careers in the cognitive economy. Key questions are how to teach newly
valuable skills to those entering the workforce and how to retrain older
workers whose skills have been devalued.
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The first research beach-head is outlined in Chapter 6, which suggests
that various forms of self-knowledge, such as calibration, as well as various
forms of algorithmic awareness, may be of value in work with an AI. The
obvious next step is to find out how general these skills are and how
teachable they are. There are 100 other such skills waiting to be explored.

In addition to skills that help in a given job, Chapter 6 suggests also
career skills that may be important, particularly those associated with
making moves up the job ladder by finding better and better jobs. As we
research how search skills might matter in deciding when and where to
apply for jobs, we also need to know the extent to which these are gener-
alizable and teachable. Education and training for the cognitive economy
may have little in common with the education of today. What is important
when ChatGPT writes resumes is anybody’s guess. However this turns
out, it is important to know more as soon as possible.

As promised, I now provide an opinion that derives from my role as
teacher more than as researcher. All of us who want students to participate
in creative writing tasks (I am one) face a new challenge in the age of Al
how to deal with the availability of large language models (LLMs). The
Luddites would like to ban them, much as Socrates disdained the written
word as not expressing 7ea/ thought. I am not sympathetic, in case my
choice of analogy left you uncertain. So if banning the use of LLMs is
out of the question, how do we ensure that our students do not get their
answers without having the slightest ability in self expression let alone
anything interesting to say?

My proposal is to reward both what is written and the interactive
process that generated it. Henceforth we should offer grades both for
the final project write-up and for an annotated and vevified write-up of the
process of production. The project write-up would be graded as now, based
purely on its quality, with no regard to how it was generated. This quality
would account for a certain proportion of the final grade: say 50% to keep
it simple. The rest of the grade would be determined entirely differently.
It would be based on a time-stamped write-up of how precisely the answer
was created, including all interactions with LLMs. This may in fact be the
more important skill to hone in the long run, more than the project itself.

There are reasonable counter-arguments. For example, some might say
this has the down-side that our students will focus as much on process
as on personal investigation of the subject matter. I agree with that this
would be possible, but conjecture that even in this regard we will learn
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more in the process. After all, LLMs have a lot to teach us about essen-
tially everything, provided students learn how to check, expand, and adapt
to their input. Indeed part of an ideal education would be teaching this
process in a staged process with a deliberately misinformed LLM. More
importantly it is the higher level process skill that is nowadays more
important than any particular project. In future the key skill for essentially
all tasks will be the ability to interact effectively with all the Al agents that
are available to end up with an appropriate personalized synthesis. What
an exciting new age of creativity that will be. New grading schemes need
to be tested with some urgency if we are to get ahead of this future. To
implement would require the teachers themselves to be adept with LLMs,
a far stretch. If it turns out as I expect, we will need to change teacher
training correspondingly. A small price for teachers to pay for students to
earn a living in the cognitive economy.

94 BUSINESS AND PoLICY APPLICATIONS

Many should be interested in cognitive economic research making rapid
progress, including policymakers and business leaders. There are many
cognitive economic research protocols and findings that might be impor-
tant in business and policy settings. I outline a few obvious cases that
are of particular personal interest. There are many others that readers
may understand better than I. Note that I will not differentiate sharply
between business and policy openings. I am only outlining business
opportunities whose rationale is to create important social benefits. Like-
wise I am only interested in policymakers who are focused on social
welfare. Whether policymakers or businesses will make more valuable
contributions is likely to differ on a case-by-case basis.

e Chapter 2 introduces cognitive household finance which is replete
with opportunities for social improvement. Here are two areas of
particular interest.

1. It is crystal clear that savings and portfolio choice depend
on cognitive factors. Chapter 2 highlights the importance of
Sfinancial Lteracy, financial education, self control, and finan-
cial planning. At present there are a number of websites that
offer help in this regard, as well as a number of commer-
cial players. We know little as yet about how effective these
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measures are. Clearly further research in these areas will be of
massive importance to financial advisers and financial institu-
tions. Just last week I passed my local Chase branch, and it
invited me in to discuss The Power of Planning. The work of
Ameriks et al. (2003) suggests there may be something to this.
Better late than never I guess. Even the speed of business is
not all it is cracked up to be. I suspect Chase that at this stage,
Chase knows no more about this than we did back then: it is
more slogan than science at this stage. It would be good to
gather more granular scientific evidence and thereby provide
more value to customers.

. Testing and protecting against cognitive decline are areas of

great importance both for the social security administration
and for private asset managers. Yet there is as yet little to no
research on how to better protect either social security recip-
ients or elderly asset holders against their own future decline
and the financial dangers that it brings in train. There is
plenty of room for asset managers to develop helpful services
in this area in terms of flagging transactions and following
up as appropriate with clients and indicated family members.
There is also room for financial innovation. An area that I have
researched in some depth is creation of new solutions to allow
elderly homeowners to remain in their homes rather than move
to care facilities. The home is the obvious asset to use to pay
for care for those who wish to remain in the home in their
later years. Equity sharing markets, which are beginning to
develop along lines sketched out by Caplin et al. (1997), have
much potential in this regard as debt-free alternatives to reverse
mortgages.

e Chapter 3 concerns measuring and reducing the damaging effects of

complex communication:

1. It indicates need to conduct reforms of the justice system aimed

at reducing high error rates. It is hard to understand why
legal scholars and practitioners have not developed methods to
measure yet alone reduce errors. What exactly is holding them
back? Whatever it is, it is past time for them to step up to the
plate.
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2. Policymakers interested in consumer protection can readily
adapt the experimental methods introduced in Chapter 3 to
test the effects of possible disclosure regulations in reducing
decision-making mistakes. This is essentially shovel-ready policy
research, although of course the design will differ in details on
a case-by-case basis. It is well timed, since there is huge interest
already in reducing the burden that complex policies impose on
households, as witnessed in Executive Order 14058 (2021) on
rebuilding trust in government.

3. In addition to well-formulated regulatory solutions, which I
believe to be needed, there is clear room for private businesses
to offer certification services by scientifically testing for clarity
of communication using experimental methods in combination
with AI. The business idea is to put in place a private simplicity
certification service, much like a Cognitive Economic Under-
writers” Laboratory. These methods would also be of interest
to businesses such as Apple that wish to highlight privacy
protection and other forms of responsiveness to consumer
concerns.

I could go on, but you get the point. There are countless other ideas of
equal validity that may, for all I know, be closer to implementation. This is
the tip of a very large iceberg. I look forward to a day when business and
policy clusters form around leading institutions in cognitive economics,
as in the biological and data sciences. In the next and final chapter, I lay
out a path to speeding arrival of this day, and indicate how each of us can

play a part.
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CHAPTER 10

Accelerating Cognitive Economics: Why
Now, and How?

I want you to share my sense of urgency. If we continue with busi-
ness as usual, cognitive economics will make only slow and incremental
progress. Those of us who are open to collaboration will continue to
push forward. We will also continue to hold interdisciplinary conferences
to advance mutual understanding. But this will not change the outdated
structure of the social scientific research enterprise. Support for the crit-
ical team-building efforts needed for cognitive economics will still be
missing. Publication lags in economics, which can see more than 5 years
pass between execution and publication, will continue to be absurd. The
connection with policy will continue to be indirect and subject to even
further delays. We will also continue to rely on an archaic and restricted
funding model that has done little to support the forms of team research
cognitive economics requires.

What is needed for more rapid and durable progress in cognitive
economics is institutional change that supports the development of effec-
tive research teams. In this final chapter I lay out a future in which a new
institution, which I shall call the Accelerator for Cognitive Economics,
plays the ideal role in developing, applying, teaching, and promoting
cognitive economics. I will use the present tense and write as if the Accel-
erator exists. I would like all of us to imagine this ideal future in a visceral
enough manner to vividly experience what we are currently missing. This
may provide the motivation for the maximum number of readers and
other interested parties to join together in making the required changes.
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I close the chapter and with it the book by proposing steps that key
parties can take to contribute to the growth of cognitive economics in
the short run, before there has been the opportunity for institutional
reform. There are specific call-outs for fellow researchers, policymakers,
business leaders, entreprenecurs, students, teachers, and socially minded
members of the general public. Working together we have the opportu-
nity to accelerate this important new science, to the benefit of broader
society.

10.1 AN ACCELERATOR FOR COGNITIVE ECONOMICS

A central role of the Accelerator is to support research teams in cogni-
tive economics. Literally no one can effectively learn the skills that are
needed for effective research in cognitive economics. Ideal research teams
will have to include not only economists and cognitive psychologists, but
also other social scientists, data scientists, and specialists in application.
Collaborative work is crucial not only in advancing theoretical knowledge
but also in providing new forms of data that can inform better policy deci-
sions and business practices. As researchers push the boundaries of what
is known, they will also need to engage with practitioners in business and
policy to ensure that their findings are applicable and actionable.

The Accelerator treats newly formed research teams as start-up opera-
tions. There is a commitment on the part of the researchers and funders
to ensure that the results are written up, published, and made as broadly
available as possible. The research teams identify clients with whom they
can agree valid progress metrics. Judgment of success hinges not only
on the opinions of other research leaders and academic peers, but also
on representatives of public policy, community leaders, and the commer-
cial world. There is funding for pre-doctoral and post-doctoral students
to join collaborative research projects. This provides essential training for
younger scholars setting out on interdisciplinary research. Participating
junior researchers will play an essential role in eroding artificial barriers
between current social scientific disciplines.

The governance of the Accelerator includes a board comprising leading
figures from academia, industry, and government to provide strategic
direction and oversight. The Accelerator hosts regular conferences and
symposiums to share updates, discuss challenges, and refine strategies. It
has a significant educational mission, designing curricula, hosting pre-
doctoral and post-doctoral students, and linking them up with other



10 ACCELERATING COGNITIVE ECONOMICS: WHY NOW, AND HOW: 133

educational and research institutions. It operates through four core
divisions, each focused on a critical aspect of cognitive economics.

e The Scientific Division focuses on advancing cognitive economics as
a science. It is highly connected with research departments in univer-
sities, policy think tanks, and businesses. It supports the development
of new cognitive economic models and their applications. Critically,
it also supports the forms of team-building required to implement
these models in practice. There are new forums for researchers to
initiate cognitive economic research projects of appropriate scale
and to identify potential collaborators. The Division promotes new
methods of grant funding that are on a larger scale than currently
available for social scientific advance, and that are staged. An advan-
tage of this funding model is that it creates far closer ties between
the world of research and that of application. Researchers get real-
time feedback on which ideas are important to pursue now, which
can be pursued later, and which are dead ends.

e The Research and Development Division includes a Business and
Innovation Hub and a Policy Lab. The Business and Innova-
tion Hub ensures that research with practical applications aligns
with market needs and policy developments. A Business Incu-
bator supports startups and organizations by translating research
insights into practical applications, pilot programs, and prototypes.
The Policy Lab provides data-driven recommendations for social
programs, education campaigns, and reforms. The Research and
Development Division proactively reaches out to businesses and poli-
cymakers who face challenges that may be overcome with cognitive
economic research. In addition to hosting forums, the Research
and Development Division is responsible for introducing scientific
findings to policy institutions, businesses, educational institutions,
etc.

e The Education and Training Division offers educational programs
ranging from executive courses to full academic degrees, utilizing Al-
driven platforms for personalized learning experiences. It provides a
curated list of resources for deeper learning, including contact infor-
mation for relevant organizations and thought leaders. It hosts an
educational platform that offers accessible courses, workshops, and
conferences with cutting-edge insights. It also develops educational
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programs and outreach initiatives to prepare current and future
generations for roles in this evolving field. It hosts pre-doctoral
as well as post-doctoral students. It hosts dedicated meetings for
students and teachers interested in advancing the field of cognitive
economics. Educators have the chance to discuss innovative teaching
methods, curriculum development, and potential research projects
that can contribute to the growth of this discipline. By engaging
with students and teachers in these discussions, researchers are more
rapidly able to drive the field of cognitive economics and social
science as a whole forward.

e Publication and Outreach Division. This division is charged with
involving as wide a community as possible in social scientific advance.
The publication arm of the Accelerator creates new outlets for
ideas and approaches to become part of the academic and popular
discourse. This includes programmatic books by leading researchers,
as well the conference volumes that have made data science the most
successful new discipline in many decades. Outreach is also impor-
tant. Social scientific research needs to hit a chord with a far larger
audience to grow effectively. Having experts in modern methods
of communication will be critical. The academy is very far from an
appropriate role model in this regard.

The issue of publication is particularly intricate and crucial. One central
reason for writing this book is to fully express ideas on how to conduct
social scientific vesearch. Academic economics places sharp constraints on
publication, with few outlets for methods and ideas. 1t is hard for an
outsider even to imagine how absurd and broken the publication process
has become in academic economics. There are only 5 publications that
really matter, and their criteria for publication are powerfully impacted
by the preferences of the editors. Publication can take many years even
for those who make it through these filters. Journalists, who might in
principle help break the trap by publicizing top research, lack relevant
expertise and are subject to their own pressures. As a result they often seek
opinions, not methods or ideas. This book aims to break these traps. I'm
inspired by Bob Shiller’s Narrative Economics, which argues that shifts
in popular narratives significantly impact macroeconomic dynamics. His
book does not meet the top 5 publication criteria any more than this
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book does, yet it is potentially far more important-just as I hope this
book will be. Let 1000 Pivots bloom!

10.2 My InviTATION TO YOU

I close by making the promised invitation to cognitive economics. First,
I invite you, the readers, to help in building momentum for next steps. I
have designed a survey for you to provide feedback. Among other things,
this asks for your opinion on the questions that are of most interest to
you going forward. I ask specifically about the areas covered in the book
but also for suggestions on other priorities. I also look for other feedback
on how to accelerate progress in the field, on business or policy ideas,
and on community creation. Scanning the QR code above will lead you
to the survey of interest and other materials.
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The second invitation is more of a stretch. The Accelerator for Cogni-
tive Economics is just a dream for now. The only way to build toward
it is by paving the road with smaller scale initiatives. There need to be
meetings of key parties, some virtual and some in-person. Here are some
meetings of particular value as building blocks for the discipline.

1. Researcher Meet-Up with Grant Officers: Grant officers in govern-
ment agencies and foundations are the catalysts who can fund
the exploration and implementation of cognitive economic theo-
ries and technologies. Given that advances in cognitive economics
will depend on support and funding from grant officers and grant
organizations, we need dedicated meetings of cognitive economic
research teams with potential funders. Success of the meeting will
be marked by the number of research proposals that result and the
innovations and success of these lines of research. Early projects
are best designed in a forward-looking manner as demonstration
projects.

2. Researcher Meet-Up with Business Leaders: There is massive poten-
tial for businesses to be the pivotal drivers of change in bringing
principles of cognitive economics into our everyday lives. We need
to design new financing mechanisms that involve multiple rounds
of funding with precise performance metrics and checks on achieve-
ment. Dedicated meetings with business leaders and innovators can
serve as a catalyst for networking and potential partnerships. These
will contribute to the broader adoption and advance of cognitive
economic methods in the business world.

3. Reseavcher Meet-Up with Policymakers: Policymakers are crucial
in shaping incentives and frameworks that align with cognitive
economic principles. They have a unique role in shaping the envi-
ronment in which the cognitive revolution unfolds. As detailed in
Chap. 3, cognitive economics can improve the clarity and effective-
ness of public communications, such as regulatory announcements
and policy guidelines. To facilitate a comprehensive understanding
and foster the implementation of cognitive economic principles in
public policy, we need dedicated meetings between researchers and
policymakers. This will provide a platform to explore strategies for
integrating cognitive economic research into policy frameworks. The
goal of these meetings is to create a collaborative environment where
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policymakers can learn from each other and from academic experts
in the field. Participants will have the opportunity to engage in
discussions, share their experiences, and explore collaborative oppor-
tunities, all aimed at integrating cognitive economics into effective
policymaking.

. Researcher Meet-Up with Educators and Students: The future of
cognitive economics relies heavily on the engagement and contri-
bution of students and educators. By engaging deeply with the
principles of cognitive economics, students can prepare themselves
not just for current technologies but for future innovations. To
make this happen will require educators and educational institu-
tions to develop interdisciplinary programs that merge economics
and psychology with data science. There should be dedicated meet-
ings for students and teachers interested in advancing the field of
cognitive economics. These will serve as a platform to explore the
foundations of cognitive economics, discuss its applications, and
brainstorm ways to integrate these concepts into academic curricula
and research. They will offer students and educators the opportu-
nity to engage with the tangible benefits of cognitive economics
and underscore its relevance in various fields. We will explore how
cognitive economics can be woven into existing educational frame-
works. Educators will have the chance to discuss innovative teaching
methods, curriculum development, and potential research projects
that can contribute to the growth of this discipline. The meetings
can serve as a catalyst for networking and potential collabora-
tions, fostering a community of learners and educators dedicated to
advancing cognitive economics. Researchers both contribute their
ideas on teaching and absorb lessons on priorities and methods of
conveying ideas to those who are less familiar with them.

. An Open Forum with Researchers: There is value in meetings in
which engaged members of the public can learn from experts and
each other, share their perspectives, and explore ways to advances in
cognitive economics. This will provide opportunities for networking
and collaboration and empower participants to take an active role in
developing and promoting this field. The development and impact
of cognitive economics relies not only on experts and policymakers
but also on the engagement of socially minded members of the
public. Public engagement can spread awareness, making cogni-
tive economics foundational knowledge. This meeting will provide a
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platform to explore the principles of cognitive economics, discuss its
societal implications, and brainstorm ways to support and advocate
for this emerging field. We will discuss how cognitive economics can
address pressing societal issues, such as enhancing public communi-
cations, improving decision-making processes, and fostering greater
transparency in governance. By understanding these applications,
socially minded individuals can become informed advocates for
cognitive economics and contribute to its broader acceptance and
implementation.

I invite your interest not only in participating in such meetings, but
also in taking more significant roles, all the way up to organization and
hosting. I look forward to hearing from those who are so interested
using the provided QR code to access the interactive portal. Please spread
the word and send out the link to others who may be interested in
contributing. No time to waste. For my part I will provide updates on
progress and provide the results of the questionnaires. I will also provide
details on planned meetings, starting with a launch event for the field
of Cognitive Economics currently planned for Summer 2026. The event
will be streamed live for those interested and recorded for later reference.
Please spread the word and send out the link to others interested and
willing to contribute to progress.

10.3 A CONFESSION AND A CLAIM

My opening question was whether you would like a child of yours to
become a social scientist. It is time for a confession. My own answer
is clear-cut. The pros have hugely outweighed the cons for me. It is
hard even to convey the deep satisfaction that life as a social scientific
researcher has provided. It is not so much a job as a calling. It requires an
intricate mix of imagination and grounding in reality. One needs to under-
stand what is, imagine what might be, and search for paths between. It
is entirely engrossing, and if a child of yours catches the bug, lucky them
and lucky you.

While I’m at it, let me point out how insanely misplaced is the cult of
youth in social science. I understand that I have a horse in that race and
am no more believable than Steve Ballmer on the iPhone. That doesn’t
make me wrong. I believe that I have become far more productive as my



10 ACCELERATING COGNITIVE ECONOMICS: WHY NOW, AND HOW: 139

life experiences have informed my research agenda and as I have partici-
pated in ever richer research teams. You knew I would think that. Again,
that doesn’t make me wrong.

The bottom line is that there is no age bar on engaging with cognitive
economics. Many well past the age of fifty will have much of value to
contribute, perhaps more than those with little life experience. Come one,
come all.
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