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Preface

While working on this book, I have reflected on the pathway that led me 
to want to write it. Like many scientists, I once believed that science was 
all about what the data shows to be true and that expert consensus has 
little importance. After all, I thought, history has shown that the scien-
tists of the past were often wrong in their views.

My beliefs about how science works can be traced back to my days as 
an undergraduate student in psychology at the University of Queensland 
in the early 1970s. My studies included a healthy dose of courses on 
research methods. The research methods I learned were all what we now 
refer to as “quantitative”—“qualitative” methods were never mentioned. 
If they had been, I certainly would not have thought of them as proper 
science. As a third-year student, I studied a book by Donald Campbell 
and Julian Stanley called Experimental and Quasi-Experimental Designs 
for Research (Campbell & Stanley, 1966). This book impressed me greatly 
for its clear thinking (and still does). It held up experimental methods as 
the strongest approach to causal inference and looked at the strengths 
and weaknesses of various experimental designs. In my early years as a 
researcher, I always aimed to use experimental methods wherever possi-
ble. Where experiments were not possible, I used other quantitative 
methods, such as longitudinal studies as the “next best”.

In the mid-1980s, I moved into mental health research and learned a 
lot about the research methods that epidemiologists use, which again are 
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all quantitative. I also learned about meta-analysis as a way of pooling 
data from a set to studies to get a more precise estimate of an effect. 
During the 1990s, there was a strong movement towards “evidence-based 
medicine”, which I fully supported in its application to the treatment of 
mental disorders. One of the tools of the evidence-based medicine move-
ment was the “hierarchy of evidence”, which holds that a systematic 
review of randomized controlled trials is the strongest evidence, followed 
by a single well-designed randomized controlled trial. “Expert consensus” 
was typically relegated to the bottom of the hierarchy, which seemed 
appropriate to me.

The event that eventually led to my reconsideration of expert consen-
sus was a conversation with my wife, Betty Kitchener, one evening when 
we were walking our dog. Betty was a registered nurse who had run first- 
aid courses for Red Cross. She also had a history of depression and, like 
me, shares a strong commitment to evidence-based practice. While on 
the dog walk, we had a conversation about why first-aid courses don’t 
cover mental health crises, such as how to help a person who is suicidal, 
out of contact with reality or having a panic attack. After a few years of 
talking about the need for a public training course in the area and dis-
cussing what such a course would teach, we eventually developed the 
world’s first Mental Health First Aid course in 2000.

In developing the course curriculum, we wanted to make it as evidence 
based as possible. The problem was that there was virtually no evidence 
on what a member of the public should do in a mental health first-aid 
situation, only on what professionals should do. When writing the course 
manual, we used what limited evidence we could find, sought advice 
from experts on various mental health problems about what a member of 
the public should do that might be helpful, and used common sense 
where there was nothing else to go on. However, we both felt this was not 
good enough. We asked ourselves what the techniques taught in conven-
tional physical first-aid courses are based on and discovered the existence 
of international first-aid guidelines maintained by an organization called 
ILCOR. We decided that we needed to develop similar mental health 
first-aid guidelines.

If we were to use the hierarchy of evidence, we should try to carry out 
experimental studies of various mental health first-aid strategies. However, 
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it is neither feasible nor ethical to randomly assign members of the public 
to different strategies. For example, we cannot instruct people to use one 
approach versus another in responding to a suicidal person in their social 
network. Thinking about what was feasible, we settled on expert consen-
sus of professionals (clinicians and researchers) and people who had per-
sonal experience of a particular mental health problem or crisis. Using 
the Delphi method of assessing expert consensus, we developed a range 
of mental health first-aid guidelines on how to assist a person developing 
a mental health problem or in a crisis and rewrote the course content 
based on these guidelines. At the time of writing (2024), these expert 
consensus guidelines had informed the training of over seven million 
people in Mental Health First Aid courses in 29 countries.

Experience with Delphi studies greatly increased my respect for expert 
consensus as a source of knowledge, particularly as a way of gathering 
practice-based evidence from people with extensive practical experience. 
It also prompted me to notice how expert consensus underpinned so 
much of my work as a researcher, although often hidden from view. Even 
the “hierarchy of evidence” and, indeed, all the methodological tools of 
evidence-based medicine, I eventually realized, are based on expert con-
sensus. Later, I read James Surowiecki’s (2004) book on The Wisdom of 
Crowds, which provided a rationale for the use of expert consensus as a 
research method. Surowiecki argued that under certain conditions, 
groups of people with imperfect expertise could make valid judgements. 
Reading the primary evidence on the concept of “wisdom of crowds” 
showed me that while some consensus methods provide the conditions 
for good group decision-making (including the Delphi method that I 
had been using), others did not. I realized that psychological research on 
group decision-making held considerable promise for informing the pro-
cesses of scientific consensus, which is a major theme of this book.

Another influence was the growing scientific and public discussion 
about climate change. On the one hand, climate scientists seemed to 
overwhelmingly believe that the climate is rapidly warming, and that 
human activity is the major contributor. On the other hand, there were 
some dissenting voices, and a common objection was that the consensus 
of climate scientists is not a good basis for determining the truth. After 
all, they argued, scientific consensus has sometimes been wrong in the 
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past, citing examples like the Earth being seen as the centre of the uni-
verse or the continents as fixed in position. It seemed to me that there is 
a need to better inform scientists (and public commentators on climate 
change) about the importance of consensus of experts as an underpin-
ning of science. I also thought that consensus methods used in the area of 
climate science could be improved.

A final motivation for writing the book is that I wanted to take the 
time to fully think through the ways in which expert consensus is involved 
in science. While I felt that my understanding had gradually improved 
over the years, I was aware that there were gaps, and I needed to make a 
concerted effort to put it all together. I am pleased to say that I enjoyed 
thinking things through and putting my ideas in writing.

Any book has to be written with a particular readership in mind. 
Because expert consensus is pervasive throughout all areas of science, I 
have attempted to write it to be relevant to working scientists and 
scientists- in-training from a broad range of disciplines, ranging from the 
physical to the social sciences. I have also aimed to write a book that will 
be of interest to practitioners and policymakers in areas where expert 
consensus plays an important role. This would include people concerned 
with evidence-based medicine, improving professional practice (e.g. the 
development of professional practice guidelines), and environmental pol-
icy (e.g. role of human activity in global warming). In particular, I have 
aimed to write a book which gives practical guidance on the best way to 
carry out a deliberative consensus process and critically evaluates the 
methodologies for achieving this.

Throughout the book, I have used a broad range of case examples to 
illustrate my general points. My hope is that these case examples bring 
the general conclusions to life (but the reader who wants a quick over-
view can skip them and still follow my arguments). However, I am aware 
that the case examples are largely from scientific activities in high-income 
countries, particularly English-speaking ones. This reflects the global 
inequalities of scientific activity and does not imply a lesser importance 
to scientific consensus from other parts of the world.

Given the size of the topic, this book is arguably short. This is deliber-
ate. As a working scientist myself, I know that time is too limited to read 
everything I want to. I appreciate it when others can write clearly and 
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concisely, and always aim to do this myself. I must admit to occasional 
frustration at the long-windedness and opacity of some of the works I 
needed to read when writing this book.

I originally planned to begin writing this book in 2019. At the start of 
that year, I officially “retired” from my position as a professor at the 
University of Melbourne and took on an unpaid emeritus professor role. 
My retirement was only nominal. After more than three decades of hold-
ing competitive National Health and Medical Research Council 
Fellowships, I thought I had had a pretty good run and needed to move 
out of the competition for future fellowship funding so that younger 
researchers could have a turn. I had a healthy superannuation balance 
that meant that I could live quite comfortably without a fellowship salary 
and continue doing my research as before. One of my aims during my 
“retirement” was to write this book. However, I was so engaged in various 
research projects that it got put on the back burner. What finally prompted 
me to start writing was a conversation I had with my niece Christine 
Jorm in 2022 where I told her about the idea for the book. She was very 
enthusiastic and told me, “You really must write that book!” As Christine 
has had wide experience as a medical specialist, biomedical researcher, 
health sociologist and health administrator, I was encouraged by her 
interest and began writing seriously in 2023. Christine also provided me 
with comments and suggestions for improvements on the entire first draft.

There were a number of other people who greatly assisted me with the 
book. My principal thanks go to my wife Betty Kitchener. As Betty and I 
have done many Delphi studies together, she was well aware of the issues 
involved in establishing an expert consensus. During our regular evening 
walks, she was a constructive sounding board about my thoughts when 
working on a chapter, leading to some important changes in the organi-
zation of the work. She also gave helpful comments on the first draft of 
every chapter after it was written. There have also been a number of 
anonymous reviewers who provided comments which challenged me and 
extended my thinking. Although I don’t know who they are, I wish to 
thank them for their contribution.

Carlton, VIC, Australia Anthony Jorm
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1
The Controversy over Expert 

Consensus in Science

A book on “expert consensus in science” should begin by defining what 
is meant by the term. However, the answer is complex and requires con-
sideration of the many uses that consensus processes have in science. 
These complexities are discussed in detail in subsequent chapters of this 
book. However, in the interim, I provide a basic definition which will 
suffice for now: “expert consensus in science” is a high level of agreement 
among scientists with relevant expertise about a specific scientific claim, 
methodology or science-based practice or policy.

In the not-too-distant past, the topic of expert consensus in science 
would only have been of interest to scientists and scholars in the history, 
philosophy and sociology of science. However, there is now a much 
broader interest in the topic from both scientists and non-scientists alike. 
A major reason for this is that expert consensus is increasingly used to 
guide national policies based on scientific findings, but some of these 
policies may be at odds with people’s pre-existing beliefs and values and 
they understand little about scientific consensus.

The pre-eminent contemporary example is the role of human activity 
in global warming. The United Nations Environment Programme and 
the World Meteorological Organization established the Intergovernmental 

https://doi.org/10.1007/978-981-97-9222-1_1#DOI
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Panel on Climate Change (IPCC) in 1988. The IPCC uses an expert 
consensus process, with reports going through a series of steps, including 
governments and observer organizations nominating experts as potential 
authors, drafting of reports by the authors which are reviewed by a large 
number of experts, revision based on feedback, and approval by all gov-
ernments in the United Nations of the final documents (Intergovernmental 
Panel on Climate Change, 2023). The IPCC produced its first report in 
1990, with subsequent reports in 1995, 2001, 2007, 2014 and 2023. 
Over successive reports, the consensus conclusions about the role of 
human activity in global warming have become progressively stronger. In 
its latest report, the IPCC (Intergovernmental Panel on Climate Change, 
2023) concluded with “high confidence”:

Human activities, principally through emissions of greenhouse gases, have 
unequivocally caused global warming, with global surface temperature 
reaching 1.1°C above 1850–1900 in 2011–2020. Global greenhouse gas 
emissions have continued to increase, with unequal historical and ongoing 
contributions arising from unsustainable energy use, land use and land-use 
change, lifestyles and patterns of consumption and production across 
regions, between and within countries, and among individuals. (Section A.1)

The report also concluded with “high confidence”:

Widespread and rapid changes in the atmosphere, ocean, cryosphere and 
biosphere have occurred. Human-caused climate change is already affect-
ing many weather and climate extremes in every region across the globe. 
This has led to widespread adverse impacts and related losses and damages 
to nature and people. (Section A.2)

Further contributing to the public interest in the issue, climate change is 
constantly in media headlines, because of extreme weather events such as 
record high temperatures, massive wildfires and melting of ancient ice-
fields. Such events are often accompanied by comments on the “scientific 
consensus” attributed to the IPCC.

People in prominent policy positions are now expected to take a stance 
on the issue of climate change, even if they are not trained as scientists. 

 A. Jorm
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In 2023, the president of the World Bank stepped down from his posi-
tion after criticism about his lack of action over the issue. As reported in 
the press at the time (Civillini, 2023):

World Bank president David Malpass will step down from his post in June, 
nearly a year before his term is due to expire. Malpass received strong criti-
cism over the bank’s commitment to climate action and over his personal 
views on climate change. He had been under increasing pressure since last 
September, when he refused to publicly accept that burning fossil fuels is 
warming the planet. Malpass was asked during an event on the sidelines of 
the UN general assembly whether he agreed with the scientific consensus 
on climate change. The World Bank chief repeatedly dodged the question, 
to heckling from the audience, before eventually responding “I’m not a 
scientist”. (Sentences 1–5)

Adding confusion in the minds of members of the public, there have also 
been dissenting groups which have promoted their own consensus. The 
Nongovernmental International Panel on Climate Change 
(Nongovernmental International Panel on Climate Change, 2023) has 
concluded that natural causes rather than human activity are the domi-
nant cause of climate change, and there is a World Climate Declaration, 
which is a petition signed by a varied group of scientists who dispute a 
number of the IPCC’s conclusions (Global Climate Intelligence 
Group, 2022).

Similar to the situation with climate change, expert consensus pro-
cesses have been used to guide policies on other issues where there has 
been strong public interest. One of these is the safety of food produced 
from genetically modified (GM) crops. Consensus statements support-
ing GM food safety have been issued by a wide range of organizations, 
including the American Medical Association, the American Association 
for the Advancement of Science, Food Standards Australia New 
Zealand, the French Academy of Science, the Royal Society of Medicine, 
the European Commission, the Union of German Academies of 
Sciences and Humanities and a number of national Academies of 
Sciences (Norero, 2022). Nevertheless, as with climate change, there 
are scientific dissenters. A joint statement signed by over 300 
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researchers who disputed these consensus statements has been pub-
lished under the title No scientific consensus on GMO safety (Hilbeck 
et al., 2015). The authors concluded:

the scarcity and contradictory nature of the scientific evidence published to 
date prevents conclusive claims of safety, or lack of safety of GMOs. Claims 
of consensus on the safety of GMOs are not supported by an objective 
analysis of the refereed literature. (p. 1)

Such conflicting statements about the scientific consensus can only con-
tribute to increasing scepticism about consensus processes in general.

A third issue of considerable public interest is vaccination of infants 
and children. In this case, there is a strong expert consensus in favour of 
vaccination (Dornbusch et al., 2017), and the challenge has come from 
sceptical parents and lay activists rather than dissenting scientists. One 
source of opposition to vaccination is the belief that it might increase risk 
of autism or other neurological disorders (Stolle et al., 2020). This belief 
was bolstered by a study by Andrew Wakefield that was published in The 
Lancet in 1998. Although this paper has been debunked and retracted, 
and multiple studies have failed to find any association (Taylor et  al., 
2014), the alleged link still has lay proponents. Another source of opposi-
tion to the consensus on vaccination is the belief that vaccines contain 
mercury, a known neurotoxin, which has been championed by US envi-
ronmental lawyer and politician Robert F Kennedy Jr (Jarry, 2021). 
Again, the belief has persisted despite the evidence against it (Taylor 
et al., 2014).

Major factors in the rejection of the expert consensus on vaccination 
are a mistrust of science and of the pharmaceutical industry, and a focus 
on personal liberty and parental rights (Carpiano et  al., 2023; Stolle 
et al., 2020; Sturgis et al., 2021). Such influences present a major chal-
lenge to the public acceptance of expert consensus, as they raise the issue 
of whether the public should trust the experts or attempt to evaluate the 
evidence for themselves, personally weighing up the pros and cons of 
various courses of action.

 A. Jorm
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1.1  The Consensus Sceptics

Given that members of the public and scientists sometimes have views 
that differ from the expert consensus on the above issues, there has under-
standably been questioning of the role of consensus in science more gen-
erally. There are a number of prominent people who have taken such a 
contrarian position. One of these is Michael Crichton, an American 
author and filmmaker whose works often dealt with science-related 
themes. Probably his best-known work was the novel Jurassic Park, which 
was subsequently made into a box-office hit movie by Stephen Spielberg. 
Michael Crichton was not a scientist, but had firm views on a number of 
scientific matters, including the science behind global warming. In 2003, 
Crichton gave a public lecture at the California Institute of Technology 
(Caltech) as part of its Michelin Distinguished Visitors Lecture Series. 
This lecture series was established to foster creative interaction between 
the arts and scientists. The intriguing title Crichton chose for his lecture 
was “Aliens Cause Global Warming” (Crichton, 2003). In the lecture, 
Crichton covered a number of topics that he argued were “bad science”, 
including the search for extraterrestrial intelligence, the possibility of a 
Nuclear Winter following a nuclear war, predictions about overpopula-
tion, in addition to human influence on global warming. He was particu-
larly critical of statements about what “the scientific consensus” said, 
which he saw as underpinning these and other examples of bad science. 
He stated:

Let’s be clear: The work of science has nothing whatever to do with consen-
sus. Consensus is the business of politics. Science, on the contrary, requires 
only one investigator who happens to be right, which means that he or she 
has results that are verifiable by reference to the real world. In science con-
sensus is irrelevant. What is relevant is reproducible results. The greatest 
scientists in history are great precisely because they broke with the 
consensus.

There is no such thing as consensus science. If it’s consensus, it isn’t science. 
If it’s science, it isn’t consensus. Period.

1 The Controversy over Expert Consensus in Science 
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In addition, let me remind you that the track record of the consensus is 
nothing to be proud of. (p. 5)

Crichton’s views on consensus in science are not unusual. Another exam-
ple comes from an article in the Financial Times by John Kay (2007), an 
economics and business commentator, who wrote:

We do not say that there is a consensus over the second law of thermody-
namics, a consensus that Paris is south of London or that two and two are 
four. We say that these things are the way things are….Numbers are critical 
to democracy, but science is not a democracy….Science is a matter of evi-
dence, not what a majority of scientists think…Statements about the world 
derive from their value and arguments that support them, not from the 
status and qualifications of the people who assert them…The notion of a 
monolithic “science”, meaning what scientists say, is pernicious and the 
notion of “scientific consensus” actively so. (Paras. 4–9)

Another example of a sceptic about scientific consensus is former 
Australian prime minister Tony Abbott. In a speech to the Global 
Warming Policy Foundation in the United Kingdom in 2017, he argued 
that industries and living standards were being sacrificed in order to 
reduce CO2 emissions, to little benefit. He dismissed the argument that 
a large majority of scientists believed that human activity was contribut-
ing to climate change, stating that “the claim that 99 per cent of scientists 
believe” is “as if scientific truth is determined by votes rather than facts” 
(Yaxley, 2017).

The doubts that these laypeople have about expert consensus are 
understandable, because the sort of science they learned about in high 
school and the scientific “breakthroughs” they hear about regularly in the 
press are based on major research studies rather than a process of coming 
to a consensus. As Curry and Webster (2013) have noted:

With genuinely well-established scientific theories, ‘consensus’ is not dis-
cussed and the concept of consensus is arguably irrelevant. For example, 
there is no point in discussing a consensus that the Earth orbits the sun, or 
that the hydrogen molecule has less mass than the nitrogen molecule. (p. 3)

 A. Jorm
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While it may be easy to dismiss the views of prominent people who lack 
scientific expertise, similar statements questioning the role of consensus 
in science have appeared in articles published in reputable scientific jour-
nals. In a 2009 editorial in the journal Molecular Imaging and Biology, the 
editor-in-chief, Jorge Barrio (2009), quoted Michael Crichton approv-
ingly, adding:

It is indeed hard to disagree with Mr. Crichton. The historical track record 
of scientific consensus is nothing but dismal. Many examples can be cited, 
but there are some classical ones. Nicholas Copernicus and his follower, 
Galileo Galilei, experienced the effects of consensus when they advanced 
theories that planet Earth was not the center of the Universe. The sixteenth 
and seventeenth centuries were not the right time to go against estab-
lished dogmas.

Today, the methods for exacting consensus have changed but the result 
could be the same: The death of the spirit. The use and abuse of “consensus 
science” is at least partially responsible for the current crisis in the scientific 
and medical peer review system. (p. 1)

Similarly, in a 2019 article in the journal Dose-Response, Yehoshua Socol 
et al. (2019) argued:

Appealing to scientific consensus is an adequate tool in policy-making and 
public debate. However, appealing to consensus often occurs in scientific 
discussion itself, which is absolutely unacceptable… Consensus is not an 
argument in scientific discussion; only experimental evidence matters. 
There are examples of decades-long scientific consensus on erroneous 
hypotheses. (pp. 1 and 4)

More recently, in 2021, Kamran Abbasi, the editor-in-chief of the presti-
gious British medical journal BMJ, asked, “Does consensus even matter 
when it’s the evidence that should matter?” (Abbasi, 2021). Commenting 
on medical practice guidelines, he stated:

Yet many guidelines are based on consensus and sold to us in such a way 
that we might assume the authority of the assembled experts to be greater 

1 The Controversy over Expert Consensus in Science 
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than the accumulated evidence. New research analysing US guidelines in 
cardiology and oncology instead finds that consensus based guidelines are 
more likely to make discordant and inappropriate recommendations rela-
tive to the evidence base. (p. 1)

Such scepticism about the value of expert consensus is by no means uni-
versal among scientists, but it does represent a common view. Indeed, it 
is sometimes embedded in frameworks for evaluating the quality of evi-
dence. An example comes from the work of JBI, an organization that 
systematically reviews the research evidence on health in order to improve 
the quality of healthcare. JBI has a scheme for rating the Level of Evidence 
for effectiveness of health interventions, with higher levels seen as supe-
rior to lower ones (JBI, 2013). The levels are:

• Level 1: Experimental designs
• Level 2: Quasi-experimental designs
• Level 3: Observational–analytic designs
• Level 4: Observational–descriptive studies
• Level 5: Expert opinion and bench research

Expert opinion is in the lowest level, Level 5, which is itself divided 
into three sub-levels:

• Level 5.a: Systematic review of expert opinion
• Level 5.b: Expert consensus
• Level 5.c: Bench research/single expert opinion

The JBI framework is not unique in this respect. There are a number 
of similar frameworks for rating Levels of Evidence which also give a low 
score to evidence based on expert consensus.

Other critics accept that consensus does play a role in science, but 
argue that the consensus on issues like climate change is biased because 
there is pressure on scientists to conform or the consensus is “manufac-
tured” by excluding experts who have dissenting views. An example of 
such views comes from climate scientist Judith Curry (2022), who accepts 
that global temperatures have been rising and that CO2 emissions by 
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humans will act to warm the planet. However, she argues that the IPCC 
consensus process exaggerates the risk and brushes over the uncertainties 
in the evidence for political purposes. She states:

What we do object to is the idea of a manufactured consensus for political 
purposes. This is not a natural scientific consensus that has emerged over a 
long time. It’s a manufactured consensus of scientists at the request of pol-
icy makers, which has been too narrowly framed. There’s too much politics 
in it. And that’s what I object to and there’s a number of other scientists 
that object to this as well. And we’ve also been critical of the behaviour of 
some of the more politically active scientists who are exaggerating the truth 
in the interests of a good story or political objectives. (para. 2)

The pressure on scientists to conform or compromise when producing a 
consensus statement has also been noted by Daniel Sarewitz (2011), a 
scientist who has a participant in the production of a consensus docu-
ment on Geoengineering: A National Strategic Plan for Research on Climate 
Remediation. In a commentary in the journal Nature in which he reflected 
on his participation, Sarewitz concluded that: “The discussions that craft 
expert consensus… have more in common with politics than science” 
(p. 7). He went on to state:

The very idea that science best expresses its authority through consensus 
statements is at odds with a vibrant scientific enterprise. Consensus is for 
textbooks; real science depends for its progress on continual challenges to 
the current state of always-imperfect knowledge. Science would provide 
better value to politics if it articulated the broadest set of plausible interpre-
tations, options and perspectives, imagined by the best experts, rather than 
forcing convergence to an allegedly unified voice. (p. 7)

These concerns about pressure to conform and manufactured consensus 
raise the possibility that expert consensus processes may sometimes be 
poorly done, leading to doubts about the conclusions in consensus 
statements.

1 The Controversy over Expert Consensus in Science 
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1.2  The Contribution of This Book

Given these controversies, this book aims to examine the role of expert 
consensus in science. It shows how consensus processes pervade science, 
being important to establishing what is regarded as scientific truth, devel-
oping science-based guidance on professional practice and public policy, 
and agreeing on what research methodologies are sound. There are a 
range of methods that scientists have used to establish a consensus, but 
these could be improved using psychological research into how groups of 
individuals make good judgements. It is also argued that if we are to per-
suade the public to adopt science-informed views on issues like climate 
change, there needs to be greater education about the importance of con-
sensus in science. The specific contributions of each chapter to these con-
clusions are as follows:

Chapter 2 argues that contrary to the views of the consensus sceptics, 
consensus processes pervade science. Using examples from a range of sci-
entific areas, it shows how consensus is involved in generating ideas and 
setting priorities, assessing funding applications and distributing access 
to resources, selecting methods to use in a research project, publication of 
scientific findings, reviewing the published literature and drawing con-
clusions on facts. Taking a specific example of a research project, it identi-
fies ten points during the research where consensus processes were 
involved.

Chapter 3 examines the most controversial area where consensus is 
involved—establishing scientific truths. It reviews the range of positions 
taken by philosophers, historians and sociologists of science, from those 
who take a strongly positive position through to those who are largely 
negative about the role of consensus in establishing truth. Despite the 
varying views, there is some agreement from these writers about the con-
ditions under which consensus is more likely to indicate truth: (1) The 
consensus needs to be rational, empirical and critically examined. (2) The 
group coming to the consensus needs to be diverse. (3) The group needs 
to be open-minded, and there is no coercion of dissenters. (4) The group 
needs to be sufficiently large to get reliable results. It concludes that con-
sensus can be a strong indicator of truth under certain conditions.

 A. Jorm
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Chapter 4 proposes two contrasting processes by which scientists come 
to a consensus, which are labelled as “spontaneous” and “deliberative”. 
The spontaneous process involves a consensus that develops rapidly and 
spontaneously among experts in an area. It is more likely to be seen with 
scientific questions that involve simpler causality and strong associations 
between variables. The development of a consensus is hidden from view 
and may lead an outside observer to think that the scientific facts emerge 
directly from the evidence. The deliberative process, on the other hand, is 
much slower, and it may take decades to come to a consensus. It is more 
typical with complex scientific questions where the evidence is extensive 
and involves multiple disciplines and methodologies. It involves formal 
methods to develop the consensus, such as consensus conferences, expert 
working groups set up by international scientific organizations, Delphi 
consensus studies of expert opinion and formal votes by groups of 
acknowledged experts. Deliberative consensus is becoming more impor-
tant as scientists deal with increasingly complex problems in areas of 
global importance where coordinated action is required.

Chapter 5 looks at how deliberative consensus is often used to making 
evidence-based recommendations to guide professional practice and pub-
lic policy. When used for such purposes, deliberative consensus involves 
considerations additional to what the scientific evidence shows, in par-
ticular value judgements about various courses of action. The evidence- 
based medicine movement is examined as an influential example of the 
use of deliberative consensus to guide medical practice. However, consen-
sus processes have also been used to develop guidelines and position 
statements on practice and policy in other areas, with the work of the 
Intergovernmental Panel on Climate Change an important example.

Chapter 6 discusses how consensus processes are used by scientists to 
agree on what research methodologies in their field are sound. Many 
methodological innovations are accepted by a spontaneous consensus. 
This is more likely where there is no existing method or existing methods 
can be improved. With such methods, the level of innovation is high and 
can be provided by an individual scientist or a small team. Other meth-
odological innovations achieve consensus through a deliberative process. 
This more commonly occurs where there are existing methods, but these 
need standardization or infrastructure for dissemination. It requires 
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coordination of efforts across a larger number of scientists and may 
require creating a new organization to support the dissemination of the 
methodology.

Chapter 7 looks at how expert consensus processes specify who is an 
“expert” and what constitutes “consensus”. There are a number of attri-
butes that have been used to specify who is a scientific expert, including 
professional qualifications and work experience, membership of scientific 
or professional organizations, peer-reviewed publications, specialist con-
ference attendance and nomination by other experts. A common factor 
across these attributes is acknowledgement of expertise by peers. Where 
consensus has to be reached on matters of values as well as scientific ques-
tions, the values of all interested parties must be considered, which may 
include the general public, cultural experts or consumer advocates as well 
as scientists. When consensus occurs spontaneously, there is no formal 
process to ascertain agreement, but there are indicators that it has 
occurred, such as a high rate of positive citations and incorporation in 
textbooks. With deliberative consensus the level of agreement among 
experts is quantified. However, what level of agreement is required for 
“consensus” depends on the purpose, with a higher level needed for estab-
lishing likely scientific truth than for defining concepts and standardizing 
measures.

Chapter 8 describes the range of methods that have been used for 
determining deliberative consensus. These are Delphi studies, the nomi-
nal group technique, surveys of experts, systematic analysis of conclu-
sions in the peer-reviewed literature, consensus conferences and expert 
working groups. There are also emerging methods which are not yet in 
common use: scientific citation networks, prediction markets and artifi-
cial intelligence.

Chapter 9 reviews research from psychological science on the condi-
tions under which groups make optimal judgements, a subject area often 
called “wisdom of crowds”. It concludes that good judgements are more 
likely when the members of a group are selected for expertise, there is 
cognitive diversity about the members, they make independent judge-
ments which are then aggregated, and there is opportunity for sharing 
information and discussion. When the methods that scientists use to 
establish deliberative consensus are evaluated against these conditions, 
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none meet them all, but some (Delphi studies and nominal group tech-
nique) are better than others.

Chapter 10 proposes the need for a new area of research on the “wis-
dom of scientific crowds”, which investigates how groups of scientists 
make optimal judgements using tasks more typical of those that face sci-
entists. It reviews seven realistic scientific judgement tasks that could be 
used for this purpose.

Chapter 11 looks at how scientific conclusions should be communi-
cated to the public. It reviews evidence that communicating the scientific 
consensus on an issue can change public beliefs. However, some people 
reject the scientific consensus on issues like climate change and vaccine 
safety, because they do not trust scientists, basing this mistrust on the 
clash between their own values and the values inherent in the scientists’ 
consensus, and they may overestimate their own understanding of very 
technical areas. A possible way forward is to educate people about the 
important role of consensus in science more generally, rather than focus 
solely on consensus messages about specific scientific issues. This would 
require a greater understanding of the role of consensus in science at all 
levels of science education from high school through to specialist post-
graduate training.
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2
Consensus Pervades Scientific Processes

The previous chapter quoted Michael Crichton’s (2003, p. 5) claim that 
“The work of science has nothing whatever to do with consensus”.

The present chapter argues that this view is misguided, and that expert 
consensus pervades scientific processes. The chapter does this by taking 
the reader on a tour through the various phases of scientific research, 
starting with generating scientific ideas and continuing through to draw-
ing conclusions about scientific facts, showing how consensus processes 
are involved in each phase. To illustrate how consensus is involved at vari-
ous phases, case examples are presented from a wide range of scientific 
disciplines, illustrating that consensus processes are important across the 
broad spectrum of science. These examples are used to illustrate what 
actually happens in science and should not necessarily be seen as best 
practice for how consensus should be established. As argued later in this 
book, scientific consensus processes can be improved.

This tour through the phases is necessarily piecemeal and may not give 
the reader a holistic picture of how multiple consensus processes are 
involved in a single research project. To complement the phase-by-phase 
approach, later in the chapter I also provide a detailed example from my 
own research, showing how consensus processes played an essential role 
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at many points in a single project which was concerned with what parents 
of teenagers can do to reduce the risk of anxiety problems and depression 
in their children.

2.1  Use of Consensus to Generate Ideas 
and Set Priorities

Science begins with generating scientific ideas (hypotheses, theories). 
Sometimes this will be the work of individual scientists. However, these 
ideas are often floated with colleagues, who provide critical feedback and 
a kind of initial informal consensus that an idea is worth pursuing fur-
ther. More commonly, contemporary research requires teams of research-
ers, with each team member contributing specific skills that may not be 
held by others in the team. Writing a research proposal for such projects 
necessarily involves coming to a consensus among all the scientists 
involved.

In addition to these informal consensus processes in formulating ideas 
and producing research proposals, there are other cases where more for-
mal consensus methods are used to generate research ideas, to establish 
research priorities or to set out required directions for future progress in 
an area. Below are three case examples illustrating how formal consensus 
methods have been used to rank priorities (Case Examples 2.1 and 2.2) 
and to select the most promising interventions to test in an experiment 
(Case Example 2.3).

Case Example 2.1: British Psychological Society’s Statement on 
Research Priorities for the COVID-19 Pandemic

The COVID-19 pandemic, which began in 2019, required a rapid scientific 
response to reduce its health and social impacts. In 2020, the British 
Psychological Society convened a group of nine experts to develop research 
priorities for psychological science in relation to the pandemic (O’Connor 
et al., 2020). These experts represented a range of areas within the discipline 
and were assisted by a wider advisory group of 19 psychological scientists. 

(continued)
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Case Example 2.1: (continued)

The priorities were generated through a series of ten long face-to-face 
meetings of the core group and discussions with the wider advisory group. 
An online survey was also carried out with a larger group of 539 psychologi-
cal scientists to check whether the core and advisory groups had missed any 
key research priorities and to identify the highest-ranked priorities of those 
identified by the core group. This consensus process identified 18 priorities 
which were grouped into 7 domains:

1. Groups, cohesion and conflict
2. Working environment and working arrangements
3. Children and families
4. Educational practices
5. Mental health
6. Physical health and the brain
7. Behaviour change and adherence

The expert group made a “call to action” for psychological scientists to 
work collaboratively to research the identified topics.

Case Example 2.2: Determining the World Health Organization’s 
Priorities for Research and Development on Emerging Infectious 
Diseases

New infectious diseases periodically emerge and pose a threat to health 
worldwide. WHO has developed a methodology, called the R & D Blueprint, 
which aims to prioritize efforts to make medical technologies available for 
emerging diseases for which few or no countermeasures exist. To imple-
ment this in 2017, WHO selected a group of 24 experts with diverse areas of 
expertise and geographic coverage (Mehand et al., 2018). The group devel-
oped a short-list of 13 potential priority diseases. The experts then indepen-
dently rated each of the diseases for priority. Because some of the diseases 
were insufficiently differentiated, a second round of rating was carried out. 
The result was a list of six top-ranking diseases: Ebola virus infection, 
Marburg virus infection, Middle East Respiratory Syndrome coronavirus 
infection, severe acute respiratory syndrome, Zika virus infection and 
Crimean-Congo hemorrhagic fever. WHO has used these priorities to guide 
research and development on dealing with these diseases.

2 Consensus Pervades Scientific Processes 
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 Use of Consensus to Assess Funding 
Applications and Access to Resources
Writing an application for funding or other resources requires sign-off by 
all members of the research team and necessarily reflects a consensus. 
Once an application is written, it must be assessed by an agency that 
provides the resources.

The number of research proposals that scientists generate generally far 
exceeds the financial and other resources available to implement them. 
For this reason, a prioritization process is needed to select the higher 

Case Example 2.3: Selecting Interventions for the Strengthening 
Democracy Challenge

The Strengthening Democracy Challenge is a project set up by American 
social scientists in response to the increasing polarization in US politics. It 
aims to reduce the American public’s animosity towards political oppo-
nents. A very large experiment was carried out to test interventions that 
aimed to reduce partisan animosity, support for undemocratic practices and 
support for partisan violence. To identify potential interventions that could 
be tested in the experiment, the researchers made an open call for sugges-
tions from social scientists (Voelkel et al., 2023). The interventions had to be 
easy to implement, brief, inexpensive and scalable (e.g. short online vid-
eos). The researchers received 252 submissions on potential interventions, 
but only had funding to test 25. To select the most promising 25, a multi- 
stage consensus process was carried out by the researchers. Each of the 
interventions was rated on a five-point scale by a subset of the team, which 
was used to reduce the list down to 70 interventions. Each of these 70 was 
reviewed by a further two evaluators to reduce the list to 50. Then a team 
of seven evaluated all 50 to reduce the list to the final 25. Once consensus 
processes agreed on the 25 interventions, these were tested in a mega- 
experiment with over 32,000 participants. Partisan animosity was most 
reduced by highlighting sympathetic and relatable individuals with differ-
ent political views, while support for undemocratic practices and partisan 
violence was most reduced by correcting misperceptions about the views of 
political opponents.

 A. Jorm



21

quality ones. These processes usually involve expert consensus in some 
form. In order to select the best quality proposals, some sort of criteria 
need to be set for what constitutes “quality” and procedures are needed 
for evaluating proposals according to these criteria. Funding and other 
resource allocation agencies use committees of experts to develop these 
criteria and the procedures for implementing them. The actual selection 
of the highest quality proposals is also typically carried out by committees 
of experts using the criteria. Below are two examples, one illustrating 
consensus processes in selection of proposals for funding (Case Example 
2.4) and the other concerning allocation of time using a piece of major 
equipment (Case Example 2.5).

Case Example 2.4: The Australian Research Council’s Processes for 
Allocating Research Funding

Government funds available for research are generally insufficient to cover 
all applications for funding. Therefore, processes are needed to rank appli-
cations for priority. The Australian Research Council (ARC) is an Australian 
government agency that funds fundamental and applied research in all dis-
ciplines other than medicine. The Council runs a number of different fund-
ing schemes, all of which involve rankings by expert committees (Australian 
Research Council, 2024). The ARC advertises grants available and publishes 
guidelines for applicants. Applications are submitted by individual research-
ers or teams and receive assessments by experts. Assessors use a scoring 
matrix to score applications against the selection criteria. The applicants are 
given the opportunity to respond in writing to the assessors’ comments. 
The applications are then assessed by a Selection Advisory Committee, 
which may have disciplinary sub-panels. The Committee ranks applications 
and recommends budgets for the highly ranked applications. The CEO of 
the organization then considers whether the applications are in the national 
interest and passes the final recommendations to the Minister for Education 
for approval.
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 Use of Consensus When Implementing 
a Research Project
In carrying out a research project, scientists need to use methods that are 
accepted by other scientists. For example, when a scientific concept is 
used, there needs to be an accepted interpretation of its meaning so that 
scientists can communicate clearly with each other. Similarly, when a 
measurement is made, this needs to be equivalent to measurements from 
other laboratories to allow comparison between researchers and pooling 
of data.

Researchers also need to agree on the standards for a high-quality 
implementation of a research design, covering issues like how to frame 
hypotheses, how to use control conditions, and how to use blinding when 

Case Example 2.5: Allocation of Time for Using the Hubble Space 
Telescope

Research in astronomy requires access to expensive telescopes and the time 
available for their use is not sufficient to meet the demand from astrono-
mers. An example is the time available to use the Hubble Space Telescope 
(Chawla, 2021). In 2014, the amount of time requested was six times the 
time awarded. To get time using the telescope, astronomers have to submit 
a proposal to the Space Telescope Science Institute, which manages the 
telescope, and these proposals are evaluated by the Institute’s Time 
Allocation Committee. The Committee is subdivided into panels that review 
proposals within specific astronomical categories, such as stellar popula-
tions, solar system objects and cosmology. To be successful, a proposal has 
to have high scientific merit and also demonstrate that the observations 
required are only possible with the Hubble Telescope’s unique capabilities. 
Proposals are also assessed according to their time requirements, with proj-
ects requiring shorter times being able to be slotted into gaps between 
those requiring longer observations. Since 2018, the Institute has used a 
double-blind system for evaluating proposals, in which both the applicants 
and the reviewers are blinded to each other’s identities. This blinding was 
introduced to reduce any gender or other biases in evaluations. The 
Committee votes on the proposals and provides a recommended list to the 
Institute Director for final approval.
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taking measurements. There are a range of expert consensus statements to 
guide how various research designs should be implemented, which are 
widely adhered to. If scientists adhere to these standards, they know that 
other scientists are more likely to accept their findings and conclusions.

Below are a number of case examples, drawn from a range of scientific 
disciplines, illustrating the use of consensus methods to standardize mea-
sures (Case Examples 2.6, 2.7 and 2.8), to standardize terminology and 
define concepts (Case Examples 2.8 and 2.9) and describe the require-
ments for a methodologically rigorous research protocol (Case 
Example 2.10).

Case Example 2.6: A Protocol for Measuring the Volume of the 
Hippocampus with Magnetic Resonance Scans

For scientists to be able to compare the findings from different research 
projects, they need to ensure that the methods used for measuring vari-
ables are standardized. One area where standardization has been a prob-
lem is in the measurement of brain structures. The hippocampus is a brain 
structure that plays an important role in memory and atrophies in 
Alzheimer’s disease. The volume of the hippocampus can be measured 
using MRI scans. However, there are various protocols for defining the 
boundaries of the hippocampus, leading to inconsistencies in volume mea-
surements between researchers. To overcome this problem, The European 
Alzheimer’s Disease Consortium (EADC) and the Alzheimer’s Disease 
Neuroimaging Initiative (ADNI) cooperated to develop a ‘Harmonized 
Protocol’ for defining the boundaries of the hippocampus on MRI scans 
(Boccardi et al., 2015). The developers gathered 12 existing protocols and 
analysed them for which anatomical sub-structures were included in the 
boundaries of the hippocampus. Seventeen experts on the anatomy of hip-
pocampus were recruited and voted across several voting rounds on which 
sub-structures should be included. After each voting round, the experts 
were asked to give reasons for their choices, and these were fed back to the 
other experts before the next voting round. The experts were also provided 
with data on how well each definition of the boundaries distinguished 
between Alzheimer’s patients, people with mild cognitive impairment and 
normal controls. After five voting rounds, a consensus was reached. The 
new Harmonized Protocol was tested and found to produce very high 
agreement on volumes across different MRI raters and also very high reli-
ability of the same raters across occasions.
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Case Example 2.7: International Organization for Standardization 
(ISO) Standards for Physical Measurements and Laboratory 
Equipment

Comparison of scientific findings across studies and countries requires inter-
national standardization of physical measurements and laboratory equip-
ment. The ISO is an international non-government organization representing 
over 160 national standards bodies (International Organization for 
Standardization, 2019). It brings together experts to develop consensus- 
based international standards. The ISO currently has over 22,000 standards, 
with approximately 100 new standards released each month. The standards 
cover a very wide range, including standards for credit cards, food safety 
practices, paper sizes, and codes for countries and currencies. Some of the 
standards are important to science, including standards for physical measure-
ments (including volume, mass, density, viscosity, time, force, weight, fluid 
flow, acoustic measurements, electrical and magnetic measurements) and 
standardization of laboratory equipment (including laboratory devices, labo-
ratory supplies, laboratory furniture and safety apparatus). The ISO standards 
are developed by groups of experts organized into technical committees. The 
experts are recommended by the ISO’s national members. To develop a new 
standard, a proposal is put to a technical committee and voted on. If the 
proposal is approved, a working group is formed by the committee to pre-
pare a draft. The draft is then voted on by the technical committee. If 
approved, the draft is circulated to all ISO members for comment and voting, 
with over two-thirds in favour needed to approve it. If there are no technical 
changes required, the standard is approved.

Case Example 2.8: Working Groups of the International 
Astronomical Union on Nomenclature and Measurement

Communication among scientists requires that they use technical terms in an 
agreed way. This is seen in astronomy, where names and categories of astro-
nomical bodies need to be standardized. The International Astronomical 
Union (IAU) is an organization of professional astronomers from across the 
world which has a role in such standardization. The IAU establishes working 
groups with a minimum of five members to undertake certain tasks for lim-
ited time periods (International Astronomical Union, 2023). Some of these 
working groups deal with standardization of nomenclature and measure-
ment. For example, there are working groups that publish recommendations 
on Planetary System Nomenclature, Exoplanetary System Nomenclature, Star 

(continued)
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Case Example 2.9: The International Classification of Diseases

Agreed definitions of diseases are needed to allow comparison of mortal-
ity and morbidity data across health practitioners, researchers, health facil-
ities and countries. The International Classification of Diseases (ICD) has 
been developed by the World Health Organization (WHO) to define dis-
ease categories. The classification is used for coding of official government 
statistics on mortality and morbidity, for defining diseases in research stud-
ies and by clinicians when diagnosing diseases in patients. By having an 
international system of classification, it is possible to compare data on dis-
eases from all countries across the world. The ICD is revised periodically by 
WHO, with its 11th edition (ICD-11) being implemented in 2022 (Pezzella, 
2022). The ICD-11 consists of 26 chapters corresponding to groups of dis-
eases. The WHO assigned the responsibility for developing the chapters to 
International Advisory Groups. For example, in order to revise the chapter 
on mental and behavioural disorders from ICD-10 to ICD-11, the WHO 
appointed a group of international experts to oversee the task. The advi-
sory group in turn established working groups with relevant scientific and 
clinical expertise for each category of mental disorder, for example anxiety 
disorders and mood disorders. The task of the working groups was to 
review the relevant research evidence and recommend specific changes to 
their ICD section. The working groups tested out any draft changes by car-
rying out field studies in various clinics across the world. The working 
groups then modified their drafts based on feedback from clinicians. The 
ICD-11 was adopted by consensus of the World Health Assembly in 2019 
and came into effect in 2022.

Case Example 2.8: (continued)

Names, Time Metrology Standards, and Cartographic Coordinates and 
Rotational Elements. An example of the IAU’s work was the 2006 reclassifica-
tion of Pluto as a dwarf planet rather than a planet. This decision was based 
on a new definition of a planet drafted by committee and approved by the 
IAU General Assembly (International Astronomical Union, 2006). The defini-
tion is: “A planet is a celestial body that (a) is in orbit around the Sun, (b) 
has sufficient mass for its self-gravity to overcome rigid body forces so that 
it assumes a hydrostatic equilibrium (nearly round) shape, and (c) has 
cleared the neighbourhood around its orbit” (p. 4). Pluto failed to meet the 
third of these criteria.
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Apart from the use of expert consensus in carrying out scientific 
research, consensus also plays a role in matters of values, such as ethics. 
Before any project involving human or animal participants is undertaken, 
it has to be approved by an ethics committee, which uses an expert con-
sensus approach. Ethics committees are themselves guided in their delib-
erations by published statements on ethical principles in research and 
procedures for reviewing projects, and these statements are themselves 
the product of a committee consensus. Committees may also produce 
statements on good practice in science and dealing with scientific mis-
conduct. Case Example 2.11 describes the way consensus was used to 
develop a national statement on responsible conduct of research.

Case Example 2.10: SPIRIT Statement on the Minimum Content of 
a Clinical Trial Protocol

When researchers use a particular research method, they need to ensure 
that they are conforming to best practice in implementing that method. 
Clinical trials are widely used method in medical research for investigating 
the efficacy of treatments. An early step in carrying out a clinical trial is to 
write a trial protocol. To facilitate the writing of good-quality protocols, the 
Standard Protocol Items: Recommendations for Interventional Trials (SPIRIT) 
2013 Statement was developed by a 19-member SPIRIT group to specify the 
minimum content that should be included in a protocol (Chan et al., 2013). 
The statement provides a 33-item checklist for items that should be included, 
such as study setting, trial design, interventions used, participant eligibility 
criteria, sample size, outcomes measured, data collection methods and sta-
tistical methods. Development of the checklist started with a systematic 
review of existing protocol guidelines, which was used to produce a pre-
liminary checklist of 59 items. The preliminary checklist was refined using 
an expert consensus method in which 96 expert panelists rated each item 
for importance on a 1 to 10 scale. Panelists could provide comments to sup-
port their ratings, which were fed back to other panelists. They could also 
suggest additional items which were included in subsequent surveys. Over 
three survey rounds, panelists came to a consensus about the highest prior-
ity items, defined as those with a median score of 8 or higher. A second 
systematic review was carried out on each of the protocol items to see 
whether they contributed to trial quality, and the checklist was piloted with 
graduate students who were writing trial protocols. The final version of the 
statement was produced by consensus of the SPIRIT group using this 
information.
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2.2  Use of Consensus in Publishing Findings

When findings are published, there are generally standards on how these 
should be reported. Journals have guides for authors, which generally 
cover types of articles, standards for reporting different types of method-
ology, required section headings, use of language, formatting of tables 
and figures, referencing and acknowledgements of contributions to the 
research. Expert consensus groups may be used to produce these. An 
example in the area of medical research is the recommendations on pub-
lication by the International Committee of Medical Journal Editors (Case 
Example 2.12).

In addition to these general reporting guidelines, there are many stan-
dards for reporting specific methodologies or technologies in scientific 
publications, which have been developed through expert consensus. 
Two examples are the CONSORT Statements on standards for report-
ing clinical trials (Case Example 2.13) and consensus recommendations 
on reporting data from Magnetic Resonance Spectroscopy (Case 
Example 2.14).

Case Example 2.11: The Australian Code for the Responsible 
Conduct of Research

Agencies that fund research and institutions where research is carried out 
have an interest in ensuring that scientists act to high standards of integ-
rity. In Australia, the nation’s two major research funding organizations 
and its universities have developed the 2018 Australian Code for the 
Responsible Conduct of Research (Kelso, 2016). The Code has guidance for 
researchers on responsible research practices in areas like authorship, man-
agement of data, peer review, disclose of interests and management of 
conflicts of interest, supervision, collaborative research, and publication 
and dissemination of research. It also provides guidance on managing and 
investigating potential breaches of the Code. To develop the Code, a draft 
was written by a committee of nine individuals, made up of experts from a 
range of disciplines, as well as experts on ethics and research integrity. 
Around 100 organizations with an interest in research were invited to pro-
vide feedback on the draft and 48 submissions were received. This feedback 
was used by the expert committee to write a final version of the Code.
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Case Example 2.12: Recommendations of the International 
Committee of Medical Journal Editors (ICMJE)

Editors of scientific journals are important gatekeepers of what research is 
published. They must ensure that submitted papers are properly peer 
reviewed and that they meet acceptable standards of conduct and report-
ing. In some disciplines, editors have cooperated to develop agreed-upon 
standards. The ICMJE is a working group of editors of 16 general medical 
journals that meets annually. The ICMJE publishes recommendations for 
the conduct, reporting, editing and publication of scholarly work in medical 
journals. ICMJE (International Committee of Medical Journal Editors, 2023) 
developed these recommendations “to review best practice and ethical 
standards in the conduct and reporting of research and other material pub-
lished in medical journals, and to help authors, editors, and others involved 
in peer review and biomedical publishing create and distribute accurate, 
clear, reproducible, unbiased medical journal articles” (p. 1). The ICMJE rec-
ommendations are widely followed by medical journals, beyond those of 
the 16 journals involved.

Case Example 2.13: Consolidated Standards of Reporting Trials 
(CONSORT) Statements

The CONSORT Statement was originally developed to give guidance on 
the minimal standards for reporting the results of clinical trials. However, 
there are now other CONSORT Statements on the reporting of a range of 
methodologies used in medical research and related disciplines, including 
health economic studies, case studies, qualitative studies and animal pre-
clinical studies. All of these were developed using expert consensus. An 
example is the CONSORT Statement on the reporting of clinical trials on 
interventions involving artificial intelligence (Liu et al., 2020). The devel-
opment of this statement involved a survey of stakeholders, a two-day 
consensus meeting of stakeholders and piloting of a draft checklist with 
multiple participants.
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Expert consensus also plays a role in publication through peer review 
of submissions to scientific journals. Peer review acts as a filter to ensure 
that only high-quality research is published and helps authors to improve 
the quality of manuscripts that are publishable. When a manuscript is 
submitted for publication, an editor will do an initial check that it is suit-
able to the focus of the journal and that it meets minimal standards before 
inviting a number of experts in the field to review the manuscript. 
Reviewers will be asked to comment on the originality of the research, 
the quality of the methodology, and the standard of the writing. They will 
also typically be asked to make an overall recommendation on whether or 
not the manuscript is publishable. The editor may decide to accept the 
manuscript as it is or, more typically, to invite the authors to revise the 
manuscript to take account of the reviewers’ comments. For a manuscript 
to be accepted for publication would generally require a consensus from 
all reviewers and the editor. The limitations of peer review have been 
frequently noted, including the low inter-rater reliability of assessments 
(Bornmann et  al., 2010), but it remains almost universal across many 
areas of science.

Journal editors play a key role in implementing reporting standards, 
organizing peer review, and making decisions about which submissions 

Case Example 2.14: Minimum Reporting Standards for In Vivo 
Magnetic Resonance Spectroscopy

Magnetic resonance spectroscopy (MRS) involves the use of an MRI scanner 
to study biochemical processes in the body. Researchers were concerned 
that when MRS research was reported, there was often a lack of detail 
about the methods used, which made it difficult for other researchers to 
critically evaluate the results, to replicate findings and to compare findings 
from different studies. For this reason, a consensus group of MRS experts 
produced minimum standards for reporting MRS results, including the 
hardware used, how data were acquired, methods of analysis and quality 
assessment (Lin et al., 2021). To develop the standards, an initial group of 21 
MRS experts drafted, discussed and edited the standards document. A 
wider group of 19 experts was then recruited to a working group to sup-
port the recommendations.
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to publish. This role requires specific knowledge and skills in order to be 
done well. As shown in Case Example 2.15, expert consensus has been 
used to determine the core competencies of editors of biomedical jour-
nals, which can be used to guide the training of scientists moving into 
editorial roles.

Case Example 2.15: Core Competencies for Scientific Editors of 
Biomedical Journals

Editors of scientific journals play an important role in maintaining the stan-
dards of published research. This is a highly skilled role carried out by very 
experienced scientists, but the competencies required are not well defined. 
To fill this gap, a group of experts on scientific editing and publishing came 
together to develop the core competencies for scientific editors of bio-
medical journals (Moher et al., 2017). They began by carrying out a scoping 
review of published literature on the topic and extracted a list of potential 
competencies from this literature. They then surveyed journal editors 
about their perceptions of competencies required and training needs. 
These steps resulted in a potential list of 230 competencies. A Delphi expert 
consensus study was undertaken with 105 editors to find out which of the 
230 potential competencies were most highly rated, which reduced the list 
down to 109. A series of consensus meetings was then held with stakehold-
ers, who reduced the list down to a final list of 14 core competencies. These 
core competencies cover the qualities and skills of people who are selected 
to become editors, competencies needed on publication ethics and 
research integrity, and competencies on editorial principles and processes. 
Examples of the competencies are that scientific editors are able to: 
“Identify situations in which knowledge or skill required exceeds their 
level of competency and seek help or advice from appropriate colleagues 
or organizations”; “Describe what constitutes a breach in publication eth-
ics, action on allegations of misconduct, misbehavior, or questionable prac-
tices, and proceed to issue an erratum or retraction when it is warranted, 
maintaining confidentiality, fairness, and due process”; and “Identify the 
vision and mission (aim and scope) of their journal and determine whether 
submitted manuscripts align with them” (Moher et  al., 2017, pp.  5–7). 
These competencies have been endorsed by a range of scientific publishing 
organizations.
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2.3  Use of Consensus When Reviewing 
the Literature

Literature reviews are used to critically evaluate and integrate the findings 
across studies on a topic. Some reviews give a selective coverage of what 
the reviewer believes are the notable findings, whereas others take a sys-
tematic approach and aim to provide an unbiased coverage of the whole 
literature on a topic. Some systematic reviews use meta-analysis to statis-
tically pool data from multiple studies to give a quantitative estimate of 
effects. A number of expert consensus standards have also been developed 
for reviewing the literature on primary studies and these are widely used 
in some disciplines, particularly health and social sciences. Case Example 
2.16 involves development of the PRISMA statements, which are used to 
guide how systematic reviews are reported, while Case Example 2.17 
describes the development of AMSTAR, which is used to evaluate the 
quality of systematic reviews.

Case Example 2.16: PRISMA Statement on the Reporting of 
Systematic Reviews and Meta-analyses

Reviews of the scientific literature need to report the methods used for the 
review in sufficient detail so that they can be assessed and replicated by 
other scientists. The Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) Statement was introduced in 2009 to improve the 
reporting of systematic reviews and meta-analyses (Page et  al., 2021). It 
guides authors on how to transparently report why a review was done, how 
it was done and what was found, by providing a checklist of 27 items that 
should be reported. An updated version, PRISMA 2020, was published in 
2021. In order to update PRISMA, the developers reviewed existing guide-
lines for reporting systematic reviews and used this to inform the content of 
a survey on possible changes to the 27 PRISMA items. Systematic review 
methodologists and journal editors were invited to complete the survey 
online, with 110 completing it. The proposed modifications and the results 
of the survey were discussed at a two-day in-person meeting of 21 experts. 
An initial draft was produced and circulated to the other participants and 
experts for feedback over several revisions. The final version was approved 
by the 26 experts who were the co-authors of the revised Statement.
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There are a number of organizations that specialize in carrying out 
systematic reviews to a very rigorous standard. The Cochrane Collaboration 
(Chandler & Hopewell, 2013) and JBI (Barker et al., 2023) do these for 
the medical sciences, and the Campbell Collaboration (Chandler et al., 
2017) does the same for the social sciences. All three organizations use 
standardized methods that have been developed by expert groups and are 
incorporated in handbooks and tools used by reviewers. In Chap. 1, I 
noted that JBI has a scheme for rating the level of evidence for the effec-
tiveness of health interventions, in which expert consensus receives the 
lowest rating. Paradoxically, JBI’s level of evidence rating scheme was 
developed using the consensus of an expert working group. JDI is not 
alone in this regard. A number of other consensus-based frameworks for 
rating levels of evidence give a similarly low rating to consensus, even 
though consensus provides the foundation for their methodology.

Case Example 2.17: Assessing the Quality of Systematic Reviews 
Using the AMSTAR Checklist

Systematic reviews of the scientific literature need to be carried out to a 
high standard so that other scientists can assess whether the conclusions 
can be relied upon. To help achieve this, the Assessment of Multiple 
Systematic Reviews (AMSTAR) checklist was developed as a way of measur-
ing the quality of systematic reviews (Shea et al., 2007). The team respon-
sible for developing AMSTAR made an initial list of 37 potential items by 
combining two existing checklists and adding some additional items that 
they thought were important. They then used this draft checklist to appraise 
99 systematic literature reviews. The statistical method of factor analysis 
was used to reduce the 37 items down to 11 underlying dimensions of qual-
ity. The team then convened a meeting of 11 experts in the fields of meth-
odological quality assessment and systematic reviews. The experts were 
shown the results of the factor analysis to inform their decision-making. 
They then discussed and independently voted on which items to include in 
the final checklist and what label should be given to each item. The 11 
agreed items were fine-tuned by the group, leading to a final version of the 
checklist.
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2.4  Use of Consensus for Conclusions 
on Facts

Finally, consensus processes can be used to draw conclusions about scien-
tific facts. In many cases, a consensus among scientists about the facts in 
their area will arise spontaneously as they become persuaded by key evi-
dence. However, for more complex scientific questions, a formal consen-
sus process may be carried out. Case Example 2.18 presents an example 
of a formal consensus process being used to agree on facts about low- 
calorie sweeteners, while Case Example 2.19 involves determining the 
consensus of scientific opinion on the accuracy of eyewitness memory in 
police and court proceedings. Another example is the consensus process 
of the Intergovernmental Panel on Climate Change to estimate the degree 
of global warming, which is discussed in more detail in later chapters.

Case Example 2.18: Facts on Low-Calorie Sweeteners

There has been debate about the safety and potential benefits of low- 
calorie sweeteners. Following a 2018 international conference on the topic, 
a consensus workshop was held in order to establish what is known (facts), 
what requires more research (gaps) and how progress might be achieved 
(actions) (Ashwell et  al., 2020). The workshop involved 17 international 
experts who were speakers or chairs at the conference. The experts had 
diverse expertise in various aspects of low-calorie sweeteners. To identify 
facts, the experts rated statements prepared by the workshop convenors on 
a scale from 1 = strongly disagree to 10 = strongly agree. Statements that 
had a high level of endorsement were discussed further to come to a con-
sensus on the wording. Following are the examples of facts agreed on:

• Intervention studies have shown that beverages containing low-calorie 
sweeteners have at least a similar effect on appetite and energy intake 
to water.

• The collective evidence supports the conclusion that there is no relation-
ship between adiposity and liking/preference for sweet taste in either 
adults or children.

• The collective evidence supports the conclusion that low-calorie sweet-
eners have no adverse effect on blood glucose and insulin regulation in 
individuals with, and without, diabetes.
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2.5  The Multiple Uses of Expert Consensus 
in One Project

So far, this chapter has taken the reader through various stages of the 
scientific process, one step at a time, showing how consensus is often 
involved. To give a more holistic picture of how consensus can pervade a 
project, I will now go through a specific research programme that I have 
been involved in, pointing out the multiple uses of expert consensus. I 
have chosen this example because, having been personally involved in all 
phases of the project, I am acutely aware of how consensus was important 
at many points throughout.

The aim of this research was to improve the quality of parenting 
towards teenagers in order to reduce their risk of developing depression 
and anxiety disorders. It is known that adolescence is a period of life 
where the prevalence of depression and anxiety disorders rises sharply. It 
is also known that certain styles of parenting increase risk, while other 

Case Example 2.19: Expert Opinion About the Science of 
Eyewitness Memory

Eyewitness testimony is frequently used by the police and courts. Surveys of 
experimental psychologists knowledgeable about eyewitness memory have 
been carried out over the past several decades to inform these stakeholders 
about the generally accepted scientific opinion in the field. The most recent 
survey recruited 76 scientists who had published peer-reviewed research on 
the topic or were members of relevant professional organizations (Seale- 
Carlisle et al., 2024). These scientists were asked to rate their agreement 
with 24 statements, with 14 of these receiving 80–100% agreement. For 
example, there was 100% agreement that “An eyewitness’s testimony 
about an event often reflects not only what they actually saw but also any 
information they have learned since the event” and “When an eyewitness 
is questioned, how the question is worded can influence the eyewitness’s 
answer”. When the findings were compared to previous surveys, opinions 
were largely consistent over time, but there was greater nuance about 
some issues. For example, in the past witness confidence was considered to 
be a poor indicator of memory accuracy, but scientists now believe that it 
can be an indicator of accuracy under some circumstances.
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styles reduce it. The research involved developing an online intervention 
for parents of teenagers, called Partners in Parenting, which was hypoth-
esized to improve the quality of parenting and thereby prevent depression 
and anxiety problems in teenagers (Yap et al., 2017).

I have identified ten points in this research where expert consensus had 
some role in the project. Sometimes the research team directly used a 
consensus method, while at other points we relied on the products of 
consensus processes used by others. To indicate each point where consen-
sus was involved, I have numbered them from #1 to #10.

To guide the development of the online intervention, we first carried 
out a systematic review and meta-analysis of studies examining parental 
factors associated with depression and anxiety disorders. This review used 
the PRISMA Statement to guide its methodology (#1; see Case Example 
2.15). Synthesizing the findings from 181 studies, we found a higher risk 
in adolescents whose parents showed less warmth, more conflict between 
the parents, were over-involved with their child, had aversive interactions 
with their child, gave their child less autonomy and took less in interest 
in what their child was doing (Yap et al., 2014).

While this review told us about general factors that affected an adoles-
cent’s risk, it did not describe particular actions that parents should take 
to reduce risk. For example, if being a warm parent decreases risk, what 
specifically should a parent do to show this warmth? To fill out this detail, 
we carried out a Delphi expert consensus study (Yap et al., 2014). We did 
a literature search to find specific parenting recommendations and came 
up with a list of 402 of these. We constructed a survey questionnaire 
consisting of items on these parenting recommendations. The question-
naire included parenting actions such as “Parents should regularly show 
physical affection for their child, e.g. with hugs” and “Parents should 
discourage siblings from putting down or teasing each other”. The ques-
tionnaire development required many meetings with all five investiga-
tors, who had to reach consensus on the wording of each item (#2). We 
recruited an international panel of 27 experts to rate each item for its 
preventive importance. The experts were also provided with the findings 
from the systematic literature review to guide their judgements. The 
experts came to a consensus (at least 90% agreeing that it was important) 
for 190 of these parenting strategies (#3).
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The 190 endorsed strategies were then used to guide the content of the 
Partners in Parenting intervention. We developed an online questionnaire 
(the Parenting to Reduce Adolescent Depression and Anxiety Scale) that asks 
parents about their parenting behaviours in relation to the parenting 
strategies endorsed by the experts (Cardamone-Breen et al., 2017). The 
questionnaire data is used to give parents an automated feedback report 
on what they are doing well and on areas where they could improve. 
Based on areas recommended for improvement, the parents are offered a 
set of short online modules to build their skills in each specific area. The 
modules include interactive activities, real-life examples, audio clips, goal 
setting exercises and an end-of-module quiz. When constructing the 
modules, a reference group of parents was formed to give feedback on 
drafts (which is arguably another form of consensus, with potential con-
sumers as experts).

The online intervention was then tested for efficacy in a randomized 
controlled trial, in which parents of adolescents were randomized to 
either Partners in Parenting or a control group where they received access 
to educational factsheets about adolescent development and mental 
health (Yap et  al., 2019). To get funding for the trial, we successfully 
applied to a funding agency, Australian Rotary Health, which prioritizes 
applications using ratings from a committee of experts (#4). In writing 
the application, we used the SPIRIT Statement (#5; Case Example 2.10) 
to guide the details given about our methodology.

Participants in the trial were followed up over nine months. We found 
that the parents who received the online intervention reported better- 
quality parenting and that their child had fewer depressive symptoms. 
However, when the adolescents were asked about their own symptoms, 
no effect was found.

In writing up the findings from the trial, we followed the CONSORT 
Statement (#6; see Case Example 2.13). In matters of good research prac-
tice, such as decisions about authorship and data storage, we were guided 
by the Australian Code for the Responsible Conduct of Research (#7, see 
Case Example 2.11). Some of the journals we published the results in 
required us to follow the ICMJE guidelines (#8; see Case Example 2.12).

All our research was approved by a university research ethics commit-
tee, which operated by consensus (#9). The processes underlying this 
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approval were guided by Australia’s National Statement on Ethical Conduct 
in Human Research, which was developed by a consensus commit-
tee (#10).

This particular research project comes from a specific disciplinary 
area—psychological science. However, I believe it would be possible to 
do a similar analysis for projects in other disciplines. A number of the 
consensus elements seen in this project apply widely across many 
disciplines.

2.6  Summary of the Ways That Expert 
Consensus Is Used in Scientific Processes

The Case Examples presented in this chapter are a selection of many that 
could have been used. However, they illustrate some broader functions of 
expert consensus in scientific processes. I would group these as follows:

• Defining and standardizing concepts, terminology and measurements, 
for example naming astronomical bodies, defining disease categories 
and defining physical measurements.

• Agreeing on priorities, for example setting research priorities and allo-
cating scarce resources.

• Setting methodological standards, for example creating hierarchies of 
evidence in medicine and setting standards for research designs such as 
clinical trials and systematic reviews.

• Judging quality of scientific outputs, for example peer review of grants 
and manuscripts, and checklists for judging quality of studies 
and reviews.

• Making value judgements, for example ethical standards and best 
practice codes.

• Agreeing on scientific facts.

Subsequent chapters elaborate in greater detail how consensus pro-
cesses are essential. Chapters 3 and 4 examine the role of consensus in 
establishing scientific truth, while Chap. 5 looks at the role of consensus 
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in translating research findings into practice and policy, including its role 
in making value judgements, and Chap. 6 examines its role in establish-
ing what are acceptable scientific methodologies.
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3
Expert Consensus to Establish  

Scientific Truths

The previous chapter showed that consensus plays an important role in 
many scientific processes and hence refutes Crichton’s (2003, p. 5) claim 
that “The work of science has nothing whatever to do with consensus”. 
However, when laypeople and scientists criticize the use of expert consen-
sus in science, their major objection is to its use to establish scientific 
truths. It would be possible to accept that consensus is involved in defin-
ing concepts and measures, agreeing on priorities, setting methodological 
standards and making value judgements, but not in determining what is 
truth. The alternative is that truth emerges directly from the findings of 
research projects and that we do not need consensus to know that the 
Moon causes the tides, that chlorophyl is essential to photosynthesis or 
that the heart pumps blood around the body.

In this chapter, I discuss in more detail whether expert consensus is an 
important indicator of scientific truth and perhaps even the best way 
available to establish what is scientific truth. However, I will concede that 
some of the critics do have a point and that scientists do not need to take 
formal votes or form working groups to decide on whether some scien-
tific claims are true. However, that does not mean that consensus is not 
involved. In the next chapter, I will go on to argue that for some types of 
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scientific claims a consensus forms spontaneously, but that this may not 
be readily apparent to the outside observer. However, for other scientific 
claims, where the evidence is complex, formal consensus processes may 
be needed.

3.1  Positions Taken by Historians, 
Philosophers and Sociologists of Science

The role of consensus as an indicator of scientific truth has been discussed 
by a range of historians, philosophers and sociologists of science. For 
simplicity, I will refer to these as HPSS (history, philosophy and sociol-
ogy of science) scholars. I will begin by taking an excursion into the range 
of positions they have taken. I do not attempt to review the positions 
taken by every scholar who has written something about the topic, but 
rather examine the positions of some major writers in the area showing 
the diversity of views. These positions can be arranged on a continuum, 
with HPSS scholars at one end of the continuum seeing consensus as 
playing a major role and those at the other end taking a negative position 
on its role.

3.1.1  The Positive Position

The most positive position on consensus for establishing scientific truth 
has been argued by Peter Vickers in his book Identifying Future Proof 
Science (Vickers, 2023). Vickers’ interest is in identifying scientific facts 
that will be forever true (although perhaps subjected to minor fine tun-
ing). His proposed criteria for identifying these are “a solid scientific con-
sensus amounting to at least 95%, in a scientific community that is large, 
international, and diverse” (p. 18). The scientists must not merely agree 
with a scientific claim themselves but agree that it is an “established sci-
entific fact”, which is quite a high bar. Vickers proposes 30 examples of 
such lasting facts, such as “The Sun is a star”, “Visual input coming from 
the retina is processed at the rear of the brain”, “DNA has a double helix 
structure” and “At a constant temperature, the pressure of a gas is inversely 
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proportional to its volume”. Although he does not actually present data 
that at least 95% of the scientific community believe that these 30 exam-
ples are indeed established scientific fact, it seems plausible that they 
would have a very high level of endorsement. In the absence of such a 
survey, Vickers provides a general guide to whether the required level is 
reached:

One good rule of thumb when trying to ascertain whether opinion has 
reached 95 per cent is this: in most cases where it has not, evidence of sub-
stantial debate in the community will be relatively easy to find, and in most 
cases where it has, any serious opposition (within the relevant scientific 
community) will be extremely difficult to find. (Vickers, 2023, p. 222)

The argument that Vickers makes for using expert consensus to ascertain 
lasting facts is that it is impossible for the non-specialist to look at the 
primary evidence, as there is far too much of it and it is difficult for any-
one to evaluate unless they have very specialized expertise. On the other 
hand, it is much easier (but still difficult) to ascertain whether the rele-
vant scientific community overwhelming accepts a given claim as true.

As a working scientist myself, I can relate to what Vickers says. I can 
evaluate the primary evidence in the disciplines in which I have done 
research, namely psychology and psychiatry, epidemiology and public 
health, gerontology, neurology and human genetics. However, for most 
scientific issues I do not have the time to read the primary evidence myself 
and have to rely on review articles written by others. For other disciplines 
beyond those I have worked in (e.g. economics and chemistry), I would 
generally be capable of only a basic understanding of the primary evi-
dence, even if I had the time, and sometimes it would be well outside my 
competence. In these disciplines, I could spot pseudoscience and bla-
tantly ridiculous work, but could not evaluate the detail of work that 
passes minimal standards. Even in areas where I do research, I may use 
methodologies that I do not fully understand the foundations of. I accept 
these methods because people with much greater expertise than mine 
have endorsed them. For example, I commonly use statistical methods 
without a knowledge of the mathematical proofs underlying them, or I 
have used techniques like MRI scanning of the brain without a full 
understanding of the underlying physics or physiology.

3 Expert Consensus to Establish Scientific Truths 
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3.1.2  Conditionally Positive Positions

There are a number of HPSS scholars who see a role for consensus, but 
do not see it as being a strong indicator of truth, and certainly not as a 
definer of truth. However, for these scholars, there are certain conditions 
under which consensus may be formed which may make it a better indi-
cator. These proposed conditions vary from author to author, but there 
are some consistencies. I will briefly summarize the views of four of these: 
Helen Longino, Naomi Oreskes, Aviezer Tucker and Boaz Miller. While 
these are not an exhaustive list of HPSS scholars who have argued for 
conditionally positive positions, they illustrate the range of views.

Helen Longino’s (2002) book The Fate of Knowledge deals with a debate 
between two contrasting accounts of science, which she labels as “ratio-
nal” and “social”. She summarizes these two approaches as follows:

Roughly, rational or cognitive approaches are those that focus on evidential 
or justifying reasons in accounting for scientific judgment. Social (or socio-
logical) approaches, by contrast, focus either on the role of nonevidential 
(ideological, professional) considerations or on social interactions among 
the members of a community rather than on evidential reasons in account-
ing for scientific judgment. (p. 2)

Although these two approaches have often been seen as incompatible and 
competing, Longino argues that the division between the two is unneces-
sary because science has “a social character to its cognitive, or knowledge-
productive, capacities” (Longino, 2002, p.  8). The observations and 
reasoning of individual scientists are supplemented by social processes 
involving criticism and survival of criticism involving other scientists. 
She writes:

justification, or the production of knowledge, not just in the testing of 
hypotheses against data, but also in subjecting hypotheses, data, reasoning, 
and background assumptions to criticism from a variety of perspectives. 
Establishing what the data are, what the descriptive categories and their 
boundaries are, what counts as acceptable reasoning, which assumptions are 
legitimate and which not becomes a matter of social interactions as much as 
a matter of interaction with the material world. (Longino, 2002, p. 205)
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For Longino, the social process of critical discussion is essential to sci-
ence. Sometimes, scientists will come to a consensus, but this must be 
arrived at under certain conditions for it to be legitimate:

Where consensus exists, it must be the result not just of the exercise of 
political or economic power, or of the exclusion of dissenting perspectives, 
but a result of critical dialogue in which all relevant perspectives are repre-
sented. (Longino, 2002, p. 131)

Historian Naomi Oreskes takes a similar position to Longino and argues 
that that scientific knowledge is fundamentally consensual. She is not as 
sanguine as Vickers about the possibility of establishing lasting scientific 
facts. In her book Why Trust Science? (Oreskes, 2019), she concludes that 
“the contributions of science cannot be viewed as permanent. The empir-
ical evidence gleaned from the history of science shows that scientific 
truths are perishable” (p. 49). For her, consensus is more of a strong indi-
cator rather than a definer of truth:

we do not have independent, unmediated access to reality and therefore 
have no independent, unmediated means to judge the truth content of 
scientific claims. We can never be entirely positive. Expert consensus serves 
as a proxy. We cannot know if scientists have settled on the truth, but we 
can know if they have settled. In some cases where it is alleged in hindsight 
that scientists “got it wrong,” we find on closer examination that there was, 
in fact, no consensus among scientists on the matter at hand. (Oreskes, 
2019, p. 249)

Oreskes argues that the consensus of scientists is more likely to indicate 
the truth when certain conditions are met:

objectivity is likely to be maximized when there are recognized and robust 
avenues for criticism, such as peer review, when the community is open, 
non- defensive, and responsive to criticism, and when the community is 
sufficiently diverse that a broad range of views can be developed, heard, 
and appropriately considered. (Oreskes, 2019, p. 53)
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Unlike Vickers, Oreskes does not propose any criterion for defining con-
sensus. However, her concerns are less about defining lasting truths, 
which arguably requires a very high threshold, than in providing scien-
tific guidance on issues of social or health policy importance, like the role 
of human activity in climate change and the role of smoking in health, 
which she believes require a lower threshold.

Aviezer Tucker (2003) argues that a consensus of beliefs does not nec-
essarily indicate knowledge and that knowledge can exist without con-
sensus. What is important about any consensus is the factors that led to 
its development. Various hypotheses could be put forward to explain why 
a particular consensus developed. The important one to Tucker is the 
“knowledge hypothesis”, which is that shared knowledge provides the 
best explanation of a consensus on beliefs. However, there are other 
potential hypotheses that might explain a consensus, for example shared 
biases, shared mistakes, political interests or coercion by some authority. 
The knowledge hypothesis and the alternative hypotheses need to be eval-
uated to see which provides the best explanation of the consensus:

If all the alternative hypotheses to the knowledge hypotheses are false or are 
not as good in explaining a concrete consensus on beliefs, the knowledge 
hypothesis is the best explanation of the consensus. If the knowledge 
hypothesis is best, a consensus becomes a plausible, though fallible, indica-
tor of knowledge. Though the knowledge hypothesis may be a better expla-
nation of a consensus than all the competing hypotheses, this explanation 
is still fallible because a better hypothesis than the knowledge hypotheses is 
always possible. (Tucker, 2003, p. 504)

Tucker proposes three conditions under which a consensus may be 
formed, which make the knowledge hypothesis a more likely explanation 
for the consensus. These are: (1) the consensus is uncoerced (e.g. not due 
to intimidation, bowing to authority or economic dependence); (2) it is 
uniquely heterogeneous (e.g. the experts do not share an ideology, are 
from multiple cultures and gender diverse); and (3) it is sufficiently large, 
so as to make accidental results unlikely and to exclude hidden biases that 
may be in a small group.
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Boaz Miller (2013, 2019) argues a position that is similar to Tucker’s, 
namely that consensus is not necessarily an indicator of the existence of 
knowledge, but is more likely to be knowledge-based under certain con-
ditions. He proposes the following three:

(1) social calibration: researchers give the same meaning to the same terms 
and share the same fundamental background assumptions; (2) apparent 
consilience of evidence: the consensus seems to be built on an array of 
evidence that is drawn from a variety of techniques and methods; and (3) 
social diversity: the consensus is shared by men and women, researchers 
from the private and public sectors, liberals and conservatives, etc. (Miller, 
2019, p. 234)

Miller also discusses under what circumstances dissent from a consensus 
could be given less significance or dismissed:

dissent may be epistemically detrimental, especially dissent stemming from 
manufactured uncertainty or doubt mongering. Affluent bodies opposed to a 
particular piece of knowledge may inhibit the formation of consensus or 
create the perception that it does not exist. They may insist on more and 
ever more critical scrutiny, no matter how strong the evidence is. (Miller, 
2019, p. 236)

Miller (2019) cites as an example climate change sceptics who are moti-
vated by political or economic interests to promote dissent or create a 
perception that a consensus does not exist.

3.1.3  Negative Positions

Lastly, there are some HPSS scholars who take a largely negative position. 
I will outline the thinking of two of them: Miriam Solomon and Nicholas 
Rescher.

In her book Social Empiricism, Miriam Solomon (2001) argues that 
science commonly progresses without consensus and that consensus is 
unnecessary for scientific progress towards truth. This is because more 
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than one theory can have truth in it. Consensus is desirable only in cases 
where one theory has all the available truths, which she claims is rare.

Solomon proposes that there are a set of factors, which she calls “deci-
sion vectors”, that influence scientists’ theory choices. Sometimes these 
factors will lead scientists towards consensus and other times towards 
dissent. Some of these factors she refers to as “empirical”, because they 
make scientists prefer theories with empirical success. Others are “non- 
empirical”, such as pride, peer pressure, acceptance of authority and 
biases in attitudes, which could push scientists either towards or away 
from theories with empirical success. While other HPSS scholars see the 
social interactions involved in achieving consensus as reducing the influ-
ence of such non-empirical factors, Solomon is sceptical that they do so. 
Her solution is difficult to follow but involves evaluating the range of 
factors that are influencing scientists’ decisions (“decision vectors”) in an 
area of scientific controversy and assessing the balance of “empirical” and 
“non-empirical” factors. Solomon’s guidance on how this could be done 
and who should do it gives little practical advice for the working scientist, 
let alone the interested non-scientist, as the reader can judge from the 
following quote:

Anyone who is situated so as to be able to both assess and influence the 
distribution of research effort—grant officers, science policy experts, some-
times department heads, journal editors—can do so as a social empiricist, 
in consultation with relevant experts on various decision vectors. This is a 
new locus of epistemic responsibility. Normative suggestions in philosophy 
of science are typically addressed to the individual working scientists. Social 
empiricism focuses, instead, on epistemic responsibilities at the level of 
policy. (Solomon, 2001, p. 150)

While Solomon’s “empirical” and “non-empirical” factors have some 
resemblance to the conditions for reaching a better-quality consensus 
that other HPSS scholars have proposed, she gives no well-defined list of 
what these are that could be practically implemented.

At the most negative end of the continuum is Nicholas Rescher (1993) 
in his book Pluralism: Against the Demand for Consensus. His book is 
concerned with the use of consensus in society in general but does include 
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consensus in science in its purview. Rescher’s view is that pluralism of 
opinion is desirable and that we should not aim to achieve consensus on 
issues. Applied to the area of science, he states:

Far from science being a domain pervaded by consensus, there is, in fact, 
good reason to think that dissensus and controversy are the lifeblood of 
scientific work at and near the frontiers of research—though, to be sure, 
the rational and social dynamics of scientific opinion formation does gen-
erally make for an eventual uniformization of scientific opinion. (Rescher, 
1993, p. 40)

While the above quotation does acknowledge that scientific opinion will 
eventually move towards consensus, Rescher takes a negative view of how 
this occurs:

What makes for consensus among the scientists of the day is not just (and 
perhaps not even primarily) the inherent rationality of ‘the scientific 
method’ seen as a bloodless abstraction of rational process. Rather, it lies in 
the operation of the social processes of the inquiring community. Scientists 
are impelled to consensus less by an intersubjectively rational methodology 
than by a conformism imposed by promotion committees, funding agency 
appraisers, and peer review boards. Yet even these pressures, though power-
ful, achieve only limited uniformity of thought in an area where innova-
tion and novelty are of prime value. (Rescher, 1993, p. 42)

Rescher’s concern is with areas of science where new ideas are emerging, 
rather than with the lasting scientific facts of Vickers. It would indeed be 
undesirable to have a forced or premature consensus in such areas. 
Nevertheless, Rescher does see at least some benefit in consensus pro-
cesses, as a method for reducing errors and bias:

For those consensual processes in matters of cognition are in the end no 
more than useful devices for eliminating or reducing mistakes of various 
sorts—mathematical calculating errors, for example, or experimenter bias. 
They are not so much mechanisms for assuring truth as safeguards against 
various particular sources of error. And since the elimination of error makes 
only a partial contribution to the discovery of truth, their operation leaves 
ample scope for disagreement and diversity. (Rescher, 1993, p. 38)
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3.2  Is There Any Consensus Among 
HPSS Scholars?

It would be reassuring if HPSS scholars came to some agreement about 
the role of consensus in science, but the range of positions I have reviewed 
suggest that this may not be the case. It is, however, possible that HPSS 
scholars are actually in greater agreement than is apparent from the litera-
ture, as Vickers (2023) has suggested:

There is a clear culture of critical thinking in philosophy, and it is not 
unusual for journal articles to emerge that do nothing more than criticise 
an idea somebody else has put forward, finding the gap in the argument, or 
the weak premise. And of course, one can’t hope to publish a paper that 
merely agrees with an idea that has already been published. Thus when one 
looks to the literature one will see all sorts of disagreement, and perhaps 
little agreement, but this needn’t mean that there aren’t any interesting 
points of community agreement. It’s just less obvious how exactly that 
agreement makes it into the literature. (p. 239)

Adding to the appearance of disagreement is that HPSS scholars are 
sometimes talking about different types of consensus. Vickers, for exam-
ple, is interested in the use of consensus for establishing lasting scientific 
facts, whereas some of the other HPSS scholars are discussing consensus 
about much lower levels of belief (e.g. Longino, Tucker and Miller). 
There is a considerable difference between asking a scientist, “Do you 
think x is true?” and asking them, “Do you think x is a lasting scientific 
fact?” Taking my own areas of expertise as an example, if I were asked, 
“Do you think antidepressants work for severe depression?” I would say, 
“Yes”, basing my response on a “balance of probabilities” assessment of 
the current evidence. However, if I were asked, “Do you think the effi-
cacy of antidepressants for severe depression is a lasting scientific fact?” I 
would say, “No”, because the bar of required evidence is much higher and 
there is some doubt about the matter. Those HPSS scholars at the nega-
tive pole on the role of consensus, who emphasize the importance of 
pluralism and dissent in science, appear to be considering scientific ques-
tions which are still highly contested. In such cases, any attempt to 
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produce a consensus on the truth would indeed be premature. Table 3.1 
illustrates the possibilities. It shows a cross-tabulation of two dimensions: 
how high the bar is set in the question being evaluated and how high is 
the level of endorsement of that question. Where there is both a high-bar 
question and a very high level of endorsement, the consensus is arguably 
a strong indicator of scientific truth.

Despite the range of positions that HPSS scholars have taken about 
consensus, there are some areas of agreement about the conditions under 
which consensus is more likely to indicate truth. I see four recurring 
themes in these positions:

 1. The consensus needs to be rational, empirical and critically examined.
 2. The group coming to the consensus needs to be diverse.
 3. The group needs to be open-minded, and there is no coercion of 

dissenters.
 4. The group needs to be sufficiently large to get reliable results.

I have summarized these four themes in Table 3.2 and given illustrative 
supporting quotes from the various HPSS scholars I have reviewed. I will 
return to this again in Chap. 9, where I examine the evidence on the 
conditions needed for good-quality group judgements.

So, on the issue of whether consensus can be used to establish scientific 
truth, I would conclude that consensus can be a strong indicator of sci-
entific truth under certain conditions. It depends on what question the 
experts are being asked, how the experts are chosen, and what processes 
they use to come to a consensus. If the question chosen is a very high-bar 

Table 3.1 Illustration of how a very “High-Bar” scientific question endorsed at a 
very high level is a strong indicator of scientific truth

Very “High-Bar” scientific 
question (e.g. Do you think  
x is a lasting scientific fact?)

“Low-Bar” scientific 
question (e.g. Do you 
think x is true?)

Very high level of 
endorsement

Strong indicator of scientific 
truth

Plausible claim

Lower level of 
endorsement 
(dissent)

Contested Contested
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Table 3.2 Some common themes in HPSS scholars’ views about the conditions 
under which consensus is more likely to indicate truth

Theme Supportive quotes from HPSS scholars

The consensus is 
rational, empirical, 
critically examined

“objectivity is likely to be maximized when there are 
recognized and robust avenues for criticism” 
(Oreskes, 2019, p. 53).

“a result of critical dialogue in which all relevant 
perspectives are represented” (Longino, 2002, 
p. 131).

“researchers give the same meaning to the same terms 
and share the same fundamental background 
assumptions… the consensus seems to be built on an 
array of evidence that is drawn from a variety of 
techniques and methods” (Miller, 2019, p. 234).

“shared knowledge explains a consensus on beliefs” 
(Tucker, 2003, p. 504).

The group coming to 
the consensus is 
diverse

“a scientific community that is… international, and 
diverse” (Vickers, 2023, p. 18).

“when the community is sufficiently diverse that a 
broad range of views can be developed, heard, and 
appropriately considered” (Oreskes, 2019, p. 53).

“it must be the result not just of…the exclusion of 
dissenting perspectives” (Longino, 2002, p. 131).

“social diversity: the consensus is shared by men and 
women, researchers from the private and public 
sectors, liberals and conservatives, etc.” (Miller, 2019, 
p. 234).

“The unique heterogeneity of a consensus group 
generates the strongest evidence against alternative 
hypotheses to the knowledge hypothesis” (Tucker, 
2003, p. 506).

The group is open- 
minded; there is no 
coercion of dissenters

“when the community is open, non-defensive, and 
responsive to criticism” (Oreskes, 2019, p. 53).

“it must be the result not just of the exercise of 
political or economic power” (Longino, 2002, p. 131).

“An epistemically significant consensus must be 
uncoerced” (Tucker, 2003, p. 505).

The group is 
sufficiently large to 
get reliable results

“a scientific community that is large” (Vickers, 2023, 
p. 18).

“The uncoerced heterogeneous group that reaches 
consensus must be sufficiently large to avoid 
accidental results” (Tucker, 2003, p. 512).
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one, the experts are well chosen, the processes to determine consensus are 
ideal and the level of consensus approaches 100%, then I think that con-
sensus can also establish scientific truth.

This chapter’s excursion into the history, philosophy and sociology of 
science has dealt with the issue of what role, if any, consensus should play 
in determining scientific truths. In the next chapter, I turn to the issue of 
what role it actually does play in scientific practice, arguing that it is always 
present, but often the consensus processes are hidden from view.
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4
Spontaneous and Deliberative Processes 

to Reach Consensus

Some of the critics of consensus in science quoted in Chap. 1 see truth 
emerging directly from the evidence without any need for a consensus 
process. On the surface, this view has some justification. Scientists have 
never had to resort to a consensus vote on the 30 established scientific 
facts that Vickers (2023) has proposed, yet these facts are widely accepted. 
However, I question whether the lack of a formal consensus process indi-
cates that consensus does not play a role. I will argue that consensus does 
actually play a vital role in establishing such well-established facts, 
although this is often not apparent to an outside observer.

4.1  Spontaneous and Deliberative Processes

I propose that there are two contrasting processes by which consensus 
develops—which I call the “spontaneous” and “deliberative” processes. 
For ease of exposition, I discuss these as though they are quite separate 
processes, but they are better seen as ends of a continuum. Table 4.1 sum-
marizes the characteristics of the two processes.

https://doi.org/10.1007/978-981-97-9222-1_4#DOI
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The spontaneous process involves a consensus that develops rapidly 
and spontaneously among experts in an area. It will be manifested as a 
lack of substantial debate and serious opposition with the relevant scien-
tific community (Vickers, 2023). Scientists working in the area will be 
aware of the consensus through the scientific literature and interactions 
with their peers. However, the process by which it builds may not be 
apparent to an outside observer who is not involved as a participating 
scientist and may lead the observer to think that the scientific facts emerge 
directly from the evidence without any need for consensus. An example 
of this is Curry and Webster’s (2013) statement that “With genuinely 
well-established scientific theories, ‘consensus’ is not discussed and the 
concept of consensus is arguably irrelevant…there is no point in discuss-
ing a consensus that the Earth orbits the sun, or that the hydrogen mol-
ecule has less mass than the nitrogen molecule” (p. 3).

While it may not be explicit, there may be a number of indirect indica-
tors, none of which are in themselves definitive. One of these is a rapid 
rise in citations. When scientists publish their findings, they cite previous 
publications that have informed the background to their research or 
which they wish to compare their findings to. Generally, these citations 
reflect a positive influence of the previous work, although sometimes they 
can involve criticism or rejection of earlier findings. A very high and rap-
idly rising rate of positive citations is an indirect indicator of acceptance 

Table 4.1 Contrast between spontaneous and deliberative processes for develop-
ing consensus in science

Characteristic
Spontaneous consensus 
process

Deliberative consensus 
process

How consensus 
builds

Spontaneous adoption by 
scientists; relatively fast

Formal methods for 
determining consensus; 
relatively slow

Complexity of 
causality

Simpler causal processes; 
strong effects

Complex causal processes; 
weak effects

Complexity of 
the evidence 
base

Often from a single 
discipline; relatively easy 
for an expert to synthesize

Often spanning multiple 
disciplines and 
methodologies; requires 
many experts to synthesize

Size of the 
evidence base

Single or small number of 
very persuasive studies

Accumulation of evidence 
across many studies
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by scientific peers and of a developing consensus. Other indicators of 
consensus are the award of prestigious prizes for important findings or 
theories, and incorporation into textbooks.

If citations are used as an indicator of consensus, it is important that 
these come from a diversity of other scientists. In small fields of research, 
it is possible for “citation cartels” to deliberately manipulate citations. 
This has been observed, for example, in the area of mathematics where 
groups of mathematicians in China, Saudi Arabia and other countries 
have repeatedly cited low-quality papers from colleagues at their own 
institution in order to improve their universities’ rankings (Catanzaro, 
2024). In such cases, a high rate of citations reflects a planned manipula-
tion of data rather than a spontaneous consensus.

The deliberative process, by contrast, involves formal methods to 
develop the consensus, such as consensus conferences, expert working 
groups set up by international scientific organizations, Delphi consensus 
studies of expert opinion, and formal votes by groups of acknowledged 
experts. Given that the evidence is complex and involves many publica-
tions, there may not be any single one that is distinguished by a rapidly 
rising and very high rate of citations. High citations are more likely to be 
to consensus statements and systematic reviews of the literature rather 
than to the primary evidence.

The scientific questions that are subject to spontaneous consensus are 
more likely to involve simpler causality and strong associations between 
variables. By contrast, for questions subject to deliberative consensus, the 
causality will be complex, involving many variables. Because effect sizes 
tend to be smaller and subject to variability in estimation from study to 
study, systematic reviewing techniques and pooling of data through 
meta-analysis may be necessary to get greater precision.

For simpler causal processes and strong effects, it is often possible to 
answer a scientific question with a small number of critical studies show-
ing replicable effects. In such cases, an individual scientist with relevant 
expertise would be able to read and critically evaluate the available litera-
ture and come to their own conclusion. Once the relevant scientific 
community has been able to evaluate the evidence, an implicit consen-
sus may spontaneously occur. On the other hand, scientific questions 
that involve complex causality often involve an extensive literature of 
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primary evidence, which may involve several disciplines and multiple 
methodologies. A consequence of this complex evidence base is that it is 
not feasible for an individual scientist to read it all, and certainly not with 
critical understanding. Therefore, to integrate and evaluate the evidence 
requires groups of cooperating scientists with diversity of expertise.

4.2  Illustrative Case Examples 
of Spontaneous 
and Deliberative Consensus

While there are many differences between the spontaneous and delibera-
tive processes, the key indicator differentiating the two is how consensus 
is assessed, whether by a rapid rise in positive citations to key studies for 
spontaneous consensus or by a formal consensus process for deliberative 
consensus. To illustrate the continuum from spontaneous to deliberative 
consensus, I present three case examples below. Case Example 4.1 is from 
astronomy and illustrates a purely spontaneous process, with strong rep-
licable effects in key studies receiving a rapid rise in citations and acknowl-
edgement with a Nobel Prize within a short time.

Case Example 4.1: Accelerating Expansion of the Universe

Edwin Hubble’s observations of galaxies in the 1920s showed that typically 
galaxies are receding from Earth, implying that the universe is expanding 
rather than static, and supporting the Big Bang theory. The conclusion that 
the universe is expanding raised the question of what its ultimate fate 
would be. Would gravity ultimately slow and then reverse the expansion so 
that there would be an eventual Big Crunch, or would it expand forever? 
Answering this question required the measurement of both the distance 
and the velocity of objects located at a range of distances from the Earth. 
Such objects had to have known intensities, so that the observed brightness 
could be used to infer the distances. Type Ia Supernovae have these proper-
ties, but are rare and transient, making the required observations difficult 
to achieve. However, computers could be programmed to detect their 
appearance by subtracting images of the same regions of space taken at 
different times. In the late 1990s, two teams of astrophysicists made these 

(continued)
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Case Example 4.1: (continued)

measurements: the Supernova Cosmology Project led by Saul Perlmutter 
and the High-Z Supernova Search Team led by Brian Schmidt and Adam 
Riess. To their surprise, these teams found that the expansion of the uni-
verse was actually accelerating.The first publication of these findings was 
made by Riess et al. (1998) followed by Perlmutter et al. (1999). There was 
no assessment of the scientific consensus on an accelerating expansion, but 
Kirshner (2013) noted that “Once the published results of the two teams 
concurred, a very rapid theoretical consensus precipitated, one that 
embraced this astonishing result of an accelerating universe” (p. 451), while 
also cautioning that “Of course, consensus of expert opinion does not imply 
that this is the correct view. That knowledge comes from more data” 
(p. 451). The rapid acceptance of an accelerating universe is shown by cita-
tion data, which was high in the year following publication and rapidly 
increased over the following years (see Fig. 4.1). In 2011, the finding was 
acknowledged by the awarding of a Nobel Prize to Perlmutter, Schmidt 
and Riess. The finding of an accelerating expansion matches the sponta-
neous consensus template, being driven by clear replicated results involv-
ing strong measurements and mathematical theory, with no formal 
assessment of scientific consensus needed. It took a little over a decade 
from its first publication to a Nobel Prize.

Fig. 4.1 Citations per year in Google Scholar to Riess et al. (1998). Note. 
Citations shown from year of publication (1998) to year of award of Nobel 
Prize (2011)
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Case Example 4.2 comes from medical science and involves a largely 
spontaneous process as indicated by a rapid rise in positive citations 
leading to a Nobel Prize after two decades. However, there were some 
deliberative processes involved in translating the findings into clinical 
practice.

(continued)

Case Example 4.2: Bacterial Infection and Stomach Ulcers

This case example involves the discovery that most stomach ulcers are 
caused by the bacterium Helicobacter pylori (Pincock, 2005). In the early 
1980s, Barry Marshall and Robin Warren observed the presence of bacteria 
in the stomachs of patients with gastritis and thought these might have a 
causal role. Their initial observations were contrary to orthodox medical 
teaching of the time, which held that bacteria could not grow in the acidic 
environment of the stomach and that psychological stress played a major 
role. As a result, Marshall and Warren met with considerable scepticism 
from gastroenterology specialists. Their key paper, published in 1984, 
showed that the bacteria were present in almost all patients with active 
chronic gastritis, duodenal ulcer or gastric ulcer, indicating that they were 
likely to be causal. In the same year, Marshall deliberately infected himself 
with the bacterium and experienced a rapid onset of symptoms. Despite the 
initial opposition, there was rapid acceptance. Figure 4.2 shows the rapid 
rise in citations to the 1984 article. A decade later, in 1994, the US National 
Institutes of Health published a report on a consensus conference support-
ing the use of antimicrobial agents in ulcer patients with H pylori infection 
(National Institutes of Health, 1994), with other countries subsequently pro-
ducing similar consensus statements (Lee & O’Morain, 1997). In 2005, 
Marshall and Warren received a Nobel Prize for their research. The consen-
sus that bacterial infection causes stomach ulcers was largely spontaneous 
(a clear and strong causal link with a rapid acceptance indicated by positive 
citations), but has some elements of a deliberative process (e.g. formal con-
sensus statements on clinical practice). Because Marshall and Warren’s find-
ings led to a new consensus about the cause and treatment of stomach 
ulcers, this has sometimes been given as an example how a consensus can 
be wrong (Briant, 2005). However, there continues to be empirical support 
for an additional role of psychological stress in the aetiology of stomach 
ulcers (Kanno et al., 2013; Levenstein et al., 2015). A consensus may there-
fore change without the previous consensus being completely false.
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The third example, Case Example 4.3, involves the work of the 
Intergovernmental Panel on Climate Change (IPCC) to develop a con-
sensus on the role of human activity in climate change. It is a clear exam-
ple of a deliberate process, with a formal method for determining 
consensus, complex causality, and the involvement of many disciplines 
and a range of methodologies. The evidence base is too extensive and 
varied for any one scientist to critically evaluate. An international coop-
erative consensus process was needed and has led to progressively firmer 
conclusions over three decades.

Although both spontaneous and deliberative processes are important 
to the development of consensus in science, there is a historical trend for 
scientists to become more concerned with complex multidisciplinary 
questions that require a deliberative approach. It therefore seems likely 
that deliberative consensus processes will become increasingly common 
across many areas of science.

Case Example 4.2: (continued)

Fig. 4.2 Citations per year in Google Scholar to Marshall and Warren (1984). 
Note. Citations shown from year of publication (1984) to year of award of Nobel 
Prize (2005)
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Case Example 4.3: Human-Caused Global Warming

Scientific work on the effects of carbon dioxide in the atmosphere on the 
temperature of the Earth’s surface goes back to the nineteenth century and 
continued to develop during the twentieth century (Rodhe et  al., 1997). 
Growing concern about the role of human-caused emissions on global 
warming led the United Nations Environment Programme and the World 
Meteorological Organization to establish the Intergovernmental Panel on 
Climate Change (IPCC) in 1988. The IPCC uses a consensus process, with 
reports going through a series of steps, including governments and observer 
organizations nominating experts as potential authors, drafting of reports 
by the authors which are reviewed by a large number of experts, revision 
based on feedback and approval by all governments in the United Nations 
of the final documents (Intergovernmental Panel on Climate Change, 2023). 
The IPCC produced its first report in 1990, with subsequent reports in 1995, 
2001, 2007, 2014 and 2023. Over successive reports, the consensus conclu-
sions have become stronger. In 1990, the IPCC concluded that “The size of 
the warming over the last century is broadly consistent with the predictions 
of climate models but is also of the same magnitude as natural climate vari-
ability” (Houghton et  al., 1990, p. xxix), whereas in 2023 it stated that 
“Human activities, principally through emissions of greenhouse gases, have 
unequivocally caused global warming, with global surface temperature 
reaching 1.1°C above 1850–1900 in 2011–2020” (Intergovernmental Panel 
on Climate Change, 2023, p. 42). The IPCC’s consensus has been supported 
by statements from numerous national scientific organizations 
(Congressional Research Service, 2021). In addition, analysis of a random 
sample of climate-related scientific publications between 2012 and 2020 
found greater than 99% consensus on human-caused global warming 
(Lynas et  al., 2021), while surveys of scientists with relevant expertise 
showed 90–100% agreement (Cook et al., 2016). Nevertheless, there have 
been criticisms of the IPCC process. Curry and Webster (2013) have argued 
that the IPCC has downplayed the uncertainty of the data and that its con-
sensus process is dominated by more confident scientists. There have also 
been dissenting groups, such as the Nongovernmental International Panel 
on Climate Change (Nongovernmental International Panel on Climate 
Change, 2023), which concluded that natural causes rather than human 
activity are the dominant cause of climate change, and the World Climate 
Declaration, which is a petition signed by a varied group of scientists who 
dispute a number of the IPCC’s conclusions (Climate Intelligence, 2023). This 
area of science very clearly involves a deliberative consensus process. It 
involves a large body of evidence from several disciplines using a range of 
methodologies. The causality is complex and the quantification involves 
uncertainties, with the key issue being how big a contributor human activ-
ity is. Formal approaches to assessing consensus have played a key role.
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4.3  Consensus and Dissensus

The case examples I have presented above all involve scientific questions 
where an eventual consensus was achieved. However, for many scientific 
questions (arguably for most), there is no current consensus. This is par-
ticularly true for emerging frontier areas where much scientific interest is 
focused. As Rescher (1993), one of the philosophical sceptics on scien-
tific consensus, has noted:

Throughout the areas near a research frontier there are always controversial 
issues that divide the community into conflicting and discordant schools of 
thought. And the rivalry between such schools is one of the main goads 
and incentives to the productive efforts of scientific researchers, each school 
being eager to validate its hunches and to vindicate its point of view. 
Dissensus is prevalent throughout science and provides one of the main 
stimuli to scientific progress. Far from science being a domain pervaded by 
consensus, there is, in fact, good reason to think that dissensus and contro-
versy are the lifeblood of scientific work at and near the frontiers of 
research—though, to be sure, the rational and social dynamics of scientific 
opinion formation does generally make for an eventual uniformization of 
scientific opinion. Disagreement is in fact so pervasive and prominent a 
factor in science that it seems plausible to see dissensual debatability as a 
standard of value, and to regard a scientific question as important and 
interesting precisely in so far as there is room for disagreement about 
it. (p. 40)

Given the key role of dissensus at the frontiers of science, is there a role 
for consensus processes or are these a hindrance to progress? For scientific 
questions that involve complexity of evidence, I argue that there is value 
in assessing the degree of consensus because it can clarify areas of dis-
agreement, examine characteristics of groups with differing views and be 
used to establish future research priorities. In effect, it can help better 
define the contested frontier and what needs to be done to advance in 
the area.

4 Spontaneous and Deliberative Processes to Reach Consensus 
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Case Example 4.4 illustrates this. It uses a deliberative consensus pro-
cess to examine the factors responsible for the disappearance of 
Neanderthals. As well as clarifying areas of greater or lesser agreement, it 
explores whether the sociopolitical views of the scientists involved are 
influencing their beliefs.

Case Example 4.5 involves the lack of consensus around the biology of 
ageing and uses the results of an expert survey to suggest the sort of cross- 
disciplinary collaboration that is needed to progress the field.

Case Example 4.4: Factors Responsible for the Disappearance of 
Neanderthals

Neanderthals disappeared around 40,000 years ago, but the causes of this 
are highly contested. Numerous hypotheses have been put forward, which 
can be grouped into three categories. The first category relates the disap-
pearance to the migration of modern humans into the territory occupied by 
Neanderthals and the resulting competition for limited resources. The sec-
ond relates to the internal demographic dynamics of Neanderthal popula-
tions, such as whether they were too small in number to persist in the long 
run. The third category relates to environmental factors, such as climate 
changes or the introduction of pathogens by modern humans. To find out 
about whether there was an emerging consensus, Vaesen et al. (2021) con-
ducted a survey of 216 palaeo-anthropologists, most of whom had pub-
lished on Neanderthals. The experts were asked to rate 11 hypotheses as 
potential causal factors. The only one to be rated highly was “population 
size” (with a mean rating of 4.44 on a scale from 1 to 6). There was no con-
sensus on competitive and environmental factors. The authors wondered 
whether experts’ beliefs might be influenced by sociopolitical attitudes, 
such as endorsing anti-egalitarian values and the dominance of powerful 
groups, and the assigning of different moral worth to species other than 
modern humans (speciesism). They found no associations with these atti-
tudes. Even though this is a topic where there is considerable dissensus, the 
consensus survey helped to progress the area by showing areas of greater 
or lesser consensus/dissensus and ruling out biases due to the scientists’ 
social values.
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These two case examples taken together also illustrate the possibility 
that there may never be a strong consensus on some topics. Research on 
the biology of ageing is virtually unlimited in its potential for further 
research and could one day conceivably lead to a consensus on basic 
mechanisms of ageing. By contrast, research on the demise of Neanderthals 
deals with past events where the possibilities of new evidence are limited 
and there may never be enough evidence to lead to any certainty.

The examples of deliberative consensus I have presented have been 
largely aimed at establishing what is true, but another major use of delib-
erative consensus is aimed at recommending what actions should be 
taken arising from the scientific evidence. This use of consensus is the 
focus of the next chapter.

Case Example 4.5: What Is Biological Ageing?

In 2019, an international symposium was held on the biology of ageing in 
Montreal, Canada. The symposium involved participants from a wide vari-
ety of disciplines with expertise related to ageing. The symposium included 
a debate on whether or not experts know what biological ageing is, which 
indicated a lack of consensus. Following the symposium, the organizers 
(Cohen et al., 2020) undertook a formal survey of 37 of the participants on 
the issues raised in the debate. They found a high level of agreement (86%) 
that ageing did not proceed uniformly across tissues and that ageing is het-
erogeneous and cannot be measured with a single metric. However, there 
was a lack of consensus on some of the most fundamental questions in the 
field, for example “whether we have a good understanding of the basic 
biological mechanisms of aging, whether it will soon be possible to reliably 
measure aging, whether there are many species that do not age apprecia-
bly, whether aging mechanisms are similar across species, whether aging is 
largely a cellular and molecular process, and whether aging is genetically 
programmed” (p. 6). The organizers concluded that this lack of consensus 
indicated the need to develop research links across a variety of sub- 
disciplines involving mechanistic, evolutionary and demographic approaches 
to ageing.

4 Spontaneous and Deliberative Processes to Reach Consensus 
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5
Expert Consensus to Guide Practice 

and Policy

The previous chapter showed how deliberative approaches to consensus 
are widely used for complex scientific questions where the evidence is 
extensive and also involves multiple disciplines and methodologies. In 
such cases, the individual scientist will generally not have the time or the 
technical expertise to critically read all the primary evidence. To come to 
a judgement on such questions, the consensus of a group of experts with 
diverse expertise is required.

This chapter looks at how deliberative consensus is also often used 
for making evidence-based recommendations to guide professional 
practice and public policy. For these decisions, the primary scientific 
evidence is again often complex and extensive, and it will be beyond the 
capabilities of practitioners and policymakers to critically process it all. 
Even to read systematic reviews of the evidence on a scientific question 
can be a challenge. In the area of medicine, for example, it has been 
estimated that in the year 2000 there were 1432 systematic reviews in 
the PubMed database, and that by 2019 this had increased to 29,073, 
with around 80 new systematic reviews published per day (Hoffmann 
et  al., 2021). The historical trend indicates that this growing tide of 
research will become even more overwhelming in the future. As well as 
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this quantitative increase, there is also a trend for research studies and 
reviews to become more narrowly focused and specialized as interest in 
a topic grows, making it even harder for the practitioner or policymaker 
to make use of them.

However, deliberative consensus to guide practice and policy 
involves considerations additional to what the scientific evidence 
shows, in particular value judgements about various courses of action. 
The scientific evidence will not in itself indicate a clear course of action 
and must be considered in the light of various competing values which 
may differ from person to person or from interest group to interest 
group. These value judgements involve not only the scientists and 
other professionals with expertise in the area but also the values of 
individuals and groups who may be affected by any actions taken (a 
topic which is covered in more detail in Chap. 7). One of the reasons 
for the public controversy about issues like the role of human activity 
in climate change, the safety of GM food and the immunization of 
infants is that different values come into play. For example, even if it is 
agreed that the evidence shows a role for human activity in global 
warming, the actions that are taken as a result of this finding will 
depend on the weighing of various values. A person who is employed 
in the coal mining industry may place a greater weight on the risk to 
their employment and the economic decline of their community if 
mining is phased out than on the impact of sea level rise in Pacific-
island countries or the loss of species due to global warming. Similarly, 
with immunization of infants, some parents may give greater weight to 
any possibility of long-term harm to their child than to potential ben-
efits of preventing a rarely seen infectious disease.

The combining of scientific evidence with value judgements about dif-
ferent courses of action has been most fully developed in the area of med-
icine through the evidence-based medicine (EBM) movement and serves 
as an exemplar for how deliberative consensus could be used in other 
areas of professional practice and public policy.
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5.1  Deliberative Consensus to Guide 
Medical Practice

Although the use of scientific evidence in medicine goes back centuries, 
the term EBM and the associated movement dates from the 1980s and 
1990s. An early definition of the concept that is widely quoted comes 
from Sackett et al. (1996):

Evidence based medicine is the conscientious, explicit, and judicious use of 
current best evidence in making decisions about the care of individual 
patients. By individual clinical expertise we mean the proficiency and judg-
ment that individual clinicians acquire through clinical experience and 
clinical practice. Increased expertise is reflected in many ways, but espe-
cially in more effective and efficient diagnosis and in the more thoughtful 
identification and compassionate use of individual patients’ predicaments, 
rights, and preferences in making clinical decisions about their care. (p. 71)

It is clear from this definition that clinical decisions are not directly deter-
mined by the evidence, but rather the evidence is taken into account by 
the clinician when making decisions about the care of a particular patient 
along with “predicaments, rights, and preferences”.

Major activities of EBM are the carrying out of systematic reviews of 
the evidence on specific clinical questions and the development of clini-
cal practice guidelines on how this evidence should be considered when 
making decisions about the care of patients.

When carrying out a systematic review, there is a thorough attempt to 
locate all the relevant evidence and to rate each study for its quality. A 
major vehicle for reviewing the evidence on health interventions is the 
Cochrane Collaboration (https://www.cochrane.org/), which is a 
UK-based organization with collaborating members from many coun-
tries who carry out systematic reviews according to a well-defined and 
rigorous methodology (Chandler & Hopewell, 2013). The Collaboration 
is named after Archie Cochrane, a Scottish medical practitioner who was 
an early advocate of testing medical interventions in randomized con-
trolled trials. Another organization providing systematic reviews is JBI 
(Barker et  al., 2023), which describes itself as “a global organisation 
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promoting and supporting evidence-based decisions that improve health 
and health service delivery” (https://jbi.global/).

Early work on systematic reviews of health interventions often used a 
“hierarchy of evidence” to rate the quality of specific studies, with ran-
domized controlled trial evidence at the top of the hierarchy. In some of 
these hierarchies, expert consensus is rated as a low level of evidence. This 
is the case with JDI’s hierarchy of evidence (as described in Chap. 1), 
which is paradoxical because the methodological standards used by orga-
nizations like the Cochrane Collaboration and JBI are all developed by 
expert consensus. However, as described below, the methods for assessing 
the quality of evidence that are used in EBM have evolved over time to 
consider factors other than the research design.

The other major component of EBM is the production of clinical prac-
tice guidelines. The US Institute of Medicine (2011, p. 4) has defined 
these as “statements that include recommendations intended to optimize 
patient care that are informed by a systematic review of evidence and an 
assessment of the benefits and harms of alternative care options”. The 
Institute states that for guidelines to be trustworthy, they should

• be based on a systematic review of the existing evidence;
• be developed by a knowledgeable, multidisciplinary panel of experts 

and representatives from key affected groups;
• consider important patient subgroups and patient preferences as 

appropriate;
• be based on an explicit and transparent process that minimizes distor-

tions, biases and conflicts of interest;
• provide a clear explanation of the logical relationships between alterna-

tive care options and health outcomes, and provide ratings of both the 
quality of evidence and the strength of the recommendations; and

• be reconsidered and revised as appropriate when important new evi-
dence warrants modifications of recommendations. (p. 5)

According to this definition, clinical practice guidelines involve a sys-
tematic review of the evidence, but go further to draw out the implica-
tions of the evidence for clinical practice taking into account the weighing 
of potential benefits and harms and the values of people with the health 
condition, namely “be developed by…representatives from key affected 
groups” and “consider… patient preferences”.
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Clinical practice guidelines are produced by a number of national orga-
nizations to a defined standard, and these standards are themselves consen-
sus based. These organizations include the Institute for Quality and 
Efficiency in Health Care in Germany, National Institute for Health and 
Care Excellence (NICE) in the United Kingdom, the National Health and 
Medical Research Council in Australia and the Centers for Disease Control 
and Prevention in the United States. Clinical practice guidelines are also 
commonly produced by professional societies for their members. Case 
Example 5.1 describes the process used by NICE to develop guidelines.

One of the consequences of the use of hierarchies of evidence when pro-
ducing clinical practice guidelines has been a distinction between “evi-
dence-based guidelines” and “consensus-based guidelines”. Guideline 
developers often refer to recommendations as “evidence-based” when there 
is moderate or high-quality evidence in a hierarchy, and “consensus- based” 
when there is low- or very low-quality evidence (Yao et al., 2021). However, 
this distinction is misleading, because all evidence requires interpretation 
by a group of experts for it to be translated into recommendations for 

Case Example 5.1: How NICE Develops Clinical Practice Guidelines

NICE uses a seven-step process to develop its guidelines (NICE National 
Institute for Health and Care Excellence, 2023):

1. Topics for guidelines are referred to NICE by a number of organizations, 
including NHS England, Department of Health and Social Care and 
Department of Education.

2. A draft scope is written stating why the guideline is needed, what it will 
and will not cover and what it intends to achieve. The draft is provided 
to organizations with an interest in the topic for comment, and the 
scope is revised taking these into account.

3. The guideline is developed by systematically reviewing and summarizing 
the relevant evidence. The impact of the guideline on costs is also con-
sidered. The evidence is then considered by a committee consisting of 
practitioners and other professionals, and those who use services and 
their family members.

4. The draft guideline is sent to stakeholders for comment, and it is assessed 
for its impact on equality.

5. The comments are considered and the guideline is revised.
6. The guideline is signed off by a senior team at NICE and published.
7. The guidelines are updated regularly.

5 Expert Consensus to Guide Practice and Policy 
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clinical practice. Even where randomized controlled trial evidence exists, it 
may be based on atypical patients who have only a single diagnosis rather 
than multi-morbidity, it may not reflect the operation of the health system 
of the country which the guidelines are designed for, and the trial partici-
pants may not be typical of the ethnic make-up of the population of inter-
est. Experts have to make judgements about how applicable this evidence 
is to typical patients in the population of interest. Judgements also have to 
be made about how the costs and benefits of an intervention are weighed 
up. For example, should a very expensive new treatment which is margin-
ally more effective than a cheap standard treatment be recommended? As 
Djulbegovic and Guyatt (2019) have argued:

all clinical practice guideline recommendations, whether the available evidence 
is considered as being of high quality or very low quality, require both a judi-
cious consideration of the relevant evidence and consensus from the panel 
regarding both the interpretation of the evidence and the tradeoff between the 
benefit vs the harm or burden of the recommended health intervention.

As a result, making a distinction between evidence-based and consensus- based 
guidelines is both misguided and misleading because both require consensus. 
The crucial difference between evidence-based medicine and non–evidence-
based medicine methods is that the former necessitates that judgments are 
consistent with underlying evidence, whereas the latter do not. (p. 726)

A more realistic hierarchy of evidence would then have “consensus based 
on randomized controlled trial evidence” at the top and “consensus based 
on clinical opinion” at the bottom.

In recent years, the rating of evidence has evolved away from hierar-
chies of evidence towards the more sophisticated Grading of 
Recommendations Assessment, Development and Evaluation (GRADE) 
system for assessing the strength of evidence and the strength of clinical 
practice recommendations (Guyatt et  al., 2008). In GRADE, the evi-
dence is rated from high quality (further research is very unlikely to 
change confidence in the estimate of effect) to very low quality (any esti-
mate of effect is very uncertain). Evidence from randomized controlled 
trials is generally rated higher than evidence from observational studies, 
but the strength of evidence for any type of study can be rated up or 
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down depending on factors such as study limitations, inconsistency of 
results, indirectness of evidence, imprecision of estimates of effect and 
reporting bias. The quality of evidence is then taken together with other 
factors to rate the strength of a recommendation for practice as “strong” 
or “weak” (sometimes termed “conditional”). The other factors involve 
matters of values, such as the balance between benefits and harms, 
patients’ values and preferences, and whether the intervention represents 
a wise use of resources. Case Example 5.2 describes the use of GRADE to 
develop a clinical practice guideline on treatment of hypersomnolence.

Case Example 5.2: Development of a Clinical Practice Guideline on 
Treatment of Central Disorders of Hypersomnolence

The American Academy of Sleep Medicine has developed a range of clinical 
practice guidelines using the GRADE process, including one on the treat-
ment of central disorders of hypersomnolence (severe daytime sleepiness) 
(Maski et al., 2021). To produce the guideline, the Academy commissioned a 
task force of clinicians with expertise on the topic. The experts had to declare 
all potential conflicts of interest. Those with high levels of conflict of interest 
were not allowed to be appointed, while those with lower levels had to 
recuse themselves from involvement in issues where that conflict was rele-
vant. The task force carried out a systematic review of evidence on prescrip-
tion medications and non-pharmacologic interventions. The clinical practice 
recommendations were then made according to the GRADE process. The 
task force determined the strength of each recommendation based on an 
overall assessment of the quality of evidence, balance of beneficial and 
harmful effects, patient values and preferences and resource use. A draft of 
the systematic review and the guideline were made available for public com-
ment by Academy members and the general public, including patient advo-
cacy groups. The task force considered all comments before producing a 
final version of the guideline. Recommendations were labelled as “strong”, 
where almost all patients should receive the recommended action, or “con-
ditional”, where most patients should receive the course of action, but dif-
ferent choices may be appropriate to different patients depending on their 
values and preferences. Strong recommendations were worded as “We rec-
ommend that clinicians….”, while conditional recommendations used the 
words “We suggest that clinicians…”. The guideline qualifies its recommen-
dations with the following advice: “The ultimate judgment regarding any 
specific treatment must be made by the treating clinician and the patient, 
taking into consideration the individual circumstances of the patient, avail-
able treatment options, and resources”. It is planned that the guideline will 
be updated as further research becomes available.

5 Expert Consensus to Guide Practice and Policy 
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Implementing the GRADE system involves some quite complex 
judgements for the guideline development expert panel. To assist with 
these judgements, the developers of GRADE (the GRADE Working 
Group) have gone on to produce an “Evidence to Decision” framework 
which aims to make decision-making more systematic and transparent 
(Alonso-Coello et  al., 2016). The use of this framework requires the 
guideline development panel to choose a values perspective, which may 
be individual patient, population or health system, as the values that 
apply will vary according to the perspective taken. For example, if the 
guideline involves clinical recommendations from an individual patient 
perspective, the panel needs to consider the following:

• The priority of the problem. Is the problem a priority?
• Benefits and harms. How substantial are the desirable and undesirable 

anticipated effects?
• Certainty of the evidence. What is the overall certainty of the evidence 

of effects?
• Outcome importance. Is there important uncertainty or variability in 

how much people value the outcome?
• Balance. Does the balance of desirable or undesirable effects favour the 

intervention compared to an alternative?
• Resource use. Is the intervention cost-effective for the individual?
• Equity. What is the impact of the intervention on health equity?
• Acceptability. Is the intervention acceptable to patients, families and 

healthcare providers?
• Feasibility. Is the intervention feasible for patients, families and health-

care providers?

If the perspective adopted was from the population and health system, 
rather than the individual patient, then the question about resource use 
would consider cost-effectiveness for the society as a whole, and accept-
ability and feasibility would be considered for key stakeholders in the 
society.

The evolution of guideline development from a relatively simple 
“Levels of Evidence” approach to a more sophisticated “Evidence to 

 A. Jorm



79

Decision” framework involves much greater complexity in decision-mak-
ing, but the GRADE Working Group (Alonso-Coello et al., 2016) argues 
that it provides

an approach to structured reflection that can help those making recom-
mendations or decisions to be more systematic and explicit about the judg-
ments that they make, the evidence used to inform each of those judgments, 
additional considerations, and the basis for their recommendations or deci-
sions. (p. 9)

The EBM movement has had many critics along the way, but has adapted 
its approaches to deal with some of the early criticisms, such as taking 
more explicit account of the importance of values. However, there have 
been persisting criticisms about the role of industry, particularly the 
pharmaceutical industry, as a funder of much of the evidence from ran-
domized controlled trials. Jureidini and McHenry (2022), for example, 
have charged that the financial interests of industry have trumped the 
common good, with the funders of trials able to suppress negative trial 
results, failing to report adverse events and withholding raw data from 
independent analysis. Another critic, a Scottish general practitioner, has 
pulled no punches in a viewpoint article entitled “Evidence based medi-
cine is broken”, which was published in the prestigious medical journal 
BMJ (Spence, 2014):

You see, without so called “evidence” there is no seat at the guideline table. 
This is the fundamental “commissioning bias,” the elephant in the room, 
because the drug industry controls and funds most research. So the drug 
industry and EBM have set about legitimising illegitimate diagnoses and 
then widening drug indications, and now doctors can prescribe a pill for 
every ill… How many people care that the research pond is polluted, with, 
fraud, sham diagnosis, short term data, poor regulation, surrogate ends, 
questionnaires that can’t be validated, and statistically significant but clini-
cally irrelevant outcomes? Medical experts who should be providing over-
sight are on the take. Even the National Institute for Health and Care 
Excellence and the Cochrane Collaboration do not exclude authors with 

5 Expert Consensus to Guide Practice and Policy 



80

conflicts of interest, who therefore have predetermined agendas. The cur-
rent incarnation of EBM is corrupted, let down by academics and regula-
tors alike. (p. 1)

There is data indicating that conflicts of interest can indeed distort expert 
panel judgements. Nejstgaard et al. (2020) examined a large number of 
clinical guidelines, advisory committee reports, opinion pieces and review 
articles to see if there was any association between conflicts of interest and 
favourable recommendations. They did find an association between 
financial conflicts of interest (industry funding of the documents and 
authors’ company ties) and favourable recommendations on drugs and 
devices in these documents.

One approach is to exclude experts with potential conflicts of interest. 
However, excluding such experts can itself be problematic. People with 
the highest level of expertise might well have industry collaborations. 
Even where an expert has no industry links, they may have carried out 
considerable research on a particular treatment, believe strongly in that 
treatment and want to see if promoted.

Another solution is to engage a broader range of stakeholders in priori-
tizing what research is carried out. One initiative of this kind is the James 
Lind Alliance which is a UK organization that facilitates the identifica-
tion of clinical research priorities shared by clinicians, patients and carers 
(Chalmers et al., 2013). Work carried out by the Alliance has shown that 
there is often a mismatch between what research is being done and what 
patients and clinicians want to see carried out. Existing commercial trials 
were found to largely evaluate drugs, vaccines and biologicals, whereas 
patients and clinicians wanted to see a greater emphasis on education and 
training, service delivery, psychological therapy, physical therapies, com-
plementary therapies, social care and diet. To overcome this gap, the 
Alliance has set up clinician–patient priority setting partnerships for a 
wide range of diseases. The resulting highest priorities are provided to 
research funders.

The take-away message here is that deliberative consensus decisions 
are limited by the availability and quality of research data that 
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underpins experts’ judgements and by biases in evaluating the evidence 
due to conflicts of interest that arise through association with industry 
or by strong commitments arising from the expert’s own research find-
ings. However, engaging a broader range of stakeholders with diverse 
values in decisions about what research is done can help to reduce these 
limitations.

Despite the criticisms, the EBM movement has had considerable influ-
ence on healthcare. In 2007, the medical journal BMJ asked readers to 
vote on the importance of 15 short-listed medical milestones since 1840. 
The number 1 milestone was sanitation, with EBM coming in number 8, 
ahead of advances such as medical imaging, computers, immunology and 
the risks of smoking (Ferriman, 2007).

5.2  Deliberative Consensus 
in the Development of Health Policies

The EBM movement has been largely concerned with guiding the deci-
sions that health practitioners make about the care of individual patients. 
However, deliberative consensus approaches are also used to guide health 
policy, where the target is a whole population rather than an individual 
patient. Examples include addition of fluoride to drinking water, require-
ments for infant immunization, dietary recommendations on consump-
tion of fruit and vegetables, mandatory supplementation of food with 
micronutrients, recommendations on avoidance of sun exposure and 
advice on reducing health risks from drinking alcohol. In these cases, the 
values considerations are different in that they concern what is important 
to the population as a whole, which may sometimes be at odds with what 
is important to individuals or sub-groups within that population. 
Decisions also become binary—either the policy is implemented or 
not—rather than on a continuum of strength of recommendation from 
weak to strong. Case Example 5.3 illustrates the considerations involved 
in one such universal health policy.
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5.3  Guidelines and Position Statements 
on Practice and Policy in Other Areas

The use of deliberative consensus processes to guide science-based practice 
and policy has been most prominent in the area of medicine, but is also 
seen in a variety of other areas. Paralleling the work of the Cochrane 
Collaboration in carrying out systematic reviews of evidence in medicine, 

Case Example 5.3: Preventing Birth Defects by Universal 
Mandatory Food Fortification with Folic Acid

Maternal intake of folic acid starting before pregnancy is known to prevent 
most cases of infant spina bifida and anencephaly. Prescribing folic acid 
supplements to pregnant women is only a partial solution, as this can only 
be done once a pregnancy is discovered, which may be too late to prevent 
these defects. It has therefore been proposed that there be large-scale for-
tification of staple foods (e.g. wheat flour, maize flour and rice). The World 
Health Organization and the Food and Agriculture Organization of the 
United Nations (Allen et al., 2006) have released guidelines on food fortifi-
cation with micronutrients, including folic acid. The guidelines were pro-
duced by a multidisciplinary panel of experts, covering expertise in public 
health, nutritional sciences and food technology, from both the public and 
private sectors. A draft of the guidelines was circulated to field nutritionists 
and public health practitioners and also tested in a number of countries. 
Comments received were taken into account in producing the final guide-
lines. While a number of countries have implemented mandatory food for-
tification with folic acid, most have not, leading to a recent urgent call for 
a World Health Assembly resolution on mandatory fortification, which it is 
hoped would encourage other governments to take action (Kancherla 
et al., 2022). Mandatory fortification has the advantage of not requiring 
active behavioural change (such as taking supplements). However, there is 
an ethical dilemma here in weighing up the benefits and risks in that every-
one is exposed to any risks, but only a sub-group of the population benefits. 
As has been pointed out by Harvey and Diug (2018): “The aim of folic acid 
fortification…is to compensate a presumed genetic defect in individuals 
who are at risk but cannot be individually identified…Folic acid fortification 
thus raises ethical questions about exposing the many for the benefit of the 
few; concerns have been expressed that exposing children to high levels of 
folic acid over their lifetime may increase their risk of adverse effects” 
(p. 111).
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there is the Campbell Collaboration (https://www.campbellcollaboration.
org/), which carries out systematic reviews in social policy areas, including 
ageing, business and management, children’s and young persons’ well-
being, climate solutions, crime and justice, disability, education, interna-
tional development and social welfare. The Collaboration also develops 
methods for systematic reviewing and for knowledge translation and 
implementation (Chandler et al., 2017).

As in medicine, systematic reviews provide only part of the input for 
practice and policy, and need to be combined with a consensus on values. 
Arguably, the most visible example of the use of consensus to develop 
policy outside of medicine is by the IPCC in relation to the role of human 
activity in global warming. The reports produced by the IPCC both syn-
thesize the scientific evidence and make recommendations for policy-
makers. These two functions of the reports are intertwined, but it is often 
not clear when a statement of scientific fact is being made and when it is 
a matter of value judgement. Furthermore, where value judgements are 
made, it is not clear how these were arrived at. Take, for example, the fol-
lowing two conclusions from the sixth IPCC report, both of which are 
made with “high confidence” (Core Writing Team et al., 2023):

A.1.1 Global surface temperature was 1.09 [0.95 to 1.20]°C higher in 
2011–2020 than 1850–1900, with larger increases over land (1.59 [1.34 to 
1.83]°C) than over the ocean (0.88 [0.68 to 1.01]°C). Global surface tem-
perature in the first two decades of the 21st century (2001–2020) was 0.99 
[0.84 to 1.10]°C higher than 1850–1900. Global surface temperature has 
increased faster since 1970 than in any other 50-year period over at least 
the last 2000 years (high confidence). (p. 4)

C.5 Prioritising equity, climate justice, social justice, inclusion and just 
transition processes can enable adaptation and ambitious mitigation 
actions and climate resilient development. Adaptation outcomes are 
enhanced by increased support to regions and people with the highest vul-
nerability to climatic hazards. Integrating climate adaptation into social 
protection programs improves resilience. Many options are available for 
reducing emission-intensive consumption, including through behavioural 
and lifestyle changes, with co-benefits for societal well-being. (high confi-
dence). (p. 31)
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The former is a statement about the best estimate that can be made on 
surface temperature change and does not call for any specific action to be 
taken. By contrast, the latter is a statement of the values that the authors 
place on “equity, climate justice, social justice, inclusion and just transi-
tion processes” and calls for various policy changes, such as “increased 
support to regions and people with the highest vulnerability”, “social pro-
tection programs” and “behavioural and lifestyle changes”. The fact that 
both statements are rated “high confidence” further blurs the distinction 
between claims about scientific facts and calls for action based on apply-
ing values to these facts.

Two additional examples help to illustrate the complex interplay 
between scientific knowledge and values in deliberative consensus on 
professional practice and policy. The first involves the development of 
professional practice standards in forensics by the American Academy of 
Forensic Sciences (2024) (see Case Example 5.4). In these standards, pro-
cedures are specified for collecting and examining evidence, but the state-
ment of underlying values is rather general. Standards documents are 
prefaced by a statement that the vision of the Standards Board is to safe-
guard “Justice, Integrity and Fairness” and that the Board values “integ-
rity, scientific rigour, openness, due process, collaboration, excellence, 
diversity and inclusion”. However, the more specific values behind stan-
dards are implicit. Presumably, the more specific aim of forensic stan-
dards is to help judges and juries to more accurately determine guilt or 
innocence. Such judgements mean that the forensic method has to reduce 
both false positives (people judged as guilty who are really innocent) and 
false negatives (people judged as innocent who are really guilty). One 
common dictum of law in English-speaking jurisdictions is “Blackstone’s 
ratio”, according to which “It is better that ten guilty persons escape than 
that one innocent suffer”, which implies that false positives are more seri-
ous errors than false negatives. However, in the case of the AAFS stan-
dards, such underpinning values are not directly addressed.
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The second example involves the development of the Sustainable 
Development Goals by the United Nations Development Programme 
(see Case Example 5.5). What is different about this process is that it 
largely involved coming to a consensus on the Goals, which are a matter 
of values. Science-based knowledge came in subsequently as a means to 
fulfill Goals, again using a consensus approach. Taken together, these two 
examples show how either a consensus on scientific knowledge or a con-
sensus on values can take the dominant position.

Given that both scientific knowledge and values are involved in delib-
erative consensus on professional practice and policy, the question arises 
as to who provides the expertise on values. Scientists and science-informed 
professionals provide expertise on the knowledge, but they are not neces-
sarily the most appropriate people to inform the values. I turn to this 
topic in Chap. 7. However, before doing so, I consider another area of 
science in which consensus plays a role, which is determining what are 
acceptable research methods.

Case Example 5.4: American Academy of Forensic Sciences (AAFS) 
Standards

The AAFS has a Standards Board which provides consensus-based forensic 
standards within an accredited framework from the American National 
Standards Institute (American Academy of Forensic Sciences, 2024). Existing 
standards cover a wide variety of areas of practice, such as examination and 
documentation of footwear and tire impression evidence, collection of 
known DNA samples from domestic animals, examination of handwritten 
items, preservation and examination of charred documents, and resolving 
comingled remains in forensic anthropology. The Standards Board selects 
and removes members of Consensus Bodies which produce specific stan-
dards. A Consensus Body has 7–25 members who are all volunteers. In 
appointing people to a Consensus Body, the Board ensures that no single 
interest category dominates. Interest categories include academics and 
researchers, jurisprudence and criminal justice, producers of forensic prod-
ucts, and government and non-government entities involved in forensic 
work. The Consensus Bodies produce draft standards that are put out for 
public comment and revised in response to the comments received. 
Members of Consensus Bodies vote on the final version of a standard, with 
a two-thirds majority required for approval. Standards produced by a 
Consensus Body are then voted on by the Standards Board, with majority 
approval required. Standards are regularly revised.
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Case Example 5.5: The United Nations Development Programme’s 
Sustainable Development Goals

In 2012, at the United Nations Conference on Sustainable Development, 
there was agreement from member states to develop a set of Sustainable 
Development Goals (United Nations Department of Economic and Social 
Affairs, 2024). A 30-member Open Working Group was given the task of 
developing these Goals. The Open Working Group was charged with adopt-
ing its recommendations by consensus, reflecting different options if neces-
sary. The Group could draw on the support of a technical support team and 
expert panels. However, the exact procedure for arriving at the Goals is not 
clear. Based on the work of the Open Working Group, in 2015, the United 
Nations committed to 17 interlinked Sustainable Development Goals. These 
are: no poverty; zero hunger; good health and well-being; quality educa-
tion; gender equality; clean water and sanitation; affordable and clean 
energy; decent work and economic growth; industry, innovation and infra-
structure; reduced inequalities; sustainable cities and communities; respon-
sible consumption and production; climate action; life below water; life on 
land; peace, justice and strong institutions; and partnerships for the goals. 
The goals have 169 associated targets and 232 indicators.

Because science has a potentially important role in the implementation 
of the Goals, in 2016 the United Nations appointed a 15-member 
Independent Group of Scientists representing a variety of scientific disci-
plines and institutions to report on how science can contribute to sustain-
able development. The Group is mandated to report every four years, with 
its first report published in 2019 (Independent Group of Scientists appointed 
by the secretary-general, 2019). One of the proposals in the report was for 
the scale-up of what it called “sustainability science”, which was defined as 
an “academic field of studies that sheds light on complex, often conten-
tious and value-laden, nature-society interactions, while generating usable 
scientific knowledge for sustainable development” (p. 120). As an example 
of sustainability science, the report cited an example of the phasing out of 
coal in Europe: “There was found to be less resistance in the coal-mining 
regions where scientists, policymakers, and coal miners had come together 
to jointly identify alternatives for regional development and individual live-
lihoods” (p. 120).
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6
Expert Consensus on Research Methods

Previous chapters have discussed how spontaneous and deliberative con-
sensus processes operate in establishing scientific truths (Chaps. 3 and 4), 
and how deliberative approaches have also been applied to develop con-
sensus on professional practice and policy (Chap. 5). The present chapter 
examines a third area where consensus processes are integral—agreement 
among scientists about what research methods in their field are sound.

The term “method” can be used in different ways. To a philosopher of 
science, it might cover the “scientific method” in a broad sense as an 
empirical method for acquiring knowledge that is common across scien-
tific disciplines. However, in this chapter, the term “research methods” is 
used in a more specific sense to cover methods for collecting, analysing, 
reporting, understanding and interpreting data in research studies.

When scientists carry out a research project, they want other scientists 
in their field to accept their findings. Acceptance of their findings is indi-
cated by positive peer review of papers submitted for publication, and by 
subsequent positive citations of their work and an absence of negative 
citations. Acceptance of findings is more likely to occur if the scientists 
have carried out their research using methods that are widely accepted by 
their peers as best practice.

https://doi.org/10.1007/978-981-97-9222-1_6#DOI
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6.1  Spontaneous and Deliberative Processes 
with Research Methods

How does a scientist know that a particular research method will be 
accepted by peers? As for establishing scientific truths, consensus about 
research methods may arise spontaneously in the marketplace for sound 
methodologies or through a planned deliberative process. Table 6.1 sum-
marizes the difference between these two processes when used for devel-
oping a consensus on research methods. Examples of these two processes 
are given later in this chapter.

Many methodological innovations are accepted (and sometimes 
rejected) by a spontaneous consensus. These are typically in areas where 
there is no existing method (e.g. a new laboratory or statistical method) 
or the existing methods have limitations and can be improved, so the 
level of innovation in the method is high. Such innovations are often 
proposed by a small team of scientists and made available for use by other 
scientists through a publication, patent, piece of equipment or software. 
These then enter a marketplace for valid methodologies and compete for 
adoption by other scientists in the field. A method can flourish and be 

Table 6.1 Contrast between spontaneous and deliberative processes for develop-
ing consensus on research methods

Characteristic
Spontaneous consensus 
process

Deliberative consensus 
process

How consensus 
builds

Spontaneous adoption by 
peers, indicated by 
positive citations

A formal consensus process 
used to develop method

Nature of the 
methods gap to be 
filled

There is no existing 
method, or existing 
methods can be improved

Methods exist, but these 
need standardization or 
infrastructure for 
dissemination

Level of innovation 
in method

High Lower

Complexity of 
providing and 
implementing the 
method

Often done by a small  
team

Requires coordination of 
efforts across a larger 
number of scientists; may 
require creating a new 
organization
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widely adopted by peers, or it can die through neglect or peer criticism. 
For a method to flourish, it needs to be accepted as sound by experts in 
the field, fill a gap where no method previously existed or provide a supe-
rior alternative to existing methods. A scientist acknowledges that they 
have adopted a method by a positive citation of the source of that method. 
Positive citations are an indirect indicator of acceptance that a methodol-
ogy is regarded as valid by researchers in the area. Spontaneously accepted 
methods often have very high counts of positive citations.

Other methodological innovations achieve consensus through a delib-
erative process. This more commonly occurs where there are existing 
methods, but these are not standardized, making comparison across 
research studies difficult. For example, researchers may use different mea-
sures or report their findings in different ways. The level of innovation in 
these methods is generally lower than with methods adopted through 
spontaneous consensus. These methods are complex to provide to other 
researchers or to implement, requiring coordination of efforts across a 
large group of scientists. In some cases, the organizational infrastructure 
to implement these methods is lacking and has to be developed. To deal 
with this complexity and the need to coordinate efforts across many sci-
entists, formal consensus methods are used to develop agreement on the 
details of the method.

While Table  6.1 presents spontaneous and deliberative processes as 
separate for purposes of exposition, they are really ends of a continuum, 
as is the case for establishing scientific truths. For some research methods, 
there will be elements of both processes in establishing a consensus on 
their soundness.

6.2  Case Examples of Spontaneous  
Consensus

Three diverse case examples of spontaneous adoption of research meth-
ods are presented below. The first example (Case Example 6.1) concerns 
the use of statistical significance testing and, in particular, the widespread 
adoption of the convention that P < .05 is the defining threshold for 
significance.

6 Expert Consensus on Research Methods 
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This example illustrates many characteristics typical of spontaneous 
consensus. There was no previous simple rule for making decisions on the 
significance of statistical data. Although there was prior work on statisti-
cal significance testing, Fisher consolidated this and made it accessible to 
the average scientist. He was able to do this with his own resources 
through publication of his book and statistical tables. His work was rap-
idly adopted and continues to be widely used.

Case Example 6.1 The P < .05 Level of Statistical Significance

Statistical significance tests are used widely in many areas of science. These 
tests give the probability that an effect would occur if the null hypothesis 
was true. A number of statisticians contributed to the development of sta-
tistical significance testing, but the statistician who made it popular with 
scientists was Ronald Fisher (1925) through his book Statistical Methods for 
Research Workers. Fisher wrote that the aim of this book was “to put into 
the hands of research workers, and especially biologists, the means of 
applying statistical tests accurately to numerical data” (p. 16). He suggested 
the P < .05 level for defining an effect as statistically significant: “The value 
for which P=.05, or 1 in 20, is 1.96 or nearly 2; it is convenient to take this 
point as a limit in judging whether a deviation is to be considered signifi-
cant or not. Deviations exceeding twice the standard deviation are thus 
formally regarded as significant” (p.  47). What popularized Fisher’s pro-
posal for P < .05 is that his book provided user-friendly tables based on this 
value, at a time when researchers did not have computers to do the calcula-
tions required for exact P-values. Subsequently, Fisher and Yates (1938) 
published Statistical Tables for Biological, Agricultural and Medical 
Research, which further supported the ease of using the P < .05 decision 
rule. Since Fisher’s time, there has been frequent criticism of statistical sig-
nificance testing and the use of P < .05, and a number of alternative 
approaches have been proposed (Kennedy-Shaffer, 2019). These have 
included such approaches as lowering the significance level to P < .005, car-
rying out corrections for multiple statistical testing, using confidence inter-
vals instead of P-values, putting more emphasis on effect sizes, and using 
Bayesian statistical methods. However, none of these alternatives have 
managed to displace statistical significance testing, and the P < .05 decision 
rule is still widely used. In fact, some analyses of the literature have shown 
that the use of statistical significance testing has increased in recent decades 
in both biomedical and general science journals (Chavalarias et al., 2016; 
Cristea & Ioannidis, 2018).
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Case Example 6.2 Atlas of the Rat Brain

Rats are often used as a model for studying human diseases, including for 
diseases of the brain like Alzheimer’s and Parkinson’s. In order to study the 
rat brain, researchers need an accurate way to identify specific brain struc-
tures that may be affected by disease or injury. To facilitate this, George 
Paxinos and Charles Watson published their book The Rat Brain in 
Stereotaxic Coordinates in 1982, which was the first accurate stereotaxic 
(three- dimensional) atlas (Paxinos & Watson, 1982). The atlas was based on 
thin sections of a single rat’s brain, which were shown with detailed photo-
graphs and drawings. It allowed researchers to use reference skull land-
marks and make a small hole in the skull to locate a brain region where 
they could place injections or electrodes. The atlas was subsequently 
updated and improved and went through seven editions. According to 
Google Scholar, the atlas had been cited over 90,000 times by 2023. 
Figure 6.1 shows the number of citations per year following publication. 
There was a rapid and continuing rise over three decades, with some decline 
in recent years which may reflect the availability of alternative atlases.

Fig. 6.1 Citations per year in Google Scholar to The Rat Brain in Stereotaxic 
Coordinates

The second example (Case Example 6.2) concerns an atlas of the rat 
brain, which was developed by two neuroscientists and became a stan-
dard reference work for researchers using the rat as an experimen-
tal model.
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This example is also typical of spontaneous consensus. Paxinos and 
Watson provided a superior method of locating areas of the rat’s brain 
than was previously available. The two of them were able to do the 
required anatomical work themselves and publish their atlas in multiple 
editions. The atlas has been widely adopted and cited by neuroscientists 
who recognized its advantages over available alternatives.

The third example (Case Example 6.3) comes from the social sciences. 
It involves a key publication that defined a research method—thematic 
analysis—that was often used but poorly defined, and provided a usable 
“how to” guide for researchers wishing to use it.

(continued)

Case Example 6.3 Thematic Analysis in Qualitative Research

Qualitative research methods are often used in the social sciences to anal-
yse verbal data from interviews and focus groups. There are a number of 
different approaches to analysing such data, with thematic analysis being 
one of the most common. A seminal paper on thematic analysis was pub-
lished by Virginia Braun and Victoria Clarke (2006). They defined thematic 
analysis as “a method for identifying, analysing and reporting patterns 
(themes) within data” (p. 79). They noted that while thematic analysis is 
widely used, “there is no clear agreement about what thematic analysis is 
and how you go about doing it” (p. 79). Braun and Clarke’s paper attempted 
to fill this gap by providing a guide to performing a thematic analysis, not-
ing pitfalls to avoid, the characteristics of a good thematic analysis, and 
advantages and disadvantages of the method. Reflecting on their 2006 
paper over a decade later, Braun and Clarke (2019) wrote about their moti-
vations for writing it: “Our 2006 paper stemmed from dual frustrations: at 
the ‘sloppy mishmash’…of theories, method and techniques we saw 
described at conferences and in published research; and there being lots of 
research (from ourselves included) that claimed to ‘do TA’, but did not 
transparently describe the processes engaged in to produce the themes 
reported” (p. 591). Braun and Clarke assumed that their paper would only 
be of interest to a small audience of people with a specialized interest in 
qualitative research. This assumption was spectacularly wrong. As Fig. 6.2 
shows, the paper has received an extraordinarily high and growing rate of 
citations and would certainly be one of the most cited publications in the 
social sciences. By 2023, the paper had received over 170,000 citations 
according to Google Scholar. The success of Braun and Clarke’s work was 
due to the clear and practical guidance they provided about a research 
method that had previously been poorly defined and developed.
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Again, this example shows the characteristics of spontaneous consensus 
as summarized in Table 6.1. In their article on thematic analysis, Braun 
and Clarke provided a clearer description and guide to implementing this 
type of analysis than previous authors. The two of them were able to write 
and publish an article with the resources available to them, and it was 
spontaneously adopted by their peers for analysing qualitative data.

There are many other examples of spontaneous adoption of research 
methods that could be mentioned. These include Hill’s (1965) criteria for 
using epidemiological evidence to infer that a risk factor is a cause of 
disease, Baron and Kenny’s (1986) development of mediation analysis to 
infer that a variable provides a mechanism linking an independent vari-
able to a dependent variable, Libby’s (1946) development of radiocarbon 
dating of organic materials, and Mullis et al.’s (1986) discovery of how 
the polymerase chain reaction could be used to amplify DNA.  All of 
these filled a clear gap with a novel approach, one scientist or a small team 
was able to develop and promulgate the method, and it was widely 
adopted and cited by researchers in the field.

Case Example 6.3 (continued)

Fig. 6.2 Citations per year in Google Scholar to Braun and Clarke (2006)
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6.3  Case Examples of Deliberative Consensus

Two case examples are given below to illustrate how methods have been 
adopted through a process of deliberative consensus. Case Example 6.4 
concerns improving the standards of reporting the findings from clinical 
trials and other types of medical research.

The development and dissemination of reporting guidelines like the 
CONSORT Statement illustrates all of the characteristics of deliberative 

Case Example 6.4 Standards to Improve Reporting of Medical 
Research

Throughout the twentieth century, there were concerns expressed in medi-
cal journals about the adequacy of reporting of trials (Altman & Simera, 
2016). Without full reporting of a trial’s methodology, it was not possible to 
assess its adequacy and what reliance should be placed on its findings. In 
response to these concerns, various experts on trial methodology called for 
the development of guidelines on best practice in reporting. An important 
milestone in improving reporting was the publication of the Consolidated 
Standards of Reporting Trials (CONSORT) Statement in 1996, which gave a 
checklist and flow diagram for reporting the results of randomized con-
trolled trials. There is some evidence that the CONSORT Statement did 
improve the quality of reporting of trials, although reporting remained 
sub-optimal (Turner et  al., 2012). The CONSORT recommendations have 
been updated a number of times since 1996, most recently in 2022. A mul-
tistage expert consensus process was used to develop the 2022 statement 
(Butcher et al., 2022). Firstly, potential outcome reporting items were gen-
erated by consultation with experts and a review of existing guidance on 
reporting trial outcomes. Next, there was a three-round international 
Delphi voting process involving 124 panelists from 22 countries. Finally, an 
in-person consensus meeting was held with 25 panelists to decide on the 
essential items for reporting trial outcomes. The CONSORT Statement was 
followed by many other standards for reporting studies using a range of 
methodologies. To draw all these efforts together, the Enhancing the 
QUAlity and Transparency Of health Research (EQUATOR) Network was 
established in 2008 (Altman & Simera, 2016). The Network is an organiza-
tion that brings together various parties with an interest in improving the 
quality of research publications. The EQUATOR Network has published 
guidance for developers of health research reporting guidelines (Moher 
et al., 2010). These recommend a review of the literature, a Delphi expert 
consensus study and a face-to-face consensus meeting.
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consensus summarized in Table 6.1. These guidelines fulfilled a need for 
standardization of reporting to improve its quality. Formal consensus pro-
cesses (Delphi method and consensus conference) were used to develop the 
guidelines. The level of innovation was not high. To achieve the aim of 
implementing the guidelines, a new global organizational structure 
(EQUATOR) had to be set up and sustained.

Case Example 6.5 involves the growing trend in a number of disciplines 
to set up registers of studies which allow methods and planned analyses to 
be laid out in advance of the study being done. Such preregistration aims 
to prevent researchers from presenting any findings after the data has been 
analysed as though it was predicted in advance.

Case Example 6.5 Preregistration of Research Studies

Recent decades have seen an increasing concern that many research find-
ings cannot be replicated. This concern has been most strongly expressed 
in the social, behavioural and medical sciences. Many studies have been 
found not to replicate, leading scientists to ask why this is the case. These 
failures of replication have been attributed to common poor research prac-
tices, such as carrying out many exploratory statistical tests and focusing 
on any statistically significant results, not reporting findings that are con-
trary to the researcher’s hypotheses, and stopping data collection as soon 
as statistical significance is achieved (Logg & Dorison, 2021). Some scientists 
have argued that the major problem is a failure to distinguish between 
prediction and postdiction when reporting results: “postdiction is charac-
terized by the use of data to generate hypotheses about why something 
occurred, and prediction is characterized by the acquisition of data to test 
ideas about what will occur” (Nosek et al., 2018, p. 2600). Researchers may 
find their results more publishable if they present their post-hoc explana-
tions (postdictions) as if they are predictions. However, replicability will be 
reduced because statistical significance testing is designed to test predic-
tions rather than postdictions and will produce a high rate of false positive 
decisions if used post-hoc. A solution to this problem is for researchers to 
preregister an analysis plan prior to data collection, so that prediction and 
postdiction can be distinguished (Nosek et al., 2018). Registers have been 
set up in a range of disciplines to facilitate this, but these remain under-
used. Many medical journals now require preregistration of clinical trials as 
a condition of publication, which has increased the practice. Deliberative 
consensus has been used to determine the detailed procedures in  prereg-
istration. For example, a number of national psychological societies 

(continued)
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This example illustrates a number of characteristics of deliberative con-
sensus on methods. The methodological problem was that no mechanism 
existed to allow preregistration and there was no agreement on what 
information about a study should be included on a register. This required 
coordination of efforts across multiple scientific organizations and the 
creation and maintenance of registration websites. Formal consensus pro-
cesses have been used to determine what information about studies 
should be registered.

There are many other examples that could be given of the use of delib-
erative consensus processes to develop research methods. A number of 
these were described previously in Chap. 2, including the following:

• Case Example 2.6: A Protocol for Measuring the Volume of the 
Hippocampus with Magnetic Resonance Scans

• Case Example 2.7: International Organization for Standardization 
(ISO) Standards for Physical Measurements and Laboratory Equipment

• Case Example 2.8: Working Groups of the International Astronomical 
Union on Nomenclature and Measurement

• Case Example 2.17: Assessing the quality of systematic reviews using 
the AMSTAR checklist

Having now completed the description of the various ways that con-
sensus processes have been used in science, the next chapter examines 
how an expert should be specified for the purposes of establishing con-
sensus and what level of agreement should be regarded as consensus.

Case Example 6.5 (continued)

joined together to create a consensus template for the preregistration of 
quantitative research in psychology (Bosnjak et  al., 2022). This template 
specifies the information that should be registered about a study’s methods 
and the analysis plan. To develop the template, a task force from the psy-
chological societies examined existing templates and had consensus-based 
discussions to select draft items. The draft was circulated for comment to a 
wide range of stakeholders and feedback was incorporated after in-depth 
discussion.
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7
Specifying “Experts” and “Consensus”

A reader might well think that a book on “Expert Consensus in Science” 
should begin by explaining what is meant by “experts” and “consensus”, 
rather than waiting halfway through to discuss these concepts in detail. 
Chapter 1 did give a brief definition of “expert consensus in science” as “a 
high level of agreement among scientists with relevant expertise about a 
specific scientific claim or about science-based practice or policy”, which 
was sufficient to introduce the scope of this book. However, it raises addi-
tional questions about who is an “expert”, and what level of agreement 
should be regarded as “consensus”. The reason for leaving these issues 
until now is that some background knowledge is first needed on the range 
of uses that expert consensus has had in science and the various types of 
expertise that are required for each purpose.

7.1  Philosophers’ Views on Who Is an Expert

A number of philosophers of science have considered the problem of 
determining who is an expert. A seminal work on the subject, by Alvin 
Goldman (2001), argued that experts in a particular domain “have more 
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beliefs… in true propositions and/or fewer beliefs in false propositions 
within that domain than most people do” (p. 91). To put it more simply, 
they have more accurate beliefs than most other people about the topic. 
However, having more beliefs in truths than falsities is not enough. 
Goldman also argued that there is a certain threshold of knowledge that 
must be reached for a person to be an expert. In other words, they must 
also have a substantial amount of knowledge about the topic. Goldman 
acknowledged that it is difficult to specify what this threshold is.

Other philosophers have disputed Goldman’s view of expertise. Croce 
(2019) has summarized a number of these criticisms and proposed an 
alternative definition of who is an expert. According to his “research- 
oriented account”, a person is an expert in a domain if they have “the 
capacity to contribute to the epistemic progress” in that domain and “can 
provide such help by offering true answers to the questions under dis-
pute” in the domain (Croce, 2019, p. 4). In other words, expertise is not 
only a matter of knowing a lot about a topic, but also of being able to 
contribute to progress in the area through abilities in research. Under 
Goldman’s (2001) definition, a teacher with extensive knowledge of an 
area of science could be an expert, but under Croce’s (2019) definition 
they would need some capacity to create new knowledge through research 
as well.

The problem of determining who is an expert, and whether one person 
has greater expertise than another, differs depending on whether the per-
son making the decision is a novice (e.g. layperson) or themselves an 
expert in the area. Goldman (2001, 2021) has discussed how a novice can 
judge these matters, proposing five possible sources of evidence that they 
could use:

 1. Performance in a debate. When two possible experts disagree, a novice 
can try to identify which one has superior performance in a debate.

 2. Agreement with other experts. A novice can check whether a possible 
expert comes to the same conclusions as other possible experts.

 3. Appraisals by other experts. An expert will have been appraised by 
other experts through credentials such as specialized training from rec-
ognized institutions or professional registration.
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 4. Possible role of self-interest. An expert who has a strong self-interest in 
a particular position (e.g. they will profit from it) should be regarded 
as less trustworthy than one who does not.

 5. Evidence of the expert’s past track record. A novice can assess how suc-
cessful a possible expert has been in the past in providing sound opinions.

Goldman concluded that the last of these sources of evidence (past 
track record) is the most important indicator of expertise for the layper-
son. Although this can be difficult for a layperson to judge, Goldman 
argued that there may be instances where this is possible. An example 
Goldman (2021) gives is where an astronomer predicted that a solar 
eclipse would be visible from a particular location at a specified time, and 
this was found to be true.

Goldman’s (2001, 2021) proposed sources of evidence could also be 
used by other experts, who would be in a much better position to make 
these judgements than novices. However, other philosophers have dis-
cussed specifically how experts recognize expertise in their peers. Kitcher 
(1995) has distinguished two methods by which scientists attribute 
“authority” to peers. He calls these “direct calibration” and “indirect cali-
bration”. With direct calibration, a scientist uses their beliefs about the 
area of knowledge to evaluate the expertise of another person. In other 
words, the scientist concludes that the other person has expertise because 
their beliefs coincide with the scientist’s own. By contrast, with indirect 
calibration, the scientist relies on the beliefs of other scientists, whose 
beliefs they have previously evaluated directly, about the other person. In 
this case, a scientist accepts the other person as an expert because other 
scientists they regard as authorities accept the person as such.

7.2  How Experts Have Been Selected 
in Consensus Studies

Although these philosophers have discussed what defines an expert and 
how this can be evaluated, their work has had remarkably little influence 
on how experts have been chosen for deliberative consensus studies, 
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suggesting that these definitions are difficult to implement in practice. 
Rather, consensus studies have generally taken a pragmatic approach that 
relies on indirect indicators of having the relevant knowledge and skills. 
These indirect indicators are attributes that scientific experts typically 
have, such as professional training in a relevant discipline, employment 
by an organization involved in scientific research, membership of profes-
sional organizations in the area, being known to and communicating 
with other experts, being invited to speak at specialist conferences, pub-
lishing peer-reviewed papers, holding competitive grants and assessing 
other scientists’ grants and papers. In some cases, scientific experts may 
receive accolades, such as fellowships, awards and prizes acknowledging a 
high level of contribution. Where experts are drawn from a science-based 
profession (e.g. a health practitioner), their expertise may involve skills 
(knowing-how, practical knowledge), as well as propositional knowledge 
(knowing-that, theoretical knowledge). This type of expertise may be 
indicated by professional training and registration, area of employment, 
years of practical experience and membership of a relevant professional 
organization. Many of these indicators have been used in the selection of 
experts, as illustrated by the examples in Table 7.1.

While the examples in Table 7.1 illustrate the use of a single indicator 
of expertise, it is more common for expert consensus studies to use mul-
tiple indicators. Case Example 7.1 illustrates this with a consensus study 
that involved a number of selection attributes.

Case Example 7.1 Use of Multiple Attributes to Select Experts on 
Performance Tests for the Exercise and Sport Sciences

Robertson et al. (2017) carried out a consensus study on the measurement 
properties and feasibility of performance tests for exercise and sport sci-
ences. Experts were recruited from one of three categories: clinical exercise 
scientists/physiologists, sport scientists and academics. The clinical exercise 
scientists/physiologists had to have current accreditation with an accredit-
ing body and relevant work experience in the industry. The sport scientists 
had to be currently employed by a professional sporting club or institution. 
The academics had to have publications on the topic. Taken together, these 
requirements illustrate a number of attributes that indicate expertise: pro-
fessional qualifications, relevant work experience, accreditation and rele-
vant publications.
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Table 7.1 Examples of attributes indicating expertise in consensus studies

Attribute 
indicating 
expertise

Example consensus study’s 
goal

How experts selected for 
example study

Professional 
qualifications, 
employment in 
field and work 
experience

Identify factors associated 
with high-level endurance 
performance (Konopka 
et al., 2022)

Professional athletes or 
coaches, exercise-scientists, 
physiotherapists, exercise- 
psychologists or medical 
physicians with extensive 
experience and knowledge 
of elite endurance 
performance

Membership of a 
scientific or 
professional 
organization

How to deal with air leak 
and intraoperative 
bleeding during thoracic 
surgery (Cardillo et al., 
2022)

Members of the Italian 
Society of Thoracic Surgeons 
with known interest and 
high skills in thoracic surgery

Peer-reviewed 
publications

Ascertain scientists’ views 
about attribution of 
global warming 
(Verheggen et al., 2014)

Publication of peer-reviewed 
or grey literature on global 
warming and climate 
change

Invited 
participation in 
a specialized 
symposium

Current status and future 
directions of mild 
cognitive impairment 
with regard to clinical 
presentation, cognitive 
and functional 
assessment, and the role 
of neuroimaging, 
biomarkers and genetics 
(Winblad et al., 2004)

Invitees to The First Key 
Symposium held in 2003, 
supported by The Royal 
Swedish Academy of 
Sciences and the Journal of 
Internal Medicine

Nomination by 
other experts

Recommend specific 
actions to end the 
COVID-19 public health 
threat (Lazarus et al., 
2022)

Identification by project 
leaders of a core group of 
academic, health, NGO, 
government and policy 
experts from 25 countries; 
the core group then 
identified other individuals 
with expertise in COVID-19 
from a diversity of countries
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One factor that should not be used to select experts is their prior agree-
ment with a particular conclusion, as this results in a “manufactured con-
sensus”. When this approach is used, it is better seen as signing a petition 
drafted by someone else rather than as a legitimate consensus exercise 
where alternative positions are given due consideration. Case Example 
7.2 describes such a petition process with the World Climate Declaration.

Some of the attributes in Table 7.1 arguably indicate a higher level of 
expertise than others. As a general rule, publishing multiple papers on a 
topic is stronger than publishing a single paper, having highly cited pub-
lications is stronger than being less cited, being an office-holder or being 
in a higher grade of membership of a scientific organization is stronger 
than being an ordinary member, and personally carrying out relevant 
research is stronger than being a reader of the research. Sometimes it is 
possible to investigate consensus as a function of level of expertise. If the 
level of consensus increases with level of expertise, this arguably supports 
the consensus conclusions. As an illustration, Case Example 7.3 describes 
how the views of scientists on climate change were found to be associated 
with level of expertise as assessed by number of relevant publications and 
citations.

Case Example 7.2 Selection of Signatories to the World Climate 
Declaration

The World Climate Declaration, titled There is No Climate Emergency, is a state-
ment supported by over 1600 scientists that disputes the conclusions of the 
Intergovernmental Panel on Climate Change (IPCC) (Climate Intelligence, 
2023). Following are the conclusions of the declaration: natural as well as 
anthropogenic factors cause warming; warming is slower than predicted; 
climate policy relies on inadequate models; CO2 is plant food, the basis of all 
life on Earth; global warming has not increased natural disasters; and cli-
mate policy must respect scientific and economic realities. The signatories 
include some eminent persons, including two Nobel Laureates. However, a 
check of the qualifications of the 75 Australian signatories found that most 
had no academic position or peer-reviewed research and were working in 
fields unrelated to climate science or the environment (RMIT ABC Fact 
Check, 2020). Applications to sign can be made through the World Climate 
Declaration website, and there is no avenue to express disagreement with 
specific conclusions.
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Looking at the various attributes in Table 7.1, one might ask whether 
there is any common defining feature for who is an expert. One factor 
behind most of the attributes is acknowledgement of expertise by peers. 
Such acknowledgement is involved in acquiring scientific and professional 
credentials, admission to professional societies, authorship of publications 
that have been peer-reviewed, invited participation in a specialized sympo-
sium, and nomination by other experts. A general definition of scientific 
expert might therefore be “a person who is acknowledged as reaching a 
standard of expertise on a scientific topic by the community of scientists 
working on that topic”. Such a definition would be consistent with 
Kitcher’s (1995) proposal for how scientists can use direct or indirect cali-
bration to evaluate whether a person is an expert on a topic. It is also 
compatible with a number of the sources of evidence that Goldman (2001, 
2021) proposed that novices could use, including agreement with other 
experts, appraisal by other experts and past track record.

When proposing the centrality of peer acknowledgement to specifying 
who is an expert, we must also note that sometimes people with relevant 
expertise have not been acknowledged for this because of biases in the 
community; for example, in the past women were not always acknowl-
edged as experts (Fricker, 2007). The importance of selecting a diverse 
group of experts for coming to optimal conclusions is a topic that is cov-
ered in more detail in Chap. 9.

Case Example 7.3 Level of Expertise and Views on 
Climate Change

A number of surveys have been carried out with climate scientists to assess 
the level of agreement on the role of human activity in climate change. 
These surveys show a very high level of agreement, but there is a dissenting 
minority. Anderegg et al. (2010) sought to assess whether scientists who 
have publicly endorsed the conclusions of the IPCC differ in level of exper-
tise from scientists who have signed statements dissenting from the 
IPCC. The indicators of expertise they chose were publications on the topic 
and citations. The authors found that the scientists who supported the 
IPCC’s conclusions were much more likely to have a high number of climate 
publications and a high number of citations to their top papers. For exam-
ple, more than 90% of the IPCC-supporting scientists had 20 or more cli-
mate publications compared to around 20% for the dissenting group.
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7.3  Provision of Additional Data 
to Strengthen Expertise

When scientific experts are selected for a consensus study, they are chosen 
for the expertise they bring to the process. However, in some cases they 
are also provided with additional data relevant to the topic of the consen-
sus, which they can draw on if they wish. Such data might include sys-
tematic reviews of the literature, for example on randomized controlled 
trials of an intervention, or a compilation of specific data values from 
existing studies where a quantitative estimate is required. To critically 
interpret such data itself requires a high level of relevant expertise. To 
illustrate how additional data can be used to strengthen expertise, Case 
Example 7.4 describes a consensus process where a narrative literature 
review was provided to experts, while Case Example 7.5 describes one 
where data values from a systematic review of the literature were provided 
to inform experts’ quantitative estimates.

Case Example 7.4 Use of a Literature Review to Inform Experts on 
Campaigns to Reduce Mental Health-Related Stigma

Clement et al. (2010) carried out a consensus study to find messages suit-
able for use in campaigns to reduce stigma towards people with a mental 
illness. The experts were delegates attending an International Stigma 
Conference who all had expertise in mental health-related stigma. Prior to 
the conference, the research team reviewed the academic and campaign 
literature to find out the main types of messages used. They found ten 
types of messages, such as “valuing difference” messages, “biomedical” 
messages, “recovery” messages and “social inclusion” messages. The team 
also prepared an overview of the research evidence, which covered differ-
ent types of evidence: intervention studies, association studies, qualitative 
studies and studies of opinion. The main conclusion from the review was 
that “biomedical” messages reduce blame but are problematic in other 
ways, and that “recovery-oriented” messages appear promising. When the 
experts met, the ten types of messages were explained by the researchers 
and then the experts used electronic voting pads to rate each message type 
for whether it should be used. Graphical feedback was immediately pro-
vided on the outcomes of the voting. Next, the review of research evidence 
was presented to the experts in the form of a lecture and there was a facili-
tated discussion about the messages where there was least consensus. In a 
final round of voting, the most highly rated message types were “recovery- 
oriented” and “see the person” messages.

 A. Jorm



111

The provision of additional data for consideration by expert panels has 
implications for the usefulness of hierarchies of evidence that place 
randomized controlled trials at the top and expert consensus at the 
bottom (see Chap. 6). These hierarchies do not take account of the types 
of data that the experts are drawing on, which can range from a systematic 
review of randomized controlled trials through to their own professional 
experience. Similarly, it calls into question the distinction in clinical 
practice guidelines between “evidence-based guidelines” and “consensus-
based guidelines” (see Chap. 6). Even where randomized controlled trial 
data exists, it does not directly determine professional practice and has to 
be interpreted by a panel of experts for its relevance to typical patients 
(who often have co-morbid diseases), to people of different ethnicities 
and to the health system of the country.

Case Example 7.5 Use of Published Data to Inform Experts on 
Estimating the Global Prevalence of Dementia

Ferri et  al. (2005) carried out an expert consensus study to estimate the 
prevalence of dementia for each world region. Twelve international experts 
were recruited and provided with a systematic review of published studies 
on the prevalence of dementia. The review gave the age-specific prevalence 
rates from each study along with methodological details such as the sample 
size, the sampling procedure, the response rate and the diagnostic criteria 
used. The experts were asked to review the document and give their own 
estimates for prevalence in each region in five-year age bands from 60 to 64 
years up to 85 years and older. Because the data were sparse or non-existent 
for some regions, the experts were requested to make inferences using the 
data from other regions and to provide comments on the decisions they 
made. The group response was summarized as the mean prevalence esti-
mate and returned to the experts along with the comments provided by 
others. The experts were given the opportunity to revise their estimates if 
they wished. The second-round estimates were used to provide the final 
consensus prevalence rates and a global estimate of the number of demen-
tia cases.
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7.4  Specifying Experts on Values

A number of philosophers of science have pointed out that science is not 
value free (Douglas, 2009; Kitcher, 2011; Longino, 2004). This can be 
seen, for example, in decisions about what topics are important to priori-
tize in research. Chapter 6 argued that values become particularly impor-
tant in areas of professional practice and policy, where deciding a course 
of action involves a consensus on values in addition to a consensus on 
scientific facts. Scientists and science-based professionals are in a position 
to make judgements about both the scientific evidence and the values 
involved in deciding what actions should be taken. However, in many 
cases, the values of these experts may differ from those of the people who 
are potentially affected by any consensus on what should be done.

Surveys of scientists in a number of countries show that they differ in 
attitudes from the general public, being more likely to have liberal or left- 
wing political attitudes (van de Werfhorst, 2020) and being less religious 
(Ecklund et al., 2016; Masci, 2009; Nakhaie & Brym, 1999). These dif-
ferences are greater in some disciplines than others, with liberal attitudes 
particularly common in the social sciences (Klein & Stern, 2005; Nakhaie 
& Brym, 1999). It has been argued that greater political diversity would 
be beneficial to social psychological science, as it would reduce bias in 
selection of topics and in conclusions, and it would empower dissenting 
minority views and improve critical thinking (Duarte et al., 2015).

Scientists and science-informed professionals also tend to come from 
certain cultural groups, particularly high-income Western countries. As a 
consequence, their values may not reflect those of people in other cul-
tures or of cultural minorities in their own societies. Similarly, in areas of 
professional practice like medicine, the values of professionals may differ 
from those of patients and family members who are directly affected by 
the health condition in question.

Given the importance of getting a consensus on the values of all inter-
ested parties, some consensus studies include the general public, cultural 
experts and consumer advocates as experts in matters of values.
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Case Example 7.6 describes how surveys of the public in a wide range 
of countries were used to develop disability weights for various health 
conditions, which could be used to estimate the global burden of dis-
eases. This work was undertaken to replace earlier disability weights pro-
duced by health professionals, but has itself been controversial because of 
doubts about the validity of the weights for some health conditions.

Case Example 7.6 Use of Laypeople to Develop Disability Weights 
for the Global Burden of Disease Study

The Global Burden of Disease (GBD) study aims to investigate the impact of 
different diseases and injuries on population health, producing estimates 
for all the countries and regions of the world, as well as global estimates. 
Central to the GBD study is the concept of the disability-adjusted life year 
(DALY), which is a way of quantifying losses of healthy life due to either 
premature mortality or time lived in a state of reduced functioning (disabil-
ity). The study estimates the DALYs due to various diseases in order to quan-
tify their relative impact on a population. To estimate DALYs, the researchers 
use “disability weights”, where each health condition is rated on a scale 
from 0 (no loss of health) to 1 (loss equivalent to death). The GBD study 
began in the early 1990s and has been regularly updated since. In the early 
GBD work, the disability weights were produced by a panel of health pro-
fessionals in a deliberative consensus exercise. However, this approach was 
criticized as failing to reflect the perspectives of diverse cultures and envi-
ronments, and eventually replaced by a new study of disability weights pro-
duced by the ratings of members of the public from many countries 
(Salomon, 2010). To produce the disability weights, the lay participants had 
to compare pairs of hypothetical individuals with different health condi-
tions and say which one they thought was healthier. Because the partici-
pants were not health professionals, they had no expertise on the impact of 
various health conditions and had to judge this from brief lay descriptions 
provided by the researchers. This led to some anomalies, for example for 
complete hearing loss and neck-level spinal cord lesions, where the weights 
were unrealistically small given the known disability from measures taken 
on patients. Subsequent research had to be carried out with revised descrip-
tions of these health conditions to produce more realistic weights (Salomon 
et al., 2015).
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Another related body of research involves the use of quality-adjusted 
life years (QALYs) to estimate the impact of various health conditions on 
quality of life. QALYs are widely used in health economics where the 
impact of health interventions, such as pharmaceuticals, is costed in 
terms of dollars per QALY gained from the intervention. However, judge-
ments about quality of life may be influenced by culture, as illustrated in 
Case Example 7.7. Such cultural differences imply that for some values, 
judgements may not be culturally transportable.

Another group which has expertise to offer in matters of values is con-
sumer advocates. The importance of including consumer perspectives is 
becoming increasingly recognized in the area of health. Health interven-
tions need to be acceptable to the people they are targeted at, and these 
consumers may have a different values perspective to health professionals. 
One way to ensure that a consensus is consistent with their values is to 
require a consensus of both professional and consumer experts about 
actions that should be taken. Case Example 7.8 illustrates the use of con-
sumer advocates as experts along with professionals in the area of mental 
health first aid for a suicidal person.

Case Example 7.7 Cultural Differences in the Valuation of 
Health States

To measure a QALY requires that values be assigned to states of health, 
which can vary on a scale between 1 for perfect health and 0 for dead. A 
person who lives in perfect health for 1 year will have 1 QALY, as will a per-
son who lives with half perfect health for 2 years. To develop the values of 
various health states, members of the public are given descriptions of 
health involving how affected the person is in areas such as physical func-
tioning, role limitation, social functioning, pain, mental health and vitality. 
Various methods are used to convert these values to the 0 to 1 scale. Studies 
to develop these values have been carried out in a range of countries. A 
review of these studies (Wang & Poder, 2023) found that the valuations of 
health states varied across countries. Anglo-Saxon countries were found to 
give more importance to pain when rating quality of life, while non-Anglo- 
Saxon countries gave more importance to physical functioning. Furthermore, 
countries with a higher level of economic development cared less about 
physical functioning but more about mental health and pain.
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A potential stumbling block in involving non-scientists in value-based 
consensus processes is that these require an understanding of the scien-
tific evidence as a foundation when making the value judgements. For 
many issues, the public will lack the required knowledge. One approach 
to overcoming this limitation is the use of citizen juries. A citizen jury 
involves a randomly chosen or diverse group of citizens who are given a 
specific policy issue to make recommendations on. The policy issue can 
be a science-based one. The jury is given a detailed briefing by experts 
about the issue and can ask them questions. They are asked to deliberate 
on the issue and to produce recommendations. If the jury is randomly 
chosen, its recommendations are more likely to be acceptable to the wider 
public. Case Example 7.9 describes the use of citizen juries on the contro-
versial area of onshore wind farms in Scotland. A strength of this example 
is that it involved multiple juries in different communities, allowing an 
assessment of the reliability of recommendations across communities.

Case Example 7.8 Consumer Advocates as Experts on Mental 
Health First Aid for a Suicidal Person

If a person becomes suicidal, their friends and family are in the best position 
to provide initial assistance, before professional help can be accessed. To 
guide the content of training in suicide first aid for the public, an expert 
consensus study was carried out on what actions are likely to be helpful 
(Ross et al., 2014). A systematic search was carried out of the suicide preven-
tion literature to find statements about possible helping actions. In the 
research, 436 statements about actions were found, and experts were asked 
to rate these for their importance. Two expert panels were recruited. The 
first involved professionals working in the area of suicide prevention, and 
the second consisted of consumers who had personal experience of being 
suicidal and had taken on an advocacy role. Consensus on a helping state-
ment required that it had to be endorsed as important or essential by at 
least 80% of both the professional and consumer groups. A total of 164 
statements met this criterion and have been used internationally to guide 
the content of Mental Health First Aid training.
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7.5  Specifying What Is Consensus

Chapter 4 distinguished between spontaneous and deliberative consensus. 
With spontaneous consensus, there is no formal process to ascertain agree-
ment, but there are indicators that it has occurred, such as a high rate of 
positive citations and incorporation in textbooks. In the case of citations, 
there is evidence that they reflect the importance of a scientific publication. 
This can be seen in the area of astronomy, where the American Astronomical 
Society marked its centennial by asking 53 senior astronomers to nominate 
the most important articles in the past century from two major journals 
(Abt, 2000). The citations to these articles were compared to those of adja-
cent articles published at the same time, which served as controls. The 

Case Example 7.9 Citizen Juries on Onshore Wind Farms in 
Scotland

Engagement of the public is emphasized in Scottish Planning Policy. Citizen 
juries have been trialed as a means of achieving this for the controversial 
issue of wind farms (Roberts & Escobar, 2015). Juries were formed in three 
different communities which had varying degrees of exposure to wind farm 
developments. The jurors were selected using quotas to ensure that they 
were broadly representative of the Scottish population in sociodemo-
graphic characteristics and attitudes towards the environment. The juries 
were set the following task: “There are strong views on wind farms in 
Scotland, with some people being strongly opposed, others being strongly 
in favour and a range of opinions in between. What should be the key prin-
ciples for deciding about wind farm development, and why?” The juries 
met for two days separated by a “reflection phase” of two to three weeks. 
On the first day, they heard from an impartial expert on energy and climate 
change, followed by two experts presenting arguments for or against wind 
power, and then two experts presenting arguments for or against wind 
farms. On the second day, two to three weeks later, the jury had to set the 
agenda and work together on the assigned task of coming up with the key 
principles. Many jury members reported changing their views during the 
process and the three juries were found to produce many similar principles. 
The principles included the desirable energy mix for Scotland, the charac-
teristics of evidence needed for decision-making, the range of positive and 
negative impacts that should be taken into account and the public respon-
sibility for reducing energy consumption.
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nominated articles averaged 6.7 times as many citations as the control arti-
cles and had citation half-lives that averaged 2.5 times longer.

Earlier chapters presented examples of spontaneous consensus around 
findings that had a very high rate of citation and were awarded Nobel 
Prizes (Case Example 4.1 on Accelerating Expansion of the Universe and 
Case Example 4.2 on Bacterial Infection and Stomach Ulcers) and method-
ological contributions in textbooks that have become very widely used 
(Case Example 6.1 on The P < .05 Level of Statistical Significance and Case 
Example 6.2 on Atlas of the Rat Brain).

Where consensus is formally assessed in a deliberative process, it can 
range from 0% to 100% of experts agreeing with a claim. A value closer 
to 100% is a stronger endorsement, but it has been argued by Beatty and 
Moore (2010) that unanimity is not necessarily a good thing:

The existence of a persistent minority indicates that the majority position 
was tested, which is confidence-inspiring; and that the minority position 
was bested, but not to the point that its advocates capitulated on the sub-
stantive issue. A mixed outcome is a record and a reminder that there are 
alternative points of view to the one that prevailed at the time of the vote, 
and serves as a way to keep an issue alive. (p. 203)

According to this view, the existence of dissent signals that there has been 
full consideration of alternative positions and that the issues have been 
debated. Similarly, Dellsén (2021) has argued that the existence of some 
dissent shows that there has not been pressure from others in the group 
to conform:

Generally speaking, however, a certain marginal level of dissent among 
experts should increase a layperson’s confidence in a theory about which 
the experts have otherwise reached a consensus, roughly because this indi-
cates that the agreement on the theory in question is less likely to be due to 
a conformity effect, that is, ‘groupthink’. (p. 20)

A push for unanimity can also lead scientists to a bland consensus, as that 
is what everyone can agree on. This is what Sarewitz (2011) experienced 
when working on a consensus report on Geoengineering: A National 
Strategic Plan for Research on Climate Remediation. In a reflection on the 
consensus process, he concluded:
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The very idea that science best expresses its authority through consensus 
statements is at odds with a vibrant scientific enterprise. Consensus is for 
textbooks; real science depends for its progress on continual challenges to 
the current state of always-imperfect knowledge. Science would provide 
better value to politics if it articulated the broadest set of plausible interpre-
tations, options and perspectives, imagined by the best experts, rather than 
forcing convergence to an allegedly unified voice…. Unlike a pallid con-
sensus, a vigorous disagreement between experts would provide decision- 
makers with well-reasoned alternatives that inform and enrich discussions 
as a controversy evolves, keeping ideas in play and options open. (p. 7)

However, unanimity is not incompatible with a full consideration of 
alternatives and lack of pressure to come to a consensus. An indicator of 
this occurring would be where multiple claims about a particular topic 
are judged by the experts, and only some reach unanimity. If some claims 
are very strongly endorsed and others not, this indicates that dissent on 
issues was acceptable to the group. Case Example 7.10 describes an expert 
consensus study on what parents should do to prevent body dissatisfac-
tion in their young children. The level of consensus varied greatly depend-
ing on the statement being rated, with some achieving unanimous 
endorsement and others not even managing majority support.

Case Example 7.10 Varying Levels of Consensus on What Parents 
Should Do to Prevent Body Dissatisfaction in Preschool Children

Hart et al. (2014) carried out an expert consensus study on what parents of 
preschool children should do to prevent body dissatisfaction and unhealthy 
eating patterns. A group of 28 experts rated 335 potential preventive 
actions for parents that were found from a search of the literature. 
Statements about prevention had to be endorsed by at least 90% of the 
panel to be included as reaching consensus. The levels of endorsement as 
“essential” or “important” varied widely. Some statements were unani-
mously endorsed: for example, “Parents should accept their child as they 
are, regardless of the child’s weight, size, or body shape” and “Parents 
should discourage their child from dieting as a way of losing weight”. 
However, others were rejected by a majority of the experts: for example, 
“Parents should use a goal chart to encourage exercise habits in family 
members, and make sure there are fun rewards” and “Parents should pro-
mote to their child that physical activity is a means of losing weight”. This 
wide variation indicates that unanimity was not achieved through group 
pressure or exclusion of alternative views.
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Where a cut-off for percentage agreement is used to define consensus, 
the cut-off chosen may depend on the question asked and the purpose of 
the consensus exercise. Chapter 3 described the work of Vickers (2023), 
which aims to identify scientific facts that will be forever true (although 
perhaps subject to minor fine-tuning). His proposed criteria for identify-
ing these are “a solid scientific consensus amounting to at least 95%, in a 
scientific community that is large, international, and diverse” (p.  18), 
which is a very high bar. Consensus on methodological standards is 
another area where a very high level of consensus would be appropriate.

For other issues, such as defining a concept or measure, a simple majority 
might be appropriate. In these cases, the role of a consensus exercise is not 
about “truth” but about a scientific community agreeing that unless they 
agree on something in their field, it cannot advance efficiently. In such 
instances, if all the experts who are voting agree to abide by the majority deci-
sion, even if not everybody loves it, and this decision is recognized by others 
in the field, a higher level of consensus may not be necessary. Case Example 
7.11 illustrates how a majority vote was used by the International Astronomical 
Union to remove Pluto from the list of planets, while Case Example 7.12 
describes how the International Bureau of Weights and Measures uses a 
majority vote to update the International System of Units (SI).

Case Example 7.11 Voting to Remove Pluto from the List 
of Planets

Pluto was removed from the list of planets by the International Astronomical 
Union (IAU) in 2006 (Zachar & Kendler, 2012). What prompted its reclassifi-
cation was the discovery in 2005 of Eris, which is located beyond Pluto, is 
larger and has a moon, making it potentially a tenth planet. However, its 
orbital path is quite different to other planets, with a 45 degrees inclination 
relative to the orbital plane of the Earth. This led the IAU to reconsider the 
definition of a planet. An IAU Working Group on the Definition of a Planet 
was unable to come to a consensus on the issue. Eventually, it was put to a 
vote at the IAU’s 2006 conference, with 78.5% of members who were pres-
ent voting for a definition of a planet which required that it orbit the Sun 
(not be a moon), be massive enough to take a spherical shape, and not be 
a member of a larger group of objects sharing the same orbital location. 
The latter requirement was not met by Pluto and Eris, which were put into 
a new category of dwarf planets. The vote was controversial because it 
occurred on the last day of the conference when most delegates had 
already left and only 424 members voted.
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Another factor in determining what is an appropriate level of consensus 
is the degree of risk associated with a particular course of action. In areas 
of environmental and health policy, policymakers sometimes invoke the 
“precautionary principle”, which “holds that we should not allow 
scientific uncertainty to prevent us from taking precautionary measures 
in response to potential threats that are irreversible and potentially 
disastrous” (Resnik, 2003, p. 329). Intemann (2017) has discussed the 
implications of taking account of risk assessment when using scientific 
consensus in policy decisions:

it is also dangerous to think that scientific consensus is necessary for mak-
ing rational policy decisions. Often, there are contexts in which we must 
adopt public policies despite significant uncertainties and thus despite a 
lack of consensus about the scientific evidence. For example, significant, 
and legitimate, disagreement might exist about the extent to which a par-
ticular substance is toxic. Nonetheless, one might still argue that in the face 
of uncertainty, certain risks are more acceptable than others. Hence, it 
might be rational to adopt regulations even if there is no scientific consen-
sus about toxicity. (p. 199)

Case Example 7.12 Voting on Changes to the International 
System of Units (SI)

The International Bureau of Weights and Measures is an intergovernmental 
organization in which member countries set worldwide measurement stan-
dards, including for the SI system of units which is the modern form of the 
metric system (OECD/BIPM, 2020). The Bureau defines the base units of the 
SI system, such as the second, metre, kilogram and ampere. The ultimate 
governing body for the Bureau is the General Conference on Weights and 
Measures, which consists of delegates from all the member countries and 
meets every four years. The Conference adopts resolutions based on an 
absolute majority (50%) of votes of member countries attending the meet-
ing, with the resolutions then implemented by the member countries. The 
Bureau has voted to change the definitions of the SI units on a number of 
occasions throughout its history in order to give greater precision.
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The most prominent contemporary example of the application of the 
precautionary principle is in the area of climate change. There are poten-
tially catastrophic risks involved in not taking action to reduce global 
warming, even if there are scientific uncertainties. In this case, it is argu-
ably unwise to require a very high level of scientific consensus before 
taking action. Conversely, some solutions involving climate engineering 
(e.g. ocean fertilization to remove CO2 and solar radiation management 
to reflect sunlight back into outer space) are also potentially risky, and a 
very high level of certainty might be required before implementing them. 
Case Example 7.13 describes another issue, the health effects of electro-
magnetic fields, where the precautionary principle has been invoked by 
some experts.

Case Example 7.13 Application of the Precautionary Principle with 
Health Effects of Electromagnetic Fields

Modern technologies (e.g. mobile phones) have increasingly exposed 
humans to electromagnetic fields (EMF). The World Health Organization 
(WHO) has set up the International EMF Project to assess the health and 
environmental effects of EMF exposure. The WHO (2005) has advised that 
“No major public health risks have emerged from several decades of EMF 
research, but uncertainties remain” (p.  1). However, in 2009, a scientific 
panel independent of WHO met in Seletun, Norway, for three days to dis-
cuss the scientific evidence and the public health implications of global 
exposures to artificial EMF. This scientific panel published a consensus state-
ment that incorporated the precautionary principle and made recommen-
dations for action that went beyond the cautious conclusion of WHO 
(Fragopoulou et al., 2010, p. 2):

The Seletun Scientific Panel … recommends preventative and precau-
tionary actions that are warranted now, given the existing evidence for 
potential global health risks. We recognize the duty of governments 
and their health agencies to educate and warn the public, to imple-
ment measures balanced in favor of the Precautionary Principle, to 
monitor compliance with directives promoting alternatives to wireless, 
and to fund research and policy development geared toward preven-
tion of exposures and development of new public safety measures.

These contrasting conclusions illustrate how an assessment of risks may 
alter the scientific consensus on policy action.

7 Specifying “Experts” and “Consensus” 
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To answer the question posed in this section about what level of agreement 
should define “consensus”, the purpose of the consensus exercise needs to 
be considered. For some purposes (e.g. defining scientific truth or best 
practice in methodology), a very high threshold for consensus is 
appropriate, whereas for others (e.g. defining concepts or standardizing 
measures) a much lower threshold may be adequate. While a consensus 
approaching 100% indicates a strong level of endorsement by experts, it 
is important that open discussion and dissent are allowed and that there 
is no pressure to conform. A high level of consensus that is less than 
100% is an indicator that these conditions are met and may be considered 
a strength in many circumstances. A lower level of consensus may also be 
appropriate in matters of public policy where a prompt decision needs to 
be made.

Levels of agreement lie on a continuum from <50% to 100%. However, 
it may be useful to divide this continuum into bands and consider what 
types of use they might be appropriate for. Table 7.2 proposes such a clas-
sification, which should be regarded as an interim proposal in the absence 
of any deliberative process to formalize it.

Table 7.2 A proposal for classification of levels of agreement among experts

Level of 
agreement

Description  
of level Potential uses

100% Unanimity Defining truth (but requires opportunities 
for dissent to be credible)

95%+ High level of 
consensus

Defining truth

80%+ Consensus Establishing the current thinking on likely 
truth or an acceptable methodology

67%+ Substantial 
majority 
agreement

Coming to a decision on important 
matters of social or health policy where 
the “precautionary principle” applies

50%+ Majority 
agreement

Defining terms and measures
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7.6  Reporting on Consensus

In order to critically evaluate consensus studies, it is important that the 
way that experts have been selected, the criteria for consensus, and the 
process for arriving at it are fully reported. However, it is surprising that 
many studies that use a consensus methodology do not report these basic 
details, opening them to criticism that alternative positions were not fully 
considered or there was pressure to conform. Case Example 7.14 illus-
trates this with a position statement by the Sleep Research Society on the 
adoption of permanent standard time in the United States.

To improve the quality of reporting, the EQUATOR Network (see 
Chap. 6, Case Example 6.4) has recently published guidelines for report-
ing consensus studies in biomedicine (Gattrell et al., 2024). These were 
developed based on a Delphi expert consensus study. The guidelines 
involve 35 features of a consensus study which should be reported, 
including how expert panel members were selected (including criteria for 
panelist inclusion, how they were recruited, any roles as members of the 
public, patients or carers) and assessment of consensus (including how 
questions were presented, the definition of consensus, how responses 

Case Example 7.14 Lack of Information on Level of Consensus in 
the Sleep Research Society’s Position Statement on the Adoption 
of Permanent Standard Time in the United States

The Sleep Research Society is a US professional organization concerned 
with education and research on sleep and circadian science. The Society has 
published an official position statement in one of its journals on the issue of 
whether daylight saving time should be continued in the United States 
(Malow, 2022). The Position Statement briefly reviews the evidence on the 
health effects of changing the clock, including effects on sleep loss, well- 
being, stroke, myocardial infarction and traffic accidents. Because of the 
health problems associated with changes to daylight saving time, the 
Society has advocated for the adoption of permanent standard time. 
Although this is an official position of the Society, no information is pro-
vided about who produced the Statement and how it came to be adopted, 
including how experts were chosen, how consensus was established and the 
level of consensus achieved.

7 Specifying “Experts” and “Consensus” 



124

were collected and synthesized, how any feedback was presented to panel 
members, whether voting was anonymous).

The quality of methods to establish a scientific consensus is critical to 
deciding whether any conclusions should be accepted by scientific peers, 
practitioners, policymakers and the public. Clear reporting on what was 
done is the first step in evaluating quality. However, it is not sufficient, as 
some methods are more likely to result in quality decisions than others. 
The weaknesses of many consensus methods and how these might be 
improved are the subject of the next three chapters of this book.
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8
Methods for Determining Deliberative 

Consensus

A number of specific methods have been used for determining delibera-
tive consensus, each of which involves decisions about how expertise and 
consensus are defined. This chapter describes ten of these methods and 
gives examples of their use: Delphi studies, the nominal group technique, 
surveys of experts, systematic analysis of conclusions in peer-reviewed 
literature, consensus conferences, expert working groups, scientific cita-
tion networks, prediction markets, artificial intelligence and bespoke 
complex consensus methods. The following chapter (Chap. 9) will exam-
ine the adequacy of these methods for validly determining a scientific 
consensus.

8.1  Delphi Studies

The Delphi method was originally developed for use in forecasting (e.g. 
of future military threats to a country), but has also become a commonly 
used method for determining scientific consensus (Hsu & Sandford, 
2019; Jorm, 2015). A Delphi study involves a number of steps. A group 
of individuals with expertise on some topic needs to be recruited. The 

https://doi.org/10.1007/978-981-97-9222-1_8#DOI
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researchers compile a questionnaire with a list of statements that the 
experts anonymously and independently rate for agreement. The research-
ers then analyse the results and feed them back anonymously to the 
experts so that they can compare their ratings with the group. The experts 
are then able to revise their ratings after receiving the feedback. The 
responses converge across rounds of rating and are assessed against some 
statistical criterion for consensus. There are many variants of the Delphi 
method, which differ in how the initial statements for rating are pro-
duced, how the experts are recruited, whether the ratings are gathered in 
person or online, what type of feedback is given, how much discussion of 
reasons for rating is allowed and how many rounds of rating are used.

Delphi studies have been widely used in the health sciences to develop 
expert consensus on research methods, professional practice and scien-
tific facts. Case Example 8.1 involves use of the Delphi method to develop 
consensus on research methodology, while Case Example 8.2 illustrates 
its use to arrive at a consensus on clinical practice. Case Example 7.5 
(presented in Chap. 7) illustrates the use of the method to develop con-
sensus on scientific facts, in this case the global prevalence of dementia.

Case Example 8.1 Use of Delphi Method to Produce Criteria for 
Quality Assessment of Randomized Controlled Trials

Systematic reviews are often used to summarize the findings from random-
ized controlled trials of health interventions. Such reviews typically include 
a methodological assessment of the quality of each of the trials in the 
review. However, to do this requires criteria for defining the quality of a 
trial. Verhagen et al. (1998) used the Delphi method to obtain consensus 
among experts about the core items that should be used for quality assess-
ment. The researchers attempted to recruit a diverse group of experts, 
which included authors of publications on quality assessment, epidemiolo-
gists and statisticians. They created an initial questionnaire based on the 
items included in existing quality criteria lists for randomized controlled 
trials (e.g. Was a method of randomization performed? Was the outcome 
assessor blinded?). In the first round of the Delphi study, experts were asked 
to rate items on a five-point scale from “0: strongly disagree” to “4: strongly 
agree”. Participants could suggest alternative wordings and new items 
about quality criteria. The researchers found substantial disagreement 

(continued)
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The Delphi method has also found widespread application in biological 
and social sciences. Case Example 8.3 illustrates a use in the biological 
sciences to develop a set of priorities for action, and Case Example 8.4 
illustrates its use in the social sciences to develop advice for policymakers 
and the public.

Case Example 8.2 Use of Delphi Method to Produce Guidelines on 
Sedation and Analgesia in Critically Ill Children

Because there was limited evidence from randomized controlled trials on 
analgesia and sedation in critically ill children, the UK Paediatric Intensive 
Care Society’s Sedation, Analgesia and Neuromuscular Blockade Working 
Group carried out an expert consensus study to develop clinical practice 
guidelines using a variant of the Delphi method (Playfor et al., 2006). The 
Working Group was an interdisciplinary group of 13 intensive care unit per-
sonnel including physicians, nurses and pharmacists. An initial consensus 
conference produced a draft set of guidelines, which were sent to the 13 
Working Group participants and independently rated for agreement on a 
nine-point scale ranging from “1: Disagree strongly” to “9: Agree strongly”. 
Consensus was defined as 90% of the experts giving a rating of 7 or more 
on this scale. Recommendations that did not reach consensus on the first 
round of voting were rewritten to incorporate suggestions made. After 
three rounds of voting, recommendations that did not reach consensus 
were excluded. Of the 20 draft recommendations, all eventually achieved 
consensus and were included in the guidelines.

Case Example 8.1 (continued)

among the experts to the items in the first-round survey, with the statisti-
cians differing from the authors and epidemiologists about what was 
important. The items were rated again in two subsequent rounds, which 
included modifications based on comments made by the experts. The 
researchers wanted a short final list of criteria, so they set a high threshold 
for consensus and only included items if they had a mean score of 2.8 or 
more on the 0–4 scale. From an initial pool of 206 items, the experts were 
able to reach consensus on nine quality criteria.
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Case Example 8.3 Use of Delphi Method to Determine Site 
Selection for European Oyster Habitat Restoration Projects

The European oyster is a threatened species, which was formerly common 
in European coastlines, but has been affected by overfishing and habitat 
destruction. Hughes et  al. (2023) carried out a Delphi study to identify 
appropriate sites for habitat restoration projects. Twenty-five experts were 
recruited through the Native Oyster Restoration Alliance, which includes 
representatives from government agencies, science, non-government orga-
nizations, oyster growers and fisheries cooperatives. In the first-round ques-
tionnaire, the experts were asked to provide a list of potential selection 
factors. The researchers then categorized these factors and removed dupli-
cates. In the second-round questionnaire, the experts were asked to rate 
each of 96 potential selection factors as “essential”, “desirable”, “not nec-
essary” or “not sure”. Consensus was defined as >70% of experts rating a 
factor as “essential” or “desirable”. The experts were asked to review the 
findings from the second-round survey and given the opportunity to com-
ment. Factors that did not reach the consensus criterion were reconsidered 
in a third and final round. Consensus was reached on 65 key factors, which 
covered abiotic, socio-economic and logistical factors.

Case Example 8.4 Use of Delphi Method to Identify Strategies for 
Improving Life Satisfaction

There is extensive research on improving life satisfaction, but this is complex 
to review. As an alternative, Buettner et al. (2020) used the Delphi method 
to assess the opinions of 20 senior researchers who were familiar with this 
evidence. The aim of the study was to find what policies are most likely to 
yield greater happiness for nations, and what individual strategies are most 
likely to enhance people’s happiness. The investigators asked the experts to 
suggest ideas to address these two aims, which they sorted and reworded 
to eliminate redundancy. The experts were then asked to rate each of the 
strategies for effectiveness and feasibility on 1–5 scales, and the two ratings 
were summed to give scores from 2 to 10. The experts’ ratings were exam-
ined for mean rating (reflecting level of endorsement) and standard devia-
tion (reflecting degree of disagreement among experts). These results were 
fed back to the experts, and they were invited to make comments. In a 
second round of voting, the experts were asked to reconsider the strategies 
on which there was the most initial disagreement. The final list of strategies 
was made up of those with high average ratings and lower disagreement. 
The most strongly recommended policies involved investing in happiness 
research, strengthening social bonds, promoting good governance and 
investing in education. The recommended individual strategies were invest-
ing in social bonds, keeping learning and leading an active life.
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8.2  Nominal Group Technique

A closely related method to the Delphi method is the Nominal Group 
Technique (Harb et al., 2021), which involves a structured group process 
for identifying problems, generating solutions and making decisions. The 
technique is carried out in a meeting with a facilitator who explains the 
question to be answered and the procedure to be followed. The facilitator 
asks participants to write down their ideas on the question. These ideas 
are then shared with the group without discussion. Next, the ideas are 
discussed by the group. Finally, members of the group independently 
rank or rate the ideas to determine the final outcome. As with Delphi, the 
Nominal Group Technique has many variants, with differences in how 
group members are selected, how the options for the group to consider 
are elicited, shared and refined, and how they are evaluated (Harb et al., 
2021). This method has been used much less commonly than Delphi to 
determine scientific consensus. A major constraint is that it requires a 
face-to-face or online meeting, whereas Delphi studies are often done 
using online surveys which experts complete in their own time. Also, 
Nominal Groups can feasibly deal with a much smaller number of deci-
sions than the Delphi method.

Most uses of the Nominal Group Technique for scientific consensus 
have been in the health sciences (Harb et al., 2021). Case Example 8.5 
describes how it was used to determine a consensus on diagnosis of irri-
table bowel syndrome. Case Example 7.4 (see Chap. 7) also used the 
Nominal Group Technique to find messages suitable for use in campaigns 
to reduce stigma towards people with a mental illness.

Case Example 8.5 Use of the Nominal Group Technique to 
Determine Consensus on Diagnosis of Irritable Bowel Syndrome 
(IBS) in Primary Care

Patients with IBS present first to GPs, who are generally the sole providers 
of care. GPs therefore need to be able to reliably diagnose this condition. 
Diagnostic criteria for IBS have been developed for specialist medical set-
tings, but these have not been as useful in primary care. Rubin et al. (2006) 
therefore used the Nominal Group Technique to develop a consensus on 
the diagnosis of IBS in primary care. The experts were ten GPs with a special 

(continued)
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8.3  Surveys of Experts

Formal surveys of members of scientific and professional societies or of 
authors of peer-reviewed publications on the topic of interest have some-
times been used to assess the consensus of experts. They are similar to the 
first round of a Delphi study, but no feedback is given to the experts on 
the results, and they have no subsequent rounds of rating. These methods 
have been extensively used in the area of human-caused climate change 
and show overwhelming support for its existence, as seen in Case 
Example 8.6.

Chapter 3 described the proposal of Peter Vickers in his book Identifying 
Future Proof Science (Vickers, 2023) that a statement could be regarded as 
a scientific fact if there was “a solid scientific consensus amounting to at 
least 95%, in a scientific community that is large, international, and 
diverse” (p. 18). To make this proposal concrete, Vickers has recently set 
up an Institute for Ascertaining Scientific Consensus, which is described 
in Case Example 8.7.

Previous chapters have presented other examples of the use of expert sur-
veys to establish whether a consensus exists. Case Example 4.5 (see Chap. 4) 
described the use of a survey of published researchers to investigate the causes 
of the demise of the Neanderthals, which found support for the role of 

Case Example 8.5 (continued)

interest in gastroenterology and two gastroenterologists, drawn from ten 
European countries. The researchers developed a series of 242 patient sce-
narios with different patterns of symptoms, signs, and risk factors, which 
were initially rated by the experts on a nine-point scale for level of agree-
ment that the patient had IBS. The experts then met for two days to discuss 
the scenarios. They were provided with feedback on their own ratings and 
how they compared to the group’s ratings, and they discussed each scenario 
in turn. This was followed by a confidential re-rating. Consensus that the 
person had IBS was defined as at least ten of the twelve experts scoring 7–9 
on the nine-point rating scale. There was consensus about several defining 
symptoms of IBS, the duration of symptoms required for diagnosis, support-
ing risk factors and physical examinations that should be carried out.
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demographic factors but disagreement about other possible causes. Similarly, 
Case Example 2.8 (Chap. 2) described how the International Astronomical 
Union used a vote of members at a conference in deciding to remove Pluto 
from the official list of planets.

Case Example 8.6 Use of Surveys to Assess Expert Consensus on 
Human-Caused Climate Change

Cook et al. (2016) reviewed surveys of scientists on human-caused climate 
change that have been carried out since 1991. The scientists were sampled 
from a variety of sources, including membership of professional bodies, sig-
natories of public statements and conference attendees. The samples of 
scientists came from a range of countries. Questions asked also varied; 
examples include: “How convinced are you that most of recent or near 
future climate change is, or will be, a result of anthropogenic causes?” and 
“Do you think human activity is a significant contributing factor in chang-
ing mean global temperature?”. Cook et al. divided the survey responses 
according to whether the sample of scientists included non-publishing cli-
matologists or was restricted to publishing climatologists. They found a 
greater level of consensus among scientists with a higher level of expertise 
and concluded that “scientific consensus… is robust, with a range of 
90%–100% depending on the exact question, timing and sampling 
methodology”.

Case Example 8.7 Use of Online Surveys by the Institute for 
Ascertaining Scientific Consensus

Peter Vickers has set up an international network of scientists who can be 
polled on whether they agree or disagree with specific scientific statements 
(Adam, 2023). He has provisionally titled this network The Institute for 
Ascertaining Scientific Consensus (Institute for Ascertaining Scientific 
Consensus, 2024). At the time of writing, the Institute was still in its early 
stages, but the aim was to be able to email a global panel of over 100,000 
scientists, who could respond to a specific question in under two minutes, 
thus placing minimal burden on participants. It was proposed that the first 
statement to be polled would be an uncontentious one which could test 
the methodology, such as “Science has put it beyond reasonable doubt that 
COVID-19 is caused by a virus”. The Institute is a novel approach, but its 
feasibility remains to be seen.
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8.4  Systematic Analysis of Conclusions 
in Peer-Reviewed Literature

The consensus of scientists can also be inferred by systematically analys-
ing the conclusions they draw in peer-reviewed publications for level of 
consistency. The advantage of this approach over a survey is that a high 
level of expertise is ensured because all the experts have published on the 
topic. On the other hand, it may sometimes be difficult to infer a clear 
position on an issue from a publication, as it is common for researchers 
to draw tentative conclusions and to note the limitations of their work. 
This method has been used on the topic of climate change, as illustrated 
in Case Example 8.8.

Case Example 8.8 Consensus in the Scientific Literature on the 
Role of Human Activity in Global Warming

Cook et al. (2013) attempted to quantify the scientific consensus on the role 
of human activity in producing global warming by analysing the content of 
the peer-reviewed scientific literature. They searched the Web of Science 
database for papers on the topic published between 1991 and 2011 and 
found over 11,000. The researchers rated the abstracts of these papers for 
whether the authors made an endorsement of human activity as a cause of 
global warming, a rejection or took no position. Most abstracts took no 
position, but where a position was taken, 97% made an explicit or implied 
endorsement. The researchers also contacted authors of a sample of the 
papers and asked them to rate their own papers. Although the response 
rate was low (14%), the findings were similar, with 97% endorsement of 
human activity as a cause of global warming. More recently, Lynas et al. 
(Lynas et al., 2021) carried out a similar rating study on papers published 
since 2012. Again, they found that most papers took no position, but where 
the authors did take a position there was >99% endorsement. There have 
been criticisms of the methodology and conclusions of the Cook et al. (2013) 
study. Montford (2014), a climate change sceptic, has argued that the raters 
used by Cook et  al. were climate activists and not independent. He also 
argued that what Cook et al. assessed was a “shallow consensus” that some 
proportion of global warming is due to human activity rather than a “deep 
consensus” that all or most of the warming is due to human activity. 
Montford claims that even climate sceptics would agree with the shallow 
consensus and that it is the deep consensus that is under debate.
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8.5  Consensus Conferences

In the 1970s, the US National Institutes of Health (NIH) developed 
consensus conferences as a method of producing evidence-based state-
ments on controversial medical issues. Over 160 consensus statements 
were produced before this approach was discontinued in 2013 (National 
Institutes of Health, 2023), covering such topics as lactose intolerance 
and health, preventing Alzheimer’s disease, and hydroxyurea treatment 
for sickle cell disease. The consensus conference method was taken up by 
a number of other countries, usually in modified form (McGlynn et al., 
1990). As implemented by NIH, a consensus conference involved assem-
bling a panel of 9 to 16 members who were given the task of developing 
a consensus statement (Ferguson, 1996). The panel met in public session 
for presentation of data by invited experts. The panel prepared a draft 
consensus statement in private which was then presented in plenary ses-
sion for discussion. The panel then redrafted, if necessary, and the state-
ment was formally adopted as the output from the conference. Although 
the NIH has discontinued its consensus conferences, similar processes are 
still in use by other organizations worldwide.

Case Example 8.9 describes the process and outcomes of one of the 
NIH conferences. As in this example, consensus conferences do not 
report on details such as how panel members were selected, how consen-
sus was arrived at and the level of consensus.

Case Example 8.9 Consensus Conference on Lactose Intolerance 
and Health

A consensus conference on “Lactose Intolerance and Health” was convened 
in 2010 by the Eunice Kennedy Shriver National Institute of Child Health 
and Development and the Office of Medical Applications of Research of the 
NIH (Suchy et al., 2010). The rationale for the conference was that many 
people in the United States avoid dairy products, which may lead them to 
have deficient intakes of calcium and vitamin D, and consequently increase 
risk for a range of diseases. A 14-member panel representing a range of 

(continued)
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8.6  Expert Working Groups

Expert working groups are often used by scientific and professional orga-
nizations to produce consensus statements. There is no standardized 
methodology for working groups, with variation in how issues for con-
sensus are identified, how experts are chosen, how evidence is reviewed, 
how members work together and how they come to a consensus. There 
are many examples available of the use of working groups, including in 
the development of standards by the International Organization for 
Standardization (see Case Example 2.7, Chap. 2), in the standardization 
of nomenclature and measurement by the International Astronomical 
Union (see Case Example 2.8, Chap. 2), in the development of the 
International Classification of Diseases by the WHO (see Case Example 
2.9, Chap. 2) and in the development of Sustainable Development Goals 
by the UN Development Programme (see Case Example 6.5, Chap. 6).

Case Example 8.10 illustrates the use of an expert working group to 
produce the State of Queensland’s scientific consensus statement on the 
Great Barrier Reef, while Case Example 8.11 describes how the Australian 
and New Zealand College of Psychiatrists used a working group to pro-
duce clinical practice guidelines. The two examples provide a contrast in 
the degree of detail that the working groups provided about their pro-
cesses for reaching consensus.

Case Example 8.9 (continued)

clinical and public health disciplines was set up to convene the conference 
and produce a consensus statement. A systematic review of the literature 
was commissioned to inform the work of the panel. During the conference, 
the panel and conference audience heard evidence from 22 experts from 
relevant fields. Based on the systematic review and testimony of experts, 
the panel drafted a consensus statement and presented this for comment in 
an open forum on the final day of the conference. A final version of the 
consensus statement was released later that day. The conclusions in the 
statement included the fact that many people with lactose malabsorption 
do not have clinical lactose intolerance and, in most cases, do not need to 
completely avoid dairy consumption. A need was identified for educational 
programmes and behavioural approaches to improve the nutrition of these 
individuals.
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Case Example 8.10 Use of a Working Group to Develop the State 
of Queensland’s Scientific Consensus Statement on the Great 
Barrier Reef

The Australian and Queensland governments have committed to a Reef 
2050 Water Quality Improvement Plan to improve the quality of water 
flowing to the Great Barrier Reef. A 2017 Scientific Consensus Statement 
was produced to provide the scientific underpinning to the Plan (State of 
Queensland, 2017). The Scientific Consensus Statement was produced by a 
multidisciplinary group of scientists with expertise in Great Barrier Reef 
water quality science and management, who reviewed the available evi-
dence. There were 11 “lead authors” and a larger group of “contributing 
authors”. The report on the Consensus Statement provides no information 
on how the experts were chosen, how they went about reviewing the evi-
dence, how they arrived at a consensus, what the level of consensus was, 
and whether there were dissenting voices. The Consensus Statement con-
cluded that Great Barrier Reef ecosystems were in poor condition and that 
a major cause was the quality of water runoff associated with land develop-
ment in the catchment area. The statement also concluded that current 
initiatives were insufficient to meet water quality targets and recom-
mended further actions be taken.

Case Example 8.11 Use of a Working Group to Develop the Royal 
Australian and New Zealand College of Psychiatrists Clinical 
Practice Guidelines on Anxiety Disorders

In 2014, the Royal Australian and New Zealand College of Psychiatrists set a 
working group to develop clinical practice guidelines for Panic Disorder, 
Social Anxiety Disorder and Generalized Anxiety Disorder (Andrews et al., 
2018). The working group consisted of eight healthcare academics and cli-
nicians from Australia and New Zealand who were chosen to represent “a 
diverse range of expertise, opinion and adherence to particular therapeutic 
approaches”. The working group had two face-to-face meetings and exten-
sive email correspondence. For each diagnosis, a subgroup reviewed and 
summarized the evidence on treatment options. Clinical practice recom-
mendations were developed by the whole group “through considerable 
frank and robust discussion to reach agreement”. Levels of agreement were 
not reported, but the aim appeared to be 100% consensus. Drafts of the 
guidelines were circulated repeatedly among the eight members and areas 
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8.7  Emerging Methods

The above methods are the ones most commonly used to establish con-
sensus. However, there are several emerging methods that are seldom 
used at present but show promise for the future. These are scientific cita-
tion networks, prediction markets and artificial intelligence.

8.7.1  Scientific Citation Networks

Shwed and Bearman (2010) have proposed a method of assessing consen-
sus on scientific facts using citation networks. The basis of this method is 
that citations to a publication most often indicate agreement with the 
conclusions of that publication. Where there is a lack of consensus, cita-
tion network communities form. These involve different groups of 
authors who preferentially cite each other. As consensus develops, the 
salience of these citation networks reduces: “When papers promote the 
same views and cite the same sources, the science behind them is conclu-
sive” (p.  821). An advantage of this method is that it can be used to 
determine consensus without having to do an analysis of the claims made 
by each paper, which requires a high degree of content knowledge.

To validate this method, Shwed and Bearman (2010) applied it to 
cases that are now considered settled—that smoking causes cancer and 

Case Example 8.11 (continued)

of disagreement “resolved in an iterative process”. A draft was also 
reviewed by eight national and international advisers and revised by the 
working group according to their suggestions. There was also a month-long 
period of public consultation where a draft was available on the College 
website and stakeholders were invited to make comments. The working 
group met by teleconference to consider all comments and recorded deci-
sions on whether to revise the draft. There is no published account of what 
revisions occurred, if any. The final version of the guidelines was released 
in 2018.
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that coffee does not. They then applied it to two cases in which there has 
been public controversy—the potential carcinogenicity of cell phones 
and the association between vaccines and autism. In both the cell phone 
and autism cases, they found a current scientific consensus supporting no 
association.

Bruggeman et al. (2012) agreed with Shwed and Bearman that most 
citations indicate agreement with the cited paper. However, they argue 
that it is necessary to also take account of the small number of cases 
where a paper is cited because the authors disagree with its conclusions. 
They showed that even if a small proportion of the citations indicate dis-
agreement rather than agreement, it can alter the pattern of citation net-
works. Bruggeman et al. also disputed Shwed and Bearman’s assumption 
that lack of citations across networks indicates that there is disagreement. 
They argue that lack of citations can simply indicate specialist sub-fields 
in a discipline, where specialists cite others from their subfield, without 
necessarily disagreeing with the scientists in other sub-fields.

Another limitation of this method is that it can be distorted by “cita-
tion cartels”. These are groups of authors who collude to cite each other’s 
work, so as to boost their own citation rankings or that of their institu-
tion. For example, such cartels have been found to operate in mathemat-
ics, where institutions in China, Saudi Arabia and Egypt started producing 
a large number of highly cited papers, whereas previously they had no 
record of excellence in the field (Catanzaro, 2024). Smaller fields of 
research such as mathematics are particularly vulnerable to such manipu-
lation, because the extreme citing behaviour of a small number of indi-
viduals can have a disproportionate influence. Despite forming separate 
citation networks, these highly cited works do not indicate a lack of con-
sensus in the field, but rather a deliberate manipulation of citing practices.

Although Shwed and Bearman’s proposal to use citation network anal-
ysis to determine consensus has been around for well over a decade, it has 
not found widespread adoption. If Bruggeman et al. (2012) are correct 
that negative citations need to be distinguished from positive ones, this 
limits use of the method, as judgements have to be made about whether 
each citation indicates agreement or disagreement. The method is also 
potentially affected by deliberate attempts by a small number of individ-
uals to manipulate citation counts.
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8.7.2  Prediction Markets

Prediction markets allow participants to bet on the outcome of future 
events. They are applicable in situations where the betting is about an 
event which can be observed to have occurred or not at some future time. 
A common approach is to pay $1 if the event occurs and $0 if it does not. 
The predictions can be traded, and the prices indicate the collective fore-
cast of the probability of the event.

It has been proposed that this method could be used in science to 
obtain consensus predictions of scientists (Hanson, 1995; Pfeiffer & 
Almenberg, 2010). A major limitation of using prediction markets in sci-
ence is that they require a standard to determine who are the winners and 
losers of the bets. They could be used, for example, to predict events 
where there is an accepted standard measure, for example the coming 
year’s economic growth, crop yield, mean ocean temperature or number 
of deaths from a disease. However, for complex scientific questions this is 
often not the case. More commonly, the eventual consensus of scientists 
with relevant expertise becomes the definer of truth, which creates a cir-
cular standard for predictions based on bets.

While this approach is limited in its scope for application in science, it 
has been used successfully to make predictions about the replicability of 
experiments in psychology and economics (Camerer et al., 2016; Dreber 
et al., 2015) and to predict national trends in infectious diseases (Li et al., 
2016). Case Example 8.12 describes how a betting market was used to 
predict the replicability of psychology experiments.

Case Example 8.12 Use of a Prediction Market to Estimate the 
Reproducibility of Scientific Research

Psychological science has been described as having a “replicability crisis”, 
where many published findings cannot be replicated by other researchers 
(Pashler & Harris, 2012). This has led some scientists to set up projects to try 
to systematically replicate influential findings. If there was some way of 
predicting which findings are less likely to replicate, this would allow repli-
cation efforts to be directed at those. To investigate whether this is possi-
ble, Dreber et al. (2015) set up a prediction market where scientists could 

(continued)
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8.7.3  Artificial Intelligence

Artificial intelligence could potentially automate the assessment of con-
sensus in peer-reviewed literature. An app called Consensus (Consensus, 
2024) provides an early attempt to do this. The app allows users to ask 
questions that are answered using data from over 200 million scientific 
papers. For example, when asked, “Do antidepressants work for anxiety 
disorders?” Consensus produced the following summary based on the top 
ten papers analysed:

Most studies suggest that antidepressants are effective in treating anxiety 
disorders, while other studies argue that the benefits may be largely due to 
the placebo effect.

Some of the papers that the app drew on for this conclusion were old, 
including overviews for clinicians published in 1999 and 2000, and a 
meta-analysis published in 2003.

The app also provided a “Consensus Meter” which analysed 11 papers 
and concluded that 82% supported “Yes”, 9% “Possibly” and 9% “No”. 
The 11 papers used by the Consensus Meter represent only a small pro-
portion of the available evidence. For comparison, a systematic review of 
randomized controlled trials examining the effects of two classes of anti-
depressants for treating anxiety found 135 relevant studies and concluded 
that all medications were more effective than placebo (Gosmann 
et al., 2021).

Case Example 8.12 (continued)

bet on whether 44 studies published in prominent psychology journals 
could be replicated. The participants could trade contracts that paid $1 if a 
study was replicated and $0 if it was not. The 44 studies were repeated as 
part of the Reproducibility Project: Psychology, with a replication defined 
as P<.05 in the same direction as the original study. A market price of >$0.50 
was regarded as predicting a successful replication, while one of <$0.50 
predicted a failure to replicate. The researchers found that the prediction 
market correctly predicted 71% of the replications. Based on these results, 
Dreber et al. proposed that prediction markets could be used to prioritize 
efforts to replicate studies that have a low likelihood of replication.
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Although the use of artificial intelligence for assessing scientific con-
sensus is in its infancy, it is certain that these methods will become more 
sophisticated in the future and they could eventually replace manual 
analysis of the literature.

8.8  Bespoke Complex Consensus Methods

A number of organizations have developed their own bespoke methods of 
determining scientific consensus. The most prominent of these is the 
Intergovernmental Panel on Climate Change (IPCC) (Harris, 2021). 
The IPCC organizes a large number of experts from around the world 
into working groups which produce draft reports on various aspects of 
climate change. Authors are required to record all scientifically valid per-
spectives and to note where any evidence is not consistent with the con-
sensus view. These reports are reviewed by other scientists and then by 
government representatives. Because the IPCC operates under the aus-
pices of the United Nations, governments review the drafts line by line 
and every part of a report must be agreed on. Further description of the 
IPCC consensus process is given in Case Example 4.4 (Chap. 4). The 
IPCC consensus processes have been the subject of criticism from some 
climate scientists. Curry and Webster (2013) have argued that the IPCC 
has downplayed the uncertainty of the data and that its consensus process 
is dominated by more confident scientists.

Other examples involving a bespoke complex consensus method are 
the Commissions of The Lancet journal, which provide recommendations 
from international panels of experts to change health policy or improve 
practice. The consensus processes of these Lancet Commissions are not 
standardized and not described in the published reports. The journal’s 
Information for Authors (Lancet, 2022) simply states:

Topics for The Lancet Commissions are selected by our editors, who work 
with academic partners to identify the most pressing issues in science, med-
icine, and global health with the aim of producing recommendations to 
change public policy or improve practice. Projects usually last 2–3 years, 
and author groups will represent a broad range of international expertise. 
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All Lancet Commissions are academic publications and are subject to the 
same rigorous peer review process as all other research papers published in 
our journals. (p. 6)

There have been over 100 Lancet Commissions to date, covering such 
topics as pollution and health, legal determinants of health, health effects 
of climate change, elimination of viral hepatitis and protecting the physi-
cal health of people with mental illness. Lancet Commission reports draw 
on the prestige of the Lancet journal, which has one of the highest impact 
factors in science. They are generally highly cited, which is itself an indi-
cator of agreement from the academic community.

8.9  Evaluating Consensus Methods

This chapter has described the range of methods that have been used to 
determine scientific consensus and has considered some of their limita-
tions. However, it has avoided discussion of whether these methods result 
in valid decisions. To do this requires an examination of the evidence on 
the conditions under which groups come to good-quality judgements, 
which is the subject of the next chapter.
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9
How Wisdom-of-Crowds Research Can 
Help Improve Deliberative Consensus 

Methods

This book has presented numerous examples of where expert consensus is 
used in science. However, use of expert consensus processes does not 
guarantee that it will result in optimal decisions. Evidence is needed on 
the conditions under which expert consensus achieves this. Fortunately, 
there is an area of psychological science, which investigates group 
decision- making and can help validate consensus processes. There is 
extensive research showing that, under certain conditions, groups are 
more likely to make better-quality decisions than individual experts. In a 
best-selling book aimed at a general readership, James Surowiecki (2004) 
labelled this phenomenon “The Wisdom of Crowds”, and this term has 
been adopted by many researchers in this field. Others refer to the field as 
“collective intelligence”.

Wisdom-of-crowds research started with observations by Francis 
Galton (1907) about a competition held at an English livestock show. To 
quote Galton’s account:

A weight-judging competition was carried out at the annual show of the 
West of England Fat Stock and Poultry Exhibition recently held in 
Plymouth. A fat ox having been selected, competitors bought stamped and 
numbered cards, for 6d each, on which to inscribe their respective names, 
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addresses, and estimates of what the ox would weigh after it had been 
slaughtered and “dressed.” Those who guessed most successfully received 
prizes. About 800 tickets were issued, which were kindly lent me for exami-
nation after they had fulfilled their immediate purpose. These afforded 
excellent material. The judgments were unbiassed by passion and uninflu-
enced by oratory and the like. The sixpenny fee deterred practical joking, 
and the hope of a prize and the joy of competition prompted each com-
petitor to do his best. The competitors included butchers and farmers, 
some of whom were highly expert in judging the weight of cattle; others 
were probably guided by such information as they might pick up, and by 
their own fancies. (p. 450)

After removing 13 cards that were defective or illegible, Galton analysed 
the distribution of 787 guesses. These ranged from 1074 to 1293 lbs, 
with a median estimate of 1207 lbs, which was within 1% of the actual 
weight of 1198 lbs. In this case, the “crowd” was remarkably accurate.

More recent research has confirmed Galton’s observation that aggre-
gating information across a group of individuals (a “crowd”) can result in 
impressive performance, even if the individuals are not selected for their 
expertise on the topic. Galton aggregated the group’s judgements by 
using the median, but in other instance the group’s mean or mode might 
be more appropriate, depending on how individual judgements are mea-
sured. Below are some illustrative studies examining crowd wisdom on a 
variety of tasks:

• Fact-checking news headlines. News items can sometimes be inaccurate. 
Fact-checkers have been employed to identify such misleading news 
items, but this is expensive to do. However, it has been found that the 
aggregated judgements of laypeople can be used to identify low- quality 
news sources and inaccurate news posts, which is a much cheaper 
alternative. Crowds of less than 20 people have been found to agree 
with fact-checkers as well as fact-checkers agree with each other (Martel 
et al., 2024). In one study, social media users from a range of countries 
were asked to rate the accuracy of COVID-19 news headlines (Arechar 
et al., 2023). Using fact-checking websites as the standard of truth, the 
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researchers found that aggregated data from as few as 15 raters could 
differentiate true from false headlines over 90% of the time.

• Forecasting election results. Murr (2016) looked at citizen forecasts in 
seven British General Elections between 1964 and 2010. Voters in 
each constituency were asked: “Who do you think will win in your 
constituency?” Using a wisdom-of-crowds approach, Murr forecast 
that a constituency would be won by the party which most citizens 
said would win it. Across all elections, 61% of individuals made cor-
rect forecasts compared to 85% of crowds. Murr also looked at fore-
casted seat numbers in parliament compared with actual ones. There 
was a close match, with the mean absolute error for the three main 
parties being about eight seats. To give a concrete example, in the 2005 
election, the wisdom-of-crowds’ model forecasted 188 seats for the 
Conservatives, 379 for Labour and 63 for the Liberal Democrats. The 
actual numbers were 196, 366 and 64, respectively, giving a mean 
absolute error of about 8 seats. The wisdom-of-crowds model was also 
found to correctly predict all seven prime ministers.

• Forecasting sporting match results. O’Leary (2017) compared an online 
crowd with five soccer experts at predicting the outcomes of matches 
in the 2014 World Cup. The crowd were participants in Yahoo’s 
“World Soccer Pick’em”, in which individuals could attempt to pick 
the winner (or a draw) and the score. Yahoo assembled a group of five 
soccer experts to also make predictions, so it was possible to compare 
them to the crowd. The majority predictions of the Yahoo crowd were 
found to be correct in 45 out of 64 matches, which was better than the 
individual experts, who managed between 33 and 40 correct.

• Answering quiz questions. Simoiu et al. (2019) carried out an online 
experiment looking at crowd performance on 1000 questions across 
50 topic domains, for example factual knowledge, popular culture, 
spatial reasoning and foreign language skills. They recruited 1707 
online participants who gave individual answers. These were then 
aggregated to give crowd responses, using the median or the mode 
depending on whether the possible answers were quantitative (e.g. “In 
which year was this movie released?”) or categorical (e.g. “What musi-
cal instrument is this?”). The researchers compared the crowd’s scores 
on each of the topic domains to the distribution of individual scores 
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and found that the crowd beat 86% of individuals for quantitative 
questions and 87% for categorical questions.

In all these studies, the crowds are made up of individuals with no 
special expertise who are making independent judgements without con-
ferring with other members of the crowd. The aggregation of their judge-
ments is made by the researcher or an algorithm, without crowd 
involvement. Why do crowds do well on these tasks? In such situations, 
each individual has imperfect knowledge and is prone to error. However, 
by having a large number of individuals make judgements, these errors 
will tend to cancel out.

While crowds can often make wise decisions, they do not always do so. 
Wisdom-of-crowds research has suggested a number of conditions under 
which a crowd is more likely to make wise decisions (Larrick et al., 2012; 
Surowiecki, 2004). Four conditions which have consistent supporting 
evidence are discussed here: selection for expertise, cognitive diversity, 
independence of judgements and opportunity for sharing. These condi-
tions have implications for how scientists should come to a deliberative 
consensus and are a standard against which methods for determining 
consensus can be validated.

9.1  Selection for Expertise

The wisdom-of-crowds phenomenon is based on the aggregation of 
judgements from individuals who may have limited expertise on the 
topic they are making judgements on. By contrast, scientific consensus 
processes involve individuals with a high level of expertise on a topic. It 
might be expected that crowds of experts would do better than crowds of 
amateurs, and this is indeed what the research shows. I illustrate this 
below with findings from two large studies.

Mannes et al. (2014) assembled 90 datasets where individuals made 
judgements that could be assessed for accuracy. There were 40 datasets 
from laboratory experiments where participants made numerical esti-
mates (e.g. of temperatures, distances), with the number of participants 
varying from 15 to 413. The other 50 datasets were forecasts of economic 
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indicators (e.g. the consumer price index and nominal gross domestic 
product) made by professional economists, with the median number of 
participants being 35. Mannes and colleagues compared the performance 
of the whole crowd with that of a select crowd made up of the five best 
performers on previous tasks, and also with the single best performer. In 
the experimental data, the select five-person crowd did best for 21 tasks, 
compared to 14 tasks for the whole crowd and 5 for the best member. For 
the economic data, the differences were even greater, with the five-person 
select crowd being most accurate for 34 forecasts, the whole crowd for 15 
and the best member for only 1. These results show that quite a small 
crowd can do better than a large one if its members are selected for a high 
level of expertise. The findings also show that it is better to rely on a 
crowd than a top individual expert.

The second example concerns performance at forecasting real-world 
political events, such as “Will the Six-Party talks (among the US, North 
Korea, South Korea, Russia, China, and Japan) formally resume in 2011?” 
and “Who will be inaugurated as President of Russia in 2012? (a) 
Medvedev, (b) Putin, (c) Neither?” Mellers et al. (2014) recruited fore-
casters from a range of sources, with all required to have a bachelor’s 
degree or higher. The forecasters were asked to provide predictions in two 
yearly rounds: 2011–2012 and 2012–2013. Mellers and colleagues 
looked at accuracy of forecasts for individuals and teams, both with and 
without training in how to make good forecasts. They also placed the 
highest 2% of performers from Year 1 (2011–2012) into elite “superfore-
caster" teams of 12 persons to see how good their forecasts were in Year 2 
(2012–2013). While forming individuals into teams and training them 
improved the accuracy of forecasts, the largest effect by far was forming 
elite teams. Performance was measured by Brier scores, which can range 
from 0 (the best score) to 2 (the worst). In Year 2, average scores were 
0.25 for individual forecasters, 0.16 for team forecasters and 0.07 for the 
elite team forecasters. The authors concluded that “the pooling of top 
performers into elite teams with the exalted title of ‘superforecasters’ was 
the equivalent of a ‘steroid injection’… and far exceeded our wildest 
expectations” (p. 1113). Like the Mannes et al. (2014) study, this exam-
ple shows that even quite small crowds of individuals with very high 
expertise can outperform much larger crowds of variable expertise.
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While deliberative consensus processes involving scientists necessarily 
involve selection for relevant scientific expertise, the level of expertise can 
vary. Consensus among those with greater expertise can be given higher 
credibility. In the area of climate change, for example, scientists with a 
greater number of relevant publications and citations were found to have 
a higher consensus about anthropogenic effects on the climate (see 
Chap. 7, Case Example 7.3; and Chap. 8, Case Example 8.6).

9.2  Cognitive Diversity

“Cognitive diversity” refers to “the various ways in which people use and 
store information, including knowledge, beliefs, ability, expertise, goals, 
or values” (Sulik et al., 2022, p. 752). This has been distinguished from 
“surface” or “sociodemographic diversity”, which involves factors such as 
gender, age and ethnicity.

Statistical and computational modelling of decision-making by crowds 
shows that better decisions result when the crowd is cognitively diverse, 
with its members’ judgements being as negatively correlated with each 
other as possible, while still having a high level of expertise (Davis-Stober 
et al., 2014; Page, 2007). This result is not intuitively obvious and has 
been explained by Davis-Stober et al. (2014) using an analogy:

A helpful analogy is to think of a group like a financial portfolio whose 
members are assets. It is useful to hedge one’s bets by holding some assets 
that are negatively correlated with the rest of the portfolio, so that there are 
some positive returns when other assets perform poorly. Similarly, we find 
that wise groups should include some judges who predict better when oth-
ers falter. (p. 97)

A situation where this could occur is where a decision task requires mul-
tiple types of knowledge to make a good judgement and no member of 
the crowd has all this knowledge. A crowd in which members comple-
ment each other in the type of knowledge they provide would do better 
than one in which the members share the same knowledge.
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Another way to think about the role of diversity is to consider the 
opposite pattern of crowd composition, where the members’ judgements 
are positively correlated with each other. In this situation, the errors of 
the individuals in the crowd may not cancel each other out. In the extreme 
case, where the individuals are perfectly correlated, they are clones of each 
other, and their judgements will be no better than that of a single 
individual.

Empirical studies also support a role for cognitive diversity. Keck and 
Tang (2020) looked at cognitive process diversity experimentally using 
three different tasks: providing estimates of dates of different historical 
events, probabilistic forecasting of the outcomes of soccer games and esti-
mating the heights of individuals from a photograph. To vary cognitive 
strategies, they either asked participants to make their estimates using an 
analytic approach, using an intuitive approach, or gave them no specific 
instructions. The participants made independent judgements and were 
formed by the researchers into crowds. Crowds made up of participants 
with a diversity of strategies (analytic and intuitive) did better than groups 
with only one strategy or groups from the control condition.

Shi et al. (2019) looked at a different type of cognitive diversity—con-
servative versus liberal political values. They examined the quality of 
Wikipedia pages which were produced by an ideological diverse group of 
editors compared to a homogeneous group. The political ideology of an 
editor was judged by their contribution to conservative versus liberal 
Wikipedia articles, while the quality of an article was determined by 
Wikipedia’s six-category quality scale, which ranges from Featured Article 
(highest) to Stub (lowest). The quality of articles was assessed in political, 
social issues and science areas. After adjusting for length of article, num-
ber of editors and number of edits, involvement of ideologically diverse 
editors increased the odds of a higher quality article by over 18 times for 
political articles and around 2 times for social issues and science articles. 
Shi et  al. (2019) looked at why ideological diversity produced better- 
quality articles and concluded that “frequent, intense disagreement 
within ideologically polarized teams foments focused debate and, as a 
consequence, higher-quality edits that are more robust and comprehen-
sive” (p. 334).
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Can sociodemographic diversity in crowds play a similar role? To 
investigate this, de Oliveira and Nisbett (2018) looked at the effects of 
crowd composition on factors like age, gender and ethnicity on a variety 
of judgement tasks. They found very small effects, even when crowds that 
were homogeneous on several sociodemographic factors were compared 
to very diverse crowds. They concluded that sociodemographic diversity 
will only make a difference when the sociodemographic factor is at least 
moderately correlated with cognitive diversity.

While cognitive diversity can make a difference to quality of crowd 
decisions, the effect is seen more on some tasks than others. Sulik et al. 
(2022) concluded that the effect of diversity is most evident on complex 
problem-solving tasks and that these are often found in science. They state:

Science is a prime example of a complex problem… It comprises multiple 
and various subtasks; it involves a rugged epistemic landscape; and it fre-
quently includes conflicting perspectives, creativity, and problem posing. It 
also highlights how the promise of diversity can be diminished by institu-
tional or individual bias. The role of diversity in science reflects in micro-
cosm the role of diversity in general. (p. 761)

If science is to benefit from cognitive diversity, scientists need to be alert 
to issues for which diversity may be restricted. Staddon (2018) has 
pointed out that the growth of science has led to increasing specializa-
tion, with each sub-specialty producing its own journals. He has argued 
that some sub-specialties have developed in the social sciences which lack 
broader credibility. Submissions to these journals are reviewed and arti-
cles read only by like-minded persons. He gives as an example the area of 
Whiteness Studies, which rejects objectivity and the empirical standards 
of broader disciplines. The same point applies to pseudoscience areas like 
homeopathy, which also have their own specialist journals and are iso-
lated from the broader medical sciences.

Feminist philosophers of science have argued that there can be “epis-
temic benefits” of including under-represented groups in science for areas 
of research where their different life experiences, values and interests are 
relevant. For example, Intemann (2009) has argued that
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the kind of diversity that is important to achieving epistemic benefits in 
particular research contexts may depend on the nature of the research. 
Projects that deal with human subjects may require a kind of researcher 
diversity not required by other research projects. If subject responses are 
influenced by the race and gender of researchers, it will be important to 
have a pool of researchers whose diversity corresponds to the kind of diver-
sity in the subject pool, to the extent possible. In other research contexts, 
diversity of life experiences will be more epistemically salient. Research on 
issues that have global implications such as climate change, nanotechnol-
ogy, or genetically modified food might benefit from researchers with geo-
graphical diversity (such as those who have lived in developing countries, 
as well as developed countries). Research on race and sex differences might 
be more objective with researchers from diverse social positions relevant to 
identifying the presence of stereotypes. Research on water quality on Sioux 
reservations could achieve epistemic benefits from the participation of 
Sioux researchers, or those with experiences living on a reservation. 
Participation of researchers with diverse political values might be impor-
tant for assessing the risks related to levels of environmental toxins. Thus, 
the sort of diversity that is important to increasing objectivity in a particu-
lar case can depend on the content of the research. (p. 262)

However, for other areas of research, such as theoretical physics, where 
the diversity of human experiences is not relevant to the subject matter, 
having diverse researchers would not have any epistemic benefits 
(Intemann, 2009).

Concern has also been raised about the need for viewpoint diversity in 
psychological science (Frisby et  al., 2023). Duarte et  al. (2015) have 
pointed out that academic psychology lacks political diversity, with most 
members having left-leaning attitudes, and that this bias has increased in 
recent decades. They argue that this lack of diversity “can undermine the 
validity of social psychological science via mechanisms such as the embed-
ding of liberal values into research questions and methods, steering 
researchers away from important but politically unpalatable research top-
ics, and producing conclusions that mischaracterize liberals and conser-
vatives alike” (p. 1). This lack of political diversity also affects other social 
science disciplines (Haidt & Jussim, 2016).
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While many scientific consensus processes have endeavoured to involve 
a large and diverse group of scientists, others have been criticized for the 
lack of cognitive diversity in the expert group. Case Example 9.1 describes 
a consensus process where there were subsequent concerns about lack of 
diversity.

Case Example 9.1 Concerns About Lack of Diversity Among the 
Developers of the American Psychological Association’s Practice 
Guidelines for Men and Boys

The American Psychological Association (2018) has produced Practice 
Guidelines for Men and Boys. The writing group that produced the guide-
lines was drawn from members of a division of the APA devoted to 
Psychological Study of Men and Masculinities. The guidelines give major 
attention to socialization practices with males and how these contribute to 
a variety of psychological and social problems in men and boys, and to lack 
of help-seeking for these problems. Following the publication of the guide-
lines, a number of critical responses appeared complaining that they were 
based on a strongly sociocultural perspective on masculinity and ignored 
biological influences. Reviewing these critiques, Ferguson (2023) concluded:

the guidelines failed to acknowledge significant evidence for biological 
influences on gender (e.g., hormonal, and hypothalamic influences on 
gender identity and gendered behavior), were unintentionally dispar-
aging of traditional men and families, and were too closely wedded to 
specific sociocultural narratives and incurious of data not supporting 
those narratives. (p. 1)

He criticized the make-up of the writing group, stating that they “failed to 
reach out to conservative stakeholders and men whose worldviews could 
reasonably be expected to differ from those of liberal/progressive psycholo-
gists” (Ferguson, 2023, p. 6), and advocated for a revision of the guidelines 
to incorporate more diverse perspectives.

Another example concerns the task force that developed the third 
 edition of the American Psychiatric Association’s Diagnostic and Statistical 
Manual of Mental Disorders (DSM-III) (American Psychiatric Association, 
1980), which has been criticized for being a “small, culturally- 
homogeneous subset of mental health professionals who were socially 
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positioned at a given moment in psychiatric history to have their judge-
ments ratified by the institutional apparatus of the APA” (Davies, 2017, 
p. 44). Such examples indicate the importance of considering cognitive 
diversity when planning scientific consensus activities.

The cognitive diversity of a group needs to be considered in combina-
tion with selection for expertise. There is a delicate line to be walked here, 
as cognitive diversity must not compromise a high level of expertise. 
Having a group of scientists that were diverse in level of expertise rather 
than type of expertise would not be likely to result in better judgements.

9.3  Independence of Judgements

The wisdom-of-crowds effect first observed by Galton (1907), and con-
firmed by many others, is based on the aggregation of data from indi-
viduals who have made independent judgements. Independence in this 
case means that the judgements of individuals are not determined by the 
judgements of those around them. If the judgements are not indepen-
dent, then errors may not cancel each other out. Instead, judgements 
may be systematically biased in one direction. Where the members of a 
group are able to influence each other’s judgements, biases may arise 
through “groupthink” and “herding”.

Groupthink occurs when the individual members of a small cohesive 
group accept a conclusion that they think represents the group consen-
sus, even if they or other members of the group do not personally accept 
the consensus. The concept of groupthink was proposed by social psy-
chologist Irving Janis (1972) based on an analysis of how poor foreign 
policy decisions came to be made (e.g. the US decision to support the 
Bay of Pigs invasion of Cuba in 1961). Janis concluded that groupthink 
occurred only under certain unusual conditions, but subsequent research 
has indicated that it is a much more general effect in group decision- 
making (Baron, 2005). Baron (2005) described the common experience 
of groupthink as follows:

most of us, I suspect, have been in settings in which our private reserva-
tions regarding some group option have been assuaged by a seeming con-
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sensus of our group mates or where our concerns about having pleasant 
social interactions and our own social acceptance take precedence over any 
need to explore every last objection and nuance to a collective deci-
sion. (p. 227)

Baron (2005) proposed that groupthink is most likely to occur when the 
members have a strong identification with the group, where group inter-
action and discussion begin to produce a group norm, and where the 
members lack confidence in their ability to come to a satisfactory decision.

Herding is a similar concept and involves the tendency to copy other 
people’s behaviours. It is seen in situations where individuals in the crowd 
make their decisions known to others over a period of time, so that early 
decisions can influence later ones. In financial markets, it can lead to 
extreme phenomena like bubbles and crashes. Herding can be seen in 
online crowd behaviour. This was investigated in an experiment by 
Muchnik et al. (2013) using a social news aggregation website. Users of 
this site could post articles and then other users could comment on these. 
Comments could be “up-voted” or “down-voted” by other users. When 
posting a vote on a comment, users could see the current score for that 
comment and potentially be influenced by it. In this experiment, the 
researchers randomly gave either an initial up-vote or a down-vote and 
observed the subsequent behaviour of other users. They found that initial 
positive votes tended to influence other users and lead to a positive rat-
ings bubble, increasing the final ratings by an average of 25%, whereas 
negative votes tended to get neutralized by crowd correction.

A number of other studies illustrate how independence can be com-
promised by knowing the responses of others in the group, leading to 
poorer group decisions. Earlier in this chapter, I described an online 
experiment by Simoiu et  al. (2019) looking at crowd performance on 
1000 questions across 50 topic domains. These researchers found a 
wisdom- of-crowds effect, with the aggregated performance of the crowd 
beating 86–87% of individuals. However, they also looked at what hap-
pened if the individuals were given information about the judgements of 
the group (most frequent answers or median response up to that point) 
before they made their own decisions. When this was done, the 
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performance of the crowd decreased from the 86–87th percentile to the 
80–81st percentile.

Frey and Van de Rijt (2021) had similar findings in a study where 
individuals worked independently at computer stations to answer quiz 
questions like “What was the year of the German invasion of Denmark?” 
When the participants answered sequentially and were informed about 
how prior participants had responded, the group tended to do worse than 
if they answered independently, particularly with harder questions.

Toyokawa et al. (2019) also found that herding was greater in more 
challenging tasks. They did an interactive online experiment with a gam-
bling task called the “three-armed bandit”, in which participants had to 
choose which of three slot machines to play, with the machines varying 
in their probability of payoff. The task could be made more difficult and 
the optimal response more uncertain by abruptly changing the payoffs of 
the three slot machines. The influence of the crowd was investigated by 
giving individuals feedback on how frequently other people were choos-
ing the three slots. As the difficulty of the gambling task increased, indi-
viduals became more likely to conform to what others were deciding, 
particularly if there was a large crowd.

Another factor undermining independence is the influence of a power-
ful individual. Locke and Anderson (2015) did a series of experiments 
where they had pairs of individuals work together on decision-making 
tasks, such as selecting the best candidates for a job. One member of each 
pair was a confederate of the researchers who was trained in how to inter-
act with the participant. When a participant worked with a confident 
powerful person, they participated less and deferred more, even when 
that person was wrong.

To summarize these studies, the independence of judgements which 
underlies the wisdom-of-crowds effect can be undermined where the 
decisions of individuals are announced to the crowd sequentially, particu-
larly where the decision is a difficult one involving considerable uncer-
tainty, and where a powerful individual has the opportunity to influence 
the crowd.

Independence of judgements is clear in some scientific consensus pro-
cesses (e.g. Delphi studies and surveys of experts) where individual par-
ticipants make private decisions which are not fed back to the group until 
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all judgements are in. However, in other consensus processes, where there 
is pressure for a small cohesive group to come to a unanimous agreement, 
there is a risk that independence of judgements will be lost. Case Example 
9.2 illustrates such a situation.

Examples of more serious violations of both the independence and 
diversity principles are found in formal statements against a role for 
human activity in climate change, which have been produced by scien-
tists who were recruited specifically because of their contrarian positions 
(see Chap. 7, Case Example 7.2).

9.4  Opportunity for Sharing

While independence is important to the wisdom-of-crowds effect, there 
is also evidence that sharing of information and discussion among mem-
bers of the crowd can improve judgements in some circumstances (Becker 
et  al., 2017; Dezecache et  al., 2022; Granovskiy et  al., 2015; Gürçay 
et  al., 2015; Mellers et  al., 2014; Mercier & Claidière, 2022; Navajas 
et al., 2018; Rowe et al., 2005). For these benefits to be seen, the sharing 
needs to occur in ways that minimize biases due to groupthink and herd-
ing. In the studies that show benefits, individuals are asked to provide 
independent judgements, then there is a sharing of information or dis-
cussion, followed by another round of independent judgements which 

Case Example 9.2 Threats to Independence in the Royal 
Australian and New Zealand College of Psychiatrists Clinical 
Practice Guidelines on Schizophrenia

These clinical practice guidelines were developed by an expert working 
group consisting of eight psychiatrists, one clinical psychologist and one 
pharmacist (Galletly et al., 2016). Individual members drafted sections of 
the guidelines in their areas of interest and expertise. The group discussed 
the drafts in teleconferences, and, if there was disagreement, the issue was 
discussed until consensus was reached. Whether or not the working group 
members made independent judgements is in hindsight unknowable. 
However, this method could potentially be subject to the influence of 
strong individuals who wrote the drafts, dominance of the working group 
by one profession (psychiatrists) and group pressure for unanimity. The 
development of these guidelines would have involved greater indepen-
dence if there was anonymity of the authors of the drafts, of comments by 
other group members and of voting on the final version.
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are aggregated to give the final crowd judgement. This type of sharing is 
very different from what commonly occurs when groups make decisions. 
In a typical group decision, the individuals in the group are not asked to 
make an initial independent judgement before sharing, and individual 
judgements are declared in an identifying way rather than anonymously. 
In such circumstances, powerful and confident individuals may have a 
greater influence, there is pressure to conform, members may be reluctant 
to share their knowledge and dissenting opinions may be withheld 
(Sunstein, 2006). Below I describe some typical studies showing the con-
ditions under which sharing of information and discussion produce ben-
efits to crowd decisions.

One type of sharing is to simply provide feedback to individuals about 
the judgements of the crowd before seeking another round of indepen-
dent judgements. This type of sharing was investigated in an experiment 
by Becker et al. (2017) in which participants were recruited via the World 
Wide Web to be players in an “Intelligence Game”. Participants had to 
make estimations (e.g. they were shown a picture of food and asked to 
estimate the number of calories, or a picture of a jar of candies and asked 
to estimate the number of candies). The participants were randomly 
assigned to one of two conditions where they received feedback on other 
participants’ judgements or to a control condition where they received no 
feedback. In the feedback conditions, they were placed in a “decentral-
ized network” where all members of the crowd were equally connected 
with each other for feedback, or a “centralized network” where one mem-
ber had a high number of connections to others, giving them a dispro-
portionate influence on the feedback provided. After feedback, the 
members of the decentralized networks improved in the accuracy of their 
judgements. However, with the centralized networks, the central indi-
vidual dominated the estimation process and group estimates were worse 
if this individual made an inaccurate initial estimate. These findings show 
that feedback from the crowd can produce better judgements where the 
conditions reduce dominance by a particular individual. Granovskiy 
et  al. (2015) similarly found that feedback on the judgements of the 
crowd improved group performance on estimation tasks. This occurred 
through error correction as individuals who were outliers with answers 
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far from the correct answer changed their judgements to be closer to the 
group mean.

Other studies have looked at the effects of discussion on accuracy of 
crowd judgements. A typical experiment was carried out by Navajas et al. 
(2018). They did research with a crowd of over 5000 people attending a 
popular live event. A speaker on the stage asked attendees eight questions 
involving general knowledge estimates (e.g. “What is the height in metres 
of the Eiffel Tower?”). Participants were provided with a pen and answer 
sheet linked to their seat number. After providing their independent 
answers, the participants were told to organize into groups of five based 
on a code on their answer sheet. The speaker repeated four of the eight 
questions and asked the groups to provide a consensus answer. Finally, 
the eight questions were asked again by the speaker and participants gave 
their revised independent answers. The researchers first compared the 
aggregated estimates from the whole crowd with the aggregated consen-
sus answers of the small groups—what the researchers called a “crowd of 
crowds”. They found that the average of only four consensus answers 
from the small groups was more accurate than the average of the whole 
crowd. They also found that the revised answers of the whole crowd after 
discussion were more accurate than the initial estimates. The importance 
of these findings is that it is not necessary for a group of over 5000 indi-
viduals to have a group discussion involving everybody. Indeed, such a 
discussion would not be feasible. Instead, the crowd can be divided into 
small groups which have the discussion and then the consensus results of 
the small groups aggregated over the large crowd. Other studies on the 
effects of having discussions have found similar benefits to crowd judge-
ments (Dezecache et al., 2022; Gürçay et al., 2015; Mellers et al., 2014; 
Mercier & Claidière, 2022).
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9.5  Validity of Methods 
for Deliberative Consensus

The wisdom-of-crowds literature can be used to assess whether a delibera-
tive consensus process is more or less likely to come to a good decision. 
Summarizing the above evidence and generalizing it to scientific consen-
sus, a better process is one where:

 1. The scientists selected for the consensus are an elite group in their 
field, rather than a broader sample of scientists in the discipline.

 2. The scientists are diverse in their areas of specialist knowledge, disci-
plinary training, methodological expertise and values.

 3. The methods for arriving at a consensus are designed to reduce the 
influence of strong voices and pressures for conformity, for example 
with independent and anonymous voting.

 4. The experts have opportunities to share their expertise and judge-
ments through anonymous feedback on group judgements and open 
discussion of reasons for judgements.

Research teams should consider each of these criteria when designing 
their own consensus process. However, in many cases, researchers may 
want to consider using one of the commonly used consensus methods 
reviewed in Chap. 8. How well these meet the criteria will depend on the 
details of implementation, but some general assessment of validity is pos-
sible, as summarized in Table 9.1.

None of the methods meet all of these four criteria. None of them 
require selection of an elite group of experts (Criterion 1), nor do they 
require selection for cognitive diversity (Criterion 2). How well these 
criteria are met depends on the details of the expert selection for a par-
ticular consensus process. Where the methods can be more clearly distin-
guished is in independence of judgements (Criterion 3) and opportunity 
for sharing (Criterion 4). Delphi studies and the nominal group tech-
nique meet both Criteria 3 and 4, whereas surveys of experts lack oppor-
tunity for sharing, and consensus conferences and expert working groups 
do not involve independence of judgements.
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Systematic analysis of conclusions in the peer-reviewed literature is 
somewhat different from the other methods for deliberative consensus, 
because the researchers who are assessing consensus do not have control 
over potential biases that may occur when scientists carry out and publish 
research. They have to assume that the studies that have been published 
come from a cognitively diverse set of scientists, that the scientists are 
coming to independent conclusions and that there is open sharing and 
discussion of findings in the field. These criteria are less likely to be met 
if there is selective publication of positive findings or suppression of find-
ings that do not support dominant ideologies, which can sometimes 
occur (Clark et al., 2023; Frisby et al., 2023).

Table 9.1 Assessment of whether deliberative consensus methods meet the crite-
ria for wise crowd judgements

Consensus 
method

Selection 
for 
Expertise

Cognitive 
diversity

Independence 
of judgements

Opportunity 
for sharing

Delphi studies Depends Depends Yes Yes
Nominal Group 

Technique
Depends Depends Yes Yes

Surveys of 
Experts

Depends Depends Yes No

Consensus 
conferences

Depends Depends No Yes

Expert working 
groups

Depends Depends No Yes

Systematic 
analysis of 
conclusions in 
peer-reviewed 
literature

Yes Yes, if there is 
no 
publication 
bias

Yes, if there is 
no publication 
bias

Yes, if there is 
no 
publication 
bias
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9.6  Comparison with Views of History, 
Philosophy and Sociology of Science 
(HPSS) Scholars

Chapter 3 examined the range of positions that HPSS scholars have taken 
on whether scientific consensus can indicate truth. Despite apparent dif-
ferences, there were areas of agreement about the conditions under which 
consensus is more likely to indicate scientific truth. I identified four con-
ditions that were supported by multiple HPSS scholars:

 1. The consensus needs to be rational, empirical and critically examined.
 2. The group coming to the consensus needs to be diverse.
 3. The group needs to be open-minded and there is no coercion of 

dissenters.
 4. The group needs to be sufficiently large to get reliable results.

In proposing such conditions, HPSS scholars have made their cases by 
argument with limited recourse to data, apart from analysis of historical 
examples. When one scholar’s arguments are put up against another’s, it 
is possible that one might concede the superiority of the other’s argu-
ments and change their position. However, this is not evident in the 
HPSS literature, leading to an impasse in areas of disagreement. By con-
trast, the wisdom-of-crowds literature gives an empirical basis for judging 
the conditions that are likely to result in good group decisions, although 
admittedly this literature is based on judgement tasks that are generally 
much simpler than those facing scientists. Nevertheless, it is interesting 
to compare the HPSS scholars’ conditions from Chap. 3 with the conclu-
sions from wisdom-of-crowds research reviewed in this chapter.

Table 9.2 gives a comparison of the two sets of conditions. It can be 
seen that three of the HPSS scholars’ conditions are broadly supported by 
wisdom-of-crowds research. These are:

• The consensus needs to be rational, empirical and critically examined.
• The group coming to the consensus needs to be diverse.
• The group needs to be open-minded and there is no coercion of 

dissenters.
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However, one condition proposed by some HPSS scholars (viz. the 
group needs to be sufficiently large to get reliable results) is not a conclu-
sion from the wisdom-of-crowds literature. Certainly, from a statistical 
point of view, a larger sample will give a more precise estimate of a popu-
lation value. If, for example, we wanted to find out whether at least 95% 
of a relevant group of scientists agree with a proposition, it would be 
desirable to have a sufficiently large sample to reliably distinguish a value 
of 95% from a value of 90%. However, the wisdom-of-crowds literature 
shows that comparatively small crowds can produce wise judgements if 
they meet the conditions of selection of an elite group, cognitive diver-
sity, independence and opportunity for sharing.

There is also one condition in the wisdom-of-crowds literature (viz. 
selection of an elite group), which does not appear in HPSS literature. 
However, it may be that this is an implied premise in the concept of 
expert consensus and does not require philosophical justification.

Table 9.2 Comparison of HPSS scholars’ conditions for consensus to be an indica-
tor of scientific truth with the findings from wisdom-of-crowds research

Conditions proposed by 
HPSS scholars Relevant findings from wisdom-of-crowds research

The consensus needs to 
be rational, empirical 
and critically examined

The experts have opportunities to share their 
expertise and judgements through anonymous 
feedback on group judgements and open 
discussion of reasons for judgements.

The group coming to the 
consensus needs to be 
diverse

The scientists are diverse in their areas of specialist 
knowledge, methodological expertise and values.

The group needs to be 
open-minded, and there 
is no coercion of 
dissenters

The methods for arriving at a consensus are 
designed to reduce the influence of strong voices 
and pressures for conformity, for example with 
independent and anonymous voting.

The group needs to be 
sufficiently large to get 
reliable results

The scientists selected for the consensus are an elite 
group in their field, rather than a broader sample 
of scientists in the discipline.
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In drawing these conclusions from wisdom-of-crowds research, there 
is necessarily a leap of generalization from the often-trivial decision tasks 
used in this research and the much more complex consensus decisions 
that scientists make. There is a major difference in complexity from deci-
sions about “How many candies are in a jar?” or “How high is the Eiffel 
Tower?” to estimating the contribution of human activity to climate 
change. Presently, wisdom-of-crowds research has not studied decisions 
on realistic scientific judgement tasks. However, it may be possible to 
develop such an area of research, which is the subject of the next chap-
ter—the wisdom of scientific crowds.
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10
Towards a “Wisdom of  

Scientific Crowds”

The previous chapter examined how research on wisdom of crowds can 
suggest better processes for determining scientific consensus. However, 
the limitation of this research is that it involves judgement tasks that dif-
fer in content and complexity from those that face scientists. The present 
chapter looks at decision tasks that could potentially be used to investi-
gate scientific consensus processes—what might be called the “wisdom of 
scientific crowds”.

10.1  Tasks for Studying the Wisdom 
of Scientific Crowds

To investigate the wisdom of scientific crowds requires suitable judge-
ment tasks. I propose that these tasks should have the following 
characteristics:

https://doi.org/10.1007/978-981-97-9222-1_10#DOI
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 1. The task needs to be a realistic one, requiring scientific expertise and a 
level of complexity typical of scientific judgements.

 2. The task must have a verifiable standard against which to judge the 
quality of consensus decisions. This is a major challenge, as scientific 
consensus decisions are arguably themselves the validity standard in 
most realistic cases.

 3. The task must be feasible and practical for use within the constraints 
of a research study. For example, it should be achievable within a rea-
sonable time frame, and the task should not be either too easy or too 
difficult to come to the correct decision, so that differences between 
alternative consensus processes are detectable.

Searching the literature for suitable tasks that have these characteris-
tics, I have identified seven candidates. Below I describe these tasks and 
the main findings concerning the wisdom of scientific crowds when they 
have been used.

10.1.1  Predicting the Outcomes of Experiments or 
Clinical Trials

A number of studies have looked at the ability of experts to predict the 
outcomes of experiments or clinical trials. In these studies, experts are 
provided with a clear description of the methods involved in the experi-
ments or trials, but the outcomes are unknown at the time of the predic-
tions. Such studies have been carried out with experiments in development 
economics (DellaVigna & Pope, 2018) and policy interventions (Otis, 
2022), and clinical trials in neurology (Atanasov et al., 2022). The accu-
racy of predictions about individual experiments or trials can be quite 
variable (Atanasov et al., 2022; DellaVigna & Pope, 2018). To study the 
wisdom of scientific crowds requires a set of predictions about a large 
number of experiments, so that broad trends are identifiable.

A good example of such a study is one by Otis (2022), which asked 
863 academic experts to provide predictions about social policy interven-
tions that had been tested in seven randomized controlled trials. The tri-
als covered such topics as the effect of monetary incentives versus 
behavioural interventions on uptake of COVID-19 vaccination in 
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Sweden, and the effects of cash transfers versus psychotherapy on inti-
mate partner violence and household consumption in women from rural 
Kenya. A typical expert in this study was a faculty member or PhD stu-
dent in economics. The experts were presented with pairs of policies and 
asked to say which one would have the greater effect on a particular out-
come. The predictions were made independently by the experts and then 
the researcher aggregated the predictions by creating random crowds of 
various sizes. Individual experts correctly chose the better policy inter-
vention 65% of the time, which is better than chance (50%). However, 
when they were aggregated into crowds of 30 experts, the crowd’s mean 
choice was right 85% of the time, and this increased to 92% when the 
analysis was restricted to policies with statistically significant differences. 
Thus, this study showed a clear wisdom-of-scientific-crowds effect in the 
predictions made.

10.1.2  Predicting the Replicability of Experiments

Due to the concern that many reported findings are not replicable, par-
ticularly in psychology and social sciences, there have been major projects 
to try to reproduce multiple published findings. These projects have 
found that many published findings cannot the replicated. In a number 
of these projects, the researchers have also asked experts to estimate the 
likely replicability of experimental studies using either ratings or predic-
tion markets, and these estimates have been compared with the observed 
replicability. Such replicability estimates have been made for experiments 
in the social sciences (Camerer et al., 2018), psychology (Dreber et al., 
2015; Forsell et al., 2019), economics (Camerer et al., 2016) and pre-
clinical studies of cancer (Benjamin et al., 2017). In most of these proj-
ects, experts were able to predict replicability better than chance (in some 
studies, considerably more so), although the study of preclinical cancer 
experiments found that predictions were far too optimistic (Benjamin 
et al., 2017).

The study by Camerer et al. (2018) illustrates the methods used. They 
looked at the replicability of 21 experimental studies in social sciences 
which had been published in the prestigious journals Nature or Science. 
They repeated these studies using large samples, but were only able to 
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replicate the findings of 13 of the 21 experiments (62%). To see whether 
experts could predict replicability, they gave the experts the details of 
each experiment and asked them to estimate the likelihood that each 
finding could be replicated. They also set up a prediction market where 
experts were given 100 tokens which they could use to trade shares on 
outcomes. For each share they held when the market closed, experts 
received 1 token if an outcome was realized or 0 otherwise. Both the rat-
ings and the prediction market prices predicted the replicability of exper-
iments quite well, estimating that 61% of the experiments would 
replicate, compared to the observed value of 62%. When the predicted 
probabilities of replication were compared to whether experiments repli-
cated, the correlation was very high-- prediction market beliefs correlated 
0.84 and survey beliefs 0.76 with successful replication. These results 
indicate that in this case the scientific crowd was making wise decisions.

10.1.3  Forecasting Infectious Diseases

Forecasting of infectious disease cases can be useful in public health plan-
ning and has traditionally been based on historical trends or mathemati-
cal models. However, a number of studies have been carried out comparing 
expert crowd predictions with traditional methods. These have covered 
monkeypox cases globally (McAndrew et al., 2022), influenza in the 
United States (Farrow et al., 2017; Polgreen et al., 2007), chikungunya in 
Central America (Farrow et al., 2017), COVID-19 in Germany and 
Poland (Bosse et al., 2022) and influenza, enterovirus and dengue fever 
in Taiwan (Li et al., 2016; Tung et al., 2015). Some studies have collected 
direct forecasts by experts and aggregated them (Bosse et al., 2022; Farrow 
et al., 2017; McAndrew et al., 2022), whereas others have set up predic-
tion markets to provide forecasts (Li et al., 2016; Polgreen et al., 2007; 
Tung et al., 2015). A number of these studies show that expert crowd 
forecasts can be better than projections from historical data and predic-
tions from statistical models (Bosse et al., 2022; Farrow et al., 2017; Li 
et al., 2016; Tung et al., 2015). There is also evidence for a wisdom-of- 
crowds effect, with aggregated crowd results more frequently closer to the 
true value than any individual expert (Farrow et al., 2017).
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A study by Bosse et al. (2022) of forecasting COVID-19 in Germany 
and Poland illustrates the approach. These researchers compared mathe-
matical models with human forecasts for COVID-19 cases and deaths 
over the coming two weeks. There were 32 forecasters, who had back-
grounds in statistics, forecasting or epidemiology, and around half 
regarded themselves as “experts” in the area. They were asked to make 
forecasts weekly on a web application set up for the purpose and then the 
individual forecasts were combined by calculating means. The researchers 
found that the crowd consistently outperformed the mathematical mod-
els at forecasting cases, but some models did better than the crowd at 
forecasting deaths.

10.1.4  Predicting the Progression 
of Immunization Trials

New medical treatments must go through multiple phases of testing 
before they are approved for clinical use. In the area of infectious diseases, 
only about 17% of vaccines and treatments that go into Phase I testing 
are eventually approved. When dealing with rapidly moving pandemics 
such as COVID-19, it would be useful to be able to predict which ones 
are most likely to reach the approval stage, so that efforts could be focused 
on these. Such predictions were investigated by Atanasov et al. (2022) in 
relation to COVID-19 vaccines and treatments. They compared machine 
learning predictions with expert predictions on specific questions such as 
“Will the Coronavirus vaccine by Vaxart Inc. advance from Phase I test-
ing to Phase II by December 31, 2021?” When the human experts were 
making their predictions, they were provided with computerized data on 
progress with past treatments that they could interrogate to aid their 
judgements. The experts in this study were either people with experience 
in the life sciences, people who had an interest in the topic, or “superfore-
casters” who had previously participated in forecasting tournaments and 
found to be in the top 2% in performance. The independent predictions 
of the experts were aggregated to create a “crowd” using means or medi-
ans. The researchers found that the crowd consistently made better pre-
dictions than machine learning and concluded that collective human 
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judgements could be practically useful in this area. Although this study 
did not specifically use experts with relevant scientific knowledge, the 
method could potentially be used to investigate the wisdom of scien-
tific crowds.

10.1.5  Improving the Accuracy of Medical Diagnoses

Individual doctors sometimes make errors when diagnosing diseases. 
Several studies have looked at whether aggregating the diagnostic judge-
ments of several doctors can boost accuracy. Improvements to accuracy 
from crowd aggregation have been found for diagnoses in breast and skin 
cancer (Kurvers et al., 2015, 2016) and for a range of diagnoses (Barnett 
et al., 2019).

A study by Kurvers et al. (2015) on skin cancer diagnoses illustrates 
this area of research. These researchers had 122 medical professionals 
work via the internet to independently classify images of skin lesions as 
either malignant or benign using different approaches to assess the lesions. 
The accuracy of their classifications was judged against histopathologic 
information. When using pattern analysis (simultaneous assessment of 
the diagnostic value of all image features), individual medical profession-
als had a true positive rate of 83% (i.e. malignant lesions were correctly 
identified 83% of the time) and a false positive rate of 17% (i.e. benign 
lesions were incorrectly identified as malignant 17% of the time). If the 
professionals’ diagnoses were aggregated into crowds by taking the most 
common classification given by a set of professionals, the accuracy 
improved as the size of the crowd increased. For crowds of 11 profession-
als, for example, the true positive rate increased from 83% to 97% and 
the false positive rate decreased from 17% to 12%, showing a clear 
wisdom- of-crowds effect.
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10.1.6  Predicting the Citation Potential 
of Scientific Articles

Journal editors sometimes try to boost the standing of their journal by 
selecting manuscripts for publication that they believe will be highly 
cited. A study of the editors of the British medical journal BMJ assessed 
whether editors could predict the citation potential of manuscripts sub-
mitted (Schroter et al., 2022). This study asked ten editors to predict the 
number of citations for the year of publication and the following year. 
Overall, prediction was poor, both for individual editors and for aggre-
gated judgements. The authors concluded that “there is no wisdom of 
crowd when it comes to BMJ editors” (p. 1). While this result could 
indicate that the task of prediction is too difficult and not suitable for 
studying the wisdom of scientific crowds, the BMJ is a very prestigious 
journal which may not attract many poor submissions. The prediction 
task may be easier if there is a wider range of submission quality. This 
judgement task may be worth exploring further in journals with a wider 
range in quality of submissions.

10.1.7  Improving the Sophistication 
of Scientific Models

The previous examples of wisdom-of-scientific-crowd tasks have all 
involved making quantitative estimates or binary decisions in situations 
where there is a verifiable standard of truth to judge performance against. 
Aminpour et al. (2021) have investigated a very different type of scien-
tific task—producing a causal model which involves complex intercon-
necting factors and for which there is no simple standard of truth. They 
asked groups of stakeholders to produce a causal model of a fishery eco-
system, specifically the population dynamics and fisheries management 
for striped bass in Massachusetts, United States. The researchers used a 
diverse group of stakeholders, including recreational fishers, commercial 
fishers and local fisheries managers. The stakeholders worked indepen-
dently using an online mental modelling technology to draw their own 
causal models. The individuals’ drawings were then mathematically 
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combined into a collective model for the fishery. The researchers were 
interested in whether a diverse crowd would produce a better-quality 
model than a homogeneous one, so they developed collective models 
separately for the different groups of stakeholders, as well as for a crowd 
involving all stakeholders. To judge the quality of the models, the 
researchers interviewed a diverse group of eight scientists covering areas 
like conservation, natural resource management, fisheries biology, eco-
nomics and social sciences. The scientists were blinded to the identity of 
the group that produced the aggregated models and were asked to judge 
the accuracy of the models on a scale from 1 (very inaccurate) to 7 (very 
accurate). The researchers found that the model produced by the diverse 
crowd was superior to those produced by homogeneous crowds.

Although this task involved stakeholders rather than scientists and the 
standard of truth was itself a consensus of experts, it does allow a study of 
a realistic scientific process that is different from the ones described above. 
Hence, it merits further consideration for building a knowledge base on 
the wisdom of scientific crowds.

10.2  The Criteria for a Wise Scientific Crowd

In the previous chapter, I reviewed the wisdom-of-crowds literature and 
proposed that crowd decisions were likely to be better when the following 
criteria were met: (1) expertise, (2) cognitive diversity, (3) independence 
of judgements and (4) opportunity for sharing. The evidence supporting 
these criteria came from non-scientific judgement tasks. The task for 
wisdom- of-scientific-crowds research is to find out whether these or other 
criteria are associated with better scientific crowd decisions. Given the 
limited amount of research involving scientific crowds to date, only the 
most tentative conclusions can be drawn. Some research has been carried 
out on expertise, cognitive diversity and opportunity for sharing, which 
is reviewed below.
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10.2.1  Expertise

A number of studies have looked at whether individual experts make bet-
ter judgements. However, most of these studies did not aggregate the 
experts and non-experts into crowds to see whether expert crowds 
do better.

Benjamin et al. (2017) looked at whether cancer researchers can pre-
dict whether preclinical cancer studies can be replicated. They found 
mixed results on expertise. Experts with more highly cited publications 
were found to be more accurate, but experts with topic-specific expertise 
were less accurate because they tended to be overconfident that experi-
ments would replicate. The researchers also did not look at the impact of 
expertise of crowds.

DellaVigna and Pope (2018) looked at the ability of various groups to 
predict the results of a complex experiment in behavioural economics. 
These researchers compared the predictions of academic experts, under-
graduate students, MBA students and Amazon Mechanical Turk workers 
(people with no specific expertise who are paid small amounts to perform 
online tasks). The academic experts did better than the students or 
Mechanical Turk workers. However, the researchers found that if they 
selected out individuals from the group of non-experts who consistently 
made accurate predictions (so-called superforecasters), these individuals 
could predict just as well as the academic experts.

Barnett et al. (2019) looked at the effect of expertise on accuracy of 
medical diagnoses. They found that individual physicians were more 
accurate than individual medical students. However, when diagnostic 
judgements were aggregated into crowds, accuracy was much improved 
and similar for both physician and student crowds.

Atanasov et al. (2022) looked at crowd prediction of responses for 
three randomized controlled trials in neurology. They found that predic-
tion was poor overall and no better for co-investigators in these trials 
(who would have had specific expertise) compared to independent 
experts. These researchers did not look at the wisdom of expert versus 
non- expert crowds.
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Hoogeveen et al. (2020) looked at whether laypeople could predict the 
replicability of social science experiments and found above chance accu-
racy. However, their “laypeople” included graduate students, so many 
had some expertise in social science research. The researchers then com-
pared their findings with earlier studies in which experts predicted the 
replicability of similar experiments. They found that experts did better 
than laypeople, but the laypeople could perform in the range of the 
experts if they were provided with additional information about the 
strength of the evidence in the original studies. This additional informa-
tion was arguably raising the laypeople’s level of expertise. Again, aggre-
gated crowd expertise was not specifically examined.

Only limited conclusions can be drawn from these studies. In some of 
the studies, expertise was associated with better performance at the indi-
vidual level. When non-experts are aggregated into crowds, they may do 
as well as individual experts. However, little is known about the relative 
performance of expert versus non-expert crowds.

10.2.2  Cognitive Diversity

Only the study by Aminpour et al. (2021) on creating scientific models 
has examined the role of cognitive diversity. These researchers asked indi-
vidual stakeholders to draw a model of a fishery ecosystem. The stake-
holders were drawn from recreational fishers, commercial fishers and 
local fisheries managers. The researchers mathematically combined the 
individuals’ models to create a crowd model. They found that a crowd 
model based on inputs from a diverse stakeholder crowd was more sophis-
ticated than the ones based on inputs from homogeneous crowds, sup-
porting a role of cognitive diversity in producing better scientific models.

10.2.3  Opportunity for Sharing

Opportunity for sharing has not been directly studied in the wisdom-of- 
scientific-crowds tasks. However, there are a number of studies compar-
ing the results of prediction markets with surveys, which provide some 
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relevant evidence. While the tasks involve different ways of eliciting 
judgements, they also differ in whether information is shared. In a pre-
diction market, experts can see the prices paid by other experts, which is 
an indicator of their predictions, whereas in a survey there is no sharing.

Prediction markets have been compared with surveys in several studies 
examining whether experiments in various social sciences are replicable. 
Two studies found that prediction markets did better at predicting repli-
cability than surveys (Dreber et al., 2015; Forsell et al., 2019), while 
other studies found no difference (Camerer et al., 2016; Camerer et al., 
2018). This is clearly a case of “more research is required”.

10.3  Conclusion

Based on the range of tasks available, it is feasible to investigate the wis-
dom of crowd judgements in realistic scientific tasks. Such research would 
provide a firmer basis for methods for determining deliberative consen-
sus. In the meantime, the principles for quality consensus judgements 
from other wisdom-of-crowds tasks provide a provisional basis for how to 
carry out deliberative scientific consensus: expertise, cognitive diversity, 
independence of judgements and opportunity for sharing.
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11
Using Expert Consensus to Persuade 

the Public

There are complex scientific issues that have ramifications for the welfare 
of humanity, and these require that the general public act in certain ways 
to gain the benefits of scientific knowledge. Such issues include the role 
of human activity in climate change, and the safety of genetically modi-
fied foods and vaccinations. For the required actions to occur, members 
of the public must accept the current consensus of scientists working on 
the topic. In Chap. 3, I argued that the primary evidence on some scien-
tific issues is now so complex that it is generally impossible for a scientist 
to read and critically evaluate it all. While they may be able to master the 
primary literature in some specialist sub-area, scientists must generally 
rely on literature reviews from specialists in other areas in order to gain a 
complete picture. For members of the public, the task is even more 
daunting, as they will generally lack the scientific expertise to evaluate 
any of the primary evidence or even to fully understand literature reviews. 
Rather, they have to accept statements about the consensus of the rele-
vant scientific experts and act on this.

Much of the information that members of the public get about com-
plex scientific issues comes from news and social media, and these often 
cite “the scientific consensus”. To give a few examples of relevant headlines:

https://doi.org/10.1007/978-981-97-9222-1_11#DOI
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“Case closed: 99.9% of scientists agree climate emergency caused by 
humans” (Watts, 2021)

“AAAS Scientists: Consensus on GMO Safety Firmer Than For Human- 
Induced Climate Change” (Entine, 2015)

“One scientist can be wrong. But deny the scientific consensus at your 
peril” (Grimes, 2023)

“Corporate advocacy on Carbon Capture at odds with scientific consen-
sus, InfluenceMap Study Reveals” (Bandyopadhyay, 2023)

“DeSantis aide bucks medical consensus that healthy children should get 
COVID vaccine” (Mitropoulos, 2022)

On the other hand, the public are also exposed to media reports on 
sceptics who question whether consensus has any legitimate role in sci-
ence. Chapter 1 began by quoting a number of prominent lay sceptics. To 
save the reader going back, below I repeat some excerpts:

Let’s be clear: The work of science has nothing whatever to do with consen-
sus…There is no such thing as consensus science. If it’s consensus, it isn’t 
science. If it’s science, it isn’t consensus. Period. (Crichton, 2003, p. 5)

We do not say that there is a consensus over the second law of thermody-
namics, a consensus that Paris is south of London or that two and two are 
four. We say that these things are the way things are…Numbers are critical 
to democracy, but science is not a democracy…Science is a matter of evi-
dence, not what a majority of scientists think (Kay, 2007, paras. 4–9)

the claim that 99 per cent of scientists believe…as if scientific truth is 
determined by votes rather than facts.” (Tony Abbott quoted by Yaxley 
(2017, p. 2))

This tension between citing consensus to persuade the public and ques-
tioning its legitimacy in science raises the question of how to communi-
cate scientific conclusions to the public. Should “scientific consensus” be 
used as a means of persuasion or is this a counter-productive approach 
that will lead to further doubt?
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11.1  The Persuasiveness 
of Scientific Consensus

There is psychological research showing that perceptions of scientific con-
sensus are indeed important to public beliefs about a scientific issue. On 
the topic of climate change, for example, a meta-analysis of correlational 
studies showed that perceived scientific consensus is one of the strongest 
correlates of a member of the public’s belief in climate change, with a 
pooled correlation of 0.35 (Hornsey et al., 2016). This is higher than the 
correlation of 0.25 between objective knowledge and beliefs, indicating 
that communicating the scientific consensus to the public might be a bet-
ter strategy than trying to increase knowledge of the topic.

More importantly, experimental studies show that a single exposure to 
consensus messaging can lead to positive change. An example is a study 
by van der Linden (2015) on public beliefs about the safety of childhood 
vaccination. American adults were invited to participate in an online sur-
vey experiment in which they were given an expert-consensus message 
(e.g. “90% of medical scientists agree that vaccines are safe and that all 
parents should be required to vaccinate their children”) or assigned to a 
control group where they received no message. The group that received 
the consensus message had reduced concern about vaccine safety, were 
less likely to believe in a link between vaccination and autism, and became 
more likely to support policies requiring people to vaccinate their chil-
dren. Such findings have been replicated in studies on a range of topics. 
A meta-analysis of 43 experimental studies about climate change, geneti-
cally modified food and vaccination found a strong effect on perceived 
scientific consensus (standardized mean difference = 0.55) and a much 
smaller (but still statistically reliable) effect on belief in scientific facts 
(standardized mean difference = 0.12) (van Stekelenburg et al., 2022).

There is less research on whether these changes from a single exposure 
last beyond the end of an experiment. Goldberg et al. (2022) found that 
the effect of consensus messaging on climate change decayed with time, 
with 40% of the original effect remaining after 26 days. This finding 
shows that repeated messages about the scientific consensus will be neces-
sary to produce lasting change in beliefs. Fortunately, the changes in 
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beliefs were most durable in people who were doubtful or dismissive of 
climate change, and they are the main target for consensus messages.

The most important issue is whether consensus messaging produces 
behaviour change. Most of the experiments have simply looked at the 
effects on responses to questions on beliefs about a scientific topic, which 
may not translate into action. However, there is some evidence that 
changes in behaviour can occur. Bartoš et  al. (2022) did a study in 
Czechia of public misconceptions about doctors’ views about COVID 
vaccines. They found that 90% of Czech doctors trusted the vaccines, but 
the public believed that only 50% of doctors did. These researchers 
looked at the effects of informing the public about the consensus of doc-
tors. They found that such information increased the number of people 
who intended to get vaccinated by 3 percentage points and actual vaccine 
uptake by 4 percentage points.

While consensus messaging can have positive effects, it is a double- 
edged sword. The same mechanism can also be used to spread misinfor-
mation and produce undesirable effects. This is illustrated by an online 
experiment by Logemann et al. (2024) on climate change beliefs of mem-
bers of the US public. These researchers gave misinformation by present-
ing a poster on the “Oregon Petition Project”, which stated that over 
31,000 American scientists participated in a petition claiming that 
humans are not contributing to climate change and contradicting the 
claim of a 97% consensus among climate scientists that human activity is 
contributing to global warming. Compared to a control group, people 
presented with this misinformation had a lower estimation of scientific 
consensus and less support for public action to mitigate climate change. 
This finding is relevant to how dissenting statements like the 
Nongovernmental International Panel on Climate Change and the World 
Climate Declaration (see Chap. 4, Case Example 4.4) can potentially 
undermine the consensus of the Intergovernmental Panel on 
Climate Change.
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11.2  Why Do Some People Reject 
a Scientific Consensus?

The persuasiveness of consensus messages relies on public trust in scien-
tists. If scientists cannot be trusted, then why take any notice of their 
consensus? There is indeed evidence that trust in scientists is associated 
with acceptance of a scientific consensus. Pooling the data from 13 stud-
ies, Bogert et al. (2024) found that trust in science had a small but reli-
able correlation of 0.19 with belief in human-induced climate change. 
Similarly, representative survey data from the public in 12 countries dur-
ing 2020 found that trust in scientists was associated with support for 
and compliance with non-pharmacological interventions during the 
COVID pandemic (Algan et al., 2021).

Lack of trust in scientists is surprisingly common. In 2020, the 
Wellcome Trust carried out a global survey of over 140,000 people in 
more than 140 countries asking what they think and feel about science 
(Wellcome, 2020). When asked to rate how much they trust scientists in 
their country, only 43% said they trusted them “a lot”. There was sub-
stantial variation between countries in level of trust. Trust in scientists 
was highest in Australia and New Zealand (62%), Western Europe (59%) 
and North America (54%), and lowest in sub-Saharan Africa (19%), 
South-East Asia (23%) and Central Asia (28%). Interestingly, trust in 
scientists was found to be higher in 2020 than when the survey was previ-
ously conducted in 2018. The percentage trusting scientists “a lot” 
increased from 34% to 43% over this period, probably because of the 
increasing public exposure to scientists during the COVID-19 pandemic.

A factor in rejection of scientific consensus is that people are influ-
enced by their broader worldviews in deciding whether a scientist’s opin-
ion on an issue is to be trusted. Kahan et  al. (2011) have argued that 
people form a view about a scientific consensus by trying to recall 
instances of experts they have observed offering an opinion on an issue—
what psychological scientists call the “availability heuristic”. However, 
they are more likely to recall examples of experts taking a position that is 
compatible with their broader worldviews and so tend to overestimate 
the degree of scientific support for a position they are predisposed to 
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accept. To test the hypothesis that people evaluate expert opinion accord-
ing to whether it is compatible with their broader values, Kahan et al. 
(2011) carried out an experiment in which members of the public were 
presented with information about the fictional author of a book on either 
climate change, geologic isolation of nuclear waste or laws concerning 
concealed weapons. The information provided a photo of the author, 
presented their qualifications and academic appointments, and gave a 
summary of the position the author took in their book. The participants 
were then asked to rate how trustworthy and knowledgeable the expert 
was on the issue. The researchers found that an expert was rated as more 
trustworthy and knowledgeable when their book espoused a position that 
was compatible with the person’s broader social values, which they classi-
fied as either hierarchical-individualistic or egalitarian-communitarian.

Public trust in a scientific consensus can be deliberately undermined 
by those who oppose a particular course of action for ideological or finan-
cial reasons. They can do this by actively promoting minority contrarian 
viewpoints in a way that suggests that there is less consensus than is the 
case. Oreskes and Conway (2010) have shown how, in the United States, 
opponents of government action on smoking, environmental policies 
and global warming have sought to sow doubt about the strength of the 
evidence and degree of expert consensus. These doubts are magnified in 
the public mind when journalists attempt to show balance by presenting 
both sides of an issue, even when one side has much less scientific merit 
than the other. Oreskes and Conway have documented how a small 
group of prominent US scientists who were not actively involved in 
researching these topics were motivated by their political values and 
industry funding to become “merchants of doubt” in order to prevent 
action being taken.

Because social values are inevitably involved in making policy deci-
sions based on scientific findings, it is important that members of the 
public be involved in the value judgements involved, as this is likely to 
elicit greater public trust and support for these policies (Kitcher, 2011). 
Involving the members of the public in this way involves considerable 
challenges because of the technical nature of the relevant evidence, but 
there are ways this can be achieved, such as the citizen juries described in 
Chap. 7.
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A final factor in rejection of a scientific consensus is a person’s percep-
tion of their own knowledge of the issue. Light et al. (2022) have reported 
a series of studies of the American public’s agreement with scientific con-
sensus on a range of issues. These researchers found that those who are 
most opposed to the scientific consensus have the lowest levels of objec-
tive knowledge, but the highest levels of subjective belief in their own 
knowledge. In other words, they are overconfident in their knowledge.

We can only speculate on how the above findings might apply to some 
of the prominent laypeople cited in Chap. 1, who confidently reject the 
consensus of scientists on issues like climate change and vaccine safety. 
Plausibly, they may reject the consensus of scientists because they do not 
trust them, basing this mistrust on the clash between their own values 
and the values inherent in the scientists’ consensus, are influenced by 
contrarian “merchants of doubt”, and may overestimate their own under-
standing of very technical areas.

11.3  Educating About the Role of Consensus 
in Science

We are faced with some dilemmas in using scientific consensus to per-
suade the public. While consensus messaging may change beliefs in a 
positive way, it can also be used to spread misinformation. Consensus 
messages are also dependent on the public having trust in scientists, but 
scientists may be mistrusted if they espouse views incompatible with peo-
ple’s broader values.

A possible pathway is to educate people about the important role of 
consensus in science more generally, rather than focus solely on consen-
sus messages about specific scientific issues. Support for such an approach 
comes from an experiment by van Stekelenburg et al. (2021) in which 
they tried to boost the effect of communicating scientific consensus using 
a two-step communication strategy. In the first step, US adults with false 
beliefs about genetically modified food and climate change learned about 
the value of scientific consensus and how to identify it. They were pre-
sented with an infographic on “How to figure out whether a claim is 
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true”. This explained how it is very difficult for a person to systematically 
study the evidence on a topic themselves. However, scientists from all 
over the world have studied the evidence and developed a consensus. A 
scientific claim can then be evaluated by looking at the consensus among 
the relevant scientists. After studying the infographic, the participants in 
the experiment were exposed to consensus messaging in the form of a 
news article that opposed their beliefs. The article on genetically modified 
food, for example, came to the following conclusion:

In 2014 already, a survey showed that there is a scientific consensus on the 
safety of genetically engineered food. Dr. Cary Funk from the Pew Research 
Center: “92% of working Ph.D. biomedical scientists said it is as safe to eat 
genetically engineered [GE] foods as it is to eat non-GE foods.”

This two-step strategy was found to be superior to communicating about 
the level of consensus alone in correcting misperceptions about geneti-
cally modified food, but not about climate change. The researchers spec-
ulated that this differential effect may be because Americans have lower 
trust in climate scientists than in biomedical scientists.

These findings come from a single experiment and need replication. 
However, if confirmed, they may have implications for science education 
more broadly. Vickers (2023) has proposed a major change in science 
education in schools, with less emphasis on assessing the original scien-
tific evidence, which is very complex even for the expert, and more on 
teaching children how to judge when a scientific consensus does or does 
not exist. He states:

Instead of putting all of the emphasis on teaching schoolchildren about 
science, we could put a far greater emphasis on teaching schoolchildren 
about scientific communities, and in particular the features of those com-
munities that correlate strongly with trustworthy scientific claims. 
Specifically, schoolchildren could be taught how to competently judge 
when a solid scientific consensus does/doesn’t exist vis-à-vis some claim of 
interest. Older teenagers would then leave school less able to work a micro-
scope, perhaps, but more able to digest online information relating to sci-
entific community opinion. (Vickers, 2023, p. 236)
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This proposal is admittedly sketchy, but if consensus processes are as cen-
tral to science as this book argues, a greater understanding of the role of 
consensus is essential at all levels of science education from high school 
through to specialist postgraduate training.
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