
M
ODELING THE POSSIBLE

E
dited by Tarja K

nuuttila, T
ill G

rüne-Y
anoff, R

am
i K

oskinen and Y
lw

a Sjölin W
irling

MODELING THE POSSIBLE
PERSPECTIVES FROM PHILOSOPHY OF SCIENCE

Edited by Tarja Knuuttila, Till Grüne-Yanoff,  
Rami Koskinen and Ylwa Sjölin Wirling

Routledge Studies in the Philosophy of Science

This chapter has been made available under a CC-BY-NC-ND 4.0 International license.This chapter has been made available under a CC-BY-NC-ND 4.0 International license.This chapter has been made available under a CC-BY-NC-ND 4.0 International license.This chapter has been made available under a CC-BY-NC-ND 4.0 International license.This chapter has been made available under a CC-BY-NC-ND 4.0 International license.This chapter has been made available under a CC-BY-NC-ND 4.0 International license.



Modeling the Possible

Models are used to explore possibilities across all scientific fields. Climate 
models simulate the potential future climatic conditions under various emis-
sions scenarios, macroeconomic models investigate the implications of dif-
ferent fiscal and monetary policy initiatives, and infectious disease models 
study the spread of viral diseases under a range of conditions. Such modeling 
approaches have not gone ignored by philosophers of science, but they have 
only recently started to explicitly address modeling the possible. So far, the 
discussion has been spread across a variety of more or less isolated pockets 
of debate in the philosophy of science. Modeling the Possible: Perspectives 
from Philosophy of Science draws together these studies, focusing specifi-
cally on how various modeling practices probe possibilities and justify claims 
concerning them.

The volume is divided into three sections, plus an introductory chapter. 
The introductory chapter provides a state-of-the-art survey of the discus-
sions of modeling possibilities within the philosophy of science, as well 
as an introduction to the book’s main themes and individual papers. The 
three sections focus on different kinds of possibility concepts, possibility 
spaces, and how-possibly modeling in practical situations. The chapters con-
tained in this volume address conceptual and theoretical issues while also 
presenting case studies from various scientific domains: physics, evolution-
ary and synthetic biology, network science, climate science, economics, and 
epidemiology.

Essential reading for philosophers of science, epistemologists, and model-
ers in various scientific disciplines, Modeling the Possible is also suitable for 
anyone interested in model-based scientific inferences, their validity, and the 
policy conclusions derived from them.

Tarja Knuuttila is a Professor of Philosophy of Science at the University of 
Vienna, Austria. Knuuttila’s research focuses on scientific modeling, as well 
as artifactuality and interdisciplinarity in science. Her philosophical work 
is practice-oriented, with an emphasis on synthetic biology, engineering sci-
ences, and economics.



Till Grüne-Yanoff is a Professor of Philosophy at the Royal Institute of Tech-
nology, Stockholm, Sweden. His research focuses on scientific modeling, 
decision theory, and behavioral policy. He often collaborates with psycholo-
gists, economists, and engineers on these topics.

Rami Koskinen is a Researcher at the University of Vienna, Austria. Koskinen’s 
research focuses on the general philosophy of science and the philosophy 
of biology. He has studied especially the epistemology of modal inferences, 
ranging from scientific modeling to biological engineering.

Ylwa Sjölin Wirling is a Reader in Theoretical Philosophy at the University of 
Gothenburg, Sweden, and a Pro Futura Scientia Fellow at the Swedish Col-
legium of Advanced Study. Her research concerns epistemology, philosophy 
of science, and metaphilosophy. She has worked on epistemological issues 
pertaining to modality, especially in the contexts of scientific modeling and 
philosophical inquiry.
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Introduction

Tarja Knuuttila, Till Grüne-Yanoff,  
Ylwa Sjölin Wirling, and Rami Koskinen

0.1  Modeling the Possible in the Philosophy of Science

Models are used to investigate possibilities in all scientific domains. Climate 
models simulate potential future climatic conditions under various emissions 
scenarios. Macroeconomic models examine the possible effects of policy 
measures on different sectors of the economy. Infectious disease modeling 
tracks the spread of viral diseases under a range of assumptions about behav-
ioral, medical, and population factors. Model organisms are used to explore 
the possible effects of new types of medications. Engineers and scientists cre-
ate synthetic models to research and develop new types of materials and 
biological structures. It should be obvious that one of the primary objectives 
of contemporary modeling practice is the study of possibilities, yet the phi-
losophy of science has only recently begun addressing modeling the possible. 
How can this be the case? At least three distinct philosophical currents have 
led to the neglect of the modal side of modeling: the dominant representa-
tional approach to models, the philosophical emphasis on explanation, and, 
in some cases, general skepticism about modalities.

The view of models as representations has long been dominant in main-
stream philosophy of science. This viewpoint combines the ideas that models 
are representations and that they provide knowledge by representing certain 
real-world (social or natural) target systems. The unit of analysis has been 
that of one model and one target system, with the majority of the analytic 
work focused on accounting for the representational link between the two. 
As a result, various explanations of model-based representation have been 
proposed, including structuralist (e.g., Bueno and Colyvan 2011; Pincock 
2012), similarity-based (e.g., Giere 2004; Weisberg 2013), and deflationary 
accounts (Suárez 2004). The specifics of these approaches do not need to 
concern us here. What appears crucial from a modal standpoint is what the 
target systems, according to representational accounts, are supposed to be. 
This question has received comparatively little attention, though, in the al-
ready vast amount of studies on modeling. It is as if it were taken for granted 
that the ultimate goal of modeling was to represent actual systems, and thus 
targets would not provide a very interesting subject for philosophical inquiry. 
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2 Modeling the Possible

One of the exceptions is Weisberg (2013), who examines the construction of 
target systems in terms of subjecting an actual phenomenon to abstraction 
and idealization processes, picking just the features of the phenomenon that 
the theorist wishes to explore (see also Elliott-Graves 2020). While Weisberg 
also considers hypothetical and impossible targets, the emphasis is on target-
directed modeling that addresses spatio-temporally identifiable actual target 
systems.

The focus on representation also permeates the discussions of idealization 
and abstraction: idealizations are expected to distort aspects of real-world 
target systems, while abstract representations omit some of their features 
(e.g., Thomson-Jones 2005, Godfrey-Smith 2009). Consequently, the con-
ventional ways of thinking about idealization and abstraction begin with 
actual real-world systems, and often do not extend to non-actualized pos-
sible systems. How is one supposed to think of omitting some features of 
non-actualized objects or processes, or to distort non-actual systems? More 
often than not, this question is not even raised—it is rather the distortion of 
the features of actual systems that are thought to deliver modal information. 
Batterman and Rice (2014), for example, have argued that the renormaliza-
tion group strategy renders models caricatures of actual systems that can 
nevertheless supply an explanatory modal structure.

The philosophical emphasis on explanation has also tended to downplay 
the modal significance of modeling. In the explanation literature, the ex-
planandum has typically been taken as an actual phenomenon or event to be 
explained, while the explanans, depending on the account in question, either 
deduces it from the relevant natural laws and initial conditions (Hempel and 
Oppenheim 1948) or specifies a causal process or mechanism that lead up 
to, or produce, the explanandum. Moreover, a successful explanation is or-
dinarily assumed to be truthful and as complete as feasible (Bokulich 2017). 
Model-based explanations, in contrast, do not usually qualify as true and 
ideally complete explanations. As a result, while the causal-mechanistic tra-
dition takes into account how-possibly models (Craver 2006, 2007), they are 
primarily seen as intermediary stages toward how-actually explanations, in-
stead of considering that how-possibly models might explore non-actualized 
possibilities (Koskinen 2017).

In addition to focusing on describing and explaining actual processes, enti-
ties, and events, or presuming that traditional accounts can account for the 
modal side of modeling, philosophers of science have occasionally expressed 
skepticism about modality. For example, Norton (2021) finds the present 
literature on modality unsatisfying when it comes to understanding events 
that we cannot experience or that may never occur. While claims about such 
events abound in science, Norton thinks that speaking of them as possibili-
ties is only defensible if they are allowed by the evidence. He suggests that 
philosophers should let go of possible worlds, though he also acknowledges 
that there can be factual non-actualized possibilities. Norton is certainly not 
alone in his suspicion of objective modalities; within analytic philosophy, for 
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instance, Quine was famous for being skeptical of the intelligibility of modal 
speech and modal logic––especially ones that quantify over merely possible 
entities or properties (e.g., Quine 1953).

During the previous decade, the situation has shifted considerably. Several 
philosophers of science have invoked modalities, particularly in their work 
on modeling. To begin, idealizations have been seen as providing modal in-
formation rather than isolating actual difference makers or causal elements 
(or making the model tractable). de Donato Rodríguez and Arroyo Santos 
(2012) and de Donato Rodríguez and Zamorra Bonilla (2009) analyze ide-
alizations as counterfactual, subjunctive, or hypothetical conditionals, where 
the antecedent expresses ideal conditions in which the idealization holds, and 
that can exhibit different degrees of contingency. Rice (2018, 2021) argues 
in his account of holistic idealization that idealizations are ubiquitous mis-
representations of the features, processes, and entities of the model’s target 
system. They allow scientists to obtain modal information on which fea-
tures of a system are relevant and which in turn irrelevant for explaining 
some widespread patterns of behavior. More generally, Sjölin Wirling and 
Grüne-Yanoff (forthcoming) argue that models addressing counterfactual 
objective possibilities might not be undermined by idealization in the same 
way as models that target actual systems. In a similar vein, Tan (2019) has 
approached idealizations in scientific models as counterpossible counterfac-
tuals. Ruyant (2021) presents an anti-realist interpretation of science that is 
modal in character, based not on laws but rather on manipulations and ob-
servations within certain realms of experience, subject to natural restrictions. 
According to him, scientific models provide norms for their use in specific 
contexts and seek empirical success in all relevant and accessible scenarios.

While models have traditionally been studied from a representational per-
spective, there are alternative approaches to modeling that more readily ac-
count for the modal uses of modeling. Morrison and Morgan’s perspective on 
models as mediating instruments views models as tools that are, by their con-
struction, partially independent of theory and data and, hence, able to medi-
ate between them (Morrison and Morgan 1999). Morrison and Morgan’s 
primary focus is on how scientists learn by constructing and manipulating 
models. Their account, which emphasizes the epistemic enabling of the world 
in a model (Morgan 2012) and the partial independence of models from any 
target systems, is similar to indirect representation as portrayed by Weis-
berg (2007) and Godfrey-Smith (2006). However, Weisberg and Godfrey-
Smith regard models as abstract or fictional entities, and their approaches are 
more reliant on representation than Morrison and Morgan’s more practice-
oriented account, which underscores how scientists gain understanding by 
working with models.

Building on Morrison and Morgan’s insight on learning from models as 
well as philosophical discussions on artifacts and multimodality, Knuuttila 
has argued for viewing models as epistemic artifacts (e.g., Knuuttila 2011, 
2021). According to her, the artifactual approach can better accommodate 
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the modal dimension of modeling than the representational approach, which 
focuses on a relationship between a model and some determinable target. 
The philosophical gist of the artifactual approach is to focus on the theo-
retical or empirical question or task that the model, as a specifically con-
structed artifact, is designed to address. The questions posed to the model 
do not need to concern actual phenomena, entities, or processes but can 
also address possible and impossible ones. Scientific models are rendered by 
symbolic, semiotic, computational and material resources, and constrained 
in such a way that they facilitate solving some question at hand. Typically, 
such questions concern more generic phenomena. Knuuttila, like Le Bihan 
(2017), argues that models bring modal understanding by facilitating the 
study of different dependency patterns that might generate various types of 
phenomena. Such phenomena can be actual or non-actual, robust, necessary, 
or impossible.

The explorative nature of models has been articulated by Gelfert (2016), 
whose discussion of models as proof-of-principle demonstrations does not 
just address actual target systems. Massimi (2019) discusses further functions 
of exploratory modeling, arguing among other things that perspectival hypo-
thetical models can give scientists knowledge of objective possibilities by way 
of what she calls “physical conceivability”, i.e., a form of imagining possibili-
ties that are constrained or “driven” by physical laws. The notion of conceiv-
ability has long been seen as crucial for modal reasoning by epistemologists 
of modality. Drawing from modal epistemology, Sjölin Wirling (2022) sug-
gests that scientific models can function as “epistemic counterparts” that en-
able us to learn what is de re possible for an actual entity—by investigating 
what happens in a model that is relevantly similar to the entity in question.

Other modal notions besides possibility and necessity that are especially 
relevant to science include classic modal notions like contingency. For ex-
ample, debates in evolutionary biology are often couched in terms of con-
tingency (e.g., whether evolutionary history would come out the same or 
radically different if we “replayed the tape of life”) rather than directly in 
terms of possibilities (e.g., Gould 1989). In scientific modeling practices, 
there are also more technical concepts that are not explicitly modal, but 
whose underpinnings can be identified to be modal. Evolvability (see Weber, 
this volume) provides one example of a notion that contains an implicit refer-
ence to modality (i.e., a disposition to change or evolve). The closely related 
notion of biological robustness has also been argued to be best understood as 
an expanded modal notion (Koskinen 2023). While the notion itself does not 
contain any explicit or implicit reference to classical modal notions, biologi-
cal robustness can be given a modal reading similar to that of evolvability 
that essentially relies on quantification over possible states of affairs (Wagner 
2014). Alternativity (see Morgan, this volume) is another concept that often 
comes with a strong modal coupling, while probabilistic notions, like chance 
(Suárez, this volume) and randomness, provide another very important family 
of modal-adjacent concepts for philosophical scrutiny.
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Given the emerging discussion of modalities in modeling within the phi-
losophy of science, it is still difficult to provide even a patchy map, let alone a 
thorough description of the different ways in which possibilities, necessities, 
and other related modal notions have been addressed within the philoso-
phy of science. In the rest of this introduction, we will review the proposals 
and analyses provided by the contributions of this volume, according to the 
kinds of possibility concepts they put forth (section 0.2), the various ways 
they discuss possibility spaces (section 0.3), and how they address how-pos-
sibly models, or plausible and prospective scenarios (section 0.4). Section 0.5 
broadens the scope to include broader philosophical implications of modeling 
the possible, followed by brief descriptions of each article in its own terms.

0.2  Possibility Concepts for Scientific Use

Upon closer inspection, the concept of possibility used in science and, in par-
ticular, in scientific modeling fractures into many different notions. Perhaps 
the most widely noted distinction is that between epistemic and objective 
possibility. According to standard definitions of epistemic possibility, p is 
epistemically possible when p is compatible with (Vetter 2015, 215) or not 
ruled out by (Chalmers 2011, 61) the relevant body of knowledge, or when 
not-p is not part of that body of knowledge (Weatherson and Egan 2011). In 
contrast, objective possibilities express something about the world—not only 
how it is, but how it could be. This includes counterfactual possibilities that 
differ from what is true in the actual world, acknowledging that the world 
could have been different from how it actually is, and that there is more than 
one way the world can be in the future, even if there is just one way it will be 
(Deutsch 1990; Williamson 2016).

Both possibility notions are extensively used by scientists, even if the dis-
tinction between epistemic and objective possibility is not always made ex-
plicit. Nevertheless, it is relevant for the analysis and justification of many 
scientific practices, including various modeling activities. Sjölin Wirling and 
Grüne-Yanoff (forthcoming) argue that heeding the distinction helps, for ex-
ample, determining when how-possibly explanations are sui generis, which 
models can be used to reject necessity claims, or whether constraint-based 
reasoning can provide explanations. In their contribution to this volume, 
Sjölin Wirling and Grüne-Yanoff highlight that when seeking to justify pos-
sibility claims based on models, one must first determine the kind of possibil-
ity claim one seeks to justify, as different strategies may be called for in cases 
concerning different modalities.

Joe Roussos’ contribution in this volume also draws on the distinction be-
tween epistemic and objective possibility when discussing climate modeling 
and conclusions about possibilities therefrom. He notes that scientists with a 
“possibilist” view seem to interpret both the individual models in the CMIP 
(Coupled Model Intercomparison Project) model ensembles, and climate sto-
rylines, as epistemic possibilities. In contrast, some philosophers defending 
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such a possibilist view (e.g., Katzav 2014) appear to base their defense on 
an objective possibility notion. It seems that there is plenty more work to be 
done in this domain in order to resolve such apparent disagreements.

When seen from a vantage point of scientific practice, the epistemic/ob-
jective possibility distinction seems to yield an asymmetry: while objective 
possibilities often are seen as useful, epistemic possibilities are not—they do 
not yield sui generis how-possibly explanations, do not support understand-
ing, or are not “real possibilities” in some relevant sense. Indeed, skeptics 
like Norton (2021) suggest disregarding such possibilities altogether: they 
are “dependent on our beliefs and knowledge and thus fail as a conception of 
possibility in the world” (Norton 2021, 22) and “by deriving possibility from 
ignorance, [they] allow the assertion of possibilities where prudence would 
dictate silence” (Norton 2021, 23). Both of these criticisms derive from the 
standard accounts of epistemic possibility, which define it as consistency with 
current knowledge. This makes epistemic possibility obviously dependent on 
knowledge, and it also opens it to the charge of justification from ignorance: 
one can be perfectly justified in claiming that p is epistemically possible even 
though scientific knowledge relevant to p is very scarce—it is just a matter 
of judging the relation between p and a body of knowledge, whatever it con-
tains. In this volume, Roussos and Verreault-Julien address this issue.

Interestingly, according to Verreault-Julien, it might be possible to retain 
a concept of epistemic possibility that is knowledge- or belief-dependent, yet 
avoiding the justification of ignorance charge. Such accounts have been pro-
posed in the literature, suggesting that p is epistemically possible just in case 
the truth of p is in some sense supported by a given body of epistemically 
prioritized (e.g., known, believed, justified) propositions (compare Przyjem-
ski 2017). If suggestions like these are accepted, then the epistemic possibility 
concept might fracture further into a number of alternatives.

Such a subdivision is already in common use for objective possibilities. 
Metaphysical, logical, nomological, and contingent possibility are just some 
examples of such differentiations of objective possibility often found in the 
literature; nomological possibility is often further differentiated along disci-
plinary lines, including physical, biological, and economic possibility. It is 
often an open question just how these notions are best understood in a way 
that is relevant to scientific practice. For instance, in this volume, both Mar-
cel Weber, and Tarja Knuuttila and Andrea Loettgers, discuss how we are to 
understand biological possibility, given that there are few if any biological 
laws. Moreover, these differentiations are often also relevant for understand-
ing science. For example, a long-standing controversy about the relevance of 
the results of theoretical modeling in economics can be explained as a disa-
greement about whether certain economic models allow concluding math-
ematical or economic possibilities (Grüne-Yanoff and Verreault-Julien 2021).

As noted above, there are plenty of skeptics regarding objective possibili-
ties and their relevance to science, especially in the strongly empiricist camp. 
In order to assuage at least some of the worries raised by empiricist criticism, 
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friends of possibility modeling should consider the following two questions: 
first, can all scientifically relevant possibility claims be extracted out of the 
actual, and if so, in what way? And second, is there a way to characterize 
(and perchance constrain) the set of scientifically relevant possibility claims? 
Both of these questions are taken up in several contributions to this volume.

Mauricio Suárez argues in his contribution that it is propensities that ground 
objective possibilities. He considers propensities as abstract place holders for 
the concrete properties of complex dynamical systems that generate objective 
possibilities (and chances), at whatever level of description. The objective pos-
sibilities of interest exist in virtue of very special dynamical processes acting 
in highly constrained and specific scenarios. Because the modalities here are 
relative to specific setups, the resulting kind of possibility is more strictly and 
narrowly defined than mere logical, metaphysical, or even physical possibil-
ity—yet because they are grounded in the concrete properties of actual sys-
tems, a theoretically transparent connection is established between the actual 
and the possible, thus allowing the extraction of the latter out of the former.

Suárez describes the resulting concept as “local and actual possibilities” 
(15), by which he refers to those objective possibilities that are relevant to sci-
entists. Similar intuitions have been voiced in climate science, where authors 
like Katzav promote a notion of “real possibility” (see Roussos’ chapter). 
Paul Teller in his contribution seeks to make this intuition explicit. For him, 
an actual possibility is a state of the world that is not ruled out by what has 
occurred in the actual world up until a certain time. He contrasts this notion 
with the possible worlds approach to modality, dominant until recently in 
the philosophical literature (see Vetter 2011 for an overview of the changing 
landscape). Teller argues that it is actual possibility, not possibility in the 
sense that there is a possible world in which the relevant claim is true, which 
is of relevance to scientists. Interestingly, he also contrasts actual possibility 
with both metaphysical and nomological possibility concepts.

Collin Rice seeks in his chapter to counter such identification or constrain-
ing of possibility concepts relevant for scientists. Specifically, he examines 
three ways of determining which possibilities contribute to scientific under-
standing: only those sufficiently close to the actual world, only those relevant 
to intervention, or only those of interest to scientists. He finds each of them 
wanting, promoting instead his all-possibilities-count view: using models (or 
theories, or anything else) to learn about what would occur in a possible sys-
tem always deepens our scientific understanding of real phenomena. Conse-
quently, while there might be many different kinds of possibilities, none can 
be safely excluded from being relevant for science.

0.3  Possibility Spaces

Possibility spaces offer one way of conceptualizing and exploring possibili-
ties. They can be logical, mathematical (e.g., probability spaces), scientific 
(e.g., phase and state spaces), or practical (e.g., design spaces in engineering). 
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The space of logical possibilities provides the most general space of the pos-
sible, including all those possibilities that are logically consistent. Such spaces 
have been offered as semantics for modal concepts. The possibility spaces 
relevant to science are more restricted, being limited, for example, by scien-
tific laws or the history of a system. Possibilities, both actualized and unac-
tualized, are contained within a possibility space that can be thought of as 
the collection of all possibilities that a system can realize based on our cur-
rent scientific understanding and assumptions about its operation. Possibility 
spaces in science are typically constructed and studied using formal methods, 
the creation of possibility spaces being an essential part of modeling practice. 
The dimensions of the possibility space are determined by the dependencies, 
variables, and parameters specified in the construction of a model system. 
Scientific possibility spaces can be large and multidimensional, especially 
when simulating a complex system like an organism, an environment, or a 
network of social connections. Scientists are frequently only able to explore 
portions of such vast spaces.

Given that the building and analysis of possibility spaces in science are in-
extricably linked to modeling practices, what modal status should such pos-
sibility spaces have? Philosophers’ answers vary. On one end of the spectrum 
are philosophers like Williamson (2018), who regard phase spaces in physics 
as “abstract mathematical representations of the possible states of a physical 
system” (189) that permit the “exploration of objective modal space” (197). 
On the other end, Wilson thinks that much of the discussion about possible 
worlds and possibility spaces is inflated and that the emphasis should be on 
localized possibility spaces that are more akin to control and design spaces 
in engineering that facilitate “locating the proper solution to a particularized 
problem” (Wilson 2018, 296).

Another issue is that different scientific fields have diverse approaches to 
articulating and grounding possibility spaces, both theoretically and experi-
mentally. Physicists can design possibility spaces using laws, principles, and 
well-established formal methods. The phase and state spaces investigated in 
physics are the spaces of all conceivable states of a physical system. Other fields, 
like biology, lack comprehensive laws and principles for anchoring possibility 
spaces and giving the possibilities under consideration a more objective status. 
The contributions of the volume addressing possibility spaces approach them 
from the perspectives of different disciplines, and distinct modeling methods. 
While Andreas Hüttemann considers physical spaces, grounding his account of 
objective possibilities on physical laws and invariances, the next two contribu-
tions discuss biological possibilities. Marcel Weber addresses evolvability in 
evolutionary biology as an accessibility in a modal genotype-phenotype space, 
while Tarja Knuuttila and Andrea Loettgers consider how the combinatorial 
biological possibility spaces are structured. James DiFrisco, Johannes Jaeger 
and Andrea Loettgers extend their discussion also to social systems, highlight-
ing the challenges of studying complex, self-organizing systems, whose pos-
sibility spaces are difficult to capture by modeling.
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Hüttemann’s approach to possibility spaces comes closest to that of Wil-
liamson (2016, 2018). Both of them take nomic necessity or possibility to be 
a species of objective possibility. Though there also are other kinds of objec-
tive possibilities, the authors seem to agree that the objective possibilities rel-
evant to science are likely grounded in laws of nature. Hüttemann links laws 
to invariances in nature, arguing that the very notion of law presupposes that 
something changes while something else, expressed by the law (equation), re-
mains invariant. Invariances and the laws based on them should be understood 
modally; they do not concern only the actual behavior of systems, but also 
their possible behaviors, and behaviors that are obtained by some sort of ne-
cessity. Coming closer to modeling, Hüttemann distinguishes between system-
external and system-internal generalizations. The latter constrain the behavior 
of a system, establishing a possibility space. Hüttemann seeks to show that 
state spaces studied by models can be understood modally, and considered as 
objective if grounded on invariances that can be established empirically.

Most modeling taking place in other sciences than physics does not trade 
in scientific laws. How then to understand their modal character? Within bio-
logical sciences, biological possibilities have been grounded on the genomic 
level. The materiality of genes and proteins and scientists’ ability to sequence, 
analyze, and manipulate genomes computationally and experimentally have 
provided a basis for thinking about biological possibility as accessibility 
within a space of all possible genomes. Within philosophical discussion and 
evolutionary biology, Dennett (1995) and Wagner (e.g., Wagner 2014) have 
referred to the “Library of Mendel” as such a space of biological possibili-
ties. It is important to note that within this approach, biological possibility 
is always relative to a given genome and the space of possibilities is hyper-
astronomical in size, consisting mostly of nonviable genomes. Moreover, the 
very idea of defining a complete space of biological possibilities has been 
criticized, for instance, by Maclaurin and Sterelny (2008), though this does 
not preclude possibility spaces, like morphospaces in evolutionary biology 
that specify an appropriate range of possibilities, given specific explanatory 
objectives (Weber this volume). The idea of a single universal DNA-based li-
brary of possibilities has also been challenged on empirical grounds by recent 
synthetic biology work on alternative genetic systems (e.g., Hoshika et al. 
2019; for philosophical discussion, see Koskinen 2019). For example, recent 
results with genetic systems that incorporate unnatural bases to form both 6 
and 8-letter genetic alphabets suggest that it might be possible to achieve bio-
logical functionality with chemical systems that diverge considerably from 
the properties of natural DNA and RNA.

Dennett’s and Wagner’s formulation of biological possibilities in terms of 
genotype spaces serves as a starting point for the contributions of both We-
ber, and Knuuttila and Loettgers in this volume. Weber argues that evolvabil-
ity is essentially a modal concept that can be studied in terms of accessibility 
in a genotype-phenotype map space. The genotype-phenotype or GP-map 
specifies for any given type of organism what phenotypes can be produced 
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from what genotypes. Weber argues that GP-maps “possibilify” the process 
of random genetic change in showing how evolvability is possible. Within a 
GP-map, those genotypes that are adjacent to the initial genotype are con-
sidered accessible (for accessibility metrics, see Huber 2017). Weber studies 
small RNAs that provide a basic model system that, because of their unique 
characteristics, enables the building of a GP-map. Given enough time, a 
nearly infinite population size, and/or a sufficiently high mutation rate, any 
RNA form might evolve from another. However, in the actual world, some 
transitions are inaccessible because of their unlikeliness. Weber argues that 
judgments of (im)possibility are influenced by both the explanatory objec-
tives of the biological model in question and the evolutionary conditions of 
actual populations. Thus, even though Dennett’s Library of Mendel appears 
to be an objective, almost endless space of possible genomes, the GP-maps 
are limited by their applicability and relevance.

One crucial feature of the accessibility in the GP map is that what is bio-
logically possible is constrained by the need to preserve the life of some or-
ganisms under the genetic changes considered: one cannot transition in the 
genotype space from one viable form to another via a lethal form. In contrast, 
synthetic biologists have argued, as Knuuttila and Loettgers point out, that 
the engineering approach is not similarly constrained, and can thus explore 
those areas of possibility space that are not available for evolution (Elowitz 
and Lim 2010). Instead of concentrating on genotype spaces, Knuuttila and 
Loettgers study synthetic biology through Armstrong’s (1997) combinato-
rial theory of possibility. It is based on combinations of states of affairs that 
consist of particulars, and universals that are instantiated by particulars. 
The combinations can be complex, involving structural universals in which 
any number of universals might be in various types of relationships to one 
another. The upshot is that possibility spaces can be highly structured. Ac-
cording to the reconstruction of Knuuttila and Loettgers, Armstrong’s theory 
addresses two important sides of the synthetic biology program. First, the 
combinatorial theory of possibility fits synthetic biology’s goal of (re)con-
structing biological entities and functions by combining standardized biolog-
ical parts. Second, in building synthetic constructs, synthetic biology probes 
various kinds of biological possibilities. Knuuttila and Loettgers suggest that 
the design principles used to build synthetic constructs could be understood 
as structural universals in Armstrong’s terms. According to Armstrong, struc-
tural universals as such are mere abstractions in need of instantiation by 
actual particulars. One way of understanding the more basic science work 
within synthetic biology is to view it as an exploration of whether the various 
kinds of hypothetical design principles, often transferred from engineering to 
biology, are realizable in living biological organisms.

While biological systems are inherently dynamic, it is not clear that Arm-
strong’s logic-based combinatorial theory could address the dynamics of, 
e.g., synthetic genetic networks that model interactions `between genes and 
proteins. But the difficulty of dealing with dynamic systems does not just 
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arise for metaphysical theories such as Armstrong’s but also for many sci-
entific modeling methods. In discussing network models, DiFrisco, Jaeger, 
and Loettgers argue that in general, they are not able to take into account 
the time-dependence of system behaviors and properties and the relation-
ship between network structure and dynamics (DiFrisco and Jaeger 2019). 
DiFrisco, Jaeger, and Loettgers make a clear distinction between network 
models and the systems they are used to study. They point out that in the case 
of networks, the possibility spaces of the real-world systems are of a higher 
dimension and complexity than the possibility spaces of the models used 
to study them. Moreover, the behavior and structure of natural and social 
systems are intrinsically time-dependent, while it is difficult to model such 
time-dependency.

Network models, according to DiFrisco, Jaeger, and Loettgers, define and 
generate abstract spaces of possibilities that should not be taken as spaces 
of possibilities that existed prior to modeling activities. Instead, they de-
pend on the specific formalisms, variables, and parameters used. The model 
construction frequently employs transdisciplinary model templates such as 
small-world or scale-free networks (Knuuttila and Loettgers 2016, 2023). 
Consequently, the dimensions of resulting possibility spaces are governed not 
only by the (typically very few) characteristics of natural or social systems, 
but also by the properties of the model templates used and their practical 
aspects, such as mathematical tractability. Including dynamics would expand 
the space of possibilities spawned by current network models, addressing 
some of their shortcomings, yet current dynamical models have their own set 
of limitations.

0.4  Exploring How-Possibly in Practical Contexts

How-possibly models, as their name suggests, are directed toward possibili-
ties; instead of revealing how things are in actuality, they depict how things 
possibly could be. Traditionally, in the philosophy of science, how-possibly 
models have been mostly invoked in the context of scientific explanation. 
Thus, in the majority of cases in the philosophy of science literature, they 
have not been considered as having any independent epistemic value that 
is distinct from explanation. In the recently popular mechanistic approach, 
for example, how-possibly models are identified with how-possibly expla-
nations (HPEs). These have been conceived of as incomplete explanations 
that function only as heuristic devices towards more evidentially complete 
how-actually explanations (e.g., Craver 2006; Craver and Darden 2013). 
As examples of mechanistic how-possibly explanations, Craver and Darden 
mention neuroscientific hypotheses that account for the surface characteris-
tics of a phenomenon (e.g., neural excitation), but lack the evidential con-
firmation for all the actual parts and processes that are responsible (e.g., 
the action-potential mechanism). Similar attitudes can be found elsewhere 
throughout the philosophy of biology, where how-possibly explanations 
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are typically identified with speculative evolutionary scenarios in contexts 
where decisive historical evidence is hard to come by (Brandon 1990; Resnik 
1991; Reydon 2012).

The original notion of how-possibly explanation goes back to William 
Dray’s (1957) account of specific explanations in the historical sciences, 
the purpose of which is to control for epistemic surprise in the face of 
unexpected events. For example, we know for a fact that the Roman 
Empire fell (and thus already know it was possible for Rome to fall). 
However, we might still be wondering how on earth this was possible to 
begin with, i.e., what kinds of circumstances could have led to this out-
come. We can now construct Dray-type HPEs that make it less surprising 
that the Roman Empire fell. In effect, these amount to various historical 
scenarios that fulfill certain disciplinary standards of plausibility, but do 
not necessarily have full evidential support due to lack of source mate-
rial. These HPEs are modal in that (a) they show how or why something 
else was possible to begin with and (b) they might remain merely possible 
scenarios themselves. Thus, Dray is not first and foremost interested in 
reaching a detailed how-actually account of a historical chain of events. 
Yet, his account is still clearly explanatory. The notion of a how-possibly 
explanation lends itself to a variety of research strategies or heuristics. 
These are not so much concerned with the different types of modalities 
that an HPE is supposed to track, but rather the kinds of questions it is 
used to answer.

In recent years, however, the tight linkage between how-possibly models 
and the actualist-representationalist ideal of explanation has started to dis-
solve and some philosophers of science now treat how-possibly models as 
more sui generis epistemic tools. One of the reasons for this development lies 
in the recognition that there is a multitude of uses of how-possibly models that 
typically involve very different contrast classes. Recent literature has stressed 
how scientific modeling can be used to track very different types of modalities 
depending on whether the modelers are interested in epistemic or objective 
possibilities. Another important distinction concerns the potential contrast 
classes for the notion of “how-possibly.” While earlier post-positivistic phi-
losophy of science tended to regard the gold standard of explanation in pro-
viding a “why-necessarily” account of any pending scientific question, more 
recent approaches have contrasted “how-possibly” explanation with “how-
actually” accounts. Disregarding the fact that a complete “why-necessarily” 
explanation for a phenomenon might be difficult to come by in practice, in 
theory it renders any further inquiry into “how-possibly” as scientifically 
redundant (Rosenberg 2006). After all, if we know why something had to 
happen as it did, out of necessity, there is hardly any reason left to inquire 
how it could have happened. Interestingly, however, this is not so in the case 
of the contrast class of “how-actually.” If researchers have shown how a sci-
entific phenomenon of interest actually works, there are important scenarios 
where it is still sensible to ask if another possible way to produce the said 
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phenomenon could exist (Koskinen 2017). This is especially true in contexts 
where the subject matter is deeply contingent, like the biological or social 
sciences.

The chapters by Mary S. Morgan, Joe Roussos, and Gregor P. Greslehner 
all have in common that they investigate complex modeling practices in areas 
of science whose subject matter is deeply influenced by historically contin-
gent dynamics. The kinds of economic, climate, and epidemiological models 
considered in these chapters combine counterfactual scenario-probing and 
“what-if” or alternative world exploration with astute actual world predic-
tions that have to take into account not only factual aspects of the world, but 
also different societal stakeholders in order to best inform political decision-
making. While these chapters have important lessons for the epistemology of 
modality, they start from a more practice-oriented approach, mining scien-
tific modeling practices in localized cases for philosophical insight.

The practices that are studied in these articles also take a more explora-
tory stance towards different kinds of possibilities where it is not always clear 
what the exact relationship between individual modal results is. For example, 
beyond some very general features of global circulation, it is not at all clear if 
different types of climate models can be realistically seen as occupying a sin-
gle well-defined space of possibilities. Indeed, as Roussos argues, it seems that 
different types of climate models are used to track entirely different types of 
modalities (i.e., objective, epistemic) depending on the goal of research. In his 
chapter on epidemiological modeling, Greslehner emphasizes the important 
dual role of modal models: while many aim to predict and characterize pos-
sibilities that are likely to be realized, some are decidedly focusing on unlikely 
(but potentially dangerous) what-if scenarios. This type of tandem strategy of 
how-possibly modeling is also common in climate science, where stakehold-
ers such as governments want to be prepared for a variety of outcomes.

Morgan likewise focuses on the practical side of modal modeling and uses 
examples from economic history to paint a broader philosophical picture. In 
her chapter, Morgan outlines different formulas for creating and appraising 
alternative model worlds in economics: using theoretical reasoning as well as 
data and empirical evidence to assess the plausibility of an alternative world, 
and ultimately combining (or “triangulating”) these two methods. To func-
tion properly and avoid being reduced to a mere game that scientists play to 
entertain themselves, she concludes that the exploratory strategy of spinning 
alternative worlds requires “both imagination and background knowledge 
and that they must work together to be effective.” Mere imagination alone 
can easily lead to impossible world accounts, while sticking to known facts 
and established theory does not enable us to access new knowledge the way 
reasoning with alternative model worlds does.

Verreault-Julien, on the other hand, identifies a particular kind of epis-
temic how-possibly explanations—exemplifying them with deep neural net-
work models (DNNs)—which draw on models that are opaque in the sense 
that scientists do not understand the process(es) they involve and thus not 
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how they yield the results that they do. Verreault-Julien argues that such 
models lack explanatory value: they purportedly identify epistemic possibili-
ties, in the standard sense that they identify systems not contradicting current 
knowledge, but scientists do not understand how these models work, thus 
undermining the claim that these models have been checked against current 
knowledge. Verreault-Julien suggests resolving this issue by making DNNs 
functionally transparent and by providing evidence for the epistemic pos-
sibility claim. This solution suggests that one is not bound by the standard 
definition, according to which only the absence of contradiction constitutes 
evidence for epistemic possibility.

Finally, in his account of “prospective modeling,” Alfred Nordmann takes 
the emphasis on the practical to its zenith. One of his key insights is how our 
understanding of what is possible is, in an important sense, dependent on 
our ability to materially act in the world, and especially to manipulate it for 
our purposes. Prospective models, as Nordmann calls them, are specifically 
designed to link our understanding of possibilities not with how the world 
might be, but rather how we can achieve something—how something that is 
possible can be realized. This goes well with findings from cognitive psychol-
ogy, which inform us that the human recognition of a possibility as a possi-
bility to begin with is correlated with how controllable the target is perceived 
to be (Byrne 2005).

0.5  Broader Philosophical Implications

As is evident from the opening section above, the matters raised by possibil-
ity modeling connect with several debates in the philosophy of science, in 
particular concerning scientific representation, explanation, and idealization. 
But they also connect with a host of other philosophical issues. In this sec-
tion, we will briefly review a few of those.

One set of debates with clear connections to the current volume is that in 
modal epistemology. Modal epistemology is the philosophical inquiry into 
how we can come to have knowledge of what is possible (and impossible). 
This has been an increasingly lively field of research since the early 1990s. 
In the last 20 years, the field has seen a turn towards an interest in primarily 
empirical methods and a more pluralist (or “non-uniformist,” as it is also 
known) approach. That marks a change from the previously dominant focus 
on conceivability, perceived as an a priori method, as the one method for 
finding out modal truths of significance for various debates in metaphysics. 
As part of this turn, several authors have suggested that much of our knowl-
edge of what is possible is likely to come from, or be significantly informed 
by, science (e.g., Bueno and Shalkowski 2014; Fischer 2017; Hirvonen, Ko-
skinen and Pättiniemi 2021; Mallozzi 2021; Nolan 2017; Williamson 2016). 
But just how science is supposed to be producing that modal knowledge has 
not yet been explored in any great detail. Inquiry into when and how science 
models the possible obviously contributes to filling this lacuna. Indeed, given 
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how much of modern science involves modeling of various sorts, such inves-
tigations are likely to be central to doing so. In this volume, Sjölin Wirling 
and Grüne-Yanoff’s contribution explicitly highlights several points of con-
tact between the literatures on modeling and on modal knowledge.

Imagination is a theme that occurs regularly both in the philosophical 
literature on scientific modeling, and in modal epistemology. Many modal 
epistemologists have taken imagination to be crucially involved in how we 
come to know modal truths (e.g., Dohrn 2021; Kung 2010; Nichols 2006; 
Williamson 2007; Yablo 1993), and many philosophers of science—espe-
cially so-called fictionalists (e.g., Frigg 2010; Frigg and Nguyen 2016; Levy 
2015; Toon 2012; Levy and Godfrey-Smith 2019; Salis 2021)—think of im-
agination as central to scientific reasoning. The phenomenon of possibility 
modeling obviously lies at the intersection of these two debates, so there is 
every reason to think that closer attention to how the possible is modeled can 
shed light on issues of interest to both of these discussions.

Scientific explanation and scientific understanding are other topics for 
which the current volume has implications. The literature on the relation 
between models and explanations is lively, and more specifically several au-
thors have suggested that a capacity for correct counterfactual reasoning, 
and/or a grasp of a certain possibility space pertaining to some explanandum 
phenomenon, is centrally involved in explaining and understanding (e.g., Le 
Bihan 2017; Rice 2021; Saatsi 2019; Woodward 2003). Discussions about 
the conditions under which models can be taken to support modal claims, 
such as that undertaken by Sjölin Wirling and Grüne-Yanoff in their contri-
bution, are of clear relevance to this type of view. Furthermore, Collin Rice’s 
and Philippe Verreault-Julien’s respective contributions both take off from 
an apparent challenge to the idea that a grasp of possibilities is important to 
scientific explanation or scientific understanding, namely that it would seem 
that not all possibilities are equal in this respect. Rice and Verreault-Julien 
tackle this challenge in different ways. Verreault-Julien discusses how epis-
temic how-possibly explanations based on epistemically opaque models may 
yet have explanatory value. Rice, focusing instead on objective possibilities, 
argues that contrary to appearance, all such possibilities can contribute to 
increased scientific understanding.

Finally, getting to grips with modeling of the possible can also have im-
plications for our understanding of how the impossible figures in modeling. 
The philosophy of science literature has seen a recent surge of interest in 
the role of counterpossibles and counterlegals in modeling and in scientific 
reasoning more generally. Counterpossibles are counterfactual conditionals 
with a metaphysically impossible antecedent (counterlegals have a nomo-
logically impossible antecedent—these may or may not coincide, depending 
on whether one takes the metaphysical possibilities to outstrip the physi-
cal possibilities). On the standard Lewis-Stalnaker semantics for counter-
factuals, all counterpossibles are vacuously true. But this is regarded as 
problematic by an increasing number of philosophers, not least because  
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counterpossibles apparently figure so frequently in scientific reasoning, and, 
in particular, in model-based reasoning (Iranzo-Ribera 2022; Jenny 2018; 
McLoone 2020; McLoone, Grützner, and Stuart 2023; Tan 2019; Wilson 
2021; Dohrn forthcoming). This problem points to the need for new seman-
tics for counterpossibles, but it also raises a number of interesting questions 
concerning how scientists think about the relevance of considering impos-
sible scenarios in their work.

0.6  Summary of Chapters

Ylwa Sjölin Wirling and Till Grüne-Yanoff’s contribution, “Through the Prism 
of Modal Epistemology: Perspectives on Modal Modeling,” explores one of 
the many connections between possibility modeling and other philosophical 
debates: the epistemology of modality. This chapter also acts as a gateway 
to the rest of the volume, as it introduces some central conceptual and epis-
temological issues associated with modeling the possible and describes some 
known accounts of such practices. They start by noting that learning what is 
possible from modeling raises the question of what the conditions are under 
which we really can trust that a model reveals a genuine possibility. Then, 
they move on to review some of the existing attempts that philosophers of 
scientific modeling have made to answer this question. In doing so, they use 
work in the epistemology of modality to highlight, on the one hand, the jus-
tificatory strategies implied in these accounts of modal modeling, and, on the 
other hand, prospects and challenges in the further development.

Collin Rice’s “Which Possibilities Contribute to Scientific Understand-
ing?” takes off from the idea that knowing what is possible can be important 
to scientific explanation and/or scientific understanding. An apparent chal-
lenge for this idea, whether one has in mind epistemic or objective possibili-
ties, is that not all possibilities are equal in this respect. Scientists take some 
possibilities more seriously than others, and some possibilities appear too far 
away from the actual world, or simply irrelevant on some other grounds. In 
his chapter, Rice meets this challenge head-on by defending the view that de-
spite such appearances, all possibilities can contribute to improved scientific 
understanding. Along the way, he considers three attempts to capture the 
difference between possibilities that do contribute to understanding and pos-
sibilities that do not: only possibilities sufficiently close to the actual world 
matter, only possibilities relevant to intervention and manipulation matter, 
and only possibilities of interest to scientists matter. Rice finds all of these 
insufficient, and in their place, advances the All Possibilities Count view.

Paul Teller’s chapter, “Actual Possibility,” exemplifies an attempt to de-
velop objective possibility concepts of relevance to science. Teller contrasts 
his view with the possible worlds approach to modality—where, roughly, it is 
possible that p just in case there is a possible world in which p is true—which 
has been much discussed in the literature on modal metaphysics. He offers 
the notion of something being actually possible. While there are forerunners 
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in the literature who have outlined similar notions, Teller’s contribution of-
fers more detail and develops the concept in a novel way. The result is a time-
indexed notion of possibility, where what is possible in the relevant sense 
depends on what has occurred in the actual world up until a certain time. 
Roughly, on this view, a statement made at some time t, presenting some 
event or state of affairs concerning a time t’ later than t, presents an actual 
possibility just in case the event or state of affairs that will or will not occur 
at t’ is not ruled out by what has happened up to t.

Mauricio Suárez’s “The Possibilities in Propensities: Emergence and Mo-
dality” focuses on the relationship between possibility and probability, and 
the different kinds of probability spaces that underpin scientific modeling 
practices. Suárez’s project is an answer to Humphrey’s Paradox, which ef-
fectively leads to a dilemma where a propensity theorist either must give up 
some of Kolmogorov’s classic axiomatization of probability calculus or deny 
the so-called identity thesis between probabilities and propensities. In his 
chapter, Suárez opts for the latter strategy. More specifically, he proposes 
a new indexed approach to a central problem in the interpretation of prob-
ability, reminiscent of a typed solution. Under this picture, propensities do 
give rise to (or “ground”) probabilities, but they cannot figure in the result-
ing probability functions themselves, as they belong to a different type. In 
short, propensities are any system properties that enable or generate objec-
tive chances. Moreover, Suárez argues that there is no privileged domain or 
level of description for propensities, but that they can rather take the form 
of emergent system properties. His main motivation for this stance does not 
stem from metaphysical considerations. Instead, it is guided by paying heed 
to scientific modeling practices concerning objective chance.

Andreas Hüttemann’s “Invariance, Modality, and Modelling” focuses 
on the relation between scientific modeling and objective or de re modal 
features of systems. He discusses how scientific modeling gives knowledge 
about possible states of systems, addressing also the ways in which the be-
havior of target systems is constrained. Hüttemann argues that the concept 
of invariance is particularly helpful for exploring this relationship. Hüt-
temann sets out by analyzing the concept of invariance in terms of scien-
tific laws, which he approaches as nomologically necessary generalizations. 
As examples of laws, he discusses Galileo’s law of free-falling bodies and 
Hooke’s law of elasticity, which he distinguishes from accidental generali-
zations, noting though that laws and accidental generalizations should be 
understood as endpoints of a spectrum of invariances. Hüttemann argues 
that invariances are empirically accessible as independence claims, in the 
same way as other (in)dependence claims in science are. Furthermore, he 
suggests that (some) modal features of the behavior of systems can be un-
derstood in terms of invariance relations. Hüttemann concludes by examin-
ing the links between empirically accessible modal features of the behavior 
of systems and some aspects of our modeling practices such as abstractions 
and idealizations.
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Marcel Weber points out in his “Modeling the Biologically Possible: 
Evolvability as a Modal Concept” that biological modalities have not as yet 
received much attention from philosophers. Yet, it is widely agreed that there 
are biological constraints on physically possible states of affairs, such that 
not everything that is physically possible is also biologically possible, even 
if everything that is biologically possible is also physically possible. Further-
more, biologists use concepts that appear to be modal in nature, such as 
the concept of evolvability in evolutionary developmental biology, or “evo-
devo.” Weber focuses on what kind of modality underlies the concept of 
evolvability. This concept seeks to capture the capacity of an organism or a 
lineage to sustain genetic changes that enable it to evolve or to evolve adap-
tively. Weber construes evolvability as a kind of accessibility in a modal space 
that presents the problem of how to specify this modal space and the relevant 
accessibility relation. While there may not be a general way of defining such 
a relation, there exist model systems for which it is possible, e.g., evolving 
small RNAs. The modal space, and similarity metric turn out to be quite dis-
tinct from those constructed by philosophers like Daniel Dennett and David 
Lewis. Even though the small RNAs examined by Weber are quite special, 
attending to the way in which biological possibilities are modeled in this case 
harbors some general lessons about biological modalities, in particular their 
dependence on the explanatory goals of the models modeling modalities.

Tarja Knuuttila and Andrea Loettgers’ “The Combinatorial Possibilities 
of Synthetic Biology” studies the modeling practice within synthetic biology 
that makes creative use of various kinds of models: mathematical models and 
their simulations, synthetic models and even electronic versions of synthetic 
models. They focus on how synthetic modeling, and synthetic biology more 
generally, address possible biology in exploring the ways in which new, useful 
functions can be achieved by recombining and rewiring well-characterized bi-
ological components, thus building novel biological parts and systems. Given 
the combinatorial nature of the modeling practice of synthetic biology, Knu-
uttila and Loettgers examine the construction of synthetic genetic circuits by 
applying David Armstrong’s combinatorial theory of possibility (Armstrong 
1986, 1997). Armstrong’s theory is based on combinations of states of affairs 
that consist of a particular having a property, or a relation between particu-
lars. Knuuttila and Loettgers argue that apart from the idea of combination, 
two other features of Armstrong’s theory are crucial for synthetic biology: 
structural universals and the requirement of their instantiation. One of syn-
thetic biology’s primary goals is to understand biological organization, natu-
ral or otherwise. Such a search for general design principles of life can be cast 
in terms of Armstrong’s structural universals that synthetic biology probes by 
attempting to realize/instantiate them in actual biological organisms.

In their “Beyond Networks: Explaining the Dynamics in the Natural and 
Social Sciences” James DiFrisco, Johannes Jaeger, and Andrea Loettgers 
study network models that have spread from their origin in graph theory 
and condensed-matter physics across the life and social sciences. During this 
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process of “model template transfer,” models developed in one scientific 
context became adapted to new domains of application, while still retaining 
many of their original characteristics and limitations. One of these limita-
tions is an excessive focus on static structure rather than dynamics. Even 
when network dynamics are considered, the focus mainly lies on linear analy-
sis around steady states, and the structure of a model is usually treated as 
time-invariant. DiFrisco, Jaeger, and Loettgers argue that such disregard of 
dynamics severely limits the applicability of the network approach to systems 
whose properties depend on transient behavior and self-organizing, time-var-
iant structure. Such processes are ubiquitous in important classes of complex 
systems, such as living organisms, ecosystems, neural and cognitive systems, 
social networks, and the economy. The space of possibilities of these natural 
and social systems is of a much higher dimension and complexity than that 
of the models used to study them. DiFrisco, Jaeger, and Loettgers examine 
several case studies to illustrate particular idealizations, and their limitations 
and consequences that in turn suggest ways to go beyond the inevitable con-
straints of the present modeling practices.

Philippe Verreault-Julien’s contribution, “Three Strategies for Salvaging 
Explanatory Value in Deep Neural Network Modeling,” like Rice’s paper, 
starts from the apparent problem of sorting the possibilities which have 
scientific relevance and explanatory value from those that do not. Verreault-
Julien focuses in particular on epistemic how-possibly explanations that receive 
their support from DNNs. These models are opaque in the sense that scien-
tists do not understand the process(es) they involve and thus not how they 
yield the results that they do. One approach to the problem of saying which 
(epistemic) possibilities have explanatory value in science is to say that only 
possibilities which are sufficiently supported by what is known—in the sense 
that what is known somehow indicates, though of course inconclusively, that 
the explanation is correct—are worthwhile. Explanations that are possible 
only in the sense of not being strictly inconsistent with what is known can 
be set aside. Verreault-Julien notes that on this view, possibilities based on 
opaque models such as DNNs appear to lack explanatory value: since scien-
tists do not understand how these models work, it would seem that DNNs 
might not constitute evidence for the explanations they suggest. In response 
to this problem, Verreault-Julien proposes three ways in which DNNs can 
be considered to give a positive indication of the truth of an explanation 
despite their opacity: by being functionally transparent, by giving evidence 
for the objective possibility of the explanation, and by being pursuit-worthy.

Joe Roussos, in his chapter “Modelling Climate Possibilities,” examines 
the pressing case of climate modeling and argues that many of its central 
practices contain an important modal dimension. He focuses especially on 
two connected subjects. The first is the connection between climate change 
and extreme weather events (EWEs) using climate models. Two prominent 
strategies for assessing EWEs are discussed and analyzed: the risk approach 
and the storyline approach. While both aim at estimating the role climate 
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change has on the prevalence of EWE events, their modal characters seem 
to differ in important ways, with the first being primarily aimed at objective 
counterfactual possibilities, while the role of the latter is to give specific kinds 
of epistemic how-possibly explanations. Interpreting climate model ensem-
bles is the second focus of the chapter. Here, Roussos examines especially 
the contrast between probabilistic and non-probabilistic approaches. The 
chapter looks at the types of modal statements made by scientists and how 
they are supported in each instance. It concludes with a consideration of how 
modal modeling figures specifically in informing policy decisions. Despite 
some claims to the contrary, Roussos argues that the modal dimension of 
many climate modeling results does not lessen their relevance for decision-
making. To the contrary, they are often about either real possibilities whose 
relevance for future climate conditions cannot be denied, or they are given a 
modal reading by design for ease-of-use decision-making purposes.

Alfred Nordmann’s “Prospective Modeling” contrasts What might be the 
case and What can be done. Nordmann calls the modeling of what can be 
done “prospective modeling” and argues that it involves the demonstration 
of technical power. In his view, prospective modeling takes a special place 
among the different ways of modeling the possible. Instead of representing 
what might be the case, the technical achievement of building a prospective 
model opens up a field of action. In Nordmann’s terms, “prospective” is not 
opposed to “retrospective” and does not refer to “future prospects.” Dem-
onstrating that something can be done and therefore done again, prospective 
models exhibit possibility in the sense of potentia. While many debates about 
modeling move in the sphere of the veridical and concern ways in which mod-
els represent objects of inquiry, prospective models afford working knowledge 
and mimetic practice. Beginning with examples from art, architecture, and 
archaeology, Nordmann moves on to show instances of prospective modeling 
in various sciences. Though prospective models are only one way of modeling 
the possible, they prove to be ubiquitous in scientific and other practices: 
whenever something becomes salient for having been made, it can become 
productive as the prospective model that affords specific reenactments.

Mary S. Morgan’s “Alternative Worlds: Reasonable Worlds? Plausible 
Worlds?” seeks to identify criteria by which scientists distinguish between 
possible and impossible worlds. Expanding on her “models as mediators” ac-
count, she argues that scientists employ models both to explore their theories 
and their relevance to the world jointly, with the goal to judge the quality 
of models in terms of the alternative accounts of the world that they offer: 
are those worlds plausible and reasonable, or impossible or nonsensical? In 
particular, Morgan investigates two dimensions of judgment of these alter-
native worlds found through modeling. The first, reasonability, focuses on 
“judging the paths of model reasoning on the way,” seeing how the ele-
ments of the model knit together along a possible path to an outcome. The 
second, plausibility, judges the congruence of both the pathways implied by 
model reasoning and their outcomes with what is already known about those 
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aspects of the world. This might involve synthesizing something that already 
exists in the world, or alternatively designing a possible object and then to 
“engineer” that something into an actual world object. Plausibility judgment 
then is driven by the confidence in both data and model being more carefully 
aligned to the question.

In his chapter, “Are Pandemics a Necessary Evil? The Role of Epidemio-
logical and Immunological Models in Understanding and Preventing Dis-
eases,” Gregor P. Greslehner investigates the modal elements of pandemics in 
the aftermath of COVID-19: what is to be expected in the future in relation 
to the individual and population level of pandemic occurrences. By address-
ing the central question of whether pandemics are a “necessary evil,” we can 
delve into hitherto undiscovered facets of the philosophy of epidemiology. 
The idea that infections inevitably and naturally become “milder” or less vir-
ulent, is especially critically assessed in the chapter. Greslehner suggests that 
epidemiological modeling provides a fruitful case to widen our understand-
ing of the role of how-possibly modeling in the sciences. Somewhat similar to 
climate modeling, epidemiological modeling practices need to strike the right 
balance between robust, accurate prediction of likely events and the explora-
tion of rare, but potentially deadly, unfolding of “what if” scenarios.
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Through the Prism of Modal 
Epistemology
Perspectives on Modal Modeling

Ylwa Sjölin Wirling and Till Grüne-Yanoff

1.1  Introduction

Philosophers of science have recently begun to investigate modeling prac-
tices from a modal perspective, for at least two reasons. First, many scien-
tists explicitly describe their modeling results in modal terms. For example, 
Maynard Smith and Price claim that their “main reason for using [the 
Hawk-Dove game model] was to test whether it is possible even in theory 
for individual selection to account for ‘limited war’ behaviour” (Maynard 
Smith and Price 1973, 15, our emphasis). Second, even where modelers do 
not use explicit modal language, philosophers of science have sometimes 
offered a modal interpretation, in order to address philosophical issues 
that have been left unanswered by prior accounts of scientific modeling 
or to explain a number of putatively neglected aspects of certain modeling 
practices.

The notion of modal modeling raises what we elsewhere have dubbed “the 
epistemic question for modal modeling” (Sjölin Wirling and Grüne-Yanoff 
2021): if scientific modeling practices deal with modals, or if they are philo-
sophically reconstructed to trade in modal claims, then what are the condi-
tions for their success, and in virtue of what can models perform this function 
(under said conditions)? While philosophers of science recently have shown 
an increased interest in this question, answers remain fragmented and largely 
tied to the documentation and analysis of specific practices or reconstruc-
tions thereof.

At the same time, the philosophical field of modal epistemology is de-
voted to how one can come by knowledge of modal truths. That is, modal 
epistemologists have long considered a more general version of the epistemic 
question for modal modeling. Despite this common interest, there has so far 
been very little interaction between modal epistemology and the philosophy 
of scientific modeling. We think this is a missed opportunity for both sides. 
Hence, the aim of this chapter is to open these two fields up to one another 
and showcase how more exchange between them may be fruitful. We will 
do so by analyzing three of the existing attempts at an answer to the epis-
temic question for modal modeling—Sugden’s (2000) credibility account, 
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Massimi’s (2019) physical conceivability account, and Rice’s (2018, 2019) 
universality account—by considering them through the prism of work in the 
epistemology of modality.

The prism analogy is helpful in spelling out what we think this analysis 
achieves. Modal epistemologists have not (yet) systematically investigated 
scientific modeling as a source of modal justification.1 However, modal epis-
temologists often focus on less complex cases and more mundane modal 
claims than philosophy of science does. Accounts also tend to concentrate 
on one single source of modal justification. We can expect the cases at is-
sue with modal modeling to typically be more complex and perhaps mix 
several potential sources of modal justification. But just as a prism is useful 
in the analysis of light by breaking it up into its constituent colors, modal 
epistemology can help us identify the relevant potential sources of modal 
justification involved in modal modeling practices. Identifying a convergence 
between modal justifications in modeling practices and those discussed in 
modal epistemology—as indeed we do—is an interesting finding in and of 
itself. Moreover, modal epistemology has identified challenges for various 
justificatory strategies; it will be useful to consider the form these may take 
in the context of modal modeling, and whether the accounts in philosophy of 
science might offer some novel answers to them that modal epistemologists 
can learn from. Of course, there is a particular way in which prisms distort 
and reverse images. But as with binoculars, their distorting effect might prove 
important to getting a good view of the landscape.2

1.2  Modal Modeling in Science

With “modal modeling” we mean modeling practices that aim at delivering 
modal information. This is in contrast to modeling that aims at delivering 
information about what actually is, was, or will be the case. In practice, 
there is often no sharp separation between these two aims. Scientists are 
typically interested in acquiring modal information insofar as it contributes 
to our understanding of the actual world. Nevertheless, one can conceptually 
distinguish modeling practices by their immediate results, even if those re-
sults are then employed to achieve some further objective. So, by way of this 
preliminary definition, modal modeling practices are identified by aiming at 
delivering modal information as their immediate results.3 Under the “modal 
modeling” flag, we also include practices of modelers whose intentions are 
not explicitly directed at modal information, but of which philosophers of 
science nevertheless offer a modal interpretation, in order to address philo-
sophical issues or conceptual challenges that are left unanswered when stand-
ard modeling accounts are applied to the practice in question.

The clearest examples of modal modeling are perhaps those connected 
with how-possibly explanations (HPEs). There is no general consensus on 
how to characterize HPE practices, but most philosophers of science seem 
to agree at least that (i) HPEs involve modal claims, and (ii) models play 
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a crucial role in supporting HPEs (see, e.g., Bokulich 2014; Grüne-Yanoff 
2009, 2013; Reutlinger, Hangleiter, and Hartmann 2018; Rohwer and Rice 
2013; Verreault-Julien 2017, 2019; Weisberg 2013, chap. 7; Ylikoski and 
Aydinonat 2014). These are clear cases of modal modeling: scientists draw 
(or should be interpreted as drawing) the conclusion that such-and-such is 
possible on the basis of doing something with a model. There are several 
different kinds of modeling practices used to support HPEs and different pur-
poses for which the resulting HPEs are employed in a broader scientific con-
text that have been highlighted by philosophers of science. Whether properly 
distinct from HPE practices or not, further examples of purported modal 
modeling include toy, exploratory, or hypothetical modeling practices that 
support possibility claims that serve, for example, to refute necessity or im-
possibility claims (Grüne-Yanoff 2009), as proofs of principle (Gelfert 2018), 
or otherwise help delineate the space of possibility regarding a phenomenon 
(Massimi 2019). Some support “explanations in search of observations” 
(Sugden 2011), offering representations of possible properties of possible ex-
plananda for the purpose of understanding such phenomena in case such 
explananda should become actual. Disciplines that study unactualized possi-
bilities include synthetic biology, where models are used to represent minimal 
cells and alternative genetic systems, even though such targets might turn out 
to be only partially realizable (Knuuttila and Koskinen 2020).

Philosophers of science have also argued that certain modeling practices 
that are not overtly modal should be re-interpreted in modal terms in order 
to account properly for the epistemic contribution of the models in question 
(e.g., Rice 2018; Verreault-Julien 2017; Ylikoski and Aydinonat 2014). This 
is typically because the models in question do not satisfy standard criteria 
of representational accuracy. If those models cannot be shown to represent 
actual targets accurately, these authors ask, what kind of epistemic functions 
can such models then play? Their answer: these models can contribute to a 
deeper scientific understanding of the studied phenomena by enabling users 
to draw correct counterfactual inferences about actual target systems, thus 
providing a core ingredient for successful scientific explanation.

As preliminarily defined above, modal modeling is not limited to mod-
els that support possibility claims or counterfactual claims. Nguyen (2020) 
contests the idea that toy models like Schelling’s (1971) checkerboard model 
support “mere” possibility claims. Nevertheless, Nguyen’s interpretation of 
these modeling practices is also modal in nature. He suggests that facts about 
the toy models should be translated into claims about the real world that 
(a) are less specific than the model facts (e.g., to qualitative trends from real 
values); and (b) ascribe a capacity or susceptibility to the target. For exam-
ple, in Akerlof’s (1970) “market for lemons” model, asymmetric informa-
tion prevents car trades from occurring, despite the fact that at any given 
price sellers are willing to sell their car and buyers willing to buy it. When 
properly interpreted, the claim supported by the model is something like an 
asymmetric information state in this (particular, real world) market increases 
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the market’s susceptibility to fail to reach Pareto-efficient equilibrium. This 
is a supposedly true claim about an actual target. But it is a modal claim in 
the sense that it ascribes a de re modal property—a susceptibility, which is a 
form of disposition—to an actual target.

It is now evident that the preliminary definition of modal modeling as 
modeling aiming to deliver modal information has a rather wide scope. To 
draw conclusions about dispositional properties and (to some extent) coun-
terfactual conditionals on the basis of modeling is commonplace, as are 
phrasings of model results in terms of epistemic possibility (what might pos-
sibly be true for all we know). Considering these many facets, some might 
even wonder whether there is any truly non-modal modeling. In any case, 
many of these practices might not be thought to be modal in a sense that 
raises any new or interesting questions. While this issue of properly delineat-
ing modal modeling as a distinctive phenomenon is important and deserves 
further attention, we will not take on that task here. We think it is sufficiently 
clear that there are modeling practices—including HPE modeling and cer-
tain exploratory or hypothetical modeling—that are modal in an interesting 
sense, which do raise distinctive and interesting epistemic questions. These 
are our concerns in this chapter.

1.3  The Epistemic Question for Modal Modeling

The epistemic question for modal modeling (Sjölin Wirling and Grüne-Yanoff 
2021) is a two-part question that asks, first:

1 under what conditions can models deliver justified modal conclusions?
and second:

2 why, or in virtue of what, do those conditions make models good guides 
to modal truth?

Much of what modal epistemologists do is to present answers to an ana-
logue of this two-part epistemic question for modal modeling. First, some 
putative route to modal knowledge is suggested. It is then specified under 
what conditions the said  route is indeed a reliable way to reach modal 
knowledge. A crucial part of motivating that the route in question is indeed 
justificatory is to explain why said route is supposedly reliable. To illus-
trate, some authors suggest that intuition provides justification for modal 
claims (e.g., Bealer 2002; BonJour 1997). This raises the question of under 
what conditions, and in virtue of what, intuition can play this cognitive 
role. Spelling that out is a crucial part of bolstering the claim that intui-
tions can justify modal claims. Now, philosophers of science, as we saw in 
the previous section, have highlighted that scientists often appeal to models 
when making modal claims.4 This suggestion prompts us to think of how 
the analogous questions can be answered with respect to models as a route 
to modal knowledge.
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The epistemic question for modal modeling emerges as pressing under the 
assumption that with modal claims, just as with non-modal claims, there is 
generally a fact of the matter as to whether they are true or false. Exactly in 
virtue of what modal claims are true or false is a question that keeps exercis-
ing philosophers who do metaphysics of modality and on which we will not 
take a stand here.5 The important point is that if the truth values of modal 
claims are not a matter of opinion, then one can be wrong when making 
them. Insofar as in science one strives to make (at least approximately) true 
claims and refer to models in the course of doing so, this places certain con-
straints on those models: one needs to specify the conditions under which 
they are reliable scientific tools for making (approximately) true claims. 
Modal re-interpretations of models are sometimes motivated by the fact that 
the models in question do not meet standard accuracy conditions in terms 
of, for example, model-target similarity, or isolation of relevant causal fac-
tors, and so, are not reliable means for finding out what is actually the case. 
But modal modelers are not off the hook: models, if they are to contribute 
to science by teaching us about modal truths in some form or other, must 
reasonably be taken to satisfy some modal counterpart of such requirements. 
These requirements may be different from the standard ones, but some condi-
tions under which the result of a modeling exercise speaks to the truth of the 
modal claim must arguably be specified.6

Because clearly, not just any model will do this. Differently put, even if it 
were true that all models support, for example, some possibility claim, not 
just any model will provide one with justification for the modal claims that 
are relevant to the inquiry one is currently engaged in. For instance, econo-
mists claim that the invisible hand hypothesis describes a possible scenario, 
with reference to the Arrow-Debreu model (Arrow and Debreu 1954). That 
is, the fact that an invisible hand scenario has been successfully modeled pro-
vides reasons for the claim that such a scenario is possible (Verreault-Julien 
2017). Assuming there is a fact of the matter regarding the possibility (or 
not) of what the invisible hand hypothesis describes and that economists are 
justified when they are claiming, with reference to the Arrow-Debreu model, 
that it is possible, there must be something about the Arrow-Debreu model 
in virtue of which it does support this possibility. What is that something? 
More generally, what must modeling practices be like in order to provide us 
with justification for modal claims?

It might be objected that many scientific practices have various non-epis-
temic aims, for example, obtaining a certain chemical synthesis or designing 
and building a particular structure. When modal modeling occurs as a part of 
such practices, can the epistemic question be ignored? Maybe so. But we think 
this does relatively little to undermine the importance of the epistemic ques-
tion for modal modeling. For one thing, to the extent that true modal claims 
are required for reaching these non-epistemic goals, the epistemic question 
will arise even when the ultimate goal is non-epistemic. In any case, several 
authors in the literature take models to provide modal knowledge—broadly 
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construed, including grasping of modal information that some take to be 
necessary for understanding or explanatory knowledge—and thus serve an 
epistemic function.

The second part of the epistemic question—why or in virtue of what the 
identified conditions make models good guides to modal truth—can only be 
responded to once we have some idea of what those conditions are. In one 
sense, it is an explanatory question, seeking an answer to why the specified 
conditions are such that they make the models in question able to provide 
the relevant modal justification. This may seem superfluous: while it might 
be interesting to know the answer, as long as we know what characterizes 
a reliable modal modeling practice, that is all the philosopher really needs 
to provide. But this is a bit too quick. The explanation for why a proposed 
set of properties or conditions makes modal models justificatory plays an 
important role in justifying the philosophical claim that these really do make 
modal models justificatory. Especially since it is sometimes difficult to test the 
reliability of a strategy for modal justification, as the target claims are often 
about counterfactuals or nonactual possibilities. Insofar as philosophy of sci-
ence has a role in evaluating actual scientific practices and not just describing 
them, the story of why we should think that a given practice is a good means 
to achieving the relevant aim remains important.

1.4  Themes from the Epistemology of Modality

We will presently introduce three key themes from the modal epistemology 
literature: imagination, background theory, and similarity judgments. These 
themes are non-exclusive strategies for understanding modal justification: as 
we will see later, philosophers of science sometimes have appealed to more 
than one theme simultaneously in order to account for modal modeling. They 
are broadly conceived and encompass many, although not every, main strand 
in the epistemology of modality literature.7

Many philosophers have assumed that the imagination—or the ability to 
conceive—is centrally involved in the way we form modal beliefs. This idea is 
both historically salient—going back to the writings of Descartes and Hume 
(Gendler and Hawthorne 2002)—and widely thought to be true to the phe-
nomenology of (much) actual modalizing: what we often do when we consider 
whether something would be possible is to try and imagine it. Several modal 
epistemologies that rely centrally on imagination suggest that it primarily 
supports claims about what is possible: if one can conceive of, or imagine, 
a scenario in which p is the case, one is justified in holding that p is possible 
(see, e.g., Kung 2010; Yablo 1993). Other accounts, most notably Williamson 
(2007), connect imagination with the evaluation of counterfactuals, that is, 
claims of the form “If a were the case, then b would be the case.” According 
to Williamson, knowledge of possibility is downstream from counterfactual 
knowledge, and imagination is importantly involved in acquiring the latter. 
For instance, what would happen to a rock sliding down a slope if the bush 
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that actually stopped it halfway down had not been there? For an answer, one 
supposes the antecedent—that there is no bush on the slope—and develops 
the scenario from there on, in the imagination—for example, the rock sliding 
down the slope, past the place where in reality there is a bush, further down 
the slope, ending up in the lake below. One thereby comes to know that if the 
bush had not been there, the rock would have ended up in the lake. Possibility 
knowledge is a result of such counterfactual development (in imagination): 
“we assert ◇A when our counterfactual development of A does not robustly 
yield a contradiction” (Williamson 2007, 163). In this case, we can conclude 
that it is possible that the rock could have ended up in the lake.

But recent work in modal epistemology also makes abundantly clear that 
imagination as such is far too liberal to be a reliable guide to modal truth—
for at least two reasons. For one, the above examples seem to imagine logical 
possibilities, while most scientists are interested in physical or biological pos-
sibility—and it remains an open question whether such possibilities can be 
reliably identified with imagination. For another, more generally, people can 
quite easily imagine the impossible.8 So, any modal epistemology that assigns 
a central role to the imagination must specify circumstances (modes, topics, 
or external constraints) under which the imagination is a reliable guide to 
(relevant) modal truth and explain why imagination can (under those cir-
cumstances) be trusted as a guide to modal knowledge.

This challenge brings us to our second theme: background knowledge. 
This theme has been common in the literature responding to the challenge 
from unchecked imagination. That is, many suggest imagination must be 
constrained by some appropriate background knowledge that prevents us 
from imagining the impossible or from judging that what we have imagined 
is possible when in fact it is not. But background knowledge also features 
in accounts that make no mention of the imagination, so the two themes 
are independent. That background knowledge would play a role appears, in 
some sense, obvious. However, it is arguably instructive to consider the kinds 
of background knowledge that modal epistemologists have suggested to be 
relevant for modal justification. Three stand out as especially popular.

First, it is natural to think that knowledge of laws plays an important 
role in modal epistemology (e.g., Kment 2021; Wilson 2020). For instance, 
physical possibility is naturally defined (at least partly) in terms of compat-
ibility with the actual laws of nature. It is thus plausible that knowledge of 
the laws of nature is very helpful for drawing justified conclusions about 
what is physically possible. Some have correspondingly suggested that meta-
physical possibility is (partly) determined by the “laws of metaphysics,” and 
accordingly, knowledge of metaphysical modal truth requires knowledge of 
metaphysical laws.9

Next, some have argued that possibility knowledge and counterfactual 
knowledge require access to essentialist or constitutive knowledge—that is, 
knowledge of what is constitutive of being a certain (kind of) object or property. 
Roca-Royes (2011a, 2011b), Tahko (2012), and Vaidya and Wallner (2018) 
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all argue that imagination-based modal epistemologies presuppose that the 
epistemic subject has access to constitutive knowledge. For some modal 
epistemologies explicitly based on constitutive knowledge, see, for example, 
Lowe (2012), Mallozzi (2018), and Jago (2018). Both in the case of law-
based and constitutive knowledge-based epistemologies, a major question 
concerns whether epistemic subjects can be assumed to have access to such 
(also modal) knowledge and, if so, how that, in turn, is acquired.

Finally, some have argued that one needs to have a theory concerning the 
relevant phenomena or entities that one is seeking modal knowledge of. For 
instance, Fischer (2017) proposes that a modal claim is justified if its truth is 
implied by a scientific theory that is itself justified. For instance, I am justified 
in claiming that it is possible for cells to evolve on the basis of something other 
than RNA/DNA, just in case I am justified in accepting a scientific theory that 
implies that it is possible for cells to evolve on the basis of something other 
than RNA/DNA, and I base my claim on that theory. This makes modal 
knowledge downstream from scientific knowledge more general. Similarly, 
Bueno and Shalkowski (2014) argue that we arrive at modal knowledge by 
investigating the relevant properties and objects in question by both scientific 
and common-sense means. Through common-sense observations, we learn 
that everyday objects have certain properties only contingently because we 
have observed them to lose these properties under changing conditions. In 
scientific practices, we deepen such observations by systematically varying 
interventions on and background conditions of these objects. One is justified 
in concluding that p is possible, on this view, on the basis that nothing in the 
body of relevant theoretical knowledge suggests that p is not possible.

The third and final theme is that of similarity. A recently influential idea in 
modal epistemology is that similarity-judgements can justify possibility claims 
(Dohrn 2019; Roca-Royes 2017). For instance, one can draw justified con-
clusions about what is possible for some individual entity e on the basis of 
knowledge of what is actually the case with other, distinct entities that are 
relevantly similar to e. Background knowledge plays a part here too, but the 
similarity-account originates in an explicit effort to present an epistemology of 
possibility, which does not presuppose that the epistemic subject has access to 
constitutive knowledge or a full-blown, justified theory of the relevant entities. 
Nor does it rely on imagination itself as conducive to modal truth, so it war-
rants separate mention. All that is required for knowledge of nonactual possi-
bility, in this case, is knowledge of actual token events involving actual entities 
and the ability to reliably judge that certain entities (the targets of the prospec-
tive possibility judgments) are relevantly similar to certain other entities.

While such accounts might remind readers of similarity-based accounts 
of representational quality in the philosophy of science (e.g., Giere 1988; 
Weisberg 2013), it is worthwhile stressing some differences here. Most impor-
tantly, perhaps, many of these accounts do not treat modal inferences at all. In 
the few that do, the role of similarity for modal modeling often remains vague. 
Weisberg (2013, chap. 7), for example, analyzes modal modeling practices as 
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either involving generalized phenomena or non-existent phenomena as targets 
or as not having targets at all. In neither case does he give an explicit account of 
how similarity judgments between models and targets help justify the modal 
claims—and the characterization of the targets as either “generalized” or 
“non-existent” indicates that any such account would not be trivial.

One more finding from the general literature on modality worth addition-
ally mentioning is that determining the relevant type of modal claim is highly 
important for epistemological issues. Modality comes in varieties, and of par-
ticular importance is the distinction between epistemic and objective modal-
ity. An epistemic modal claim is relative to a body of epistemically privileged 
(e.g., known, justified, or evidenced) propositions—it expresses something 
about what might be the case given one’s epistemic situation. In contrast, an 
objective modal claim expresses something about the world, independently 
of our epistemic situation. Objective and epistemic modal claims require 
quite different answers to the epistemological questions (Sjölin Wirling and 
Grüne-Yanoff, forthcoming). While modal claims of both kinds are arguably 
among the targets of modal models, we focus here—like much of the modal 
epistemology literature—on objective modality. But objective modality too 
comes in different flavors. What modality is relevant varies with context and 
depends partly on our interests (but once the relevant sense is determined, 
whether or not some p indeed is possible is arguably not up to us). Modal 
epistemologists have mainly been concerned with metaphysical modality; 
that is, what is necessary in the strongest objective sense and what is possible 
in the least restricted objective sense. Another familiar form of modality is 
natural or physical modality.10 But more restricted forms of modality of in-
terest to scientists include, for example, biological and economic possibility. 
Such modal claims arguably differ in their truth conditions and hence, unsur-
prisingly, likely in the ways in which we can come to know them.

1.5  Modal Modeling through the Prism of Modal Epistemology

We will now use these themes from modal epistemology as a prism through 
which we examine three answers to the epistemic question for modal mode-
ling. It will emerge that all three accounts of modal modeling make use of one 
or several of the justificatory strategies familiar from the modal epistemology 
literature. This convergence is in itself a striking and interesting finding. We 
will in turn use this insight to draw on moves and issues arising in modal 
epistemology to highlight useful directions for future work both on modal 
modeling and on the epistemology of modality more generally.

1.5.1 Credible Worlds

Sugden (2000) suggests that we can learn from some models—in particular, 
toy models in economics—when these models describe credible worlds. More 
exactly, economic toy models are formal structures interpreted by their users 
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as imaginary worlds or scenarios. If the model world is credible, that is a rea-
son to think that the model result (or some equivalent thereof) is possible.11 
That idea has since been taken on board by a number of other authors. For 
instance, Grüne-Yanoff (2009, 95) writes that “The credibility of a mini-
mal model establishes that it depicts a possible world”; Mäki (2009, 39–40) 
makes a similar point; and Fumagalli (2016, 437), who is critical of the idea 
that toy models afford knowledge of actuality, still concedes that “Consid-
erations of models that are credible (…) may enable scientific modelers to 
acquire epistemically informative insights about the possible worlds posited 
by these models.”12

The notion of “credibility” in Sugden’s original paper is suggestive but in 
dire need of unpacking. Sugden writes that credibility in models is “rather 
like credibility in ‘realistic’ novels” (Sugden 2000, 25), and Grüne-Yanoff 
(2009) picks up on this analogy with fiction, in an attempt to elaborate on 
what it means for a model to be credible. When we read a novel, we imagine 
a fictional world, proceeding from the fictional text but going beyond it by 
adding detail, drawing out implications, and filling in gaps. It is this imagined 
world that we assess when we consider whether the novel presented a cred-
ible story or not. Analogously, scientists employing a model imagine a model 
world, proceeding from but going beyond the model description (cf. Frigg 
and Nguyen 2016). This imagined model world is then assessed for credibil-
ity, which, in turn, is offered as evidence of possibility.13

Now, this appeal to imagined worlds suggests an affinity with imagination-
based modal epistemologies. Indeed, the credibility account faces a challenge 
analogous to that of reining in the imagination. That we can easily imagine 
the impossible suggests that the fact that I can imagine a scenario in which 
p is not very reliable evidence that p is possible. But similarly, it would seem 
that impossible scenarios can also be credible—at least insofar as we are to 
take the analogy with credibility in fiction seriously. Grüne-Yanoff stresses 
that many features of the imagined model/fictional world can deviate from 
what the actual world is like, yet the imagined world can be judged credible. 
But a credible model/fictional world, imagined on the basis of the model 
description/fictional text, must be sufficiently detailed and free of incoherent 
or contradictory assumptions and implications. So, what matters is, on the 
one hand, internal coherence. On the other hand, the development in a cred-
ible, imagined world must be judged plausible conditional on the informa-
tion provided about, for example, preferences and environment. But clearly, 
fictional scenarios can fulfill these conditions—and so be credible—without 
being possible (Nolan 2021). Presumably, this is true also of model scenarios.

So clearly, a credibility judgment is not always good evidence of pos-
sibility. Does the credibility account have resources to address this issue? 
Grüne-Yanoff writes that credibility judgments are “driven by empathy, un-
derstanding, and intuition” (Grüne-Yanoff 2009, 94–95). This last part in-
dicates that only the credibility assessment of a competent user of the model 
will do, that is, of someone with the right background knowledge. The idea, 
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then, is that only credibility judgments made by competent users can serve 
as evidence of possibility (though of course not infallible evidence—and it 
can certainly be undermined by disagreement among competent users, as 
witnessed in often intense discussions among modelers about the credibility 
of certain assumptions).

This suggests that the justificatory power of credible scenarios lies not in 
the fact that they can be generated or imagined, but with the competent as-
sessment of these scenarios in light of appropriate background knowledge. 
Once unpacked, the credibility account of modal modeling does not identify 
a new source of evidence for possibility—the credibility of model scenarios. 
Instead, it closely parallels imagination-involving modal epistemologies that 
rely ultimately on the appropriate background knowledge. This, in turn, 
helps us see the way forward in developing the credibility account. The fol-
lowing two questions must be answered: first, what background knowledge 
is required for reliable credibility judgments, and second, is it likely that users 
of the model typically possess it?

Presumably, competence with credibility judgments is relative to disci-
pline; for example, different background knowledge is required to assess an 
economic model and a biological model for credibility, respectively. Can the 
kinds of background knowledge that modal epistemologists have taken to 
inform possibility judgments point the way? Although Sugden at one point 
suggests that credibility requires compatibility with the “general laws gov-
erning events in the real world” (Sugden 2000, 25), knowledge of laws is 
unlikely to be helpful here, since economics is not taken to be a field where 
there are many, if any, laws; and the laws of nature found in other disciplines 
are arguably not relevant to the kind of possibility at issue in economics. The 
idea that theory informs credibility judgments seems initially more promis-
ing but faces the challenge that toy models are often used in contexts where 
theory is scarce or put into question (Reutlinger et al. 2018; Sjölin Wirling 
2021). What about constitutive knowledge? Mäki suggests that credibility 
requires compatibility with what he calls a Way the World Works—“www”—
constraint (Mäki 2009, 39). It is not clear exactly what that involves, but 
some phrasings suggest an appeal to constitutive knowledge. For instance, he 
writes that models that violate the www-constraint are to be rejected because 
they violate the very nature of the (kind of) system (e.g., a market) it sets 
out to describe, or the nature of the sorts of things that populate the system 
(Mäki 2009, 40), and so does not even represent a possible version of such a 
system (Mäki 2001, 383; 385).14 Modal epistemologies based on constitutive 
knowledge have enjoyed a revival recently, so perhaps this option for devel-
oping the credibility account is worth exploring.

1.5.2 Physical Conceivability

Michela Massimi (2019) suggests that certain exploratory modeling prac-
tices deliver possibility knowledge, insofar as they involve what Massimi 
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calls “physical conceiving.” The key idea is that if a scientist can physically 
conceive of p, she is justified in believing that p is possible, and certain forms 
of exploratory modeling involve this particular form of imagining. Physical 
conceiving is a form of imagining, but the question of how the imagination is 
to be constrained in order to avoid reaching into impossibility is conveniently 
built into Massimi’s preliminary definition of physical conceivability:

p is physically conceivable for an epistemic subject S (or an epistemic 
community C) if S’s (or C’s) imagining that p not only complies with 
the state of knowledge and conceptual resources of S (or C) but is also 
consistent with the laws of nature known by S (or C).

(Massimi 2019, 872, our emphasis)

In other words, only successful attempts to conceive of p where the sub-
ject holds fixed knowledge of the laws of nature provide justification for the 
belief that p is possible.15

According to Massimi, the hypothetical modeling of SUSY (super sym-
metrical) particles in physics is an example of modeling that provides possi-
bility knowledge because it involves the right kind of constrained conceiving. 
Scientists have not been able to confirm whether there actually are any SUSYs 
in nature, but that is ultimately what they want to do. To this end, they in-
vestigate the different ways in which it is possible that a SUSY particle exists, 
by using a modeling technique—the pMSSM-19—which produces different 
“model points” (roughly: fictional model systems), each of which portrays 
SUSY particles as having mutually inconsistent properties and value assign-
ments (e.g., a given mass value, a given decay mode, etc.) for 19 param-
eters, and are consistent with certain nomological constraints (e.g., R parity 
conservation, consistent electroweak symmetry breaking). For a given model 
point produced by pMSSM-19, it is concluded that a hypothetical target, cor-
responding to the model point, is objectively (physically) possible. That is, it 
is possible that a particle with such-and-such properties exists. Again, we can 
observe a convergence with the sorts of justificatory routes that have been 
proposed in modal epistemology: in this case, imagination is constrained by 
nomological knowledge. Massimi calls this law-bounded (LB) physical con-
ceivability. This holds some promise as a method for justifying claims of 
physical possibility—provided that the modeler possesses the relevant knowl-
edge of laws (and this is successfully implemented in the pMSSM-19).

Interestingly, Massimi distinguishes LB-conceivability from law-driven 
(LD) physical conceivability. LD-conceivability of some p is also supposed 
to provide justification for the belief that p is possible, but according to Mas-
simi, the interplay between nomological background knowledge and imagi-
nation is different from that underlying LB-conceivability. She claims that 
knowledge of laws sustains (“drives”) analogical reasoning with models 
from other fields, guiding the construction of a model indicating what is 
causally possible for the target system(s) of interest. Massimi’s example here 
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is Maxwell’s construction of the molecular vortex model to derive the equa-
tions describing how electric and magnetic fields are generated by charges, 
currents, and changes in the fields. The molecular vortex was imagined in 
analogy with better-understood systems in other fields, specifically hydrody-
namics. Maxwell drew on Faraday’s law of electromagnetic induction but 
also on Helmholtz’s equations for fluid dynamics in imagining the system 
from which he could infer what possibly caused electromagnetic induction. 
It might be tempting to write off the modeling here as a “mere” creative 
exercise—part of the context of discovery, as it were—that turned out to be 
very fruitful in the sense of leading Maxwell to formulate a successful theory 
of actual phenomena. But Massimi clearly states that Maxwell’s ether model 
“delivered modal knowledge about what is causally possible in the phenom-
enon of electromagnetic induction” (Massimi 2019, 872, our emphasis).16 
Since modal knowledge requires both that the possibility claim(s) in question 
are modal truths and that there is justification for taking them to be so, the 
LD-conceivability is plausibly read as an attempted answer to the epistemic 
question.

This specifically law-driven analogical reasoning seems interestingly dif-
ferent from the routes to modal knowledge that have been discussed in the 
modal epistemology literature to date. But at the same time, it is less than 
clear just how the justificatory route goes and how, if at all, it can be general-
ized beyond this particular case. Let’s see whether the prism of modal episte-
mology can nevertheless be helpful in sketching an elucidation here.

The analogical reasoning component might be taken to suggest that what 
we have is some form of similarity-based reasoning, which, as we saw, is 
among the proposed strategies for modal justification. However, as we dis-
cussed in the previous section, similarity notions familiar from philosophy 
of science discussions of modeling are not directly applicable here—this is 
not about the similarity of representans to representandum, but of possible 
and possibly nonactual representanda to actual instances of another domain. 
In short, the idea would be that with modeling involving LD-conceivability, 
justification for the modal claims comes from similarity judgments between 
some source domain (e.g., hydrodynamics) and the target domain (e.g., elec-
tromagnetism). In Roca-Royes’ similarity-based modal epistemology, what 
underwrites reasoning from the fact that a is F to the conclusion that b could 
possibility be F is the fact that a and b are similar in the sense that they share 
some relevant feature(s), and/or are tokens of the same type. While this per-
spective on similarity for modal purposes seems novel for philosophy of sci-
ence, it will require substantial refinements before it can be fruitfully applied. 
Questions to be answered are: what are the objects of the similarity compari-
son—token objects, or properties of objects?17 What role do laws of nature 
play in this—do they act as constraints, or are they subject to the similarity 
comparisons themselves? Whether this is indeed a workable way to flesh out 
the LD-conceivability is an open question—a question, however, that modal 
epistemology has helped raise.
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1.5.3 Universality

Collin Rice has argued that minimal models enable scientists to draw true 
counterfactual conclusions about targets.18 He also attempts to address the 
epistemic question that arises from this modal modeling claim:

[I]t seems somewhat mysterious how holistically distorted models can 
provide true counterfactual information about their target systems (…) 
I will try to offer one possible solution to this problem by appealing to 
universality.

(Rice 2018, 2812)

Suppose one knew that a given model system, despite being highly dis-
similar to the target system of interest, was disposed to behave in largely 
the same way as the target system. In that case, you could justifiably use the 
model in order to learn about what would happen to the target system under 
such-and-such circumstances. The idea is that minimal modeling allows us 
to delineate universality classes. Universality, Rice writes, is a “convenient 
feature of our universe,” which in its most general form, is just “the fact that 
(perhaps extremely) different physical systems will display similar macrobe-
haviors that are largely independent of the details of their physical compo-
nents” (Rice 2018, 2812). Whether some systems are in the same universality 
class is an empirical question—something to be discovered (Rice 2018, 2813; 
Rice 2019, 200).

This discovery is what justifies scientists in using a certain model system to 
elicit modal information relevant to explaining the target phenomenon. Once 
we know that some idealized model and target system(s) are in the same 
universality class, we can draw counterfactual conclusions about the target 
based on what we learn from the model. Examples of this include the Lattice 
Gas Automaton (LGA) model vs. real fluid flow, Fisher’s linear substitution 
cost model vs. sex ratios in various animal populations (both in Batterman 
and Rice 2014), and an optimal foraging model in an infinite population vs. 
Eider duck foraging behavior (Rice 2018).

The universality account, we think, employs a justificatory strategy that 
has affinities with that of similarity-based modal epistemologies. This may, at 
first, seem to go against what Rice claims. Part of what motivates the univer-
sality account of minimal modeling is, according to Rice, that the model and 
target need not be similar in the sense of sharing features or causal mecha-
nisms, in order for us to use the model to learn counterfactual truths about 
the target. However, what underwrites reasoning from model to modal con-
clusion about target is the similarity of token behavior, not the similarity of 
the reasons or causes of that behavior—to be in the same universality class is 
to exhibit the same macrobehavior. It is similarity in quite a different sense, 
but a form of similarity all the same. Of course, the idea is that we don’t have 
the similarity knowledge prior to the modeling but rather acquire it through 
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the modeling. This is surely significant, but, again, insofar as we are to draw 
modal conclusions about actual targets based on the models, knowledge of 
this similarity in macrobehavior is apparently a precondition and so, highly 
relevant to the justification of the modal claims in question.

A looming question for similarity-based modal epistemologies—and one 
that also arises for standard accounts of scientific modeling that appeal to 
similarity between model and target features—is that of just what a relevant 
similarity is. As the conceptual problems of a binary similarity relation are 
well known, what the similarity comparison should include is typically made 
dependent on the purpose of the modeling exercise (Giere 1988). Indeed, 
Rice notes that “the universality class required to justify a particular instance 
of idealized modeling will depend on the details of the modeling context; 
e.g., the target explanandum” (Rice 2018, 2816). That is, what behavioral
similarity is needed depends on the counterfactual information one is after.
But this admission casts into bold relief the fact that the universality account,
just like similarity-based modal epistemology, faces the non-trivial question
of how we come by the knowledge, or ability to reliably judge, what simi-
larities (or dissimilarities) are relevant to a prospective possibility. It seems
intuitively obvious that not just any accidentally identified behavioral simi-
larity between model and target would license modal inference. This question
seems, at least initially, somewhat more complicated for the universality ac-
count compared to, for example, Roca-Royes’ similarity-based modal epis-
temology. There, the assumption is that individuals with the same properties
have the same causal profile, and so coming to know that things are similar
justifies concluding that they are disposed to behave similarly (although the
question of relevance remains). But on the universality account, one needs to
establish a similarity of behavior independent of the instantiation of certain
properties or sameness of type.

However, unlike the discussion so far in modal epistemology, the univer-
sality account interestingly offers a strategy to meet these two challenges. 
The general idea is that the larger minimal modeling practice will help reveal 
that a model system and a target are in the same universality class. First, as 
we already discussed, one establishes behavioral similarity across different 
relevant systems. Second, one investigates how counterfactual changes in the 
features of interest impact this behavior. The resulting counterfactual rela-
tions point to dependencies in the behavioral outcomes of the respective sys-
tems that therefore should be taken as the relevant similarities. Clearly, these 
counterfactuals are modal information—thus making the modeling practices 
here a kind of modal modeling, albeit in a different way than the accounts 
discussed so far. Third, by performing transformations on a set of models 
and showing that their behavior converges despite these changes, one justi-
fies inferences to counterfactual independence—that is, information about 
what changes could happen to the system and not make a difference to the 
observed behaviors. These inferences establish not just that the behaviors are 
similar but also why they are despite all the differences between the systems.
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This is significant, and perhaps modal epistemologists can learn from this 
example how the questions raised by similarity accounts may be addressed. 
Yet, it is important to note that this procedure seems more plausible in some 
of the example cases than in others, and hence it is unclear how far, if at all, it 
generalizes. The case of the LGA model stands out because of the many con-
straining assumptions it is based on. It relies on the renormalization group 
strategy, illustrated at the hand of the Kadanoff block spin transformation. 
Here, the procedure plausibly identifies a possibility space, determined by 
assumptions of what entities systems consist of and how they interact. It also 
offers a plausible rescaling procedure and an easy way to infer the macrobe-
havior of these scaled-up entities. However, in the other minimal modeling 
cases discussed, the robustness analyses supporting the delineation of a uni-
versality class are nowhere near as constrained or thorough. For instance, 
in the Eider foraging case, no attempt was made to systematically describe 
the possibility space. Nor was there any attempt to re-scale the models and 
compare their predictions. Rice only compares three model predictions with 
actual Eider behavior, concluding that one fits the data better than the other 
two. It is far from clear that mere comparative similarity of model prediction 
and empirical data licenses counterfactual conclusions.

In sum, answering the epistemic question for (some cases of) modal mod-
eling in terms of universality classes relies on a strategy that has affinities with 
similarity-based modal epistemology. Seeing this also enables us to highlight 
two challenges for such modal epistemologies that carry over to the univer-
sality account: first, it is a highly non-trivial matter to establish that there is 
relevant similarity of behavior, given the counterfactual conditionals one is 
interested in with respect to a target. Second, the universality account inherits 
the difficult question of relevance, in particular, regarding which behavioral 
similarities are relevant to justify the counterfactual conclusions of interest. 
While similarity-based modal epistemology does not provide solutions, seeing 
these practices through the modal-epistemology prism helped identify what 
epistemic issues they face and to what extent their strategies can solve them.

1.6  Conclusions

Philosophers of science who suggest that scientists legitimately draw modal 
conclusions based on certain modeling practices face the epistemic question 
of modal modeling: under what conditions and in virtue of what do models 
provide reasons for accepting certain modal claims as true? In this paper, 
we looked at some answers to this question through the prism of modal 
epistemology. Our goal was to identify common themes regarding the justi-
fication of modal claims. By way of demonstrating this, we introduced three 
dominant themes from modal epistemology that, although not specifically 
addressing the role of modeling, identify three general justificatory strategies 
for modal claims that are applicable to scientific modeling. We then argued 
that these themes are very much present also in three attempts to answer the 
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epistemic question for modal modeling in the philosophy of science. Seeing 
just what the underlying justificatory strategies are will be important when 
one wants to assess the proposed accounts in terms of, for example, viability 
and how far, if at all, they generalize beyond the particular cases discussed.

Our second goal was to articulate challenges for the philosophy of modal 
modeling and see to what extent current accounts have the resources to meet 
them. Scrutinizing the modal modeling accounts through the prism of modal 
epistemology, we argued that they face (versions of) many of the same chal-
lenges that are familiar from modal epistemology more generally. This includes 
the relationship between background knowledge and imagination and the im-
portance of addressing the question of whether, and if so how, the relevant 
epistemic subjects possess the knowledge in question. It also includes a model 
for specifically modal inference based on similarity judgments, accompanied by 
a number of thorny questions concerning how the relevant similarity relations 
are to be articulated and how epistemic subjects can come to know about them.

Once we see how modal modeling accounts are subject to analogues of 
challenges facing modal epistemologies, we can use these insights to think 
about further questions that they raise for the philosophy of modal mod-
eling specifically. Here we will just mention two. First, while it may seem 
trivial that modal justification often relies on having appropriate background 
knowledge, an extra wrinkle is added when we consider the contexts in which 
modal modeling is often said to occur. Practices like HPE and exploratory 
modeling are considered important means for advancing research in areas 
where there is a lack of confirmed theory or shared background knowledge, 
or as ways to challenge the background assumptions in a field. This high-
lights the delicate task of striking a balance with respect to the constraining 
background knowledge required. Second, modal epistemologists disagree on 
whether the imagination as such can provide modal justification or whether 
it is merely an important cognitive tool for exploration of modal implica-
tions or consequences of one’s background knowledge. If the latter, questions 
about background knowledge become pertinent, as already noted. If the for-
mer, the question is what mode or kind of imagination can do justificatory 
work. This is a question that has been discussed in modal epistemology, but 
also, we think in the philosophy of science19—although the two literatures 
remain somewhat disconnected. Here, we see fruitful opportunities for col-
laboration, especially between modal epistemologists and philosophers of 
science within the broadly “fictionalist” camp, who take great interest in 
imagination and its role in how scientific modeling (modal and non-modal) 
supports, for example, explanation.

These are, in our view, just a few examples of how exchanges between 
work on modal modeling and modal epistemology more generally can prove 
fruitful. While we have focused here on how modal epistemology can inform 
philosophy of science, we think there are good reasons to suspect that there 
can be very useful influences going also in the other direction—indeed, some 
of the discussion above already indicates this.
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Notes

1 Sjölin Wirling (2022) is an exception. The potential relevance of models to modal 
justification in science has also been noted by, for example, Nolan (2017).

2 The prism analogy also indicates the direction of our discussion: we look at how 
philosophers of science have discussed modal modeling practices by taking up 
concepts, arguments, and challenges from modal epistemology. We do not deny 
that the inverse perspective might be fruitful as well, but we reserve such treat-
ment for a later paper.

3 Note that this doesn’t preclude that these very practices may also directly deliver 
information about what is actually the case. But we focus here on the modal in-
formation they are said to deliver.

4 This is not to suggest that modeling is the only, or the main, way for scientists to 
come by modal knowledge—clearly, there needs to be other means. The modal 
modeling claim is simply that modeling is one way for scientists to arrive at justi-
fied modal claims.

5 It is also a question that might demand a different answer depending on the kind 
of modality that is at issue (Sjölin Wirling and Grüne-Yanoff forthcoming).

6 Of course, some pluralism is to be expected here given the diversity of modal 
models. See also endnote 5.

7 Notably, the themes cut across the distinction between rationalist and non-ration-
alist modal epistemologies, in the sense that both rationalists and non-rationalists 
have used them when constructing their accounts of modal knowledge—but they 
differ on whether they take, for example, the relevant strategy to be a priori or 
not. We recognize that philosophers of science will presumably be interested ex-
clusively in the non-rationalist versions of these modal epistemologies, but insofar 
as the central themes go, rationalist modal epistemologies may have insights to 
offer, too.

8 An initial reaction to this problem was to say that we cannot really imagine 
impossibilities—at most, it seems to us that we imagine something impossible, 
while we are in fact imagining a possible situation that we mistake for and mis-
describe as the impossible one (Kripke 1980). Kung (2016) provides a convincing 
case against such error-theoretic approaches.

9 Of course, a law-based strategy has limited relevance for scientific fields such as 
biology or economics where there are few or no laws.

 10 Philosophers disagree on whether natural and metaphysical modality come apart. 
So-called necessitarians think that they do not.

 11 Sugden’s own view is that we can also draw general, inductive conclusions about 
how things are in the actual world, on the basis of these credible models. We set 
the latter part of his view aside.

 12 The toy model scenarios themselves are often physically impossible since they 
involve impossible assumptions (e.g., infinite population size in the Hawk-Dove 
model, and limitless supplies of food for prey in the Lotka-Volterra model). This 
indicates that when a certain model world is credible, this means at most that 
some part of it is possible or that some de-idealized description of it is possible.

 13 For a more detailed version of this analysis, see Sjölin Wirling (2021).
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 14 See also Gelfert’s comment that minimal models “shine a spotlight on the essential 
character of a phenomenon” (Gelfert 2019, 10–11).

 15 As we argue in Sjölin Wirling and Grüne-Yanoff (forthcoming), we think Mas-
simi’s account is regrettably unclear on what the relevant notion of possibility, 
to which physical conceivability is supposedly a guide, is supposed to be. Insofar 
as it is supposed to be a guide to objective possibility, we think the definition of 
physical conceivability needs to be amended. We suppress these concerns here, 
however.

 16 Compare Hon and Goldstein (2021, 326) who also conclude that Maxwell’s use 
of modeling “concerns physically possible causes and is no longer based solely on 
analogy.”

 17 Hesse (1963) is an early proponent of understanding similarity in this way. One 
of her examples is that sound and light are similar in this sense because echoes 
are similar to reflection, loudness to brightness, pitch to color, and so on. See 
Khosrowi (2020) for a more recent appeal to similarity as the similarity between 
properties and Sjölin Wirling (forthcoming) for another way in which this may be 
relevant to modal modeling.

 18 This originally builds partly on joint work with Robert Batterman (see Batterman 
and Rice 2014).

 19 See, for example, Salis (2020).
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Which Possibilities Contribute to 
Scientific Understanding?

Collin Rice

2.1  Introduction

Both philosophers of science and epistemologists have recently focused at-
tention on how scientific models are used to provide understanding (de Regt 
2017; Elgin 2017; Gelfert 2019; Khalifa 2017; Potochnik 2017; Rice 2019; 
Saatsi 2019; Sjölin Wirling and Grüne-Yanoff 2021; Strevens 2013).1 Sev-
eral of these accounts have suggested that scientific models provide under-
standing by allowing scientists to answer what-if-things-had-been-different 
questions via the investigation of counterfactuals or possibilities (Le Bihan 
2017; Rice 2019, 2021; Saatsi 2019). In other words, scientific models en-
able understanding by providing modal information about various possible 
states of their target system(s)—or of other possible systems—and how the 
phenomenon of interest would (or would not) change in those counterfactual 
situations. However, a crucial question for this prominent approach to un-
derstanding is, which possibilities scientists ought to investigate to generate 
(or deepen) scientific understanding? The prominent views of understanding 
found in the literature seem to suggest three possible answers: (1) accuracy/
closeness with respect to the actual world (Strevens 2013; Trout 2007), (2) 
the counterfactual situations relevant for evaluating the outcomes of inter-
ventions (Douglas 2009; Potochnik 2017; Woodward 2003), or (3) the pos-
sibilities of interest to the scientists using the model or theory (Elgin 2017; 
Potochnik 2017; Saatsi 2019).

In this chapter, I use examples from scientific practice to argue that each 
of these proposals fails to capture the range of ways idealized models en-
able understanding in science. Accounts that require accuracy (or closeness) 
with respect to the actual world miss the understanding enabled by scien-
tific models that describe possibilities in which difference-making factors 
of the real system are highly idealized. Interventionist accounts miss the 
understanding enabled by investigating distant possibilities that do not pro-
vide information about the results of manipulating real systems. Accounts 
focused on the interests of scientists miss the understanding provided by 
learning about possibilities that are of interest to non-scientists (but not 
scientists).

2
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In contrast with these three approaches, I will argue that learning about 
what would occur in a possible system, or a possible state of a real system, 
always contributes to scientific understanding of real phenomena—although 
sometimes in ways that are not currently of interest to anyone. More spe-
cifically, I will contend that grasping more possibilities, more relationships 
between those possibilities, or answers to more what-if-things-had-been-
different questions always deepens one’s scientific understanding of a phe-
nomenon to some degree.2

It is worth noting from the outset that I think what makes these exam-
ples instances of scientific understanding is only that the understanding pro-
duced comes from investigating scientific models (or theories), methods, or 
evidence. However, since I do not think there is a hard/clear demarcation 
between scientific and non-scientific ways of understanding, the arguments 
presented here can easily be expanded to address questions about which pos-
sibilities enable understanding more generally.3

Moreover, since I maintain that understanding always comes in degrees 
rather than being a threshold phenomenon, I will argue that grasping these 
possibilities provides genuine understanding (and deepens it) without requir-
ing that the agent first meet some kind of minimal understanding threshold. 
While my claim that grasping possibilities deepens understanding is compat-
ible with stipulating some further minimal requirements for understanding 
(e.g., as Khalifa 2017 does), I think the cases and arguments show that grasp-
ing these possibilities provides (and deepens to some degree) understanding 
independent of such requirements.

The account of understanding defended here is still interested in grasping 
truths, but it includes many modal truths about possibilities that go well 
beyond grasping truths about the actual world.4 I will also defend the claim 
that grasping these non-actual possibilities generates scientific understand-
ing even if one fails to grasp what is true of the actual world—i.e., grasping 
the actual world is not necessary for scientific understanding. While some 
proponents of modal accounts of understanding seem to hint at this particu-
lar view (e.g., Le Bihan 2017; Verreault-Julien 2019; Rice 2021), it has not 
been independently argued for. My aim here is to independently motivate 
what I will call the All-Possibilities-Count (APC) view and explore some of 
its implications for philosophical theorizing about the nature of (scientific) 
understanding.

In section 2.2, I argue against accounts that appeal to accuracy or close-
ness with respect to the actual world to determine whether a scientific model 
allows for genuine understanding. Then, in section 2.3, I critique accounts 
that appeal to considerations of intervention/manipulation to determine which 
possibilities are relevant for scientific understanding. Next, in section 2.4, 
I argue that we should also reject accounts that appeal to the interests of 
scientists to determine which possibilities enable scientific understanding. In 
response to these cases, section 2.5 proposes the APC view. Section 2.6 
responds to some possible objections, and section 2.7 concludes.
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2.2  Closeness to the Actual World Improves Scientific 
Understanding

In order to get a handle on the nature of scientific understanding, several 
philosophers have appealed to the understanding provided by scientific 
explanations (de Regt 2017; Khalifa 2017; Strevens 2008, 2013; Trout 
2007). While it is widely agreed that explanations are a primary way that 
science generates understanding, some philosophers have gone even fur-
ther in arguing that scientific understanding (or, at least, understanding 
why) is only produced by grasping an explanation. Moreover, several of 
these accounts claim that scientific understanding is only produced by 
grasping a correct or true explanation. For example, J. D. Trout argues 
that “scientific understanding is the state produced, and only produced by 
grasping a true explanation (Trout 2007, 585–6, my emphasis). Similarly, 
Michael Strevens contends that “An individual has scientific understand-
ing of a phenomenon just in case they grasp a correct scientific explanation 
of that phenomenon” (Strevens 2013, 510, my emphasis). Along similar 
lines, Kareem Khalifa argues that “S has minimal understanding of why p 
if and only if, for some q, S believes that q explains why p, and q explains 
why p is approximately true.” (Khalifa 2017, 126, my emphasis). Indeed, 
ever since Hempel argued that the premises of a deductive-nomological 
explanation needed to be true (to make the argument sound), many phi-
losophers have held that scientific explanations, and the understanding 
derived from them, must be based on (approximately) true (or correct) 
descriptions of the actual world.

One interpretation of this kind of view is that scientific understanding is 
only generated when the agent grasps information about the actual world. 
Indeed, Strevens first tells us that part of grasping an explanation involves 
grasping “that the states of affairs represented by the propositions [in the 
explanans] in fact obtain” (Strevens 2013, 511). Moreover, he notes that 
“In my view, an explanation is correct only if its constitutive propositions 
are true” (Strevens 2013, 512). Thus, it seems that Strevens’s account of 
scientific understanding implies that grasping states of affairs in the actual 
world matters most for determining whether someone has scientific un-
derstanding. Or, at least, grasping what is true of the actual world seems 
to be a necessary condition for having any scientific understanding of the 
phenomenon. The argument for this conclusion seems to be something like 
the following:

P1. Grasping a correct explanation is required for scientific understanding. 
(Strevens’s simple view of understanding).

P2. Correct explanations must describe features of the actual world that are 
responsible for (e.g., difference-making causes of) the explanandum.

C. Therefore, grasping what is true of the actual world is necessary for scien-
tific understanding.
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A major challenge for this kind of view is that many models that enable 
scientific understanding are highly idealized and describe possibilities that are 
quite different from the actual world. Of course, both Strevens and Khalifa 
explicitly recognize that many of the explanations provided by scientists em-
ploy idealizations in a variety of ways (Khalifa 2017; Strevens 2013). Strevens 
responds by arguing that the explanatory content of these idealized models 
is nonetheless true because the idealizations “in fact make true claims about 
difference-making” (Strevens 2013, 512). Specifically, in Strevens’s view, the 
idealizations involved in scientific explanations claim, correctly, that the ide-
alized features made no difference to the explanandum (Strevens 2008, 2013).

While this enables Strevens’s view to capture some additional cases, this 
kind of view fails to capture the sundry idealized models that provide scien-
tific understanding by directly distorting difference-making features (Elgin 
2017; Potochnik 2017; Rice 2018, 2021). The explanatory content of these 
models cannot be rendered true (of the actual world) by arguing that the 
distorted features do not make a difference to the explanandum. As a quick 
example, optimality models are routinely used to generate understanding of 
biological traits. However, despite the scientists’ assumption that the pro-
cesses involved in the selection of the trait are the key difference-making 
features, these adaptationist models often directly distort those processes by 
describing selection as taking place in an infinitely large population, with 
random mating, no intergenerational overlap, a perfect correlation between 
some resource and fitness, fixed environment, etc., (Potochnik 2007; Rice 
2013, 2021). In other words, these models generate understanding of biolog-
ical traits by describing a counterfactual situation that is drastically different 
from the actual systems in which these traits evolved—even if we restrict our 
focus to difference-making features. As a result, these models’ idealizations 
cannot be (re)interpreted as making true claims about the lack of difference-
making in the actual world. Nonetheless, grasping what would occur in the 
possible states of real systems described by various optimality models has 
clearly advanced biologists’ understanding of various adaptive traits.

In response to these kinds of cases, an alternative version of the above ap-
proach might appeal to closeness to the actual world to determine the degree 
to which an individual understands the phenomenon. This would allow for 
some departures from the actual world, while still maintaining an important 
role for correctness in determining the degree to which one understands. In-
deed, Strevens tells us that the correctness of an explanation comes in degrees 
and that this directly relates to the degree to which the individual who grasps 
that explanation understands. Similarly, Khalifa’s view requires understand-
ing to be provided via explanations that only need to be approximately true 
and his view allows for a plethora of ways that this empirical requirement 
might be satisfied (Khalifa 2017, Ch. 6). Thus, according to an alternative in-
terpretation of these views, the closer to the actual world (i.e., the more cor-
rect or the more empirically confirmed) the model is, the greater the degree 
of understanding the model will provide. I do not know of any philosophers 
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that have explicitly endorsed this kind of “closeness” view, but it is certainly 
implied by several accounts that suggest that more accuracy with respect to 
the actual causes or mechanisms that produced the phenomenon will pro-
vide a better explanation and, thereby, a deeper understanding of the phe-
nomenon (Craver 2007; Strevens 2008). This seems to imply that, given two 
models for the same real-world phenomenon, if model M1 represents a coun-
terfactual situation that is closer to the actual world than model M2—at least 
with respect to the difference-making features—then ceteris paribus grasping 
the explanation provided by model M1 will produce a greater degree of un-
derstanding than grasping the explanation provided by M2. This kind of view 
allows models that distort difference-making features to provide some under-
standing of the phenomenon—although a greater degree of understanding 
would be produced by a model that more accurately represented the system’s 
difference-making features.

While this alteration helps us see how models that misrepresent difference-
making features can improve scientific understanding, several cases from sci-
entific practice make it clear that closeness to the actual world does not always 
improve the degree to which one understands. In particular, scientific models 
that describe systems that depart from the actual world in rather drastic ways 
can sometimes improve our understanding of a phenomenon better than models 
that are closer to the actual world. For example, the Hardy–Weinberg (HW) 
equilibrium model describes a counterfactual situation in which the popula-
tion is infinitely large, organisms mate randomly, and there is no selection, 
migration, or mutation. These idealizations entail that the model drastically 
distorts many of the features that make a difference to the real-world phenom-
ena the HW-model is applied to (Levy 2011; Morrison 2015; Stoneking 2017). 
However, despite these rather drastic departures from the actual world, the 
HW-model shows us that in such a counterfactual situation, if we have a pair 
of alleles, A1 and A2, at a particular locus and in the initial population the ratio 
of A1 to A2 is p to q, the distribution for all succeeding generations will be:

+ +22
1 1 1 2

2
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regardless of the distribution of genotypes in the initial generation. Although 
this situation is rather distant from what occurs in any actual biological pop-
ulation, “The Hardy-Weinberg law enables us to understand fundamental 
features of heredity and variation” (Morrison 2009, 133). The question, of 
course, is what does this understanding consist of? Elsewhere, I have sug-
gested that one way the HW-model provides understanding is by enabling 
scientists to answer a range of what-if-things-had-been-different questions 
concerning a rather distant counterfactual situation (Rice 2019, 2021). Spe-
cifically, the model shows scientists what would occur in a system in which 
the features idealized by the model were radically different from how they 
are in the real-world case(s). Moreover, that distant possibility is precisely 
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the counterfactual situation of interest to biologists seeking to (artificially) 
isolate the heredity processes involved in the transmission of variation across 
generations from other evolutionary factors that make a difference in every 
real-world population.

If this is correct, then we might ask whether a model that more accurately 
represented (or approximated) real biological populations would enable a 
greater degree of understanding of the phenomenon of interest. Here, I argue, 
the answer is no. The primary reason is that, without those specific ideali-
zations, the mathematical framework used in deriving these results within 
the HW-model would no longer be applicable (Morrison 2015; Rice 2021). 
Thus, removing (or relaxing) those idealizations would result in the model 
no longer being able to display the key features of heredity and variation 
that the biologists who use the model aim to understand. Put differently, the 
drastic idealizations employed by the HW-model are what enable it to an-
swer precisely those what-if-things-had-been-different questions that are of 
interest to the biologists. Thus, while a more accurate model may be able to 
provide alternative pieces of understanding (e.g., about what would happen 
under actual circumstances), the what-if-things-had-been-different questions 
of interest in this case are best answered, I argue, by exploring the particular 
counterfactual situations described by the HW-model. Moreover, a model 
without those idealizations would not allow for the derivations of stability of 
variation across generations and so would not enable the desired understand-
ing. As a result, the understanding provided by the HW-model would not be 
provided by a model that more accurately described the difference-making 
features of real biological populations. I conclude that, in certain scientific 
contexts, grasping what would occur in a more distant counterfactual situa-
tion can promote scientific understanding to a greater degree than grasping a 
possibility that is closer to the actual system.

2.3  Interventionist Counterfactuals, Causal Patterns, 
and Scientific Understanding

One way to try to capture the above kinds of cases is to suggest that these 
more distant possibilities enable understanding because they inform us about 
the outcomes of interventions. In other words, one might take these cases 
to show that scientific models describe possibilities that improve our under-
standing by allowing us to investigate worlds whose consequences we could 
bring about via some (hypothetical) manipulation of the features of real sys-
tems. Since (multiple) interventions can bring about a drastically different 
system, models that investigate distant possibilities can yield understanding 
by telling us about what would happen as a result of (perhaps multiple) inter-
ventions. Although this view hasn’t been explicitly argued for in the litera-
ture, as Philippe Verreualt-Julien notes, “The epistemology of understanding 
has traditionally been related, if not reduced, to the epistemology of causal 
explanations” (Verreualt-Julien 2019, 17).
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For example, James Woodward seems to hint at something like this view 
at various points throughout his work on causal explanation. Although 
Woodward never explicitly presents a theory of scientific understanding, he 
states that “explanations provide understanding by exhibiting a pattern of 
counterfactual dependence between explanans and explanandum—a pat-
tern of counterfactual dependence of the special sort associated with rela-
tionships that are potentially exploitable for purposes of manipulation and 
control.” (Woodward 2003, 13). This seems to suggest that most scientific 
understanding (or at least the kind provided by explanations) is produced 
via information about counterfactuals that describe the outcomes of possible 
interventions. Indeed, Woodward also tells us that one of his goals is to cap-
ture “how important our ability to intervene and manipulate nature is in the 
development of a scientific understanding of nature” (Woodward 2003, 12). 
As a result, one might think it is learning about various counterfactual situ-
ations involving the outcomes of interventions that are the key to scientific 
understanding.

More recently, Angela Potochnik (2017) has argued that all scientific 
understanding is achieved through the grasping of causal patterns (Potoch-
nik 2017, 91). Moreover, she argues that “these patterns qualify as causal 
on Woodward’s manipulability approach to causation” (Potochnik 2017, 
95). However, since we can improve our grasp of these causal patterns via 
idealized representations that depart significantly from the truth, Potoch-
nik argues that it is information about these patterns of manipulability—
rather than accuracy or truth—that promotes understanding. In short, 
scientific understanding is improved by investigating possible (idealized) 
systems that enable us to learn about causal patterns of manipulability that 
are embodied in real phenomena. Thus, like Woodward’s account, Potoch-
nik’s discussion of scientific understanding focuses on the counterfactual 
situations in which manipulations change some of the causal variables of 
the real system.

There are two kinds of cases that raise problems for this sort of manipu-
lationist approach to analyzing scientific understanding. The first set of cases 
involves the use of idealized models to investigate counterfactual depend-
ence relationships used to provide noncausal explanations (Ariew, Rice, and 
Rohwer 2015; Bokulich 2018; Chirimuuta 2018; Lange 2013; Rice 2013, 
2021). Because they are not causes of the explanandum, the features changed 
in these counterfactual situations (typically) do not represent the outcomes of 
possible interventions or manipulations. For example, many idealized models 
in science enable understanding by citing counterfactual dependencies be-
tween the explanandum and the system’s statistical properties, mathematical 
necessities, topological features, or fundamental tradeoffs (Ariew et al. 2015; 
Huneman 2010; Lange 2013; Rice 2013; Walsh 2015). These explanations 
typically work by showing how changes to these noncausal features (e.g., the 
dimensionality of space-time) would change the occurrence of the explanan-
dum, that is, these models explain by providing counterfactual information 
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about ways the real system might have been different that would have re-
sulted in the explanandum failing to occur. Therefore, if all explanations 
(at least have the potential to) generate understanding, and some scientific 
explanations are noncausal, then some scientific understanding is produced 
without telling us about the outcomes of causal interventions.

Another set of cases involves the use of idealized models to investigate pos-
sibilities that are so distant that they are unable to tell us about the outcomes 
of interventions on real systems. This can happen in at least two different 
ways. First, as Woodward’s account stresses, in order to use an idealized 
model to learn about the outcomes of an intervention we need to assume that 
the causal relationships we are investigating can be manipulated indepen-
dently such that we can ‘hold fixed’ the rest of the causal processes in the sys-
tem. The problem is that many idealized models change so many features of 
real systems simultaneously that they do not enable us to know what would 
happen if those idealized features were changed individually. As a quick ex-
ample, the Prisoner’s Dilemma certainly helps us understand the evolution of 
altruism. However, the model does not represent a counterfactual situation 
that could be brought about via a set of specific (and surgical) interventions 
on real evolving populations (Rohwer and Rice 2016). Indeed, the model ide-
alizes (i.e., changes) several causal and noncausal features of real populations 
that cannot be manipulated independently.

A related kind of issue arises when the possible system (or counterfactual 
situation) of interest is simply too distant from the real world to be gener-
ated by (any number of) hypothetical interventions in the real-world. For 
example, some possibilities that are of interest to scientists involve rather 
distant ways that the universe might have been had the conditions of the Big 
Bang been very different from what they actually were. These models change 
multiple fundamental constants of the universe to show the importance of 
those constants’ particular values for enabling the formation of planets, the 
evolution of life on Earth, etc. Consequently, cosmological modelers are of-
ten interested in exploring a range of possibilities that could not possibly be 
produced by human intervention (Rice 2021). In short, many of the pos-
sibilities investigated by scientists that promote their understanding of the 
phenomenon are so distant from the actual world that no amount of human 
intervention could bring them about.

2.4  Scientists’ Interests Determine the Possibilities that Promote 
Scientific Understanding

The cases described in the last section show that scientists are sometimes 
interested in understanding what occurs in very distant counterfactual situ-
ations that go beyond what could possibly be produced via interventions on 
real-world systems. Put differently, the possibilities of interest to scientists 
are not restricted to the outcomes of interventions, but instead include a 
much wider range of possibilities that may be quite unlike our actual world. 
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Recognizing this, another way philosophers have tried to specify which pos-
sibilities improve understanding is to appeal to the possibilities of interest 
to scientists.

For example, although her account focuses on causal manipulability pat-
terns, Potochnik’s view also requires that, for a model to provide under-
standing, it must depict the causal pattern of interest to the scientists. As 
Potochnik puts it, “which causal pattern is focal, and thus which causal pat-
tern provides understanding, depends on the researcher’s specific interests” 
(Potochnik 2017, 102). Conversely, “Phenomena embody lots of causal pat-
terns; grasping any old causal pattern embodied by some phenomenon won’t 
lead to an understanding of that phenomenon. The grasped causal pattern 
must relate in the right way to the inquiry for it to produce understanding” 
(Potochnik 2017, 116). This certainly seems to suggest that the only causal 
patterns that provide understanding are those that scientists are interested in. 
Along similar lines, several other philosophers have appealed to the interests 
of scientists to delimit a set of what-if-things-had-been-different questions 
of interest for providing an explanation or producing understanding (Elgin 
2017; Saatsi 2019; Woodward 2003). According to these views, the possi-
bilities that produce scientific understanding are those that are of interest to 
scientists within a particular context or research program.

I will now raise some challenges to this kind of view. First, of course, 
scientific interests change over time. Thus, just because scientists aren’t cur-
rently interested in some set of possibilities doesn’t mean they won’t be later. 
Although both Potochnik and Saatsi discuss how the possibilities of interest 
to scientists change over time, I argue that whether grasping those possibili-
ties enables us to better understand the phenomenon should not depend on 
whether those alternative possibilities ever become of interest to scientists. 
Such a criterion seems rather arbitrary given the kinds of things that influence 
what scientists study, for example, personal, public, or political interest in 
certain outcomes (Kourany 2021). What is more, if we consider an individual 
who has an extensive grasp of what would occur in a range of possibilities 
it seems odd to withhold our attribution of scientific understanding to them 
until those possibilities become of interest to practicing scientists. Rather, 
we should say that they understood it before it was of interest to scientists. 
For example, if someone in the 1800s had been able to correctly answer a 
range of what-if-things-had-been-different questions regarding the possible 
outcomes of climate change, we should say that they understood something 
about climate change even if those possibilities would not become of interest 
to scientists until many decades later.

More generally, even if scientists are never interested in a set of possibili-
ties, learning about those possibilities can still enable us to answer a range 
of what-if-things-had-been-different questions and, thereby, deepen our un-
derstanding of the phenomenon. Indeed, non-scientists can deepen their un-
derstanding of a phenomenon by exploring possibilities or counterfactuals 
of interest to them—even if the community of scientists does not see those 
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possibilities as relevant or interesting. For example, exploring possible sce-
narios concerning various outcomes of climate change for particular commu-
nities (or localities) improves our understanding of climate change whether 
or not those particular possibilities are ever explicitly of interest to any scien-
tist. If those possible outcomes are of interest to those living in those areas, 
or those with particular historical ties to the land, then they are relevant pos-
sibilities for deepening human understanding of the phenomenon. In short, I 
see no reason to privilege the possibilities of interest to scientists over those 
that are of interest to non-scientists.

A possible reply here would be to suggest that, although exploring possibil-
ities of interest to non-scientists might improve understanding in a more gen-
eral sense, only those possibilities that are of interest to scientists will be able 
to generate scientific understanding. However, while the interests of scientists 
are certainly crucial for determining how science is practiced and what under-
standing the scientific community aims to generate, I think it goes too far to 
suggest that what is of interest to scientists should be used to demarcate what 
counts as accomplishing the epistemic achievement of scientific understand-
ing. Just as there is lots of knowledge that is not of interest to us, there can be 
lots of scientific understanding that is not of interest to scientists. Just as I can 
meet the conditions for knowing things that you are not interested in; people 
can scientifically understand things that are not of interest to scientists.5

Going further, I suggest that grasping not just the possibilities themselves, 
but also the relationships between them can deepen understanding (Le Bihan 
2017). Grasping relationships between multiple possibilities improves our 
‘modal sense’ of the space of possibilities and our ability to navigate that 
space effectively for our epistemic (and non-epistemic) purposes. This again 
shows how grasping possibilities that are not of interest to scientists, but 
might be systematically related to those that are, can deepen our understand-
ing of a phenomenon. Consider two examples. Example one: a student deep-
ens their understanding of how biological traits evolved by learning about 
what intelligent design claims and why the evidence favors evolution over 
intelligent design. This is a common occurrence in many of my philosophy 
of biology courses. Example two: a person deepens their understanding of 
planetary motion by learning about how the universe would have been dif-
ferent if planets had circular orbits rather than ellipses. In both these cases, 
the agent deepens their understanding by grasping what would occur in a 
nonactual system and relating it to the actual systems that are currently of 
interest to the scientific community. More generally, human understanding 
can be deepened by bringing the possibilities of interest to various scientific 
and non-scientific communities into conversation with one another. As a re-
sult, grasping what would occur in distant possibilities (or counterfactual 
scenarios) that are not the focus of practicing scientists can still enable us to 
better understand natural phenomena—in a scientific way—because they will 
improve our grasp of the possibility space into which the actual and counter-
factual situations we are interested in are embedded.
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2.5  The All-Possibilities-Count View of Scientific Understanding

While the failure of the above proposals does not entail that no restriction 
on which possibilities contribute to understanding will be successful, I think 
those failures provide strong reasons for considering the proposal that no re-
striction on the range of possibilities will be sufficient to capture the plethora 
of ways that humans (can) scientifically understand our world. As a result, 
in what follows, I propose that using models (or theories, or anything else) 
to learn about possibilities (e.g., what would occur in a possible system or 
possible state of actual systems) always deepens our scientific understanding 
of real phenomena—although sometimes in ways that are not currently of 
interest to scientists or anyone else.

Let me now lay out the All-Possibilities-Count (APC) view of scientific 
understanding more explicitly:

APC: An agent or community has scientific understanding of a phe-
nomenon if and only if they grasp what would occur in some possible 
situation(s) that enables them to correctly answer a range of what-if-
things-had-been-different questions about the real-world phenomenon. 
All possibilities, relationships between those possibilities, and answers 
to what-if-things-had-been-different questions that are grasped by the 
agent or community contribute to understanding. The more possibilities 
that are grasped, the more connections between those possibilities that 
are grasped, and the more what-if-things-had-been-different questions 
that the agent/community is able to correctly answer about the real-
world phenomenon, the deeper their understanding of the phenomenon.

The first part of this view is just the modal view of understanding that 
has been defended by various authors in the literature (Le Bihan 2017; Rice 
2019, 2021; Saatsi 2019). The second part adds the ‘all possibilities count’ 
component of the view. The third part clarifies how grasping possibilities re-
lates to the depth of one’s understanding. A few other clarifications will help 
make the above view more precise.

First, rather than restricting the possibilities that can contribute to scien-
tific understanding to what is biologically, physically, or logically possible, 
the above view places limits on human understanding due to the limits on 
what is graspable.6 While we should appeal to the cognitive capacities of hu-
mans when investigating the limits of human understanding, this should not 
be about what humans find interesting, but instead focus on what is grasp-
able by human beings.7 Moreover, I think the examples considered here show 
that systems that are biologically or physically impossible (in the sense that 
they are incompatible with the history of life on Earth or violate the laws of 
physics) can still deepen our understanding of the actual world. Moreover, 
it seems that, when it can be done, grasping what is logically impossible can 
show us how logical constraints play a role in accounting for what occurs 
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in the actual world (more on this below). However, I also assume there will 
be possible states of a system that, while possible in one of the above senses, 
are simply not graspable by human beings due to our cognitive limitations. 
Nonetheless, I maintain that if they were grasped, such possible states of the 
system would deepen our understanding. It is perfectly fine to acknowledge 
that there can, in principle, be pieces (or degrees) of understanding that go 
beyond what human beings will ever be able to achieve in practice.

Second, in addition to grasping possibilities, the above view also requires 
that the agent/community be correct about those counterfactual situations. 
That is, just answering a range of what-if-things-had-been-different questions 
is insufficient. One’s answers to those questions must be (at least approxi-
mately) correct concerning what would occur in those counterfactual situ-
ations. I do not have a specific account of what makes counterfactuals true 
to offer here, but I think it is clear that there can be true statements about 
what would occur in counterfactual situations and that scientists are often 
interested in discovering those modal facts.

Third, the above view makes it explicit that it isn’t just grasping possible 
states of the system that can further deepen one’s understanding, but also 
grasping relationships between those possibilities. I take it that these relation-
ships can take a wide variety of forms, but that together they function to give 
the agent a “modal sense” of how to navigate a network of possibilities. The 
biologist learning about intelligent design is a clear example of this.

Finally, it is worth noting that since many of these features come in degrees 
(e.g., the number of possibilities grasped or the correctness of one’s evaluation 
of those situations), the above view is able to account for the common intui-
tion that understanding comes in degrees and can be deepened along a vari-
ety of dimensions. Indeed, the details of the above view not only show how 
scientific understanding can come in degrees, but they also identify several 
dimensions along which understanding might be deepened. What is more, the 
view does not require that all possibilities deepen scientific understanding to 
the same degree. For a variety of reasons, grasping one possibility or another 
might deepen scientific understanding (particularly in the ways we desire) 
more than grasping another possibility. Nonetheless, I contend that grasp-
ing possibilities always deepens scientific understanding to some degree.8 In 
short, while grasping certain possibilities will provide a greater degree of un-
derstanding than grasping other possibilities, acquiring the above kinds of 
modal information always deepens scientific understanding to some degree.

Having laid out the various pieces of the APC view of understanding, I 
turn now to some of its interesting implications that deserve additional philo-
sophical attention going forward. One interesting result is that lots of pos-
sibilities that we are capable of grasping can improve our understanding of a 
phenomenon whether or not we are interested in that phenomenon, or those 
possible states of the system. For example, after learning that Newtonian 
mechanics has been rejected, a physics student may not be interested at all in 
learning about that theory. Nonetheless, I argue that the student’s grasping 
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of how the universe would be different if Newtonian mechanics were true 
deepens their understanding of motion even if they are never interested in that 
counterfactual situation (or possible world). Similarly, grasping what would 
be true if intelligent design were the case can deepen biologists’ understanding 
of evolutionary phenomena even if they are not interested in that hypothesis.

In addition, the above view entails that achieving the epistemic aim of 
scientific understanding is somewhat independent of being able to explain or 
perform successful interventions. Most importantly, the above view shows 
how grasping possibilities can provide understanding without having an ex-
planation (Lipton 2009; Rohwer and Rice 2013; Rice 2021; Verreault-Julien 
2019). While claiming that grasping possibilities deepens understanding is 
compatible with views that claim that grasping an explanation is necessary 
for minimal understanding (e.g., Khalifa 2017), adding this constraint is not 
required. Specifically, the cases above do not depend on the agent also grasp-
ing a correct explanation of the phenomenon in order for their grasping of 
possibilities to provide understanding. This is important because it highlights 
the value of acquiring understanding as its own epistemic achievement (and 
concept) that should not be analyzed solely through appeals to (or relation-
ships with) other concepts. We ought to investigate scientific understanding 
on its own terms rather than constraining what counts as genuine under-
standing by connecting it exclusively with explanation or manipulation. The 
above views have much to tell us about which kinds of things scientists want 
to understand in different contexts and this will certainly be relevant to tell-
ing us which possibilities we need to investigate to acquire the desired under-
standing. But, they do not directly tell us what scientific understanding is or 
why grasping possibilities improves our degree of scientific understanding.

Finally, once we recognize that grasping possibilities always improves sci-
entific understanding, we ought to reassess what it means to say that one 
individual understands a phenomenon better than another. At first glance, 
the above account might be taken to suggest that we should just compare 
two individuals by counting the number of possibilities and relations that 
they grasp. We could then say that if individual A grasps more possibilities/
relationships than individual B, then A understands the phenomenon better 
than B. But this won’t do for a number of reasons. First, as I noted above, 
how well an individual grasps a possibility and what would occur in that 
counterfactual situation comes in degrees. For example, suppose I under-
stand that, if the pressure of a given gas went from 1 atm to 1.25 atm, then 
the temperature of the gas would rise. However, you can use the ideal gas law 
to calculate exactly what the resulting temperature would be. Although we 
grasp the same number of possibilities and relationships, your grasp of those 
possibilities is superior to mine, which results in you having a deeper under-
standing of the phenomenon. Second, it seems like we ought to consider the 
diversity/distance of the possibilities grasped in determining one’s depth of 
understanding. For example, suppose I have a relatively good grasp of how the 
temperature of a gas would change as a result of the pressure changing from 
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1 atm to 1.1, 1.2, 1.3, and 1.4 atm. You, however, grasp how the temperature 
would change in response to changing the pressure to .1, .5, 8, and 10 atm. 
Although we grasp the same number of possibilities, your set is more diverse, 
which suggests that you have a deeper understanding of the relationship be-
tween pressure and temperature. This relates to old debates in the philosophy 
of science about the value of unification and how to measure it. Measuring 
generality with respect to real systems is difficult, but the even wider range of 
systems that are possible (or possible states of real systems) makes such com-
parisons even more challenging. Such questions concerning the variety of, and 
systematic relationships between, the possibilities grasped will require more 
philosophical attention going forward, and will have serious implications for 
how epistemologists think about novice versus expert comparisons. More gen-
erally, it appears that while all grasping of possibilities might contribute to 
scientific understanding tout court, measurements of depth or breadth of un-
derstanding may require us to include how contextual factors (e.g., the range 
of possibilities of interest) influence comparisons of understanding.

2.6  Objections and Replies

A serious objection to the APC view I proposed above is that there is a strong 
intuition that models or theories that are in direct contradiction with our best 
scientific knowledge do not provide genuine understanding. For example, 
young earth creationists claim to explain the existence of the Grand Canyon 
due to a great flood that covered the earth, but it seems they do not genuinely 
understand the phenomenon given that the Canyon was actually carved by 
the Colorado River over several millions of years. However, according to 
the APC view, it seems that they are simply exploring a distant possibility 
and, therefore, are deepening their understanding (assuming they are correct 
about what would occur in that counterfactual situation). So how can we 
preserve the intuition that scientific theories like Evolution or Combustion 
Theory provide genuine understanding, while theories like Creationism and 
Phlogiston theory do not?

I suggest that these cases are often wrongly interpreted as showing us that 
theories like Creationism or Phlogiston cannot provide any understanding 
because they provide incorrect information—even about counterfactual situ-
ations. In contrast, I think what is required to account for these cases is to 
show that our best scientific models and theories provide a much deeper 
understanding than that provided by Creationism or Phlogiston theory. 
However, I maintain that engaging with those possibilities can still improve 
scientists’ understanding of the phenomenon, our currently favored theories, 
and the understanding they provide.

For example, engaging with alternative theories such as independent crea-
tion has certainly deepened our understanding of evolutionary theory and 
how things would have been different in other possible evolutionary systems 
(Sober 2000). Similarly, investigating the creationists’ story about the Grand 
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Canyon can correctly tell us that “it is possible that a flood forms the Grand 
Canyon, but only if the world would have been a very different place” or 
that “it is impossible to generate it with known initial conditions and a great 
flood as possible process” (Verreault-Julien 2019, 15). That is, considering 
these possibilities can show us that a great flood producing the Canyon is im-
possible in systems with similar initial conditions and laws of geology, but a 
great flood could produce the Canyon in a radically different possible world. 
Nonetheless, because the creationists’ explanation would incorrectly answer 
many other what-if-things-had-been-different questions that would be cor-
rectly answered by the explanation that appeals to principles of geology 
and the Colorado River, we get a clear sense of how/why our best scientific 
theory/explanation of the phenomenon deepens our scientific understanding 
to a much greater degree. For example, the creationists’ explanation of the 
Canyon incorrectly suggests that had there been a great flood and the same 
initial conditions and laws of geology, then the Canyon would have formed 
(Verreault-Julien 2019, 14). So, although investigating those possibilities can 
provide some correct counterfactual information about the phenomenon, the 
creationist explanation itself provides lots of incorrect information about 
the very possibilities that our best scientific theories would answer correctly. 
Thus, even if considering the counterfactuals described by creationism deep-
ens our understanding to some degree, we need not grant that such a theory 
enables anywhere close to the depth of understanding provided by our best 
scientific theories. In addition, we might consider adding the requirement 
that in order for the grasping of a possibility to deepen one’s understanding, 
one must have some grasp of whether that possibility is (or could be) actual. 
This would enable grasping of these counterfactuals while acknowledging 
that they are nonactual to contribute to understanding, but it would rule out 
grasping them (and no other possibilities) while believing they are the actual 
world.

This raises another potential objection. The above suggestion seems to re-
quire that one grasp which possibilities are actual and which are non-actual. 
But this, one might think, just collapses into the view that grasping the ac-
tual world is required for scientific understanding. In response, I argue that 
one need not grasp much of what is true about the actual world to know 
that a particular possibility is non-actual. For example, scientists may know 
their idealized models represent systems that are non-actual even if they have 
rather limited knowledge about what is true of the real system. Knowing 
that a possibility is non-actual is importantly different from knowing what is 
actual. As a result, although we may want to require one who understands 
to have some sense of which of the possibilities are non-actual, this does not 
require them to grasp what is true of the actual world in some robust sense.

Finally, it is worth asking whether the counterfactual situations that con-
tribute to understanding need to be genuinely possible. For example, many 
counterfactual conditionals involve impossible antecedents that describe 
impossible situations.9 Does grasping these impossibilities (or what would 
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occur in these impossible systems) also improve understanding? This is a 
difficult question that deserves further investigation than I have the space to 
adequately provide here. In other work, I have tried to address some cases 
involving mathematically impossible antecedents (Rice 2021, 113–115). My 
general reply is that in order for us to assess whether the answer to a what-if-
things-had-been-different question is correct, it needs to be the case that there 
is a fact of the matter about what would occur in that counterfactual situa-
tion. While this may be difficult to determine for counterfactual conditionals 
with impossible antecedents, it is not always impossible. Therefore, although 
the above cases focus on using idealized models to explore genuine possibili-
ties, the APC view appears friendly to expanding the view to include fictional 
impossible systems or situations as long as we can work out how to evaluate 
(or say true things about) those counterfactual situations.

2.7  Conclusion

This chapter has considered several ways of determining which possibili-
ties contribute to scientific understanding. I have argued that grasping what 
would occur in various possibilities, how those possibilities relate to one 
another, and being able to correctly answer more what-if-things-had-been-
different questions always deepens scientific understanding. Adopting this 
APC view allows us to embrace the epistemic contributions of science beyond 
manipulation and control, to value the contributions of non-scientists to sci-
entific understanding, and to emphasize the importance of exploring what is 
possible for understanding our world.

Notes

1 Thanks to Kareem Khalifa, Soazig Le Bihan, Philippe Verreault-Julien, and Ylwa 
Sjölin Wirling for helpful comments on earlier versions of this chapter.

2 I take grasping to be the—typically internal—relationship between the agent (or 
group) who understands and the possibilities, relationships between possibilities, 
and answers to w-questions that constitute one’s understanding.

3 Thanks to Philippe Verreault-Julien for suggesting that I be clearer on this point.
4 While I will sometimes talk of models representing possible systems, what is im-

portant is that the models provide access to accurate modal information. Target-
ing a possible system is one way that scientific models can accomplish this, but it 
is certainly not the only way.

5 As I mentioned in the introduction, I think a more promising suggestion is that 
what makes some understanding count as scientific is that it is produced by the in-
vestigation/use of scientific models, theories, methods, experiments, or evidence. 
Yet, I also don’t think we need, or should want, a clear demarcation between sci-
entific understanding and other ways of understanding given that I think much of 
the understanding developed outside of scientific communities uses similar kinds 
of methods, experimentation, evidence, and modeling.

6 Thanks to Marcel Weber whose comments pressed me to be clearer on this point.
7 Of course, each group or individual will also have its own limits on which pos-

sibilities they can grasp. For example, a white male will not be able to grasp what 
it is like to have lived their life as a black woman.
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 8 However, I also think the above cases show that sometimes grasping what is true 
of a highly idealized non-actual system will deepen scientific understanding more 
than grasping what is true of the actual system.

 9 Thanks to Ylwa Sjölin Wirling for raising this excellent question/objection.
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Actual Possibility

Paul Teller

3.1  Introducing Actual Possibility and Some Preparatory 
Considerations

I have a map to a treasure at the end of a tunnel in a deep cave. On explora-
tion, we discover a large rock blocking the way. It’s possible we can remove 
this rock. That would be, epistemically possible – removing the rock isn’t 
ruled out by what we know. And we do remove it, only to find the tunnel 
completely caved in. There is a robust sense of “possible” on which, while 
earlier it was epistemically possible to get the treasure, it never was really, 
actually possible because of the immovable barrier we didn’t know about.

We often use the word “possible” in something like the sense just illus-
trated, but there has been very little interpretive examination of the notion. 
About it, Deutsch writes:

Real possibility is a future-oriented modal-temporal notion. What is 
really possible at a time t is what is true at some time t’ later than t in 
some possible world just like the actual world up to and including t.

(Deutsch 1990, 752)

I will add quite a lot of detail to Deutsch’s analysis. Rather than “real” 
I will instead call it “actual possibility” to avoid any implication that other 
kinds of possibility are not, in their own way, “real” and to emphasize that 
this notion is “actuality based” in depending not only on general truths but 
on specific matters of fact as they occur in the actual world. A short summary 
of the view I will develop: A statement made at t, presenting some event or 
state of affairs concerning a time t’ later than t, presents an actual possibility 
just in case the event or state of affairs that will or will not occur at t’ is not 
ruled out by what has happened up to t. Much of the exposition in section 3.3 
will be to make out the intuitive idea of “not being ruled out by”. As my 
introductory example is at pains to make clear, actual possibility differs from 
epistemic possibility and care must be taken not to conflate the two.

Before examining actual possibility in section 3.3, section 3.2 will develop 
the basic tool that I will use, one that also should have broader application. 
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For at least 50 years analysts have usually worked on alethic possibilities in 
terms of the conception of possible worlds, what I will call “global possibili-
ties,” whether they are taken literally or treated as ersatz possible worlds. I 
will urge that for an important range of problems we are better off basing 
our analysis on what I will call “local” possibilities, given with individual 
statements, such as the possibility that it will rain in Davis on 25 February 
2022.1 While I will offer some broad support for this redirection, impor-
tantly, the proof will be in the pudding, seeing how treatment of actual pos-
sibilities works most smoothly when approached from the point of view of 
local possibilities.

To be stressed: my claim is that starting with local rather than with global 
possibilities has certain advantages when discussing actual possibilities. 
Though I won’t argue it here, I expect that similar considerations apply to 
work on epistemic possibility. Examining questions in metaphysics may well 
be another matter, though the advantages of using local rather than global 
possibilities for issues in metaphysics are certainly worth pursuing.

Section 3.3 will go to work on actual possibility, and section 3.4 will 
broaden application from statements to other forms of representation.

A word on methodology: I will not offer a traditional philosophical analysis 
that aims at truth. Instead, I will fashion a piece of conceptual engineering or 
a Carnapian rational reconstruction of a segment of our thinking about what it 
is for something (a state of affairs, what is picked out by a statement2 …) to 
count as a possibility. That is, I will offer a model of an important facet of 
our expectations about the future. It is a virtue of such a model that it does 
not suffer excess precision, that it leaves out details that would only get in the 
way of application and understanding, for example, details of how probability 
is to be understood. The aim of generality also requires omitting details that 
will vary with application, for example, as I will explain below, details about 
laws or regularities. The standards of evaluation of such a model will not be 
truth or falsity but rather the extent to which the model successfully charac-
terizes certain parts of our thinking about possibility and the extent to which, 
in so doing, the model illuminates what that thinking involves or what it 
comes to. I will argue for this kind of success for the model by providing il-
lustrative examples that, it will be clear, can easily be multiplied.

A note for the metaphysically squeamish: Some are broadly skeptical of 
possibility as discussed in analytic philosophy, especially when possibility is 
characterized in terms of possible worlds. I will show how we can, instead, 
characterize possibility in terms of individual statements with any specific 
kind of possibility picked out, as I will explain, by a characterizing kind 
of constraint. Metaphysical possibilities, if one chooses to consider such, 
are then given by statements that are consistent with truths of metaphys-
ics operating as the constraints. The metaphysically squeamish can restrict 
attention to local possibilities given by the constraints that they find intel-
ligible and so endorse the kinds of local possibility determined by these 
constraints.
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The concept that I am examining is not new – as mentioned it has gone 
under the name, “real possibility”. Frantisek Gahér (2003) cites Diogenes 
Laertius as presenting a conception along the lines of the one I will develop 
(169–70). Gahér formulates the idea by saying that a “proposition is pos-
sible which admits of being true, there being nothing in external circum-
stances to prevent it being true,…” (183). Gibbs (1970) discusses a variety 
of notions of possibility that we use in everyday life. The one closest to the 
conception I am developing: “A thing is naturally possible if and only if 
nothing that already is or has been actual is incompatible with the actu-
ality of that thing” (340). Katzav (2014) uses the term “real possibility” 
with apparent intent similar to mine but does not clearly distinguish it from 
epistemic possibility. Above, I have mentioned Deutsch’s “Real possibility” 
(1990). Broadly, I regard my development as further refinement of what 
Deutsch has presented, differing in approach by working with local rather 
than global possibilities.3

3.2  From Possible Worlds to Local Possibilities

Today and at least since the 1960s, possible worlds have been the analytic 
tool of choice when discussing alethic modality. A possible world is sup-
posed to be something that, somehow, covers every way a world could be. 
Lewis takes these possible worlds to be real and concrete. Here, I will, with-
out argument, reject that speculation.4 Lewis acknowledges a linguistic, “er-
satz,” alternative. He supposes some appropriate “world-making language” 
and then considers maximally consistent sets of sentences expressed in this 
language.5 The ersatz possible worlds are these maximally consistent sets of 
sentences, understood to be abstracta, functioning “to represent the entire 
concrete [real] world in complete detail, as it is or as it might have been” 
(Lewis 1986, 137). Note the use of modal language in explaining what ersatz 
possible worlds are.

Lewis characterizes different kinds of modality in terms of constraints as 
restrictions on the quantifiers involved in quantifying over all possible worlds 
(1986, 7). Logical possibility: what is consistent with the constraints of clas-
sical logic. Metaphysical possibility: what is consistent with the generaliza-
tions of metaphysics. Physical possibility: what is consistent with the laws of 
physics. And so on.6 7 As I will urge that we work, not with possible worlds 
(global possibilities), but with individual statements (local possibilities), I 
will appeal to the constraints directly – constraints that individual possibility 
statements may or may not satisfy.

On the mainstream account of possibility, the relation between local and 
global possibilities is that a local possibility, given by a statement, S, is the set 
of all global possibilities – entire possible worlds – that make S true. On this 
account of possibility, the local possibility that there is a talking donkey is a 
set of possible worlds – the set of metaphysically consistent sets of sentences 
that include the sentence, “There is a talking donkey”8
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Lewis (1986, 142–65) discusses a number of problems with ersatz pos-
sible worlds. These can be grouped as follows: First, there are unexplicated 
appeals to primitive modality. Most importantly, note the use of modal lan-
guage in explaining what possible worlds are - see quotation from p 137, 
three paragraphs back. This appeal is compounded with the requirement that 
the collection of sentences making up an ersatz possible world be consistent 
(Lewis 1986, 150–2). Can’t that be covered by requiring logical consistency 
among all the world’s sentences and constraints? An ersatz possible world 
will have sentences, for example, “there is a talking donkey.” It will also 
have sentences describing the exact placement of matter. Lewis (1986, 55–
56) takes consistency to require getting right just which placements of matter
constitute a talking donkey. This is the problem of constitution writ very
large: It’s not just what we, in the real world, would count as a talking don-
key constituted with real matter with real properties, it’s what metaphysically
would so count, including metaphysically possible constitutions not possible
in the real world.

Lewis’s (1986, 165) next problem for ersatz possible worlds is that describ-
ing many metaphysical possibilities requires terms and concepts we don’t, 
indeed assuredly never will, have. In particular, Lewis takes many possible 
worlds to have “alien” properties, properties that are not only not instanti-
ated in the actual world, but ones to which we, stuck in the actual world, 
have no access of any kind.

Yet another difficulty with ersatz possible worlds: All human languages 
are, probably unavoidably, vague. Lewis comments that “Some further ide-
alization is needed to make sure there are determinate truth values at all: 
the worldmaking language had better be disambiguated and precise” (Lewis 
1986, 142). The problem applies to understanding local possibilities, whether 
we work with local possibilities directly or as analyzed as sets of complete 
possible worlds. “There is a talking donkey” is vague. Just what counts as 
talking? Or, for that matter, a donkey? If we take the possibility that there is a 
talking donkey to be the collection of possible worlds with a talking donkey, 
somehow exactly described, just which worlds will count as the ones with a 
talking donkey?9

These four problems, unexplicated appeals to primitive modality, the need 
for consistency of all kinds, the need for alien terminology, and vagueness 
will arise generally for any account of ersatz possible worlds in terms of sen-
tences, statements, or propositions.

Shifting from global to local possibilities by itself does nothing to amelio-
rate these difficulties. But the special case of actual possibility that I will be 
developing will face a considerably reduced slate of problems.10 Appeal to 
unanalyzed primitive modality will be reduced to assuming an open future.11 
By narrowing the scope of inquiry from broadly metaphysical possibilities to 
the actual possibilities that are accessible to us, the problem of inadequate 
vocabulary won’t arise. This is no “solution” to the problem, broadly put. 
Rather, I am narrowing the scope of inquiry to a domain where the problem 
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does not occur. By looking at possibilities given narrowly by single state-
ments, we don’t have to worry about consistency among statements as one 
builds up an ersatz possible world. There is also the central requirement of 
consistency with the constraints and the problem of vagueness. These will get 
extended discussion in the treatment of actual possibilities.

The shift from global to local possibilities has independent motivation. 
In the first instance, what makes a theory that appeals to possible worlds at-
tractive is the simple and natural truth conditions it provides for modal state-
ments (the Leibniz biconditionals): what is possible is what is true in some 
possible world. What is necessary is what is true in all possible worlds. These 
truth conditions in turn provide a natural and attractive semantic account of 
the duality between possibility and necessity: what is possible is what is true 
in some possible world, hence the negation of which isn’t necessary. What is 
necessary is what is true in all possible worlds, and so is something the nega-
tion of which isn’t possible.

When working with possible worlds taken as concrete, these truth condi-
tions may be substantive. But having forsaken concrete possible worlds in 
favor of linguistic ersatz possible worlds, the foregoing truth conditions are 
redundant. “Possibly S” is true just in case S is true in some ersatz possible 
world that satisfies the constraints that characterize the kind of possibility 
in question. This last holds just in case S is itself consistent with the relevant 
constraints. “Necessarily S” is true just in case S is true in all ersatz possible 
worlds consistent with the constraints. But that holds just in case S is implied 
by the constraints. So the truth conditions for possibility and necessity are 
already given by consistency with and being implied by the relevant con-
straints. The detour through possible worlds is superfluous insofar as truth 
conditions for modal statements are concerned. The constraints provide the 
modally relevant truth conditions and can be applied directly to statements 
giving local possibilities.

Are there considerations that require treatment with global possibilities 
that can’t be done with the local alternative? There is a formal richness in the 
possible world formulation. It supports supplementation with an accessibil-
ity relation that in turn supports the full Kripke possible world semantics. 
As far as I can see, such formal considerations are rarely, if ever, required 
for most, if not all issues about specialized kinds of possibility, in particular, 
actual possibility as I will develop the notion below.

There are two cases for which I find it plausible that they require treatment 
with entire (ersatz) possible worlds: the conventional approach to analyz-
ing counterfactual conditionals in terms of possible worlds and a nearness 
or similarity relation, and various possible world accounts of fictional dis-
course. But it is not clear to me why such analyses could not be carried out by 
considering only perhaps very long but finite statements. In any case, if there 
are problems that require treatment with whole possible worlds this can still 
be done by building whole (ersatz) possible worlds from statements that con-
stitute local possibilities. In other words, I propose to begin analysis with 
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local possibilities and regard whole worlds, if there is need for them, as com-
posed of local possibilities, rather than the conventional opposite direction. 
Consequently, if whole worlds are required for treatment of counterfactual 
conditionals, fictional discourse, or other applications they are still available.

Perhaps working with whole possible worlds is sometimes required, but in 
certain cases doing so can make solution of some problems, if not impossible, 
at least requiring unnecessarily extreme maneuvers. Consider, for example, 
the appeal to possibilities in functional, aka modal, approaches to mental 
contents.12 In these approaches, one seeks to analyze mental contents in terms 
of an agent’s disposition to behave in possible situations. If these possibilities 
are understood as sets of possible worlds, as seems to be what is almost al-
ways done, there is not yet any appeal to the differences in mode of presenta-
tion that is required when it comes to contents as the objects of propositional 
attitudes. Possible worlds are supposed to be independent of us, in particular 
independent of the accidents of how we represent them, which is antithetical 
to distinguishing modes of presentation. At best, the modes of presentation 
have to be reintroduced as an add-on. For this issue it is best to drop the pos-
sible worlds in favor of the notion of local possibilities given by individual 
statements, with a conception of statement that recognizes the distinctions 
made with modes of presentation.

3.3  Actual Possibilities

Suppose at noon I shake a die in a cup and put the cup on the table, open 
end down. Later, having lifted the cup and ascertained the outcome of “6,” 
should we say that at noon the outcome, “5,” was then possible? There is a 
strong inclination to say yes, and a strong inclination to say no. I submit that 
both are right but with different kinds of possibility. Epistemic possibility: It 
was consistent with what we knew at noon that the outcome was “5.” Ac-
tual possibility: Before noon, “5” was an objectively actual possibility about 
something that might occur in the future. But when at noon the die in fact 
landed on “6,” “5” was no longer an actual possibility.

One more example: I run a ski resort and need to know whether I should 
close the slopes for the day because the heavy snowfall last night might have 
created an (actual) possibility of an avalanche. Because the case involves a 
distribution of matter this would more specifically be a physical (actual) pos-
sibility. Does the amount and configuration of snow rule out or permit an 
avalanche? There are two features of this case worth underscoring.

1) A physical possibility of an avalanche would not just be what is permit-
ted by the laws of physics; it would be what is permitted by the laws of physics 
and the distribution of snow on the ground. We might call this a locally situ-
ated or contextual kind of physical possibility that turns not just on the laws 
but also on relevant matters of particular physical fact. Examples one hears 
sometimes tacitly presuppose such matter of fact, but usually physical pos-
sibility is characterized as what is consistent with the laws of physics, period.



72 Modeling the Possible

2) The phrase used in the paragraph before last, “the heavy snowfall last
night might have created an (actual) possibility of an avalanche”, has a nested 
modality. The “might” is epistemic. But the possibility that might have arisen 
would be an actual possibility. If it were again epistemic, the modality would 
be redundant.

To begin a general characterization I take one modal circumstance as 
primitive: I presuppose an open future (if nothing else, most likely required 
by quantum mechanics).13 The leading idea: Local, actual possibilities are 
given by statements, the truth of which  are not ruled out by how things 
have been up to now. More broadly, the constraint that characterizes local, 
actual possibility at time t is that the truth of the statement is not ruled out 
by the state of affairs at and before t. “t” is a parameter ranging over times 
to which actual possibilities are relative. I will often refer to time t as “the 
present” as a way of indicating that t is the time to which some possibility for 
a future occurrence is relative.14 Since actual possibility is relative to a time, 
it also encompasses passed possibilities. Since Krakatoa exploded in 1883, it 
is not now actually possible that it exploded in 1882. But relative to 1881, if 
circumstances in 1881 did not rule out an explosion in 1882, it was actually 
possible that Krakatoa would explode in 1882.

Actual possibility fits most naturally with A-theories of time on which, rel-
ative to a time t, there is something “not yet real” about what happens at any 
t’ later than t (henceforth, t’ > t). But actual possibility will fit with B-theories 
of time given some ways of understanding B-theories. B-theorists think of 
themselves as outside of time, looking down, a-temporally, on a whole his-
tory of the universe. From the point of view of a B-theorist, looking down on 
the entire history of the universe, what holds at t holds at t a-temporally. But 
from the point of view of an agent at t, there is a distinction between what 
has happened in that agent’s past and what does (or might) happen in that 
agent’s future. So, consistent with the basic idea of B-theories, we can take 
there to be, at t, no fact of the matter of what happens at t’ > t. That is, for 
the a-temporally located B- theorist, there is, for all t, all the facts that obtain 
at t. But I assume that there are no additional facts at t about what happens 
at t’ > t. In this sense, and absent determinism, in such a formulation of a 
B-theory, relative to an agent at t, t’s future is open.15

As for necessity, using the formula that what is necessary is what is im-
plied by the constraints, actual necessities about the future are just those 
statements that are already determined to be true. This includes natural laws, 
if there are such. Below I will instead work with reliable regularities. The 
truths about the past and present are, by being part of them, determined by 
what has occurred up to now and so all count as actually necessary.

Some readers will be asking, what are these actual possibilities? Remem-
ber that Lewis takes his ersatz possibly worlds to be the maximal consistent 
sets of sentences in a world-making language, understood as abstract repre-
sentations that “represent the entire concrete [viz, real] world in complete 
detail, as it is or it might have been” (Lewis 1986, 137). My attitude towards 
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actual possibilities is analogous, but without any broad appeal to modality. 
A statement, S, or its content, counts as an actual possibility relative to a time t, 
just in case S concerns some future, relative to t, event or condition that 
will or will not occur and that this event or condition has not been ruled out 
by what has occurred up until t. So an actual possibility is a statement or its 
content (take your pick) viewed in its status as not having been ruled out by 
prior conditions.

An actual possibility is like a forecast, differing by the cancelation of the 
implication that what is forecasted is assured or likely to happen. For an ac-
tual possibility, it is only required that what is described is still a live option.

Some comments about actual possibility:

a It is natural to hear “it is (presently) possible that P” and “It is (presently) 
necessary that P” as epistemic possibility and necessity. But, again, what 
is epistemically possible can fail to be actually possible: what isn’t ruled 
out by what we know may be ruled out by facts we don’t know, as in the 
initial examples.

b As time goes on, new actual possibilities can arise. The drought in Cali-
fornia has made devastating fires (actually) possible. Likewise, we can lose 
possibilities: plentiful rain has eliminated the (actual) possibility of devas-
tating fires.

c Actual possibilities are open-ended. With the exception of mathematics,16 
our statements are almost, if not always, vague. Where being vague is a 
characteristic of statements, I will say that the corresponding actual pos-
sibilities are open-ended. For example, the actual possibility that an aster-
oid hit the Earth in the 21st century is open-ended insofar as there is no 
fixed size required to count as an asteroid. The actual possibility that we 
will find a cure for cancer by the end of the century is open-ended insofar 
as there are no fixed criteria for how effective a treatment needs to be to 
count as a cure. What the open-endedness of possibilities comes to will 
become clearer below when I discuss how to address the vagueness of the 
statements used to specify actual possibilities.

d Are all actual possibilities ultimately physical possibilities of the locally 
situated or contextual sort illustrated in the avalanche example? You will 
conclude, “yes” if and only if you are a physical reductionist. For example, 
I love boating, but it is not (actually) possible for me to buy a yacht – I 
don’t have nearly enough money. This will count as an example of a physi-
cal (im)possibility if and only if the financial is reducible to the physical.

e Can actual possibilities be characterized within a possible world frame-
work? Yes, as was done by Deutsch (1990). We consider a family of 
possible worlds that are duplicates up to the present time. Or we con-
sider one “branching” world with one trunk, what has happened up to 
now, and then many futures, all the ones not ruled out by what is in the 
trunk. But so doing would no more than duplicate the analysis so far given 
and extended below, dragging in the possible worlds that are superfluous. 
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There is no need to go up to the metaphysically possible worlds and then 
back down to a set of these, picked out as the worlds consistent in the 
relevant way with the local possibility given as a statement. The statement 
and the constraints are doing all the work.

Next, I need to discuss how in this context I want to understand the no-
tion of constraint. The notion of actual possibility that I have presented is 
characterized in terms of the constraint of what has been the case up to the 
present time. A first problem: is there still any room for a notion of (actual) 
physical, economic, or other sorts of specialized kinds of actual possibility? 
The subject matter of what was and is the case may be (roughly) partitioned: 
what is or was physically the case, what is or was economically the case, 
and so on. Specialized kinds of actual possibility can then be characterized 
by restricting the constraints of the past and present to the relevant subject 
matter. For example, colonizing Mars by 2030 is now technologically but not 
economically (actually) possible.

But how should we take what has happened up to now to constrain the 
future? The natural option is to appeal to the mediation of natural laws. 
The notion of a natural law is a tangled affair. Do they apply only at some 
“fundamental level”? In the next section, an example will appeal to legal 
constraints – how is one to fit legal constraints into our picture? Many such 
details are not relevant to the uses for which the present model is intended, 
other details will vary with application, so this network of problems is here 
appropriately set aside. I will do this by instead appealing to the fact that the 
world exhibits regularities, understanding “regularity” as appropriate to the 
problem to which the model is to be applied, for example, when called for by 
the application, regularities enforced by legislative rather than natural laws.

Should we take what regularities have ruled out to be what they have ruled 
out with logical or mathematical certainty? Let me cast some doubt with the 
illustration of sample spaces as used in statistics. A statistician’s sample space 
is the set of possible (the term universally used by statisticians) outcomes of 
a random experiment or other situation. For instance, the sample space for 
flipping a coin is usually taken to be the two outcomes, heads or tails. Out-
comes, such as the coin landing on its edge, that are judged to be too unlikely 
to need consideration, are not included among the (actual) possibilities. The 
chance of the coin landing and remaining on its edge is so unlikely that we 
won’t get into trouble by simply ignoring it.

I propose to understand “ruled out” so that such utterly discountable 
eventualities count as ruled out. What will count as “utterly discountable”? 
This will vary with context. Contextual considerations, including our current 
interests and values, determine what standards are appropriate. The world 
then determines whether or not the appropriate standards are met. So “not 
ruled out by,” equivalently “constrained by,” is understood in terms of past 
and present circumstances that are applied with whatever regularities in fact 
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obtain, and where this application is tempered by also excluding things that 
are, is so unlikely that they need not be taken into consideration; with the 
question of just how unlikely fixed by contextually determined standards.17 
The “discountable” is to be understood not as believed to be discountable, 
but, given the standards in play, discountable in fact.

I will summarize the foregoing by saying that the operative notion of con-
straint is what is not ruled out in practice.

A last, and important, consideration: the proposal makes actual possibility 
turn on individual events that have occurred in the actual world: what is not 
ruled out by what has actually occurred so far or what was not ruled out by 
what had actually occurred until then. In depending on individual events that 
have actually occurred I will say that actual possibility is “actuality based”. 
The notion of actual possibility does not include “possibilities” in which 
everything, or things very broadly, had been different “from the beginning,” 
for example, in which the laws of physics were different; or in which what 
is actual is otherwise not relevant, allowing, as Lewis does, possibilities like 
that of a talking donkey. In being actuality-based, actual possibility (and 
epistemic possibility as well) importantly differs from logical, conceptual, 
and metaphysical possibility, as well as physical and other more specialized 
varieties of possibility when these are characterized purely in terms of laws 
as constraints. An actual possibility is tied to the actual world through the 
role of what has actually happened up to now as constraints, which I take to 
include existing regularities. This would appear to make statements of actual 
possibilities carry a kind of content about the actual world in ways in which 
most other kinds of modality do not. This is an important reason that I use 
the term “actual” rather than “real” to characterize possibilities about what 
might happen in the future. Assuming that knowledge implies truth, epis-
temic possibility also carries actual world content.18

To what extent is my account of actual possibility beset by the difficulties 
Lewis raised for ersatz possible worlds? The first problem was the unex-
plicated appeal to primitive modality. Remember that Lewis’s ersatz pos-
sible worlds are maximally consistent sets of sentences in a world-making 
language, understood as abstract representations of how a world might be, 
with the “might” understood as what is allowed by the constraints of meta-
physics. Actual possibilities are statements considered in their alethic con-
tent, with that alethic character explicated in terms of the constraint of what 
has happened up to now. No need here, as there was for Lewis, for any 
completely general appeal to the facts of metaphysics. There was also the 
problem of metaphysical constitution, what configurations of matter meta-
physically could constitute, for example, a talking donkey. Actual possibility 
will also need to appeal to an account of constitution, for example, what fu-
ture actually possible configurations of matter are to be counted as a statue of 
Donald Duck. Here, readers will have to appeal to their solution to the prob-
lem of constitution as applied to the real world, which will have whatever 
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metaphysical considerations their solution will require. But having shifted 
the constraints to ones of the actual world rather than metaphysics broadly 
this is likely, depending on the solution, to have more modest requirements.

The third problem was the need for a world-making language. Having 
avoided the ersatz metaphysically possible worlds, and working entirely with 
local possibilities expressed in our language, we have no need for a world-
making language with its exotic vocabulary. We can start with the possi-
bilities that we can give in our language, perhaps somewhat different ones 
if expressed in English, French, or Chinese. This enables us to consider pos-
sibilities to which we have access, the ones that can be stated in a language 
that we have, leaving it open just what currently unknown possibilities might 
come to light as we develop new concepts and languages.19

I’ll turn now to the difficulties of vagueness that, as far as I know, have no-
where been addressed in the modality literature. Problems about vagueness 
afflict local possibilities every bit as much as global ones. Local possibilities 
are given with statements, and the best we can do is make these statements 
with the vague vocabulary we have. What I will do here is sketch an ap-
proach to dealing with vagueness for the special case of actual possibility.

Let’s explore the problem with an example. Jane and Tom are in a race. 
We consider three possibilities. Jane wins, Tom wins, or there is a tie. We ex-
pect that exactly one of these outcomes will occur. Note the open-endedness 
of these possibilities. Most cases will be clear-cut. But in some eventualities 
it won’t be clear whether one should say that Jane won, or that Tom won, or 
that it was a tie. What should be said in such a situation will vary, from case 
to case. This is a deeply contextual matter. Broadly in such cases, the guiding 
consideration will be: does the statement expressing the possibility fit the case 
well enough not to spoil intended applications?

Here is a schematic sketch of how this kind of case can unfold: consider the 
possibility given by the statement, “Tom will win.” Until the race is finished, 
the vagueness in the statement remains unaddressed. At the end of the race, the 
judges will, if needed, have to resolve the vagueness, whereby “resolving the 
vagueness” I mean making a decision as to how the case will be classified. I 
will regiment this kind of case as follows: Contextual considerations, includ-
ing the interests and values of the relevant parties, determine what standards 
for resolving the vagueness are appropriate. With these standards set, it is 
what happens (“the world”) that determines whether the standards are met.

To generalize, the vagueness of actual possibilities is resolved when a deci-
sion is required, with various interested parties playing the role of the judges 
in the foregoing example.

Note that in many cases, there will not be a unique standard that is ap-
propriate. That is, several different options may be maximally, and equally, 
appropriate. Narrowing among such options can be arbitrary. Also note that 
all this is still an idealization. My description of what happens in such cases 
is highly stylized. But I have considerably deidealized the original idealization 
for ersatz possible worlds of a world-making language with no vagueness.
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What if there are no interested parties whose interests and values provide 
the basis for the standards, for example, for the possibility that tomorrow 
there will be more black than grey cats in Rome? Black? Grey? In Rome? No 
one could determine a truth value. No one cares. With no standards that can 
be set, the possibility just remains open-ended.

Turning to one last issue to be considered here: Broadly, philosophers have 
distinguished between objective and non-objective possibility. (e.g., William-
son 2017; Wirling and Grüne-Yanoff, to appear) The force of “subjective”/ 
“objective” here is to say that the modality in question does/does not in some 
ways depend on us.

Both epistemic and actual possibility count as non-objective in ways that 
are similar in some ways, but different in others. For epistemic possibility, it 
is the agent’s20 knowledge base that comprises or determines the constraints, 
that is, the conditions the satisfaction of which determine whether a state-
ment counts as epistemically possible for the agent. Insofar, the constraints 
are indexed to agents. For actual possibility, the constraint is not having 
been ruled out (in practice) by what has occurred until now, and what has 
occurred until now is independent of us.21 But on my account, what counts as 
being ruled out is contextual, in particular partly fixed by human considera-
tions, including human interests and values. So for both epistemic and actual 
possibility there are, in different ways, facts about us that play a role in fix-
ing the constraints. But for both, in large measure the constraints arise from 
objective considerations, that is, considerations that are entirely independent 
of us.

3.4  Extending Actual Possibility to What Is Presented with Other 
Means of Representation

My house is currently painted blue. I am considering having it repainted off-
white but am unsure. The painter shows me a picture of my house painted 
off-white. This picture presents an actual possibility, of how my house would 
look in the future if painted off-white.

How do such actual possibilities, presented with pictures, compare with 
those given by statements? Actual possibilities presented with statements 
have success and failure conditions of truth and falsity. Other forms of rep-
resentation will need similar success conditions to count as presenting actual 
possibilities. Pictures are not true or false.22 Representational success for pic-
tures is not truth, but bearing the similarity and resemblance characteristics, 
and sometimes other considerations, that are appropriately expected of the 
picture in the context.23 So to say that a picture represents an actual but not 
yet actualized possibility is to say that realization of the contextually appro-
priate success conditions for the picture have not been ruled out.

This example shows us that what will count as not having been ruled out 
can vary significantly from the examples I discussed earlier. Perhaps the shade 
I would like is ruled out because the paint of that shade is not available – any 
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chance of getting such paint is utterly discountable. Using some colors, for 
example, bright pink, will be utterly discountable when ruled out by city 
ordinance.

In the case of the picture of my house painted off-white, the indefiniteness 
involved with pictures is navigated in the ways described above for vagueness 
of statements. Given the picture of my house painted off-white, the attitudes, 
interests and values, and possibly other contextual considerations of the in-
terested parties, determine the standards for settling the indefiniteness of the 
picture. With these standards in place, after completion of the painting, the ap-
pearance of the house will, or will not, count as realization of the actual possi-
bility according to whether or not the contextual standards have been satisfied.

Models comprise an important class of non-linguistic representations. I 
have in mind a great many things that can count as models: physical models, 
the abstract model of the chemical formula for benzene, and the Lotka–Volterra 
model of predator-prey relations.24

Blueprints25 provide a nice illustration. The lines of a blueprint mean noth-
ing aside from the way a builder interprets them. There is always a range 
of options for interpretation – indeed this range is often narrowed by nota-
tions made on a blueprint during the construction process. When an intended 
target for an interpreted blueprint has not been ruled out, the blueprint-as-
interpreted represents a real possibility. How might an option be ruled out? 
By the laws of physics – such a structure would collapse. As in the case of 
the color of my house, exclusion might be because of the unavailability of 
materials or because of city ordinance.

Let’s consider abstract models that convey regularities or generalizations, 
usually conveyed with equations, where accompanying descriptions and il-
lustrations function to specify how the equations are to be interpreted. Such 
models can be used as didactic illustrations, as when a model of the motion 
of a pendulum can be used to teach how pendula behave, without represent-
ing any past, present, or possible future pendulum. Perhaps such use of mod-
els can be thought of as presenting fictions. Abstract models can also be used 
to present generalizations. The Lotka-Volterra model gives a generalization 
about the pattern of change in the relative frequency of predators and prey. 
Such generalizations can then also function to present actual possibilities, as 
I will illustrate with the example of the Lotka–Volterra model.

Suppose that some initial distribution of predators and prey is actually pos-
sible. According to the equations the ensuing pattern is then likewise actually 
possible. The hedge, “according to the equations,” covers two qualifications. 
First, the model, as such models very generally, is highly idealized, involving 
simplifying assumptions such as unlimited food supply for the prey. Insofar, 
what is described by the model will only be similar to actual possibilities, 
with the relevant kind of similarity set by the idealizations involved. Second, 
it has to be assumed that, within the relevant similarities, the equations cor-
rectly describe sequences of events. Insofar as the model is well confirmed, 
this is appropriately assumed.
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All of the foregoing also applies to a sense in which such models can func-
tion to present actual possibilities of what could have happened: If an initial 
distribution was actually possible at some prior time, t, then the ensuing 
pattern was likewise then actually possibility, with both of the qualifications 
applying as in the case of the future.

3.5  Conclusion

Actual possibilities, and epistemic possibilities as well, importantly differ 
from other forms of possibility usually considered. In particular, metaphysi-
cal possibility is usually not constrained by specific circumstances special to 
the actual world. And likewise, for example, physical possibility if the physi-
cal possibility is understood with general laws as the only constraint. My 
analysis illuminates this difference. In ways absent for other kinds of alethic 
possibility, actual and epistemic possibility concern particular matters of fact 
peculiar to the actual world.

Notes

1 To be emphasized, it is only work on alethic possibilities that has most often pro-
ceeded in terms of whole possible worlds.  Use of local has been the preference 
when working on deontic modalities and what one might call “objectual modali-
ties,” ones such as essences, powers and dispositions that concern alethic possi-
bilities that arise from the identity and behavior of objects (See Vetter (2011) for 
summary). Work on epistemic possibilities varies between using local and global 
possibilities.

2 Where I have used “statement” some, such as Kmept (2014), work with propo-
sitions, a kind of content; or, as does Lewis (1986), with sentences, carriers of 
content. Sentences would need to be something like Quinian “eternal sentences,” 
with unique contents and constant truth values. As long as one idealizes vague-
ness away, either will work, as will any other characterization of contents or of 
content carriers with unique contents and constant truth values. I will use “state-
ment” as a cover term for readers’ preferred option for carriers of content or for 
contents themselves.  In section 3 I will deidealize vagueness and propositions will 
no longer do, so that treatment with contents would have to be more complex.

3 There has been very little written about actual possibly (under the name, “real 
possibility”), but there is a very extensive literature on abilities. The possibilities 
that arise when one is able to do something very much count as actual possibilities 
in my sense.  While I believe that ability-possibilities will fit under my characteri-
zation, careful examination will have to wait.

4 See deRosset (2009) for some of the difficulties and further references.
5 When Lewis discusses ersatz possible worlds he works with sentences, so in my 

exposition of Lewis’s analysis I will likewise use “sentence” rather than statement.  
Others, for example Kment (2014) develop ersatz possible worlds with propositions.

6 Kment (2017, section 3) expresses a similar approach to the relation among dif-
ferent varieties of possibility.

7 Often what is morally and legally permissible or required are characterized as 
modalities. These are modalities in quite a different sense. They characterize actions 
where the modalities under discussion here, the alethic modalities, characterize 
statements and by extension the events and states of affairs described by statements. 
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(See Kment, 2017, section 3.3) The alethic modalities are understood as having 
success conditions – normally truth, but see section 4 for a generalization.

 8 Readers may be more familiar with the role of sets of possible worlds as, or as 
one way of representing, propositions. On my account it is particularly clear that 
there is no conflict as propositions are one way of characterizing local possibili-
ties. See footnote 2 and further elaboration below.

 9 Lewis also brings up problems of duplicate entities that I will not discuss as they 
have no bearing on the ideas I will present.

 10 I would expect a similar reduction for epistemic possibility and perhaps other 
more specialized kinds such as physical, economical, etc. possibility.

 11 Whether or not the problem of constitution will still require considerations of 
metaphysical possibility might depend on how one approaches that problem.

 12 Nolan (2014) explains this issue and gives a general discussion of the entangle-
ment of issues about modality and issues of mode of presentation in our represen-
tation of possibilities.

 13 Given how I develop, below, the way the past and present constrain the future, the 
view need not presuppose indeterminism, but only indeterminism “in practice.”

 14 Additional relativity to an inertial frame can be built in by taking t to be the 
proper time of an inertial frame.

 15 This kind of view will require truth value gaps for present statements about 
circumstances unsettled in the future. This issue is studied in the classic paper, 
Thomason. (1970) For a contemporary discussion, see Akama et al. (2008).

 16 And even for mathematics some have questions.
 17 Since standards can never be specified in complete detail, this understanding of 

constraint introduces an additional dimension of vagueness.
 18 Actual and epistemic possibilities can be expressed using the subjective mood:  Bill 

might, could buy bananas tomorrow; Mary might, could have bought bananas 
yesterday.  But not logical, conceptual, metaphysical and  other varieties of pos-
sibility.  That there are talking donkeys is a logical, conceptual, metaphysical… 
possibility.  But “there might, could be talking donkeys” I hear as straightfor-
wardly false.  Similarly for “The law of gravitation might, could be, or could have 
been, a 1/r3 law.  I am tempted to speculate that this contrast is connected with the 
way actual and epistemic possibilties are tied to the actual world in ways in which 
other varieties of possibility are not.

 19 A referee asks whether such newly discovered actual possibilities exist anteced-
ently or are created when someone formulates the relevant statement.  Since I take 
real possibilities to be either the statements that present them or the content thus 
presented, one’s answer to this question will depend on one’s answer to the same 
question applied to statements or contents.

 20 An agent here can be an individual or a community.  This and other details of 
epistemic possibility vary from author to author.  What follows will apply to these 
varying analyses very broadly.

 21 Of course, we determined many of the things that have occurred up to now, but 
these occurrences are then independent of us in the sense that we cannot go back 
and change what we did. Going forward, our actions are fixed and in this way 
independent of us.

 22 Except in an older sense of “true” that means something similar to “faithful.” To 
say that a picture is true to its subject is to say that it represents the subject faith-
fully, in contextually relevant respects.

 23 And thus true or false in the older sense.
 24 See Normann’s “Prospective Modeling,” this volume, for an especially interesting 

special case of models that present actual possibilities.
 25 Blueprints have been replaced by computer-aided construction drawings, about 

which analogous comments apply.
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The Possibilities in Propensities
Emergence and Modality

Mauricio Suárez

4.1 Introduction to the Complex Nexus of Chance

A long tradition in the philosophy of probability is devoted to ontological 
issues. What is probability? What is the meaning of our statements involv-
ing probability? What are we referring to when we make the statement, for 
example, that “there is an even chance” that someone turns up, that “the 
probability that it rains tomorrow is 50%,” or that the chance of a given 
radioactive isotope to decay in the next hour is “less than one in a million”? 
More specifically, and typically, is the referent of “probability” or “chance” 
in the mind or in the world?

Those theories of chance that provide a referent in the mind, such as cre-
dences or degrees of belief, have come to be known as “subjective” or “sub-
jectivist.” On these theories, all talk of probability is ultimately talk about 
states of mind, information, or knowledge of an agent or agents. Those that 
take probability to have a referent as objective real chances in the physical or 
material world are known as “objective” or “objectivist” theories. On such 
views, probability talk is ultimately about arrangements, setups, or sequences 
of outcomes in the real world. The debate about the subjective or objective 
nature of probability is of course very old, going back to the founding of the 
modern concept of probability in the 1660s (Hacking 1975).

Most philosophers nowadays are pluralists to some degree: they admit that 
probability talk is sometimes about credences, and sometimes about chances, 
and they consequently admit that there are at least two kinds of facts that 
make probability statements true. There are facts about credences—which 
make subjective probability statements true, but there are also facts about 
chances—and they make objective probability statements true. Hence, either 
there are, properly speaking, two different concepts under a name; or there 
is only one concept with a polar or dual aspect. Carnap (1945) famously 
embraced the first option, going as far as to disambiguate probability into 
two different notions, which he characteristically referred to as probability1 
and probability2. Others were less sanguine. Thus, Ramsey (1926) admits 
that scientists legitimately use probabilities to study statistical populations, 
without regard for anyone’s credences. Hacking (1975) adopts an ecumenical 
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approach preserving one integral concept of probability, but which he argues 
is essentially dual or two-faced. In other words, probability is simultaneously 
both subjective and objective. These are different forms of pluralism regard-
ing probability—and they oppose any reductionist attempts to do away with 
one or another of the subjective and objective dimensions of probability.

While most philosophers of probability are pluralists regarding objec-
tive and subjective probability, monism is still a common understanding 
of each of these notions taken separately. That is, as regards probability1 
and probability2, or subjective credence and objective chance, philosophers 
have continued by and large to hold reductionist views. Thus, subjective 
probability has been assimilated to the partial degrees of belief that are 
characteristic of subjective Bayesianism, although some defenders of epis-
temic probability continue to work in the logical interpretation tradition 
of Keynes (1929).1 As regards objective probability, there are two schools, 
but they are mutually exclusive and presuppose objective probability, or 
chance, to be just one kind of stuff. The frequentist tradition takes this stuff 
to be frequencies, while the propensity tradition takes it to be propensities. 
Each takes objective probability to be just one thing.2

Nevertheless, this pluralism can be pushed further into the domain of 
objective probability. It is consistent to suppose that objective probability 
is not identifiable with either frequencies or propensities, but that in practi-
cal inquiry it is always related to both. That is, probability does little work 
on its own; but in the context of a model, and when allied with the cognate 
notions of propensity and frequency, it does a good deal of explanatory 
work. Thus, on the view that I shall be sketching, which I call the complex 
nexus (Suárez 2020), chance is really an intermingling of theoretical pro-
pensities, formal probabilities, and experimental frequency statistics within 
some articulate normative modelling practice. It is in the mangle of this 
modelling practice that chance is forged, and it is to this “mangle of prac-
tice” (Pickering 1995) that we must attend as philosophers if we are to 
comprehend it.

The relations between the three different notions are explanatory, with 
propensities grounding and providing sui generis explanations of single case 
probabilities, which in turn may subsume, and hence also explain, the ob-
served frequencies. However, note that the explanations involved are rather 
thin, sui generis, and not necessarily causal, so there is no ensuing reduc-
tionism or inherent ontological hierarchy. In fortunate circumstances, where 
the underlying mechanisms are well known, propensities may indeed be em-
ployed to causally explain singular outcome events. However, this is rather 
rare in statistical modelling practice (it requires considerable background 
causal knowledge, which is rarely available). In this paper, I have little to 
say about the connection between propensities and frequencies anyway, and 
I shall focus rather on the relation between propensities and probabilities, 
which is where the main modal lessons in statistical modelling are to be 
found.
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4.2  Probability and Propensity: Ontology or 
Modelling Methodology?

The ontological project to find the truth makers of objective probability gives 
rise, in the hands of propensity theorists, to the project of interpreting ob-
jective probability or chance as a propensity. At the heart of this project, 
lies a two-way identity thesis (Humphreys 2019, 186; Suárez 2013) regard-
ing propensities and probabilities. The probability-to-propensity half of the 
identity thesis proclaims that all objective probabilities can be interpreted 
as propensities, while the propensity-to-probability half maintains that all 
propensities can be rendered as conditional probabilities. The problems with 
such a propensity interpretation of probability are well-known: It engenders 
what is known as “Humphreys’ paradox.” It is worth reviewing the paradox 
here, as well as why it compromises any attempt to provide a unified ontol-
ogy for objective probability statements. As we shall see, the problems that 
emerge ultimately suggest an altogether different approach to the nature of 
chance in science.

The first probability-to-propensity half of the identity thesis had already 
been shown to be false by Wesley Salmon and others in the 1970s. It is, 
in fact, evident that not all objective probabilities—not even just objective 
conditional probabilities—can be interpreted as propensities. For any two 
types of correlated events A and B: Prob (A/B) > Prob (A/¬B). But this also 
means by inversion under Bayes’ theorem that Prob (B/A) > Prob (B/¬ A). 
It is immediately obvious that many types of correlated events have only a 
propensity interpretation in one direction but not the other. In fact, it is most 
clear in precisely those cases where the propensity interpretation seems right 
in one direction that it cannot possibly be right in the inverse direction. For 
instance, take Salmon’s example of the propensity of shooting to kill. In every 
context that one can imagine, the probability of death if shot is surely higher 
than otherwise: Prob (D/S) > Prob (D/¬S). This is because indeed shooting 
someone has a propensity to kill them. Yet, by inversion, the probability that 
someone may have been shot if they are dead is also higher than otherwise: 
Prob (S/D) > Prob (S/¬D). Yet, there is no conceivable propensity of death 
to retrospectively cause shooting. This just makes no sense: it is impossible 
to interpret that conditional probability, however objective, as a propensity. 
It is impossible precisely because the original non-inverted correlation has 
a clear propensity interpretation: It is reasonable to interpret the increased 
Prob (D/S) as the result of the causal propensity of shooting people to kill 
them. This is precisely the sort of objective causal propensity fact that un-
derpins the laws controlling gun handling and possession that are in place in 
nearly every country in the world.

What is remarkable, and we owe it to Paul Humphreys, is the discovery 
that the other half of the identity thesis, the propensity-to-probability half, 
is also false. Up to that point, the project to universally interpret objective 
probability as propensity had something going for it. For if all propensities 
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may be represented as conditional probabilities, and some objective 
conditional probabilities are interpretable as propensities, then the on-
tological project still holds some promise. It may be the case that pro-
pensity facts underlie every objective probability statement and provide 
the truthmakers for them. It may be that chance can be analysed away 
as propensity. It may be that—as Popper thought—the mere appropriate 
interpretation of some key conditional probabilities as propensities will 
solve the most intractable problems in, say quantum mechanics or evo-
lutionary theory. It may, in other words, be the case that objective prob-
ability is ontologically nothing but relative propensity. Yet, none of this is 
to be, since, as Humphreys showed, the Kolmogorov probability calculus 
is just not the appropriate formal rendition for many, or perhaps most,  
propensities.

Humphreys proposed a thought experiment, a very common way to estab-
lish possibility claims in science. A brief sketch of the thought experiment is 
sufficient for our purposes.3 Consider a source emitting one photon at a time 
t1, reaching a half silver mirror at time t2, and being transmitted at time t3. It 
is then plausible to suppose that:

i Any photon that reaches the half-silver mirror has some finite (non-zero) 
propensity to be transmitted.

ii Any photon that is emitted has some propensity greater than zero but not 
one to reach the mirror.

iii Any photon that is emitted and fails to reach the mirror has propensity 
zero (i.e., it has no propensity) to be transmitted.

Humphreys (1985, 565ff.) rendered each of these claims in a conditional 
probability formulation, assuming that there is always a unique representa-
tion of propensity claims as statements of conditional probability. He then 
showed that these three formal conditions are inconsistent, modulo some 
caveats and assumptions, with the Kolmogorov axioms, including the fourth 
axiom for conditional probability (also known as the ratio analysis of condi-
tional probability). The argument leads to the conclusion that, modulo those 
caveats and assumptions, there are conceivable propensities that cannot be 
represented as conditional (Kolmogorov) probabilities.

Humphreys’ “paradox” is not so much a paradox as an argument to the 
effect that propensities and (Kolmogorov) probabilities are distinct. While 
there are some assumptions to Humphreys’ proof of the contradiction that 
would ensue, they are rather innocuous if not trivial in this context. But if 
one is convinced by the pertinence of Humphreys’ assumptions and by his 
reasoning—as I am—then it follows that either i) Kolmogorov is not the 
right formal calculus for probabilities, and the Kolmogorov axioms must 
be rejected as a definition of probability, or ii) propensities cannot be prob-
abilities, and the identity thesis is false. Humphreys himself followed the 
first route out of the contradiction and suggested developing an alternative 
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calculus such as Renyi’s.4 By contrast, I have for a decade now been urg-
ing that the best option is the outright rejection of the identity thesis both 
ways. It is of course possible that we both are (were) right. That is, it can 
certainly be the case that propensities have no probabilistic representa-
tion and, moreover, that the Kolmogorov axioms are not the appropriate 
formal calculus for probability (or, as many philosophers argue these days, 
the fourth axiom is at best an approximation to the definition of condi-
tional probability).

If the identity thesis is false, and propensities are not probabilities, the 
question arises as to what the relation between them is. This question is 
no longer an ontological question about what probabilities are. It is rather 
a methodological question about how probabilities and propensities relate 
in practice. Such functional questions about concepts concern their work-
ings in a cognitive practice, a disciplinary field, or some established working 
culture, rather than their definition or nature. Thus, questions regarding 
the functional relations between probabilities and propensities must be an-
swered by reference to a practice, a methodology, or both. My suggestion 
is to look specifically at statistical modelling practice to figure out what the 
respective functions of probabilities and propensities are. I suggest specifi-
cally statistical modelling practice because it is here that probabilities play 
decisive cognitive functions in advancing knowledge, increasingly since the 
mid-nineteenth century.5 We get a grip on all sorts of uncertainty through 
our statistical models, and probability is the key feature that earns those 
models their keep, endowing them with both explanatory and predictive 
value.

Note that this argument from practice overcomes purely theoretical ob-
jections to the explanatory power of dispositional notions, including what 
has come to be known as Molière’s “dormitive virtue” objection. This is 
the thought that a dispositional explanation (e.g., of the dormitive effects 
of opium) trivially rephrases the explanandum in other terms.6 On the 
contrary, statistical modelling practice only falls in line at this point with 
ordinary cognitive practice, where dispositional explanations are rather 
common. Thus, in everyday life we accept the fragility of a particular glass 
as part of the explanation of its breakage, the solubility of a particular sugar 
cube as part of the explanation of its dissolving in a hot drink, and so on. In 
most of these cases, under the usual interpretation, the explanans appeals to 
an abstract property, or set of abstract properties, that are responsible for 
such effects. While in many of these ordinary cases, such as fragility or solu-
bility, there is the presumption that these abstract properties will reduce to 
some categorical basis in the physics or chemistry of the components of the 
given macroscopic objects, this is not always so. There are other everyday 
dispositions (generosity, kindness, etc.) that do not reduce in this way, and 
whatever dispositions there are in fundamental physics (Suárez 2007; 2015) 
certainly will not reduce, since there is no more fundamental categorical 
basis for them to do so.
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4.3  Indexed Chance Functions and Their Outcome Spaces

To avoid Humphreys’ paradox, the relation between propensities and the 
probabilities that they generate is best formally represented in terms of in-
dexed chance functions.7 Let us refer to a system’s propensity to yield an out-
come in a range {O}, with a given probability Prob (O) as Prop-to-O, or PropO 
for short. The identity thesis entices us to think of this propensity as a condi-
tional probability over O: Prob (O/PropO). But, as we saw, this gives rise to 
“Humphreys trouble.” My proposal is to resolve the tension not by changing 
the formal structure of the Prob function that determines the probabilities for 
the different values of O, but by abandoning the assumption that propen-
sities are to go into the chance function that represents the probabilities they 
generate. Instead, I suggest thinking of propensities as literally giving rise to 
the chance functions that represent these probabilities. The propensities of a 
system are after all responsible for the single-case chances that it engenders.8

The move is in the spirit of the rejection of the identity thesis: since pro-
pensities are distinct from the probabilities they generate, they ought to be 
formally represented as generating those chance functions, but not as being 
subject to them. In other words, the obtaining or otherwise of the propensity 
cannot be an event in the sample or outcome space defined by the chance 
function. It must rather lie outside this sample space as the condition of pos-
sibility for the outcomes represented. This suggests writing the propensity of a 
system as an index that uniquely characterises the chance function as defined 
over the outcomes in the (sample) space: ProbProp (O).

Thus, each propensity gives rise to one or more (depending on context) 
chance functions over a set of possible outcomes. Yet, critically, that chance 
function is not well defined over the propensity itself. In other words, the 
possession conditions for propensities and probabilities are distinct. The pro-
pensity enables or generates, and thus grounds, the probability that it gives 
rise to. But the probability does not symmetrically ground the propensity, 
since it does not enable or generate it. The characteristic asymmetry of pro-
pensities is thus most naturally represented formally as an “enabling,” or 
“generating” index. Consider the simplest case of a coin toss on a table. 
If the coin is sufficiently thin, the landing area in the table sufficiently flat, 
and there are no air currents, or forces acting on either coin or table, or any 
other interfering factor, the only two outcomes within the range of significant 
possibility are “landing heads up” and “landing heads down.” There is no 
third option: The coin cannot realistically fall on its edge. Moreover, if the 
coin is constructed to be fair (balanced, symmetric, not bent, etc.) and it is 
tossed with sufficient strength upwards, with a smooth distribution function 
over initial upwards and angular velocity over many tosses, then it is pos-
sible to prove that the two outcomes have equal probability. We can then 
define, for this fair coin, as tossed in the given context, free of any interfering 
factors, given the appropriate boundary conditions on smooth-behaving dy-
namics, a chance function over the two possible outcomes. The sample space 
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is bivalent, merely the two outcomes, and the distribution function is flat, 
ascribing equal probability to each outcome: 

= =( )   ( )
1
2

.Pr H Pr Tprop prop
9

Propensities thus both delimit and quantify the domain of the possible. 
In other words, they determine what goes into the sample space and how 
probable it is. But how exactly do propensities achieve this, and what does 
it entail for the nature of the possibilities at issue? Philosophers have tradi-
tionally attempted to settle these questions, when they have addressed them 
at all, by means of studying the metaphysics of chance and causation (e.g., 
Mellor 2005; Mellor 2018; Stenwall, Persson, and Sahlin 2018). Yet, the 
questions are not strictly metaphysical, nor do they necessarily call for a 
study of the ontology of chance. They rather appear to be primarily questions 
about the functional relations operating in practice between two different 
concepts (propensity, possibility). In line with the methodological approach 
that was sketched in previous sections, these questions are to be answered  
here not by reference to ontology or metaphysics, but by reference to the 
practice of statistical model building.

The following two sections address each question in turn and show that 
they call for a functional and abstract characterization of propensities as 
precisely the sorts of properties that index objective chance functions. This, 
I argue, is the simplest neutral account of how propensities ground chances 
in general. Propensities are thus precisely whatever properties of a system en-
able and generate, and thus ground, its objective chances. This is a minimal 
functional characterization, yet it has significant implications for the second 
question regarding the nature of the possibilities in the outcome or sam-
ple space of the chance functions. Once the possible outcomes in a sample 
space are understood to be objectively grounded in propensities, at whatever 
level of description, the modal content of these possibilities can be seen to 
be highly constrained by the specific features of the system. We may refer to 
them as “material” possibilities because they are made possible not only logi-
cally, metaphysically, and nomologically, but also by the material conditions 
in which the relevant chance setup is placed. That is, the relevant modali-
ties here are tailored to—and hence relative to—a very specific chance setup 
operating in highly locally constrained material conditions. This is therefore 
a kind of possibility more strictly and narrowly defined than mere logical, 
metaphysical, or even physical possibility.

4.4  The Emergence of Propensities

The minimal functional characterization of propensities renders them ab-
stract placeholders for whatever properties of a system ground its objective 
chances.10 Since systems exhibit chances at multiple levels of description, and 
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since, on this view, there are no further ontological assumptions that under-
pin propensities, it follows that there exist propensities at different levels of 
description, too. Not all propensities are “fundamental” properties. Some, 
if not most, are emergent. This is certainly true if it is the case that not all 
chances are fundamental, that is, if there are emergent chances.

Microphysics—the physics of the microscopic material world—is often 
taken to be the fundamental level of description to which other levels 
ought to ultimately reduce. Ontologically, at least, if all matter is ultimately 
made up of atoms, then atomic physics describes how all matter ultimately 
is. Reductionism has for some time now been a matter of contention both 
in philosophy and in science, where emergent complex properties are rife. 
Regarding the properties and laws of most systems in macroscopic physics; 
quantum, inorganic, and organic chemistry; the life sciences, from cellular 
and molecular biology all the way to organic evolutionary biology and ecol-
ogy; never mind those in the cognitive sciences and social psychology: None 
are reducible to the properties and laws of physics.11 There is thus no reason 
to expect the propensities of those systems at their different levels of descrip-
tion to be reducible to the propensities of micro-physical systems.12 What is 
more, if we find that there exist objective chances in those fields that are not 
reducible to quantum or microphysical chances, then the minimal functional 
characterization entails that emergent propensities also obtain at those levels. 
It would follow that not all propensities are micro-physical, for not all objec-
tive chances pertain to microphysics.

Still, the statement remains conditional. Are there non-fundamental objec-
tive chances? Here is where ontology ceases to guide us, and I suggest that we 
take up guidance from the practice and methodology of statistical modelling 
instead. The practice seems to offer ample evidence that there are emergent 
chances in fields such as physical and ‘chemical’ chemistry, evolutionary biol-
ogy and ecology, social psychology, and econometrics. Perhaps most remark-
able is that there appear to be emergent macro-physical chances in classical 
mechanical systems too, despite the underlying deterministic dynamics that 
characterise Newtonian mechanics. In fact, many of our most established 
examples of games of chance arguably exhibit emergent mechanical chances. 
But how can this be, given the underlying deterministic dynamics that pre-
sumably govern many of these mechanical, chemical, biological, ecological, 
psychological, or econometric systems?13

Several authors over the last decade have made compelling arguments for 
emergent chance in a deterministic world. Some of them (Glynn 2010) require 
a prior commitment to a specific metaphysics of chance, such as Lewis’ best 
system analysis. Others (Ismael 2016) more liberally argue for the emergence 
of chance from our open-ended experience as agents in a deterministic world. 
Here I shall focus on List and Pivato (2015; 2021), and List (2022), which 
are closer to my methodological stance since they argue that the modelling 
practice of complex systems alone warrants grounds for emergent chance—
even if the underlying dynamics is deterministic.
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The setting is complex systems analysis, which specifies states for the 
system as points in some state space X. The evolution of these states in time 
is given by a mapping onto a simple linear ordering relation T. A history 
of the system is then a path through state space, represented by a function 
h T X→: , such that for each time t in T, h(t) is the system’s state at time t. 
Different realms of possibility correspond on this picture with different con-
straints on the set of possible histories Ω. The largest set of histories is the 
set of all logically possible functions ∈h : all mappings of any set of time 
points into any set of states. Thus, we prescribe logical possibility if we set 

Ω = . List and Pivato (2021) regard this as too large a class for complex sys-
tems theory, and advocate instead the more constrained class of nomologi-
cally possible histories, that is, those histories possible relative to some laws.

Different laws of nature would impose different restrictions upon the pos-
sible evolutions of the system, thus generating proper subsets of Η. We can 
assume that physical laws impose the weakest constraints on arbitrary sys-
tems, while other emergent laws impose stronger constraints. However, this 
assumption is entirely optional in a dynamical system, where the system can 
indeed be anything, described with any arbitrary degree of detail, and the 
laws that serve to constrain the space of histories can be operating autono-
mously at any level. Thus chemical, biological, psychological, and sociologi-
cal possibilities need not correspond to monotonically increasingly stricter 
subsets of the set of logically possible histories. And, at any rate, as has al-
ready been suggested and will be emphasised in what follows, the relevant 
constraints may also reflect facts about the more local material conditions 
where chance setups operate.

A probability structure (a family of conditional probability distribution 
functions) can be defined upon the subsets E (also called “events”) of the full 
set Ω of possible histories as follows. A probability function PrE is defined for 
each set E of histories = ⊆{ }E hE , such that any other event E’, or alternative 
set of histories, is ascribed the conditional probability ′ = ′( ) Pr( / )Pr E E EE .14 A 
temporally evolving system is then the pair consisting of the set Ω of possible 
histories, as defined under whatever constraints are relevant, together with 
the conditional probability structure ⊆ Ω{ }PrE E . It is then possible to show that 
a fine-grained distribution function over the individual histories contained 
in E yields extreme (0 or 1) conditional probabilities only, while a coarse-
grained distribution function over the entire set E yields non-extreme condi-
tional probabilities. This can be intuitively interpreted as an objective chance 
emerging from underlying deterministic dynamics at the finer-grained level 
(List and Pivato 2015, 140ff). Thus, objective chances emerge at higher levels 
of description despite the ontological compositional fact that the coarser-
grained events are just classes of the finer-grained events, and even though 
there is nothing indeterministic at the finer-grained level.15

Note that the probability distribution functions are formally indexed to 
the events E. However, the indexing here is not playing the role of a “genera-
tor” or “enabler” of the outcome space in the distribution function, unlike 
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what, I argue, is the case for propensities. Hence, the set of histories does 
not ground the chance functions, and it is more convenient for our purposes 
to always leave it out of the subindex that contains the propensities while 
inserting the conditioned-upon event into the probability distribution func-
tion as follows: ′( / )Pr E Eprop . Another important difference is that List and 
Pivato (2021) conceptualise histories as possible ways the entire world can 
be, in agreement with possible world semantics. This assumption in my view 
goes way beyond what any modelling practice provides warrant for. Instead, 
I am urging a deflationary reading of the set of histories as limited descrip-
tions of the ways in which a particular system can evolve, under severe local 
material constraints, in response to the propensities that act upon or within  
it. No possible world semantics are is required to understand how the chance 
setup operates within its environment, or the inferential work that it does for 
us in allowing us to write down the probability distribution functions that it 
generates or enables. This is true even if any possibility statements that we 
may deduce from such a framework may receive some sort of semantical 
interpretation—and possible worlds (of the Ersatz or non-Ersatz variety, see 
Lewis 1986] 2001), may always provide one. Yet, it can also be supposed 
that the truth conditions for those possibility statements refer also, or even 
exclusively, to the highly constrained material conditions present in the envi-
ronments where the setups operate.16

At any rate, none of the lessons I would like to extract for propensities 
depends on what the appropriate semantical interpretation of those state-
ments turns out to be. Under the abstract and functional characterization of 
propensities proposed, if there are emergent objective chances at higher levels 
of description then there are also propensities at those levels—even if there 
are no propensities at the lowest level to account for them (perhaps because 
the underlying dynamics at the lower level are is deterministic). The reality of 
emergent objective chance requires us to postulate properties of the systems 
that are responsible for generating those chances. Whatever properties those 
systems have, at whatever level of description, they configure chance setups 
capable of generating those chances. Given our definitions, we know this to 
be true a priori, relative to the discovery of those emergent chances, and re-
gardless of how much we know about the intricacies of the mechanisms that 
operate those chance setups.

4.5  The Modalities of Statistical Modeling

In the last section, I have argued that objective chances emerge at different 
levels of description. Even a deterministic physical universe would contain 
such chances at higher levels of chemical, biological, psychological, and so-
ciological description. The universe may of course not be fully deterministic 
even at the physical level, in which case there are objective chances “all the 
way down.” In the previous sections, I argued that the term ‘propensity’ is 
an abstract placeholder for the properties of a system that explain why it is a 



92 Modeling the Possible

chance setup, that is, those properties of the system responsible for its genera-
tive or enabling objective chances. There is thus an intimate conceptual link 
between propensities and the outcome (sample) spaces in the chance or prob-
ability distribution functions that display those propensities. The propensi-
ties first generate the possibilities, then probabilistically quantify them. What 
does this tell us about the nature of the possibilities involved?

A debate rages nowadays over whether models describe objective or epis-
temic possibilities.17 While not denying that some models in the cognitive sci-
ences may merely represent agents’ credences, I have assumed that there are 
objective chances—and that many scientific models in the statistical model-
ling sciences aim to capture some of these chances.18 Now, it may be objected 
that in a deterministic physical world, any chance higher up the hierarchy is 
necessarily epistemic—it reflects exclusively our lack of knowledge regard-
ing the initial conditions, the laws, or both. Yet, regardless of determinism, 
List and Pivato (2015) provide good arguments as to why the chances that 
result from coarse-graining at higher levels can be as objective as those fur-
ther down the hierarchy. And a cursory inspection of statistical modelling 
techniques and activities across the sciences reveals that the presupposition 
of much of this work is to model objective chances.

A dynamical account of objective chance will at any rate approach the 
emergence of chance as a dynamical phenomenon—primarily the result of 
the operation of dynamical laws on particularly contrived systems. In this ap-
proach, the chance setup is not an entity or object standing aloof, with what-
ever properties it may possess at a given time. The chance setup is a complex 
and evolving dynamical process, where the relevant properties responsible 
for chanciness are the dynamical aspects of the evolution of the implicated 
components and their mutual interaction. The clearest example is provided 
by the methodology known as the Method of Arbitrary Functions (MAF), 
which has been defended by many of us in recent years. This is an approach 
to objective chance in the macroscopic world that, even within physics, dis-
pels the worries about underlying determinism or, indeed, reduction.19

MAF shows that objective macroscopic chances may emerge as the result 
of a microscopically deterministic dynamical process. This takes a sufficiently 
smooth distribution over a range of relevant initial microscopic variables 
of the system to a probability distribution over some resulting macroscopic 
variables of the system at the end of the dynamical evolution. Its outstanding 
application is the lowly example of the toss of a fair coin, where the result-
ing flat distribution over the two possible outcomes has often been thought 
to be a trivial application of indifference. Keller (1986) demonstrates that, 
on the contrary, the flat distribution of a fair coin is rather the outcome of 
a very complex classical mechanical dynamical process where uncertainty is 
rife over the initial values of the upwards and angular velocity of the coin at 
the point of ejection. Effectively, this is a process that takes an initial distri-
bution over microscopic initial conditions (the upwards (ν) and angular (ω) 
velocities of the coin) and transforms it into a flat probability distribution 
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over the only possible macroscopic outcomes at the resulting end (heads or 
tails, with equal probability: = =Pr( ) Pr( ) 1/2H T ). But how does MAF carry 
out this “magic”? What justifies ascribing equal objective chances to each of 
the two outcomes of the coin toss? And where are these quantified objective 
possibilities coming from?

The key is the initial distribution over the microscopic variables ν and ω. 
For the dynamical process to reliably generate the expected flat probability 
distribution over the expected outcome space, the initial distribution over 
the possible values of ν and ω must be “smooth” (Strevens 2021, 14632ff.). 
The initial micro-probability distribution may just be coding in for our igno-
rance of the values of ν and ω, in which case, the resulting macro-probability 
distribution over heads and tails is arguably epistemic as well. Or the initial 
micro-distribution may just collect statistics from repeated experiments, and 
the final macro-distribution exhibits the corresponding statistics for an actual 
or virtual ensemble of results. Neither of these options is very attractive since 
(i) both the subjective and the frequency interpretation of probability are
plagued with problems, and (ii) they are not in the spirit of MAF as intro-
duced by either Von Kries or Poincaré. But then, as already argued, there is
no need to interpret this initial distribution for the connection with practice
that is relevant here.20

The purpose of MAF is to rather display how a dynamical process by it-
self, however deterministic, can generate the outcome space and the objective 
chance distribution defined over it. There is no need for an interpretation of 
the initial micro-distribution (Rosenthal 2010), which can be taken to be the 
result of further dynamical processes that bring it about, as is the case, for 
instance, in perturbation theory (Strevens 2021). If the perturbations on the 
initial distribution of {ν, ω} are also smooth, the dynamical process amplifies 
them, turning them into the objective chance distribution over the macro-
variables. So, it is not the coin that possesses the propensities to land heads 
or tails, but the coin in its actual toss setup, given the constraints on its ejec-
tion, motion in the air, landing surface, etc. It is, in other words, the entire 
experimental set-up as it evolves in time, in accordance with the dynamical 
equations of motion, that generates the outcome space = { , }O H T , as well 
as the probability distribution = =Pr( ) Pr( ) 1/2H T ) defined over this space of 
possibilities.21

These unrealised material possibilities are thus also real in the sense of 
Deutsch (1990), actual in the sense of Teller (this volume), and situated in the 
sense of Ruyant (2021).22 The options that appear in the outcome (sample) 
space are not merely logically and metaphysically possible—which of course 
they are—they are also made possible by the actual laws of nature as they 
apply in the specific circumstances in which the chance setups operate. With 
varying circumstances, or alternative setups, other logical and metaphysical 
possibilities become available, similarly consistent with the laws as they apply 
in very different material circumstances. Hence, these possibilities are relative 
also to singular facts pertaining to the operation of real existent chance setups, 
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and the operations that they carry out. In analogy with Norton’s (2021) 
material theory of induction, such possibilities are material since they are 
constrained by local matters of fact, and not merely by the logical principle of 
non-contradiction, metaphysical principles regarding what is conceivable or 
what follows from what is conceivable, or nomological statements regarding 
what is possible in accordance with natural laws. Material possibilities are 
additionally constrained by what the case is singularly in those precise locales 
where chance setups actually operate—they are hence relative to the very 
concrete material conditions in which propensities obtain and generate their 
range of quantified possibilities.

4.6  Conclusions

I have argued that propensities are abstract placeholders for the concrete 
properties of complex dynamical systems that generate objective chances, 
at whatever level of description. The Method of Arbitrary Functions shows 
that such dynamical processes can exist in fortunate circumstances regardless 
of underlying determinism. The objective possibilities that such dynamical 
processes bring about are local ‘material’ possibilities, which may or may 
not be ultimately realised, but which exist in virtue of very special dynamical 
processes acting in highly constrained environments. If the complex nexus of 
chance that is thus incorporated in the setup behaves smoothly and appro-
priately, both the material possibilities in the outcome space and the prob-
abilities defined over the outcome space are genuinely objective.
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Notes

1 For subjective Bayesianism, see Ramsey (1926), Savage ([1954] 1972). De Finetti’s 
(1972) radical subjectivism is perhaps most extreme in dispensing with any objec-
tive notion of probability altogether. In all these views the key to subjective prob-
ability is coherence, and the Ramsey-De Finetti theorem proves that partial degrees 
of belief must be probabilities if they are coherent. The logical interpretation, by 
contrast, embraces the notorious principle of indifference. Contemporary “objective 
Bayesians” are heirs to this tradition—see for instance Williamson (2010).
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 2 The frequency interpretation in its contemporary rendition was developed by Von 
Mises in his classic (1927) while having antecedents in Venn ([1876] 2006). The 
propensity interpretation originates in Peirce (1878), but it was Popper (1959) 
who made it famous. Later contributors include Gillies (2000), Mellor (2005), 
Humphreys (1985; 2004), Suárez (2013; 2014): In 2014, the four of us sat in a 
seminar room in London to discuss Paul’s latest views—it is sad to think that half 
of us is now gone.

 3 It is described in detail in many different places. See Suárez (2013; 2014) as well 
as, of course, Humphreys (1985, and 2004).

 4 Renyi (1955). See Lyon (2014) for an exposition.
 5 See Daston (1995), Gigerenzer et al. (1989), Hacking (1975).
 6 In Suárez (2013), I took the bother to read carefully through Molière’s delightful 

play Le Malade Imaginaire (Molière, 1673, see particularly the third interlude) 
and found the actual objection to be quite different. Molière’s aim is rather to 
poke fun at pretentious pseudo-explanations in Latin by pompous medical prac-
titioners: “Domandatur causam et rationem quare Opium facit dormire: A quoi 
respondeo, Quia est in eo Virtus dormitive.” His is an objection that applies to 
any verbose attempt to substitute a pompous pseudo-explanation in Latin in place 
of any causal explanation in the vernacular, whether it be dispositional or cat-
egorical. There is nothing intrinsic about dispositional explanations that is objec-
tionable; and Molière’s dazzling diatribe is independent of whether dispositional 
properties are explanatorily, even causally, related to their manifestations.

 7 See Suárez (2018) for the details of this approach and how it favourably compares 
to any alternative formulations.

 8 See Gillies’ (2000) excellent paper for the distinction between single-case and long-
run propensities. Gillies’ arguments for a long run and against single-case variants 
seem to me to rely on the identity thesis. By contrast, on my account propensities 
display single case chances.

 9 The case of the coin has been studied intensely now, having been only properly 
described as recently as four decades ago. See the seminal contributions of Keller 
(1986), and Diaconis et al. (2007).

 10 I am thus taking the grounding relation to provide the most generic form taken by 
all enablers or generators of an objective chance function without further specifi-
cation. See Suárez (2018) for an extended discussion.

 11 This is by now an old lesson, that there is no space to discuss here in full. Some of 
the landmarks include the key works in the Stanford school, led by Suppes (1978) or 
Dupré (1995); but in my view the most accomplished version of anti-reductionism 
is to be found in Mitchell (2003; 2012). These works show that ontological 
reductionism—the assumption that all material reality is ultimately composed of 
physical stuff—is compatible with the emergence of sui generis properties and 
laws at “higher” levels.

 12 Such as the quantum propensities defended for different interpretations of quan-
tum mechanics in (Suárez, 2007).

 13 This is assuming that they are indeed deterministic systems, or that they can at 
any rate be described by means of deterministic models. At least in regards to 
evolutionary biology, these issues have been discussed extensively; see Mitchell 
(2003), Strevens (2016), Pence (2022). “For similar claims regarding ‘chemical 
chemistry’ see Suárez and Sánchez-Gómez (2023).”

 14 I thank a referee for pointing out that these sets of histories may or not overlap.
 15 See particularly List and Pivato (2015, 140ff.), and List (2022, section 6). An 

interesting response, challenging the coarse-graining procedure, is Kinney (2021). 
Even if List and Pivato’s coarse-graining procedure fails, emergence can obtain, 
for a macro-system state need not be a mere coarse-graining of a micro-system’s 
phase space state: it may live in an altogether different phase space.
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 16 There are different extant ways to provide a semantics in terms of local and con-
textual truth-conditions, including situations (Ruyant, 2021), real possibilities 
(Deutsch, 1990), or actual possibilities (Teller, this volume). My preference is to 
maintain a reference to “material possibilities,” as the possibilities generated as 
the affordances locally instantiated by the operation of the chance setup within its 
working environment.

 17 See Knuuttila (2021), Massimi (2019), Sjolin Wirling and Grüne-Yanoff (2021, 
forthcoming), Williamson (2016; 2018). Ylwa Sjölin and Till Grüne’s chapter in 
this volume provides a nice summary.

 18 There are, of course, ways to measure model uncertainty and to average over 
model ensembles to calculate overall uncertainty. The probabilities that appear in 
such procedures are prima facie epistemic, and there are interesting questions re-
garding the application of the multiplication rule to compute average uncertainty 
over objective chances in such cases. (I thank Tim Williamson for pointing out “in 
conversation” that the multiplication rule can fail; but this is a side-issue for the 
purposes of the present paper.)

 19 The MAF originates in Von Kries and Poincaré. See Von Plato (1983) for a his-
torical account. Reichenbach ([1916] 2008), Hopf (1932), Strevens (2013; 2021), 
Rosenthal (2010), Abrams (2012), Myrvold (2021), Suárez (2020) all endorse 
MAF to some degree, but on different grounds. For a dissenting view on the claim 
that MAF generates objective probabilities—and hence, on my view, objective 
possibilities too—see De Canson (2022).

 20 See my defense of a minimalist approach to the interpretation of these probabili-
ties—in line with Sober’s (2010) no-theory theory—, for the initial distribution 
function in Suárez, 2020, 51ff.

 21 The unrealized material possibilities are thus also actual possibilities, in the very 
concrete sense of Teller (this volume) or Stenwall et al. (2018). They are not 
merely permitted by the laws of physics but are actively brought about by the 
dynamical processes operating in the highly constrained conditions under which 
the experiment is run.

 22 Deutsch (1990, 751) argues that judgements in medical practice regarding, for 
example, real possible cures for a given condition are not guided only by consid-
erations of logical, metaphysical, or nomological possibility but also by whether 
such possibilities can or cannot realistically obtain in the given circumstances. 
Teller (this volume) generalizes to what he calls the actual possibilities studied by 
current science and argues cogently that no possible world semantics can provide 
an accurate semantics for possibilities so constrained. Ruyant (2021, chapter 4) 
further discusses the sense in which such possibilities are situated, that is, they are 
relative to local configurations of objects, and thus not merely to possible worlds 
(which are global descriptions of how the world can be), but to specific matters of 
fact obtaining in a given situation.
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Invariance, Modality, and Modeling

Andreas Hüttemann

5.1  Introduction

Scientific modelling can have many purposes. Generating modal knowledge 
and justifying modal claims are two such purposes. Such claims may con-
cern, for instance, what is physically, biologically, and so on, conceivable, or 
they may concern possible explanations. In this chapter, I will focus on the 
relation between scientific modelling and objective or de re modal features 
of systems. More precisely, I will discuss how scientific modelling gives us 
knowledge about possible states of systems and about the ways in which 
the behaviour of target systems is constrained. I will argue that the concept 
of invariance is particularly helpful for exploring this relationship. After 
some stage setting (section 5.1), I will discuss the concept of invariance (of 
laws) and will argue that such invariances are typically empirically acces-
sible (section 5.2). In section 5.3, I will argue that (some) modal features of 
the behaviour of systems can be understood in terms of invariance relations. 
Section 5.4 then concludes by discussing the connections between empiri-
cally accessible modal features of the behaviour of systems and some aspects 
of our modelling practices such as abstractions and idealizations.

5.2  Stage Setting: Models and Laws1

5.2.1 Models

In order to situate the following discussion, it will be useful to introduce 
some of the distinctions that have been discussed in recent literature on sci-
entific modelling. Michael Weisberg stresses the flexibility of modelling by 
pointing to the variety of possible targets. Modelling can be used to study 
specific systems, for example, a specific fishery in the Adriatic Sea, clusters of 
targets, a generalized target (predator-prey-populations), or hypothetical tar-
gets such as species with more than two sexes. There is also targetless mod-
elling when the features of models are studied without considering whether 
the model in question represents a target system (Weisberg 2013, chapters 5 
and 7). In what follows, I will focus on models of generalized targets such 

5
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as harmonic oscillators, free-falling stones, or economies. (This chapter will 
thus be complementary to Michaela Massimi’s paper (2019) on “Two kinds 
of exploratory models,” which focuses on hypothetical models and targetless 
fictional models and their relation to modal knowledge.)

Another useful distinction has been introduced in a paper by Reutlinger, 
Hangleiter, and Hartmann (2018). Models are either embedded in empiri-
cally well-confirmed theories or they stand on their own and are thus au-
tonomous. Quantum Mechanics and Newtonian mechanics are examples of 
theories within which models are embedded. Paradigm cases of embedded 
models are the harmonic oscillator, models of the hydrogen atom, and so 
on—the kind of models that Cartwright studied in How the Laws of Physics 
Lie (1983). These models typically serve the function of subsuming phenom-
ena under abstract dynamic laws such as the Schrödinger equation. Autono-
mous models, by contrast, stand on their own. Well-known examples are 
Schelling’s model of segregation and the Lotka-Volterra model. The focus of 
this chapter will be on embedded models.

5.2.2 Law Statements

With respect to laws of nature, their content (i.e., what the law statements 
state) can be distinguished from their nomic status. The latter will be dis-
cussed in section 5.3. Here I will focus on the content of law statements. Law 
statements (or theories) are not simply mathematical equations. Even if we 
know that in the equation s = 1/2gt2 s stands for a path and t for a time, the 
equation cannot be taken to be Galileo’s law of free fall. For instance, nobody 
takes Galileo’s law to be disconfirmed by spheres rolling on a plane. Galileo’s 
law is not simply a mathematical equation but the claim that the behaviour 
of a certain class of systems can be represented by the above equation:

Free-falling bodies behave according to the equation s = ½ gt2.

It is essential for Galileo’s law that it refers to free-falling bodies. They are 
the generalized target systems of the equation. For the purposes of this paper, 
I take the general form of a law statement to be the following:

(L) All physical systems of a certain kind K behave according to Σ

Σ is what I call the “law-predicate,” which includes the mathematical
equations that are meant to characterize the behaviour of the systems. (L) is 
ultimately of the time-honoured form “All Fs are Gs,” but the latter hides all 
the interesting complexity in Σ that will be relevant for discussing the modal 
aspects of laws, models, and systems.

How are models and law statements related? Even though models have a 
plurality of possible functions (see Gelfert 2016 for an overview) within (L) 
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models serve the function of representing a (generalized) target system. An 
example is the statement:

(H) All hydrogen atoms behave according to the Schrödinger equation with
the Coulomb potential.

The hydrogen atoms are the generalized target systems. The Schrödinger
equation with the Coulomb potential is meant to represent the behaviour 
of the system in question. The hydrogen atoms are modelled by the Cou-
lomb potential. Modelling assumptions, for instance, idealizations and ab-
stractions, are typically introduced when it comes to specifying the Hamilton 
operator. For instance, picking the Coulomb potential implies that certain 
variables are relevant while others are left out as irrelevant.

5.2.3 Internal and External Generalizations

Given the above characterization of law statements, we can draw a distinction 
between different kinds of generalizations that will play a role in what follows.

Law statements typically involve at least two different kinds of generaliza-
tions (see Scheibe 1991). A system-external generalization quantifies over sys-
tems. System-external generalizations explicitly occur in (L): “all systems of a 
certain kind K.” System-internal generalizations, by contrast, are not explic-
itly mentioned in (L), but they are assumed. They quantify over the values of 
the variables that occur in the law equations. To illustrate this distinction: in 
Galileo’s law (Free-falling bodies behave according to the equation s = ½ gt2),  
we can distinguish (1) a generalization that quantifies over systems—the equa-
tion is said to pertain to all systems of a certain kind K, namely to free-falling 
bodies. (2) Generalizations that quantify over the values of the variables in 
the mathematical equation in Σ, in this case, s and t. The equation is meant 
to hold for all values of, say, the variable t (within a certain range). This is a 
system internal generalization.

It will turn out that many interesting aspects of the modality of laws are 
connected to internal generalizations.

Working with embedded models is an important aspect of scientific prac-
tice (at least in physics), and the question of how modelling practices in this 
context are related to modal features of the behaviour of the target systems is 
the issue I will address in the remainder of this chapter.

5.3  Invariance

5.3.1 Different Kinds of Invariance

In what follows, the notion of invariance will serve to link modelling assump-
tions such as idealizations and abstractions on the one hand and (objective) 
modal features of systems on the other. But what is an invariance? The basic 
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idea is that something remains the same while certain changes or transforma-
tions do or could take place. Invariance is a modal notion, so in arguing that 
modal features of systems are to be understood in terms of invariances I am 
not engaged in the project of explaining modal notions away.

In the philosophical literature, invariance has been linked to notions such 
as truth and objectivity. The fact that in the special theory of relativity, the 
space-time-interval (as opposed to the spatial interval) is invariant under Lor-
entz transformations has been taken to show that this is an objective non-
relative feature of the world (see, e.g., Nozick 2001). These implications of 
(some kinds of) invariance will not be the focus of this chapter. I will instead 
distinguish various kinds of invariances and explore their role in scientific 
practice.

Wigner, in a famous paper on invariance, observed:

The world is very complicated and it is clearly impossible for the hu-
man mind to understand it completely. Man has therefore devised an 
artifice which permits the complicated nature of the world to be blamed 
on something which is called accidental and thus permits him to ab-
stract a domain in which simple laws can be found. The complications 
are called initial conditions; the domain of regularities, laws of nature.

(Wigner 1949, 521)

So, according to Wigner, the very notion of a law presupposes a distinc-
tion of something that changes on the one hand and the law(-equation) itself, 
which remains invariant, on the other.

Let us illustrate this notion of invariance with Newton’s second law:

(N2): All bodies behave according to the equations F = ma.

Despite changes in initial conditions, that is, in the values of the force F, 
(N2) and thus in particular the law equation remains the same for all values 
of these initial conditions. The law and thus the internal generalization (as 
well as the external generalization) remain invariant.

Another example is Galileo’s law:

Free-falling bodies behave according to the equation s = ½ gt2.

Despite changes in initial conditions (e.g., the values of s), Galileo’s law 
and thus in particular the law equation remain the same. In this case, how-
ever, the law equation is invariant only for small s compared to the diameter 
of the earth. Invariance, in this case, is domain-restricted, that is, not univer-
sal as in the case of Newton’s second law. Furthermore, the domain restric-
tion may depend on pragmatic considerations, for example, on the question 
with which precision we need to know s. The more precise we want to be, the 
more the domain of invariance will be restricted.
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This provides us with a first kind of invariance:

Invariance of the law equation with respect to the initial conditions: 
The law equation holds independently of the values (within a certain 
domain) of the initial conditions.

(see Woodward 2018, section 3 for discussion)

What is characteristic of the first kind of invariance of laws is that the 
quantities or variables that change are characterized in terms of variables 
which are explicitly mentioned in the law predicate. There are, however, also 
changes with respect to quantities or features of reality that are not explicitly 
mentioned in the law equation. This leads to a second kind of invariance:

Invariance of the law equation with respect to features of the target 
system that are not explicitly mentioned in the law equation:

i same-level properties, for example, colour, shape, and mass in the case 
of free-falling bodies.

ii lower-level or constitutional properties, for example, the molecular 
structure of the gases in the case of the ideal gas law.

Closely related is a third kind of invariance:

Invariance of the law equation with respect to changes (not of the target 
system but) in the behaviour of other systems.

Newton’s laws of motion and his law of gravity hold for the solar system 
whether or not other systems in the universe undergo changes. Another 
example is the ideal gas law. Its equation holds whether or not I am on 
time when I go to the dentist or whether or not a particular tree loses its 
leaves in New Mexico. Of course, the initial or boundary conditions of the 
system under consideration will change in the case of the solar system due 
to changes of other systems in the universe, but the law equations remain 
the same.

To sum up, the various types of invariance we have discussed so far (the 
list I presented is not meant to be exhaustive) differ with respect to the kind 
of changes that are envisaged.

The law equation of the particular system under investigation may remain 
invariant under changes with respect to:

• the initial conditions (first kind of invariance),
• features of the target system that are not explicitly mentioned in the law

equation (second kind of invariance),
• the behaviour of systems elsewhere in the universe (third kind of

invariance).
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Let me briefly flag that there is one kind of invariance that, despite its 
prominence in the philosophy of physics literature, will not play an impor-
tant role in what follows (for reasons to be indicated later).

Given the first kind of invariance, the law equation remains the same un-
der changes of initial conditions. In general, however, the solutions of these 
law equations will change if the initial conditions change. Given Newton’s 
second law, if a different force is applied, the law equation will remain the 
same; the solution of the equation will, however, in general, be different.

Changes in initial conditions that not only leave the law equations un-
changed but also the solution of these equations lead to what might be called 
“transformational invariance”:

Invariance not only of the law equation but also of the solutions of 
the law equation with respect to certain changes of initial conditions 
(which are called ‘symmetry transformations’ if they leave the solutions 
unchanged).

Simple examples are spatial transformations or velocity boosts in Newto-
nian mechanics. In this case, it is not only Newton’s second law that remains 
the same but also the solutions of Newton’s second law. (It does depend on 
the law equation(s) in question whether or not such symmetry transforma-
tions are allowed.) It is this kind of invariance that has been the focus of the 
philosophy of physics literature (Brading and Castellani 2003; Brading and 
Castellani 2007; Brading, Castellani, and Teh 2021; Wigner 1949).

5.3.2 Invariance as an Empirically Accessible Relation

Invariance relations are accessible by ordinary empirical methods. This will 
turn out to be relevant because it implies that other modal features of the 
behaviour of systems, which can be accounted for in terms of invariance re-
lations, are empirically accessible too. Let me start with how we empirically 
investigate dependence claims. Suppose we are given claims like “The length 
of a metal rod depends on its temperature” or “The period of a simple pen-
dulum depends on the length of the string L.” Such dependence claims are (in 
principle) empirically accessible: we vary (in the first case) the temperature 
and figure out how the length of the rod changes as a result. Similarly, in the 
case of the simple pendulum’s period and the length of its string.

Independence claims are empirically accessible in exactly the same way 
as dependence claims. Take, for example, the claim, “The period of a simple 
pendulum is independent of the mass of the pendulum.” We now need to 
vary the mass of the pendulum and see how this affects the period. Provided 
other things have been kept equal, the period is independent of the mass if 
the period’s values remain constant despite changes in the value of the mass. 
Of course, if we want to figure out dependence and independence claims for 
more complex systems in more complex settings, things will become more 
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complicated. Background theories will play their part, and so on. But there is 
no reason to assume that independence claims are more difficult to ascertain 
than dependence claims or vice versa.

The essential point is that invariance claims are independence claims, and 
they are empirically accessible as other (in)dependence claims are. Whether 
or not Hooke’s law or the Schrödinger equation continues to hold under 
changes of initial condition is something we can empirically check. In the case 
of Hooke’s law (which states that the force F that pertains to a body attached 
to a spring extended by a distance x conforms to the equation F = −kx), 
it turns out that the law equation holds only for values of x that are small 
compared to the possible extension of the spring. Similarly, whether or not 
a certain law equation is invariant under changes of certain features of the 
target system is empirically accessible. In the case of Galilei’s law, we can 
test whether or not colour, mass, and shape are irrelevant in free fall, and 
the same is true for changes in constitutive properties. Again, whether or 
not the behaviour of other systems leaves a law equation unchanged can be 
empirically accessed. The important point is that ascertaining whether or 
not law equations are invariant in any of the above-mentioned senses is not 
something that transcends our usual scientific methods.

5.3.3 Realism about Invariance

So far, we have talked about the invariance of laws or law equations. Within 
the frame of scientific realism (which I will assume here), we have good rea-
sons to hold that the entities and properties quantified in well-corroborated 
laws or theories exist as mind-independent features of reality. As a conse-
quence, invariances of laws—in general—translate into invariances of the be-
haviour of the target systems. Thus, for example, the fact that a law equation 
is invariant with respect to features of the target system that are not explicitly 
mentioned in the law equation can be translated into a claim about the target 
system: the behaviour of the target system (e.g., a falling body) is invariant 
with respect to features not explicitly mentioned in the relevant law equation 
(e.g., in colour of the body). This applies also to cases where the invariance 
relation pertains only to a restricted domain, as, for example, in the case of 
Hooke’s law. Even if the boundaries of the domain are set by requirements 
on precision, which are ultimately due to pragmatic considerations, it is an 
objective and empirically determinable feature of the spring under consid-
eration whether or not its behaviour (as described by Hooke’s law) remains 
invariant within a certain domain for the elongation of the spring.

I hedged the claim that the translation from the invariance of laws to 
the invariance of the behaviour of systems holds by the “in general”-clause 
because there are specific reasons to be more cautious in the case of trans-
formational invariance (the solutions of law equations are invariant with 
respect to certain kinds of symmetry transformations). There is an extended 
debate over whether or not this type of invariance is indeed indicative of 
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invariances of the target system or whether it is due to mathematical surplus 
structures in the relevant theories. The question is whether, for instance, in 
the case of Newtonian mechanics the invariance of the solutions with respect 
to spatial transformation shows something about the behaviour of systems 
or whether it indicates that the mathematical structure of Newtonian me-
chanics allows one to distinguish situations that are in fact identical (see the 
essays in Brading and Castellani 2003 or Dewar 2019). So, according to this 
latter interpretation, symmetries like translational or rotational symmetries 
of space indicate that the theory has some mathematical surplus structure, 
which should not be interpreted realistically. In the case of Newton’s Me-
chanics, absolute velocities or positions would have no physical meaning. 
I will not delve deeper into this debate. I have bracketed transformational 
invariance precisely because it is controversial as to whether it allows for a 
realist reading.

5.4  Nomological Modalities

Thus far, I have discussed the fact that laws and a fortiori systems that are 
characterized in terms of these laws may be invariant with respect to some 
changes. I have also argued that such invariance or independence relations 
are accessible by ordinary scientific methods. In this section, I argue that 
nomological necessity and nomological possibility—two modal features that 
are often associated with laws as well as the systems that are characterized in 
terms of these laws—can be understood in terms of invariance relations. This 
idea is not new; it has been put forward, among others, by Mitchell (2003, 
140), Lange (2009) and Woodward (1992, 2018). The following section can 
be read as fleshing out Woodward’s claim that “invariance-based accounts 
[of nomological necessity] provide a naturalistic, scientifically respectable, 
and non-mysterious treatment of what non-violability and physical necessity 
amount to” (Woodward 2018, 160).

To start, what qualifies as a modal feature of a system? A modal aspect 
of the behaviour of systems is an aspect that concerns not (only) the ac-
tual behaviour of systems but (also) possible behaviour or behaviour that 
takes place by some sort of necessity. To illustrate, laws tell us how systems 
might or would behave—provided certain conditions were to be met; that 
is, they tell us that this behaviour is possible. Laws furthermore tell us how 
the temporal evolution of systems is constrained, that is, that a certain 
necessary evolution is bound to happen. Nomologically modal features of 
systems are those modal features that are obtained simply by virtue of the 
fact that the behaviour of systems can be characterized in terms of state-
ments of the form (L). Thus, laws attribute to the target systems, by virtue 
of the domain that the quantifier of the internal generalization is restricted 
to, a space of nomologically possible states. The law equation constrains, 
for example, how these states develop over time. Let us have a closer look 
at these modal claims.
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5.4.1 A Space of Possibilities

By virtue of internal generalizations, laws attribute a space of possible states 
to systems. In the case of dynamical laws, it is assumed that the systems have 
a set of possible initial states. With respect to these states, we can distinguish 
two cases. Either the domain of quantification comprises all possible states 
(e.g., in the case of Newton’s second law or the Schrödinger equation) or, as 
is the case of more specific laws, the domain of quantification comprises only 
a restricted range of states. Hooke’s law, as we have seen above, holds only 
for a limited range of extensions of the spring.

The point to emphasize is that we are dealing with a modal claim because 
it is not only actual states or actual behaviour that the internal generaliza-
tions quantify. In fact, the internal generalization on its own does not even 
tell us which state of the system is the actual state.

The internal generalization’s concern is possible behaviour only (whether 
actual or non-actual). Thus, the fact that internal generalizations come with 
a domain of values for variables requires the assumption that law statements 
attribute a space of possible (and mutually exclusive) states to systems. The 
fact that laws of nature attribute a space of possibilities to systems is essential 
for scientific practice (at least in physics) and the application of laws. It al-
lows us to know what would happen if certain circumstances were to obtain 
(which we then might choose to bring about or to prevent to occur).

5.4.2 Constraints

Let me now turn to a second aspect of internal generalizations that is relevant 
for the examination of modal structure—the law equation. Law statements 
do not simply register the past, present, and future behaviour of systems; 
they describe how this behaviour is constrained. Internal generalizations put 
restrictions on the space of possible behaviour of systems by establishing 
relations between variables (i.e., law equations). These restrictions can either 
concern the synchronic co-possibility of values of variables that character-
ize the state of a system, as in the case of the ideal gas law, or the temporal 
evolution of the states of a system as in the case of the Schrödinger equation.

In the case of a synchronic law (law of co-existence), for example, the ideal 
gas law, the set of possible values for the variables p, V, and T is restricted to 
those that satisfy the equation pV = ν RT. Thus, the possible states of the gas 
are constrained to a two-dimensional hypersurface of the three-dimensional 
space that is generated by the variables p, V, and T. The internal generaliza-
tion does not only provide information about how the actual state of a sys-
tem (if known) is constrained. In addition, it tells us how all possible states of 
the system are constrained, whether or not they are actual. That the systems 
are constrained means that those states not on the hypersurface are not acces-
sible for the system. They are classified as states the system cannot possibly 
occupy, given the law equation, that is, as nomologically impossible states.
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The fact that the gas satisfies the equation of the gas law allows a scientist 
or an engineer who can manipulate pressure and volume to ensure that the 
gas will have a certain temperature. Similarly, the engineer might want to 
prevent certain situations, such as preventing a gas from having a certain 
temperature. In such cases, she will rely on the fact that the law tells us that 
certain combinations of pressure, volume, and temperature will not occur; by 
setting pressure and volume appropriately, we can make sure that a certain 
temperature value will not be obtained.

The same holds for internal generalizations that describe the temporal 
evolution of a state of a system. Provided we prepare the system under 
consideration in a certain state and provided the equation in question is 
deterministic, we can ensure that at a later time, the system is in a cer-
tain state, and we can also prevent the system from being in certain other 
states. In the case of prevention, it is not only that given certain combi-
nations of, say, pressure and volume, certain values for T simply do not 
occur. These values cannot occur. The use scientists and engineers make of 
internal generalizations in scientific practice is best understood by assum-
ing that internal generalizations represent modal, that is, nomologically 
necessary relations.

5.4.3 Nomological Modality and Invariance

In this section, I will argue that modal notions such as nomological necessity 
or nomological possibility can be understood in terms of invariance rela-
tions. The point is not that modal notions can be understood in terms of 
a non-modal notion. Invariance, as introduced in section 5.2, characterizes 
something as remaining the same while certain changes or transformations 
do or could take place. It is defined with respect not only to actual but also 
to counterfactual changes. Invariance is thus clearly a modal notion. The 
project is not an attempt to eliminate or reduce modal notions but rather 
that of showing that nomological necessity and nomological possibility can 
be understood in terms of something that is empirically accessible.

How is nomological necessity related to invariance? Let us approach this 
issue by contrasting nomologically necessary laws with accidental generali-
zations. Take, for instance, Reichenbach’s famous example of an accidental 
generalization: “All gold cubes are smaller than one cubic mile” and contrast 
it with Newton’s second law. The former is a paradigm case of an accidental 
truth; that is, it is an accidental matter that it has not been rendered false. 
There is enough gold in the universe to build large gold cubes, it would have 
been costly but otherwise easy to do this. It simply never happens, neither in 
the past nor in the future, but it could have happened, for example, by actors 
intervening appropriately. By contrast, there are no interventions or other 
natural changes (more about natural changes in a minute) that could render 
Newton’s second law false. It will hold, come what may. In other words, the 
difference between these examples for an accidental generalization and for a 
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law is a difference that can be spelt out in terms of invariance: while New-
ton’s law is invariant with respect to natural changes, an accidental generali-
zation, such as Reichenbach’s, is not.

Understanding nomological necessity in terms of invariance furthermore 
explains why we can rely on laws (e.g., when it comes to their application in 
technological contexts) while we cannot rely on accidental generalizations. 
We can rely on laws because they will not be rendered false, given a large 
range of circumstances. When we rely on Newtonian mechanics in building 
a bridge, we assume that the equations will continue to hold under a wide 
range of actual and possible conditions.

If we, as suggested, spell out the nomological necessity of laws (and a for-
tiori of the behaviour of the target systems) in terms of invariance, the fact 
that invariance relations may be domain-restricted translates to a domain 
restriction of nomological necessity.

Newton’s second law or Schrödinger’s equation may be invariant under 
any natural changes. Hooke’s law, as we have seen, is not. Even Reichen-
bach’s accidental generalization is invariant with respect to some changes. 
But that should not be considered to be a bug of the account. The traditional 
categories—accidental generalization on the one hand and law (nomologi-
cally necessary generalization) on the other—are the endpoints of a spec-
trum. This spectrum needs to be explored empirically. It may very well turn 
out that certain invariances (e.g., with respect to initial conditions) turn out 
to be more relevant for law status than others. But that is to some extent 
uncharted territory.

Let me briefly address a worry that has been raised (Psillos 2002, 185). 
I argued that Newton’s law is invariant under natural changes. But it seems 
that we need to spell out natural changes as changes that are in accordance 
with laws of nature, that is, that are nomologically possible. The account 
thus appears to be circular. There are two things to be said about this. The 
account would indeed be circular if the project were one of reducing modal 
to non-modal facts. But that is not the project envisaged here. The point is to 
draw a difference between the gold-cube generalization being accidental and 
Newton’s second law being nomologically necessary by relying on a class of 
natural changes that have been identified antecedently. (The same strategy is 
used in the causal interventionist literature vis-à-vis the objection that defini-
tions of causes in terms of interventions are circular (see, e.g., Woodward 
2003, 20–22.) Furthermore, it may very well be possible to characterize the 
class of what I have called here “natural changes” in terms that do not rely 
on the notion of law or nomological necessity (see Lange 2009, chapter 1, for 
such an attempt). However, for the purposes of this chapter, I do not need to 
commit myself to this position.

As we discussed above, laws ascribe a space of nomologically possible 
states to target systems by specifying a domain to which the quantifier of 
internal generalizations is restricted. In other words, nomologically possible 
states are those states of the target systems that are compatible with the law 
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equation. Changing the system’s state, if restricted to this domain of states, 
leaves the law equation invariant. Nomological possibility, when understood 
in terms of a space of possible states for a system, can thus be understood in 
terms of an invariance relation. The same holds if we use the term “nomo-
logical possibility” in a broader sense as referring to scenarios that are com-
patible with a whole set of laws. Again, compatibility with laws can here be 
understood as follows: switching from the actual world to such a scenario 
leaves the laws invariant. Thus, nomological possibility, both in a narrower 
as well as in a broader sense, can be accounted for in terms of invariance 
relations.

To sum up, what I have argued for is that our notions of nomological 
necessity and nomological possibility be explicated in terms of invariance 
or independence relations. While both the former as well as the latter are 
modal relations, the important point is that the latter are empirically acces-
sible relations.

5.4.4 Humeanism and Non-Humeanism

Can we say something more about the nature of the invariance relations? 
One may, for instance, ask “What underpins these invariances?” (Bird 2007, 
5). As is well-known, there are different accounts of nomological modalities 
in the literature on laws of nature. On the one hand, there are non-Humean 
accounts of laws which postulate via an inference to the best explanation 
that a necessitation relation obtains, which accounts for nomological mo-
dalities (e.g., Armstrong 1983). The idea is that this relation explains why 
a certain system is necessitated to behave as it actually does. Pieces of cop-
per, for instance, cannot help but be excellent electric conductors because a 
second-order necessitation relation obtains between the property of being 
copper and that of being a good electric conductor. Others (dispositional 
essentialists, e.g., Bird 2005) postulate that it is of the essence of copper to 
be a good electrical conductor. Thus, again, a piece of copper in virtue of its 
essence cannot avoid being a good electrical conductor. Humeans, by con-
trast, typically don’t believe in essences or necessitation relations. Ultimately, 
they think there is only the actual behaviour of systems and that there are 
the theories (maybe one ideal theory) about the actual behaviour that might 
serve as a basis for various counterfactual claims, which in turn underpin our 
modal talk (see, e.g., Lewis 1973).

The non-Humean is motivated by the idea that there needs to be some-
thing in nature, that is, de re necessities, to account for scientific practice. The 
Humean is motivated by the idea that we should refrain from postulating 
what is empirically inaccessible and thus rejects accounts such as Armstrong’s 
or Bird’s (see Earman and Roberts 2005). Both of these motivations seem 
plausible, and the invariance account allows you to take into account both: it 
argues that there are de re necessities which are this-worldly, immanent, and 
empirically accessible. That seems to be all we need.2
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5.5  Modelling the Modal

We are now in the position to explain how (successful) scientific modelling 
leads to modal knowledge, where I take modal knowledge to be knowledge 
of (objective) modal features of the behaviour of target systems.

The construction of models has many purposes or functions (see, e.g., 
Gelfert 2019; Grüne-Yanoff 2013; Knuuttila 2021; Knuuttila and Loettgers 
2017). Representing the behaviour of systems is (only) one of these—the 
one I have focused on here. When models are used for this purpose, the use 
of idealizations and abstractions may seem puzzling. I take idealizations 
and abstractions to be intentional misrepresentations of the properties or 
the behaviour of a target system, for example, by omission of properties 
of the systems or factors that contribute to its behaviour (abstraction) or 
by distorting the characterization of the behaviour or the properties of the 
system (idealization). The terms “idealization” and “abstraction” may refer 
both to the process or activity as well as to the product or result of a mis-
representation. The fact that idealizations are intentional misrepresentations 
is important in order to distinguish idealizations from hypotheses that turn 
out to be false (Hüttemann 1997). An idealization has to be distinguished 
from the hypothesis that a certain body is indeed a point particle. Because 
idealizations are intentional misrepresentations (in contrast to the case of 
hypotheses that turn out to be false), the question for the rationale for ide-
alizations arises.

Possible candidates for such a rationale can best be discussed in the con-
text of an (apparent) paradox associated with idealizations. The paradox 
arises provided certain assumptions about the aim of science or at least the 
function of law statements such as (L) are made: if, for example, the aim of 
science is representation of the phenomena, the question arises of why scien-
tists idealize. Similarly, if it is assumed that science aims at explanation and 
explanations invoke laws that need to be true, or if understanding is what is 
sought, and understanding presupposes veridicality (see discussion in Gelfert 
(2019) and Reutlinger et al. (2018)). If the aim of science presupposes that 
the descriptions of the behaviour of systems which are invoked to realize this 
aim are truthful, the question arises of why scientists idealize. What is the 
purpose or rationale of idealizations and abstractions?

Various approaches to deal with this paradox can be distinguished. First, 
there is the pragmatic approach. It sticks with the assumption that truth or 
representation is a necessary component of what science aims at and ac-
counts for the use of idealizations as a compromise (see Strevens (2008, 298) 
for this characterization). We distort the characterization of target systems 
or leave out certain features in order to make the characterization math-
ematically tractable or tractable by simple mathematics. Furthermore, it is 
assumed that we can always de-idealize and thus make our characterization 
of the target systems more truthful (see Knuuttila and Morgan (2019) and 
McMullin (1985) for a discussion of the prospects of de-idealization).
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According to a second approach, truth is not a necessary condition for 
what science aims at (or for explanation in particular). One prominent ex-
ample is Cartwright’s simulacrum account of explanation, developed in her 
paper, “The truth does not explain much” (Cartwright 1983). Cartwright 
argues that explanatory power comes with unifying power rather than with 
truth only. As a consequence, laws (including the modelling assumptions that 
go into Σ) do not explain in spite of idealization but rather in virtue of ideali-
zations. The tension is resolved by revising assumptions about what science 
aims at. A third approach distinguishes between the occurrent behaviour of 
systems on the one hand and an underlying more fundamental structure that 
gives rise to the occurrent behaviour on the other. While idealizations may 
misrepresent the occurrent behaviour of systems, they may nevertheless be 
instrumental in correctly identifying the underlying structure, for example, 
the dispositions that underly the overt behaviour of the systems. This ap-
proach has been discussed by Cartwright as well (Cartwright 1989; see also 
Hüttemann 1998; Hüttemann 2014). The tension between idealization and 
truth is resolved by revising what kind of truths science aims at (revising 
what laws/models are supposed to represent).

There is no reason to assume that the various kinds of idealizations and 
abstractions that have been distinguished and discussed in the literature (see, 
e.g., Hüttemann 1997, chapter 2; Weisberg 2007) can all be accounted for by 
the same approach. My aim in the remainder of this section is to argue for the 
claim that the use of some modelling practices indicates that scientists assume 
invariance claims about the behaviour of systems to hold. We employ idealiza-
tions and abstractions when we have reason to assume that certain invariance 
relations hold. This suggestion can be seen as falling under the third approach. 
Science is not (only) interested in the actual or occurrent behaviour of the 
target systems but rather in their modal profile: how the system might behave 
(provided the right conditions hold) and how its behaviour is constrained.

Let me illustrate this claim by discussing a simple example. Suppose the 
target of our modelling is the behaviour of a real physical pendulum. Let us 
furthermore suppose that we model the motion of the pendulum as a classical 
harmonic oscillator (Figure 5.1).

With Freturn the return force, L the length of the pendulum, m its mass, T its 
period, and θ the angular displacement from the vertical equilibrium position

θ= mg sin ( )returnF t

θ=ma mLd ( )/dtreturn
2 2t

For small amplitudes θsin ( )t  can be replaced by θ, which yields

θ θ+ =d ( )/dt / ( ) 02 2t g L t

and finally

= π2 /T L g
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If this model is empirically adequate (for small θ( )t ), it allows us to read off 
modal features of reality.

Why? First, the model is abstract. It leaves out features of the real pendu-
lum and its environment. It does not mention the colour of the pendulum, 
the material it is made of, the exact form of the bob, the time of the day, the 
position of Jupiter, and so on. The fact that these things are not mentioned 
implies (for an empirically successful model) that the model is invariant with 
respect to these features. The equation with the force function provides an 
adequate account of the system, whatever the material, the colour, the time 
of the day, or the position of Jupiter. Abstractions in empirically successful 
models allow us to infer modal features of the target system.

Second, the model is idealized. It is assumed that the bob can effectively 
be treated as a point particle, even though it does have a finite extension. 
The fact that we can ascribe this feature to the bob, even though it does not 
have it, indicates that the extension of the bob is irrelevant to the behaviour 
of the pendulum (see Strevens 2008, Chapter 8). The law equation with the 
force function is—again—invariant with respect to this feature. Idealizations 
in empirically successful models allow us to infer modal features of the target 
system.

The following objection may be raised: models are empirically success-
ful depending on pragmatic considerations, so that many models are ap-
proximate and simplifying yet very useful. But in those situations (which are 
ubiquitous in science), inferring modal features from the model invariances 
seems unjustified. This objection can be answered by pointing to the fact 

Figure 5.1  The harmonic oscillator.
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that even if one’s measures of precision depend on pragmatic considerations 
and other purposes, it is an objective modal feature that the behaviour of 
the target system under consideration is or fails to be invariant relative to 
changes in a certain variable and provided the behaviour is characterized in 
this or that approximate way. It is, for instance, true that Galileo’s law for 
free-falling bodies (and thus the fall of free-falling bodies) is invariant relative 
to changes in the height from which the body falls, given a certain accuracy 
of measurement.

Modelling practices assume that invariance relations hold. Conversely, if 
there is independent evidence (empirical or theoretical or both) for the ob-
taining of such invariance relations, the modelling practices in question may 
receive a post facto justification. Hüttemann, Kühn, and Terzidis (2015) have 
argued that the renormalization group approach to phase transitions pro-
vides a justification for abstractions that leave out the details of the systems’ 
constitution.

5.6  Conclusion

Modelling the modal needs to be spelt out differently depending on the func-
tion of the models. In this chapter, I assumed that models sometimes have the 
function to represent target systems. Given this function, the role of ideali-
zations and abstractions in modelling may seem puzzling. I argued that this 
puzzle can be resolved if what models and laws are meant to represent is not 
(only) the actual or occurrent behaviour but rather their modal profile. Ide-
alizations and abstractions in empirically successful models allow us to infer 
modal features of the target systems—that their behaviour is invariant under 
certain natural changes.

Notes

 1 This chapter uses and develops material from the first chapter of Hüttemann 
(2021).

 2 In Hüttemann (2021, 74–78), I argue that while dispositions are an important on-
tological category to understand certain features of scientific practice, the modal 
nature of dispositions is not primitive but should rather be spelt out in terms of 
invariance relations.
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Modeling the Biologically Possible
Evolvability as a Modal Concept

Marcel Weber

6.1  Introduction

An elephant with feathers doesn’t seem to be as equally impossible as a flying 
elephant. Laws of physics prohibit the latter but not the former. Yet an ele-
phant with feathers would also be a strange creature because it is a mammal, 
not a bird or a dinosaur, and only the latter have evolved feathers. In fact, 
feathers are more recent in evolutionary history than the last common ances-
tor of mammals and birds. They are thought to be homologous to hair and 
scales. Mammals have evolved hair from the common primordial structures 
that gave rise to feathers in the dinosaur lineage leading up to contemporary 
avians; this is why the feathered elephant is biologically impossible. It would 
require both a reversal and a highly similar rerun of evolutionary turns that 
happened long ago, which is unlikely in the extreme (Beatty 1995, 2016). 
Hence our confidence that a feathered elephant is biologically impossible, at 
least relative to our actual evolutionary history.

While judgments of biological possibility are common in and outside of 
biology, the nature of these modalities has not been much studied by phi-
losophers. A notable exception is Dennett (1995), who construed biological 
possibility as accessibility in a complete space of possible genomes that make 
up what he calls the “Library of Mendel.” Max Hindermann (né Huber) has 
developed Dennett’s idea into a full-blown modal logic (Huber 2017). Others 
have criticized the whole idea of trying to define a complete space of all 
biological possibilities (Maclaurin and Sterelny 2008), even if it is only rela-
tive to a given organism. However, this does not rule out possibility spaces 
that define a relevant set of possibilities given some explanatory goals, such 
as morphospaces in evolutionary biology. Morphospaces are representations 
of a range of possible forms that some biological structure, for example, 
a coiled snail shell, can take. The extent to which regions of such a space 
represent existing forms can give evolutionary biologists indications as to 
where to search for evolutionary mechanisms such as natural selection or 
developmental constraints, as shown by Huber (2017) and Maclaurin and 
Sterelny (2008).
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While the modeling of modalities is increasingly being studied by philoso-
phers of science (e.g., Ijäs and Koskinen 2021; Knuuttila 2021; Ladyman 
1998; Sjölin Wirling and Grüne-Yanoff 2021a, 2021b), there have hardly 
been any attempts to clarify the modalities underlying biological concepts 
such as evolvability. The rest of this chapter will present such an attempt. In 
the following section, I will give some basics about evolvability and a bio-
logical field where it plays a central role, namely evolutionary developmental 
biology or “evo-devo.” In section 6.3, I will give a more detailed account of a 
model system in which evolvability can be assessed. Section 6.4 will then pre-
sent my account of evolvability as accessibility in genotype-phenotype map 
space. In section 6.5, I will analyze what kind of possibility might underlie 
biological models of evolvability. In the concluding section, I will draw out 
some general lessons from my analysis of this somewhat special case from 
evo-devo.

6.2  Evolvability Explanations

Evo-devo addresses questions such as: how can the same genetic mech-
anisms give rise to different organismal forms? How did specific devel-
opmental programs evolve? How do developmental processes affect 
evolutionary trajectories (Love 2020, 2024)? The concept of evolvability 
has been introduced to capture what is thought to be an intrinsic feature 
of a type of organism, namely its capacity to evolve (Alberch 1991; Brig-
andt 2015; Kirschner and Gerhart 1998; Love 2003; Villegas et al. 2023). 
This capacity is closely linked to the ability to produce heritable pheno-
typic variation such that it can sustain genetic modifications that remain 
stable over several generations (Kirschner and Gerhart 1998). Evolution-
ary forces such as natural selection or drift can only act on the gene vari-
ants that arise in a population, but many gene combinations may never 
occur because they don’t allow the organism to develop to adulthood, 
that is, to the reproductive stage. Thus, evo-devo must attend to devel-
opmental mechanisms and seek to understand how genetic changes can 
modify these mechanisms such as to produce different viable phenotypes, 
which may then undergo natural selection or genetic drift. These mecha-
nisms may show a bias for some forms or some regions of a morphospace, 
thus explaining certain evolutionary patterns non-adaptively (Brakefield 
2006; Gould and Lewontin 1979). Of course, such biases can also combine 
with natural selection and/or drift to explain certain evolutionary patterns 
(Novick 2023). Such biases are also called “constraints” and come in dif-
ferent forms, including constraints on form and constraints on adaptation 
(Amundson 1994).

It is important to realize that there are not just one but several concepts 
of evolvability in biology. Love (2003) distinguishes between evolvabilityU 
and evolvabilityR. The former, which is used mainly in quantitative evolu-
tionary genetics, means the ability to respond to natural selection, which 
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depends on heritability and additive genetic variance. It is considered to be 
a population property. The second term designates that which explains the 
differential evolutionary success of lineages, usually considered to be an 
intrinsic disposition of a type of organism. The literature contains many 
differing notions of evolvability (Hansen and Pélabon 2021), but they 
may be seen as all falling under one or the other side of Love’s twofold 
distinction.

Philosophers attending to the concept of evolvability have invariably clas-
sified it as a disposition, analogous to fitness in the theory of natural selec-
tion (Brigandt et al. 2023). For example, Brown (2014) identifies evolvability 
with the probability E = Prx,b(Ft) that a set of features F arise at future time t 
given the population x and its environment b at some starting point. Evolv-
ability thus construed is a dispositional property, more precisely a propensity 
that results from the joint causal influences of factors internal to the organ-
isms making up population x, given some environment b. The environment 
should be viewed as belonging to the manifestation conditions of the disposi-
tion, thus making evolvability an intrinsic property of a population (as most 
biologists insist).

A full appraisal of this account is beyond the scope of this chapter; my aim 
is rather to provide an alternative view. Nonetheless, I will point out some 
possible lacunae in the propensity view.

My approach in this chapter is to take seriously the idea that evolvability 
is essentially a modal concept that is used to make claims about what is 
evolutionarily possible. When we attend to the way in which the concept is 
used in biological practice, as we should (Brigandt 2015), we can see that 
it is often tied to a typical explanatory strategy, which I shall refer to as an 
evolvability explanation. This strategy takes as a starting point the assump-
tion that evolutionary change, or at least some kinds of change, is prima 
facie impossible or has a low degree of biological possibility (if it comes 
in degrees). Then, an evolvability explanation postulates a mechanism that 
explains how a certain kind of change is possible after all. This explana-
tory structure is also known as “how-possibly explanation” (Dray 1957); 
however, diverging accounts of such explanations have been given (Grüne-
Yanoff 2013; Reiner 1993; Verreault-Julien 2019). What matters here is 
that how-possibly explanations clearly involve modalities (Sjölin Wirling 
and Grüne-Yanoff 2021a).

Such a construal of evolvability explanations nicely fits the view that 
evolvability explanations provide a solution to an evolvability problem. 
This strategy is explained very clearly in Pavličev and G.P. Wagner (2012a). 
They begin by noting that organisms can only adapt to new environments 
if there are individuals who are “suited to survive under the new circum-
stances” (231). They then define “evolvability” as the “ability of a popula-
tion to cope with the changing environment by adaptation.” But adaptation 
by natural selection is only possible if random mutation delivers the “suited 
individuals.” Now, random mutation can have “an incredible number of 
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effects on the phenotype, and most of them will be deleterious under any 
circumstances, if not lethal” (Pavličev and Wagner 2012a). Thus, the fol-
lowing problems arise:

How does such random genetic change produce the “right” kind of 
deviation often enough? How is change possible where multiple mu-
tations are necessary but intermediate steps have no apparent advan-
tage? How probable is adaptation if only some of the traits should be 
changed, without affecting those that are already in place?

(Pavličev and G.P. Wagner 2012a, 232).

Thus, prima facie, it seems exceedingly unlikely that random mutation 
should be able to generate complex adaptations. This is a problem that Dar-
win had already been grappling with. The problem is that chances are there 
will likely be no “suitable individuals” alive, and if there are, they are not 
likely to have an advantage, so there is nothing that natural selection can do.

Now enter what I call evolvability explanations. Such explanations de-
scribe a mechanism or a set of mechanisms that can produce the necessary 
genetic variants for natural selection to act upon. Such mechanisms are fre-
quently represented by using a so-called genotype-phenotype or GP-map, an 
important theoretical idea in evo-devo (Alberch 1991). This map specifies for 
a type of organism what phenotypes (usually from a range of forms that are 
chosen in view of a specific research problem) can be produced from what 
genotypes. The GP map is determined by developmental and physiological 
facts about the given species. More precisely, the map is a highly abstract 
summary of these facts. Pavličev and G.P. Wagner (2012a, 232) describe it 
as a “statistical summary” that abstracts away from the myriad of develop-
mental and physiological processes that occur in a living organism. Framed 
in this way, the question becomes what kinds of GP-map structures give rise 
to high evolvability. Furthermore, there is the question of whether evolvabil-
ity can itself evolve or evolve under selection, which I will leave out for now 
for the sake of simplicity, even though it is also a part of some evolvability 
explanations.

One proposed mechanism for high evolvability is that of a modular GP 
map, an idea originally due to Rupert Riedl (G.P. Wagner and Altenberg 
1996). This means that the map is organized in such a way that pleiotropic 
effects mostly affect traits that form a complex or module with a distinct 
selected function (e.g., locomotion, visual perception, etc.) and fewer traits 
from a complex serving a different function. In other words, pleiotropy is 
not randomly distributed across all the traits of an organism.1 This allows 
selection to act on the trait without affecting other traits and thus incurring 
fitness costs by pleiotropic effects. Modularity thus answers the third ques-
tion raised by Pavličev and G.P. Wagner (2012a), to wit, how adaptation can 
change only some traits and leave those already in place intact.2 Modularity 
removes a major theoretical obstacle to the possibility of adaptation and 
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thus provides what I call an evolvability explanation, which is a solution to 
an evolvability problem. The extent to which it is responsible for adaptive 
change relative to other proposed mechanisms that can compensate for del-
eterious pleiotropic effects is subject to debate (Hansen 2003; Pavličev and 
G.P. Wagner 2012b).

Another classical idea is that of robustness (also called canalization in 
some older literature). When used in an ontic sense, robustness signifies a 
kind of invariance against perturbations. In biology, two important kinds of 
robustness are (1) invariance of the phenotype against environmental per-
turbations and (2) invariance of the phenotype against genetic mutation (A. 
Wagner 2012, 2013). I shall focus here on the second kind of robustness. It 
features centrally on an important kind of evolvability explanation. Biologi-
cal systems at all levels of organizations are capable of genetic variation that 
does not manifest itself at the phenotypic level. There are several mechanisms 
behind this phenomenon. First, there are so-called “silent” point mutations 
in the coding region of genes. These do not alter the protein molecule en-
coded either because they are located in a non-coding region such as an in-
tron (which is spliced out after transcription) or because they occur in the 
third position of a codon or base triplet, which, due to the redundancy of 
the genetic code, makes no difference with respect to the amino acid moi-
ety encoded. Second, there are gene mutations that do change one or a few 
amino acids in the protein encoded, but without affecting the protein’s shape, 
function, and stability. Third, some mutations are recessive, that is, they have 
no phenotypic effect when there is a second copy of the same gene present 
(in diploid organisms). Fourth, there are point mutations that neutralize 
each other when they occur in trans (i.e., in a distinct copy of the same gene 
present on a different chromosomal unit), a phenomenon known as “intra-
allelic complementation.” Fifth, there are molecules (protein or RNA) that 
are functionally redundant because there is another molecule that can take its 
function when their gene harbors a mutation affecting its function.

These five sources of robustness have been known for a long time, and 
they can increase evolvability by allowing genetic changes to accumulate 
without affecting the host. However, their effect on evolvability is a kind of 
side effect of the basic genetic mechanisms.

In addition, there are more specific molecular mechanisms that can increase 
robustness. A classic study in Drosophila genetics (Rutherford and Lindquist 
1998) demonstrated the role of the heat-shock protein Hsp90 in increasing 
evolvability in fruit flies. Hsp90 is a so-called “molecular chaperone,” which 
means that it helps proteins to fold into their most stable shape. A loss-of-
function mutation in its gene leads to many misfolded or unfolded proteins 
(which tend to be sticky, hence the name “chaperone”—it prevents inappro-
priate protein-protein interactions). When the gene is mutated in fruit flies, 
laboratory populations show a significant increase in phenotypic variation, 
which is not due to genetic variation. Rather, it seems that functional Hsp90 
masks a lot of genetic variation that is already present in the population by 



126 Modeling the Possible

stabilizing mutant proteins. Thus, Hsp90 is part of a mechanism that directly 
increases robustness and hence evolvability. It allows mutant organisms to 
survive and even reproduce that harbor genetic mutations that may someday 
become valuable and hence selected for.

Robustness comes in different forms, and many mechanisms can increase 
robustness. In addition to the molecular mechanisms mentioned, there are 
also mechanisms at the level of gene regulatory circuit dynamics that are able 
to buffer mutations in non-coding regions (cis-regulatory elements) affect-
ing transcription rates. Feedback circuits helping the developmental system 
to buffer perturbations abound in multicellular organisms (Siegal and Leu 
2014). However, it seems that the principle is always the same: robustness 
solves the first and second evolvability problems according to Pavličev and 
G.P. Wagner, namely the problem of ensuring that useful mutations occur 
often enough in a population (and are also carried along into future genera-
tions even if they are potentially harmful or neutral), and that changes that 
require multiple mutational steps can occur.

I will discuss a specific robustness mechanism, namely so-called neutral 
networks, in the following section in more detail. For now, let us note that 
modularity and robustness are very general and abstract types of organizing 
principles that make adaptation (as well as evolutionary novelty) possible. 
They provide solutions to an evolvability problem and thus “possibilify” a 
process that seems prima facie impossible. I believe that this is a widespread 
type of explanatory reasoning also in biology3 and that at least some expla-
nations involving evolvability can also be understood in this manner.

I would also like to point out the abstract nature of such concepts as mod-
ularity and robustness. These concepts apply to a wide range of biological 
mechanisms (such as the Hsp90 mechanism and the neutral network mecha-
nism to be discussed in the next section) and show what a series of quite dis-
tinct mechanisms have in common. In the present context, they make certain 
types of processes possible that seem impossible without them, given some 
theoretical assumptions. In the following section, I will take a closer look at 
an evolvability explanation of the robustness type.

6.3  Small RNAs as a Model of Evolvability

While in most cases vast regions of the GP map—even its dimensionality—
remain unknown, there exist simple model systems where a GP map can be 
constructed. An example of such a system is small RNAs, that is, ribonu-
cleic acids with a length of usually <100 base pairs. Not life forms of their 
own, small RNAs play various roles within all types of living cells. For 
example, some of them work as transfer RNAs in protein synthesis. They 
can form rather complex secondary structures due to Watson-Crick-type 
base pairing interactions within the same molecule. The secondary structure 
basically consists of a set of intramolecular base pairings (due to hydrogen 
bonds) and determines the RNA’s three-dimensional shape as well as its 
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biological function. Typically, such RNAs form various hairpin- and loop-
like structures (see Figure 6.1). In some cases, a huge number of different 
RNA sequences can give rise to the same three-dimensional shape, which 
may differ in free energy (i.e., thermodynamic stability).

Small RNAs are models for evolvability for the following reasons: (1) 
there is a genotype-phenotype distinction. The genotype is the nucleotide 
sequence of the RNA (or the DNA sequence of the gene that encodes it), 

Figure 6.1  Secondary structure in small RNA molecules is defined by intramolecular 
base pairings that generate various loop-like structures. The molecule’s 
three-dimensional shape is determined by the secondary structure. Many 
different sequences can have the same shape, and even slight variations in 
secondary structure do not necessarily alter the shape. 

Source: Image reproduced with permission from Fontana (2002).
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while the phenotype is the secondary structure and the three-dimensional 
shape. The folding up of the molecules from a chain of ribonucleotides to 
a three-dimensional structure is analogous to the process of development. 
The relation of genotypes to phenotypes is many-one.4 (2) RNAs are capa-
ble of evolving, that is, of being replicated and stable over generations with 
modifications. (3) There is a reliable mapping of genotypes into phenotypes, 
given suitable conditions (such as temperature and ionic strength). (4) This 
mapping is epistemically accessible for a large number of different sequences, 
thanks to powerful biocomputational tools, enabling researchers to predict 
secondary structures as well as three-dimensional shapes from pure RNA 
sequence information.

It is especially the fourth feature that distinguishes the small RNA model 
from whole organisms and that makes it suitable for studying evolvability. 
The epistemic accessibility of a vast number of genotype-phenotype relations 
allows for a kind of modal modeling, namely computing the GP map for a 
large number of possible sequences, most of which will never be realized. For 
illustration of the sheer magnitude, if one were to make just one single mol-
ecule of every RNA sequence with a length of 79 bp the aggregate of them 
would weigh more than the Earth (Manrubia et al. 2021)! Of course, only a 
small subset of this vast space of possibilities can be modeled. Fontana and 
Schuster (1998) built a computational model for studying so-called neutral 
networks in the space of possible genotypes. These are regions in genotype 
space that map into the same phenotype, as defined by a three-dimensional 
shape (see Figure 6.2).

The neutral network model provides a solution to the problem of how a 
molecule can evolve into a new shape (and potentially acquire a new func-
tion) by a process that requires several mutational steps. Throughout the 
process, that is, until the final mutational step, the molecule retains its old 
shape and therefore its old function (should it have one), thus providing an 
explanation for the evolvability of these molecules. Of course, the same re-
sult could be reached by following a different path in the sequence space, 
but paths that lie outside the neutral corridors might disrupt the molecule’s 
function (and therefore stop the process short because the organism with 
disrupted small RNAs might not be viable). Thus, the small RNA model pro-
vides a simple and tractable model of evolvability. In the following section, I 
will examine the relationship between evolvability and biological possibility 
within the scope of this model.

6.4  Evolvability as Accessibility in Genotype-Phenotype 
Map Space

The neutral corridors in the GP-map space show which genotypes are acces-
sible from any original genotype by a series of random genetic changes that 
are (1) not too unlikely to occur jointly in an actual population and (2) com-
patible with development and reproduction. Namely, those genotypes that 
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are located in an adjacent region, with respect to the original genotype, of the 
GT map are accessible. I would like to suggest that this kind of accessibility 
can be used to define the relevant sense of possibility that underlies evolv-
ability explanations in evo-devo. In order to see this, let us compare it to an 
account of accessibility that has been used to clarify the concept of biological 
possibility by way of a modal logic.

Figure 6.2  This map represents a simple genotype space for small RNAs. Each point 
in this space represents a possible RNA sequence. Neighboring points 
can be reached via a single one-nucleotide mutation. Each colored net-
work in this space represents a series of changes that do not affect the 
molecule’s shape and are therefore selectively neutral. Different colors 
represent different shapes, so a transition to a network shown in a dif-
ferent color here is not necessarily selectively neutral. This map shows 
that some transitions are likely because a random step out of a neutral 
network will take into a specific neighboring network (but not necessarily 
vice versa). Some changes are extremely unlikely because they would 
require several mutations to occur to transition from one network to 
another (see Figure 6.3). 

Source: Image reproduced with permission from Fontana (2002).
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Probably the most elaborate attempt of this kind so far has been pro-
vided by Max Hindermann (né Huber) in his PhD thesis (Huber 2017). 
Hindermann’s modal logic refines and formalizes an idea presented by 
Dennett (1995). In order to conceptualize biological possibility, Dennett 
invented the “Library of Mendel” (LoM), a library that contains all the 
genomes that can be constructed from the four DNA bases A, T, C, and G 
(inspired by Jorge Luis Borges’s “Library of Babel”). A “reader-construc-
tor” maps genomes from the Library of Mendel to phenotypes. Biological 
possibility is then defined by Dennett in terms of an accessibility relation 
for genomes:

X is biologically possible if X is an instantiation of an accessible genome or a 
feature of its phenotypic products.

It is clear in Dennett’s account that biological possibility is always relative 
to a given genome, g. A biological organism is possible at g to the extent in 
which it is the phenotypic product of a genome g′ that is accessible from g 
(e.g., by a series of point mutations or sequence rearrangements). The more 
accessible g′ is from g, the more possible its phenotypic product at g.

Dennett did not specify the relevant accessibility relation. This is where 
Huber’s (2017) account comes in. He first reformulates the Library of Men-
del as a relational structure (61):

The Library of Mendel is a relational structure 〈ΣM, RM〉 where the domain 
is the language of the Library of Mendel M and the binary relation is the 
accessibility relation RM.

Figure 6.3  A GP map for the neutral network shown in Figure 6.2, showing the pos-
sible transitions between different phenotypes (i.e., different shapes of the 
RNA molecule). 

Source: Image reproduced with permission from Fontana (2002).
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The language of the Library of Mendel consists of an alphabet containing 
the four nucleotide bases A, G, C, and T. Biological possibility is then defined 
in terms of satisfaction of the binary relation (61):

Some x is biologically possible at g ∈ ΣM if and only if there is some g′ ∈ ΣM 
such that gRMg′ and x is an instance of g′ or a feature of the phenotypic 
products of g′

Finally, Huber provides an interpretation of the accessibility relation RM:

For g, g′ ∈ ΣM, gRMg′ if and only if there is a solution to a string editing prob-
lem with respect to g, g′.

A string editing problem is the problem of obtaining some string of sym-
bols from another string by the least costly set of edit operations. For ex-
ample, the string “AACTTC” can be obtained from the string “GGCTTC” 
by an edit operation that replaces all Gs in the string with As. The same 
sequence could also be obtained by first replacing all Cs with As, then chang-
ing back all As to Cs, and finally replacing all Gs with As. The latter edit 
operation would be more costly. For most cases, we can identify the number 
of edit steps needed with the cost; in other words, the cost of each step is 
identical. However, there might be cases where the cost varies with the kind 
of change introduced. For example, we could consider operations that can-
not be brought about by an existing biological mechanism as being more 
costly. Alternatively, we could make the edit cost depend on the amount of 
metabolic energy needed. In any case, the solution to a string edit problem 
depends on the assumption of a cost function, and the space of biological 
possibility is going to be relative to such an assumption.

This formulation in terms of string editing allows Huber to use the string 
edit distance as a measure of possibility. Several such measures exist; for 
example, the Levenshtein distance is defined as the minimal number of op-
erations needed to transform one string into another. As new genomes arise 
by mutation and recombination of existing genomes, the number of such 
changes needed to obtain a new genome from an existing one seems like a 
biologically relevant measure of accessibility.

Thus, in brief, according to Huber, the fewer mutational or recombina-
tional steps are required to create a genome g′ from an existing g, the more 
accessible and hence the more possible the latter is with respect to the former. 
This seems well in line with the intuition that, whatever biological possibility is, 
it must be relative to a given organism or lineage and it must come in degrees.

I think that Huber’s account may capture some relevant sense of “biological 
possibility;” however, I will argue now that it is not the sense that underlies the 
concept of evolvability. There are several differences. First, the most obvious 
one is that Hindermann’s accessibility relation—let’s call it “H-accessibility” 
where “H” stands for Hindermann—refers only to nucleotide sequence, while 
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E-accessibility (“E” for “evolvability”) refers to sequences plus phenotype. This
already implies that different modal concepts must be in play here.5 However, it
should be noted that something like the string edit distance is also a component
of E-accessibility. In the models at hand, biologists used not the Levenshtein
distance but the Hamming distance, which is the number of individual positions
in which two strings differ. In the small RNA model, they define a “neutral
neighbor” as a sequence that gives rise to molecular shape α any sequence that
gives rise to the same shape that can be produced by a single point mutation,
that is, has a Hamming distance of 1. This neutral neighbor will itself have
neutral neighbors, and so on, until we arrive at a sequence that gives rise to a
different shape β. The distance between α and β in phenotype space can then
be defined as the transition probability that a sequence that folds into β is
produced from an α-folding sequence by a series of random point mutations,
which is proportional to the number of genotypes that fold into shape α that
are adjacent to genotypes that fold into β (Stadler et al. 2001, 258). Thus, dis-
tance in sequence space—here measured by the Hamming measure—is neces-
sary but not sufficient because even two close locations in sequence space could
be in non-adjacent regions of the GP map (see Figure 6.3 for an example).

A second difference is that the Levenshtein distance is necessarily symmet-
rical because any string edits that can be used to obtain a sequence G′ from 
sequence G can be carried out backward to produce sequence G from G′. By 
contrast, E-accessibility is not always symmetrical. In other words, there are 
evolutionary changes that are irreversible or that would take much more time 
than the corresponding change in the opposite direction (see again Figure 6.3 
for an example). While this feature might seem counterintuitive, there are 
everyday examples that share this feature. Consider a map of Switzerland 
with Geneva sitting at the tip of the appendix in the extreme West of the 
country. The canton of Geneva is surrounded by France (it shares about 
150 km of border with France and 4 km with the only neighboring Swiss 
canton of Vaud). Thus, when you step outside Geneva at a random location, 
you are very likely to find yourself in France. By contrast, when you step 
outside of France at a location randomly chosen on France’s entire national 
border, you are, of course, not at all likely to be in Geneva. It’s the same in the 
neutral networks. This kind of accessibility, too, is asymmetrical.6

Third, the Levenshtein distance can be used to define a metric space with 
the string edit distance as the relevant distance function. By contrast, E-ac-
cessibility is non-metric, which is already implied by the fact that it allows 
asymmetric relations. However, even though E-accessibility is not technically 
a distance measure, a binary relation of nearness can nonetheless be defined, 
for example, by considering some shape α and all the shapes that are ac-
cessible from it by random events above a certain likelihood threshold as a 
neighborhood (Fontana and Schuster 1998).

The choice of this threshold is not arbitrary but is informed by biological 
considerations, namely mutation rate, population size, or time frame (Stadler 
et al. 2001, 258). This has to do with the epistemic purposes of these models. 
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Their goal is to explain real evolutionary patterns. Therefore, they judge the 
possibility of certain changes under the actual conditions under which the 
evolutionary processes in question actually occur, which include the param-
eters just mentioned. Given enough time, a practically unlimited population 
size, and/or a sufficiently high mutation rate, any RNA shape could evolve 
from any other. But under real-world conditions, including limited time and 
population size, some transitions will be so unlikely as to have no evolution-
ary significance. It is these transitions that are judged to be inaccessible and 
hence impossible by biologists. Thus, judgments of possibility and impossi-
bility depend on the explanatory purposes of these biological models.7

The last feature also points us to the limits of a purely probabilistic con-
strual of evolvability such as Brown’s (2014) propensity account. While 
probabilistic considerations do play a role in evolvability explanations, as we 
have seen, the propensity account does not fully account for biological prac-
tice because evolvability is often construed as a threshold property. Evo-devo 
researchers are interested in finding out “which evolutionary changes are 
possible or easy to achieve” (Hansen and Pélabon 2021). Probability consid-
erations are often used alongside studying possibilities, so the two accounts 
are not mutually exclusive. But why would biologists talk about possibility if 
they were merely interested in how likely some changes are?

In the following section, I take a closer look at the relevant sense of modality.

6.5  What Kind of Modality?

In the previous sections, we have seen that evolvability and the underlying 
sense of possibility can be construed, at least in some cases, in terms of a kind 
of nearness in GP-map space. In this section, I will investigate further the 
nature of this space and compare the resulting sense of possibility with other 
conceptions of modality.

As we have seen, existing proposals concerning biological possibilities 
construe them as obeying a distance metric that defines a metric space or 
topology in the mathematical sense. This means that distances satisfy certain 
axioms, including symmetry and the triangle inequality: distance (x, z) ≤ 
distance (x, y) + distance (y, z). The Hamming and Levenshtein distances 
mentioned above define metric spaces; the Hamming distance if only point 
mutations are considered and the Levenshtein distance also for other muta-
tional operations. No such metric distance is defined in the GP maps of our 
example. It contains only a much weaker ordering relation, namely to a so-
called pretopology which is defined by a system of neighborhoods and allows 
asymmetries.8

The modalities generated by the RNA models are also different from the 
standard philosophical account of modality due to Lewis (1979). This account 
tries to define the notion of nearness of possible worlds by considering how 
similar such worlds are to the actual world (@). Lewis proposed to measure 
this similarity in terms of how big a violation of natural laws or “miracles” 
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would be required to transform a world into actuality. If it takes a bigger 
miracle to turn world w into @ than world w*, then w* is more similar or 
closer to @ than w. The magnitude of miracles is to be assessed by using a 
system of weights and priorities according to which avoiding (1) “big, wide-
spread, diverse violations of law” take priority over (2) the maximization of 
the “spatiotemporal region throughout which perfect match of particular 
facts prevails,” which in turn has more weight than (3) avoiding “even small, 
localized, simple violations of law,” while (4) securing “approximate similar-
ity of particular fact, even in matters that concern us greatly” are of “little 
or no importance” (Lewis 1979, 472). These priorities are intended to cre-
ate a metric ordering relation for judging the truth value of counterfactuals 
such as “had I not taken the milk off the stove, it would have boiled.” This 
counterfactual is true because, in the most similar possible world where I do 
not take the milk off the stove, which differs from actuality in a matter of 
particular fact as in (4), the milk would have boiled. This is true because this 
world is more similar to actuality than a world where, all of a sudden while 
I was answering the door, the boiling temperature of milk jumped to 3000°C 
due to a localized violation of physical laws as in (3).

What is notable is that this account of possibility does not take into ac-
count whether there is an actual process or mechanism that could transform 
a world into actuality.9 This is evident in Lewis’s appeal to miracles. What 
biologists are more often interested in, by contrast, are such alternative sce-
narios for the realization of which there exist naturally occurring biologi-
cal processes that preserve the life of the organisms involved (Weber 2017, 
forthcoming). In our RNA example, these two requirements are evident. The 
latter requirement is the reason why the biologists considered RNA genomes 
that fold into the same shape accessible because this means that the RNAs 
can preserve their function and thus sustain the life of their host organism. 
Furthermore, as we have seen, biologists considered evolutionarily relevant 
such genetic modifications that are sufficiently likely to occur by a small num-
ber of spontaneous mutations in a realistic population size, mutation rate, 
and time frame. Any other possible scenarios are not relevant for the epis-
temic purposes of this inquiry and can therefore be disregarded. This includes 
in particular neighboring possible worlds according to Lewis’s criteria as well 
as the possibilities characterized by the Levenshtein distance. In the conclud-
ing section, I will draw some general lessons from the present analysis of the 
small RNA models for evolvability.

6.6  Conclusions

I suggest that several lessons can be drawn from this inquiry into how evo-
lutionary biologists model the possible. First, I have argued that the concept 
of evolvability that is used in the type of evolutionary models considered 
here contains an underlying modality that is distinct from any other kind of 
modality that has previously been postulated by philosophers (but related to 
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my notion of biological normality; see Weber 2017, forthcoming). Modality 
or biological possibility in this sense is a kind of accessibility in GP space, 
a relation which in some cases has unusual properties including asymmetry 
and the fact that it does, mathematically speaking, not form a topology but 
only a pretopology. This sets it apart from standard accounts of possibility, 
which posit metric modal spaces.

Second, the present analysis shows that judgments of possibility in biologi-
cal models depend on the epistemic purposes of these models. Their purpose is 
to account for the phenomena, that is, evolutionary patterns such as direction-
ality and punctuated equilibria. For this purpose, biologists working on the 
RNA model examined here needed to find out how to divide up the vast space 
of nearly endless variations of RNA sequence not only in regions that are close 
in terms of Hamming or Levenshtein distance—which are still vast—but which 
are also safe to travel for real evolving populations and can be traversed in a 
reasonable amount of time under the given constraints (mutation rate, popula-
tion size). Thus, the explanandum phenomena and the evolutionary conditions 
of real populations determine what possibilities from the endless frontier of the 
Library of Mendel are relevant. Possibilities that are not relevant in this way 
do not enter into the picture and are therefore not subject to biological mod-
eling. This includes also the modalities created (or picked out, if you prefer) by 
an accessibility metric such as David Lewis’, which was constructed in order 
to account for the truth values of counterfactual conditionals, for example, in 
order to give a reductive account of causality (Lewis 1987). Philosophers of 
causality have largely abandoned the latter project (Woodward 2003). The ex-
tent to which the modal structures examined here might be able to underwrite 
justified counterfactual statements (not necessarily causal) about evolution10 is 
an open question that is beyond the scope of this chapter.

Third, due to the special model system considered—small RNA mol-
ecules—it might be suggested that the biological possibilities examined here 
are not distinct from physical or “nomological” possibilities. After all, we are 
dealing with molecular species which behave in accordance with physical-
chemical laws. I do not want to deny this, and I do not want to stay too 
attached to the terms “biological” and “physical;” however, it should be 
noted that the possibilities examined here are relative to taking a certain 
perspective, which is typical for biology. I am talking about a functional per-
spective. In the models examined here, this perspective manifests itself in the 
focus on shape-preserving transitions, which serves as a stand-in for function 
preservation. As I have argued, the biologically possible is constrained by the 
need to preserve the life of some organisms under the changes considered. 
This usually means that biologists will consider large regions of the modal 
space irrelevant because nonviable organisms will not have any influence on 
future generations. To use an extreme case as an illustration: if getting from 
one viable form to another would require evolution to transition through 
some lethal form or a form with meager chances of survival, then this is 
not an evolutionarily possible path and hence not a biological possibility, 
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even though the resulting end form may itself be viable and the two forms 
may even be very close in genotype space. These constraints on possibility 
result from taking an evolutionary perspective and may not arise if one takes 
a purely physical or chemical perspective.

The general conclusions drawn here might also be applicable to more 
complex examples of evolvability from evo-devo. It must be admitted that 
the case of the small RNA models discussed here is quite special, not only 
because of the simplified nature and the availability of a complete GP map 
but also because neutral networks are not the only mechanism that makes 
for a highly evolvable system. As we have seen, neutral networks may be 
described as a realization of a broader phenomenon called robustness, which 
in this context means a kind of (phenotypic) invariance under perturbations. 
If a biological system is not able to buffer, to some extent, variations of its 
genome such as to allow for larger reconstructions it will never be able to 
give rise to novel forms (Pavličev and G.P. Wagner 2012a; Wagner 2013).11 
Thus, only a tiny bit of the vast space of possible genotypes can be realized 
by evolution. While our discussion in this chapter has focused on a particular 
type of model system, namely small RNA molecules, research using other 
computationally tractable systems such as protein folding, artificial life, or 
transcription factor binding has reached similar conclusions (Manrubia et al. 
2021). There are thus reasons for thinking that the modal spaces for a broad 
range of biological systems resemble those that I have examined.

Notes

 1 I owe this formulation to James DiFrisco.
 2 See Herbert Simon’s (1962) parable of the two watchmakers, one of whom is 

more efficient because he builds his watches in a modular fashion, allowing him 
to conserve modules already assembled. I am indebted to James DiFrisco for sug-
gesting this analogy.

 3 Here is an example from community ecology: we have prima facie reasons to 
think that only species with the same food and habitat requirements can survive in 
the same place because ecological models demonstrate that there must always be 
one species that outcompete all the others in a winner-takes-it-all type of competi-
tion. However, empirical evidence clearly shows that very similar species can and 
do peacefully co-exist in one and the same habitat. This paradox was resolved by 
postulating and verifying various coexistence mechanisms that prevent interspe-
cific competition from running its course (Weber 1999). The case is similar to the 
classic how-possibly explanations in that we have some kind of a theorem accord-
ing to which some phenomenon is impossible, and then mechanisms are suggested 
for how it can be possible after all.

 4 In more complex cases, it is rather many-many, but here the genotype pretty much 
determines the phenotype, at least under normal conditions (temperature, ionic 
strength).

 5 Thanks to Fabrice Correia for pointing this out to me.
 6 The counterintuitive properties of the modal space may be attributable to its ex-

tremely high dimensionality. James DiFrisco also suggested to me an intuitive 
reason, namely that it is in general easier to break or obliterate a trait than to 
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build one. R.A. Fisher (1930) has illustrated this idea with the example of a mi-
croscope: the more adjustable knobs it has for focusing the image, the less likely 
it is that turning them randomly will produce a sharp image. He also proposed a 
geometrical argument involving fitness landscapes as to why mutations with small 
effects are more likely to be advantageous than mutations with large effects.

7 This does not imply that modal statements do not also depend on what is consid-
ered to be objectively the case, as Tarja Knuuttila has pointed out to me. There 
are possibilities that, while perhaps being objective, have no biological relevance 
(Weber, forthcoming).

8 A critical discussion of the various kinds of mathematical spaces used in evolu-
tionary theorizing (sometimes metaphorically) can be found in Mitteroecker and 
Huttegger (2009).

9 Alistair Wilson pointed out to me that there are more recent possible world se-
mantics that are attuned to actual physics, for example, Loewer (2012; 2020); 
however, I think my point that these accounts completely ignore biological pro-
cesses stands.

 10 The existence of such statements is controversial; see Beatty (1995).
 11 James DiFrisco points out that robustness will also buffer against beneficial muta-

tions, thus potentially preventing adaptive change. I am not aware of any general 
solutions to this problem. In the model discussed here, it is simply assumed that 
some possible leaps from one neutral corridor to another will be advantageous to 
the organism, although this is not represented in the model.
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Synthetic Biology

Tarja Knuuttila and Andrea Loettgers

7.1  Introduction

Synthetic biology aspires toward the biologically possible by reimagining and 
building novel biological parts, devices, and organisms. It has heavily relied 
on the idea that it is possible to (re)engineer biology for useful purposes by 
recombining biological components. Indeed, one of the best-known projects 
of synthetic biology is the goal of standardizing biological parts, achieving 
so-called BioBricks that could be combined in a Lego-like fashion into new 
biological designs with useful novel functions.1 Alongside standardization, 
the goal of (re)wiring has been formative for synthetic biology. The guiding 
idea is to build biological circuits from well-characterized biological parts 
based on general design principles, describing, for instance, different control 
mechanisms. Such general design principles are often transferred from other 
scientific domains, especially from engineering.

The publication of the first two synthetic genetic circuits in Nature (2000) 
is often regarded as the beginning of synthetic biology proper. These syn-
thetic genetic circuits were constructed from biological components that 
were wired according to a select circuit design, borrowed from engineering, 
to perform a particular function, and then implanted into living cells. One 
was a synthetic toggle switch (Cameron, Bashor, and Collins 2014), and the 
other, the repressilator, was modeled on the ring oscillator, a familiar compo-
nent in electronics (Elowitz and Leibler 2000). The repressilator implements 
a negative feedback loop between transcriptional repressors and can create 
oscillations in protein levels. It was later shown that the addition of a positive 
feedback loop to the negative feedback loop would increase the robustness 
and tunability of oscillations (Stricker et al. 2008). Results such as these led 
to the expectation that synthetic biologists could rewire and reprogram or-
ganisms for useful ends such as, for example, producing novel therapeutics, 
materials, and biofuels.

Although much of synthetic biology still relies on tedious trial-and-error 
experimentation in a laboratory, the possibility of constructing novel genetic 
circuits and implementing them within living cells showed that biology might 
be rationally engineered, even allowing for the introduction of “foreign” 
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design principles from engineering into biology. Synthetic biologists might be 
able to engineer leaner and more effective designs than the structures result-
ing from natural evolution. This aim of synthetic biology—to extend beyond 
natural evolution toward possible biology—has its clearest expression pre-
cisely in the engineering-oriented program of rationally designing and assem-
bling novel, non-natural biological systems and parts.

How should we analyze the modal character of synthetic biology, which 
extends beyond natural evolution? Drawing on the combinatorial nature of 
synthetic biology’s engineering agenda, we use insights from David Arm-
strong’s combinatorial theory of possibility to investigate the development 
of synthetic genetic circuits. Armstrong’s theory approaches possibilities in 
terms of the combination of actual elements of the world that appears well-
suited to the construction of synthetic genetic circuits. We argue that apart 
from the principle of combinatorialism, two other features of Armstrong’s 
theory are crucial for synthetic biology: structural universals and the require-
ment of their instantiation. The search for general design principles, which 
we conceptualize as structural universals, is one of the primary goals of un-
derstanding biological organization. It is one thing to be able to mathemati-
cally model a particular possible system and quite another to actually succeed 
in building a functional biological construct in the laboratory and implement 
it in a living biological organism. Synthetic biology studies whether various 
design principles, often transferred from other disciplines and modeled in 
systems biology, can in fact be realized in existing biological systems.

We proceed as follows: we begin by revisiting how synthetic biologists 
have conceived of potential biology in terms of a space of biological possi-
bilities where novel synthetic systems lie elsewhere than on the path of evo-
lutionary explorations (section 7.2). In section 7.3, we will look at Daniel 
Dennett and Andreas Wagner’s use of the idea of all possible DNA sequences, 
also called the Library of Mendel, to conceptualize the space of biological 
possibilities. We argue that although combinatorial in nature, the idea of 
such a vast library does not capture the particular challenge of constructing 
synthetic genetic circuits. Instead, we apply Armstrong’s combinatorial theory 
of possibility (section 7.4). In section 7.5, we study structural universals, their 
exploration, and instantiation in systems and synthetic biology. Section 7.6 
concludes.

7.2  Extending the Space of the (Biologically) Possible through 
Synthetic Biology

In a programmatic article published in Nature, two leading synthetic biolo-
gists, Michael Elowitz and Wendell Lim, discuss the importance of the 
“expansion of biology from a discipline that focuses on natural organisms to 
one that includes potential organisms” (Elowitz and Lim 2010, 899). They 
urge biologists to follow the examples of physics and chemistry which study 
“the physical and chemical principles that govern what can or cannot be, 
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in natural and artificial systems” (Elowitz and Lim 2010). This analogy high-
lights the notion that more general principles might also govern biology and 
that the utilization of these principles could provide access to unexplored 
areas of the space of biological possibilities—consequently extending biological 
research beyond naturally evolved organisms and their evolutionary paths. 
Figure 7.1, taken from Elowitz and Lim’s article, encapsulates the idea of 
expanding biology through synthetic biology. The image shows how synthetic 
biology could take biology into directions different than those of natural 
evolution and, more extensively, explore the space of biological possibilities. 
While evolutionary exploration follows a gradual path, synthetic biology 
explorations offer shortcuts to other areas within the space of possibilities not 
reachable by evolution (indicated by dashed lines).2

How should this space of naturally evolved and potential organisms be 
understood? Elowitz and Lim do not explicate their conception of the space 
of biological possibilities, nor what they mean by evolutionary exploration. 
They focus on how synthetic biology explorations into possible biology 
might also be beneficial for understanding actual biology. Among the many 
benefits are the insights the lab-constructed synthetic genetic circuits provide 
on natural circuit-design principles that would be hard to come by using the 
conventional method of perturbing natural systems. Synthetic biology ap-
proaches are also helpful for developmental biology in finding out, for exam-
ple, what kinds of circuits would be sufficient to program the development 
of organisms (Elowitz and Lim 2010, 890). Moreover, synthetic biology 
supplies a complementary approach for the study of metabolic networks, 
where instead of studying metabolic pathways in distinct organisms, it can 
combine enzymes from many species to explore what kinds of metabolic 
networks are possible (Elowitz and Lim 2010).

Figure 7.1  The expansion of biology from natural organisms to potential organisms. 

Source: Elowitz and Lim (2010, 890).
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As the examples mentioned above show, synthetic biologists are not aiming 
to construct networks that would necessarily be comparable to actual, natu-
rally evolved networks. Elowitz and Lim’s approach to building synthetic cir-
cuits is more akin to modeling as they are interested in more “basic science” 
questions. They argue for complementing biological practice, attuned toward 
the details of idiosyncratic, actual systems with a “simpler, more modular and 
more predictable alternative” (Elowitz and Lim 2010) In the same vein, Lim 
and colleagues argue in a review article published in the same year, that “by 
building minimal toy networks, one can systematically explore the relation-
ship between network structure and function” (Bashor et al. 2010).

Given the modal character of synthetic biology, the oft-repeated criticism 
that organisms are not engineered artifacts (e.g., Nicholson 2019) seems, 
at least partially, beside the point. The implementation of design principles 
from engineering can also be viewed as an investigation into the extent to 
which biological systems are adaptable enough to allow for organizational 
structures that are simpler than those of natural systems, and not outcomes of 
evolution. Following Herbert Simon, synthetic biology could be considered 
as part of the sciences of the artificial, where artifacts are designed according 
to what “ought to be, that is, in order to obtain goals and to function” (Simon 
2019, 5). Consequently, the parts and systems designed and constructed in 
synthetic biology could be taken as artifacts, and their engineering relies 
on the existence of well understood and probed design principles.

7.3  The Library of Mendel

As we saw in the previous section, Elowitz and Lim envision synthetic biology 
explorations through the notion of a possibility space that contains all bio-
logical possibilities. Referencing Borges’ “Library of Babel,” Daniel Dennett 
and Andreas Wagner have articulated a space of the biologically possible as a 
“Library of Mendel” that is basically a combinatorial space consisting of de-
scriptions of genomes, whose standard codes in known living systems consist 
of only four characters (A, C, G, and T). Dennett defines biological possibility 
in the following way: “x is biologically possible if and only if x is an instantia-
tion of an accessible genome or a feature of its phenotypic products” (Dennett 
1995, 118).3 Similarly, Wagner has invoked the metaphor of the library in de-
picting the spaces of evolutionary explorations (e.g., Wagner 2014). He consid-
ers “genotype libraries,” such as the libraries of protein genotypes, regulatory 
genotypes, and metabolic genotypes, a “giant realm of possibility” (Wagner 
2019, 40). Evolution explores such libraries through evolving populations.

One problem of casting biological possibility in terms of such libraries is 
their hyper-astronomical size. Due to the combinatorial explosion caused 
by the possible combinations of, for example, amino acids forming proteins, 
their number is far bigger than the estimated number of hydrogen atoms 
in the universe. The problem with such gigantic numbers is not just their 
incomprehensible enormity, but also the time available in the real world. 
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The time required for the evolutionary process to visit all possible states 
would be longer than the universe’s existence. This raises the critical question 
of how life could have evolved and enabled such a wide range of living forms 
on Earth.4 Apart from the vastness of the library, Dennett points out how 
the biological possibilities in such a library are in fact disappearing in it: the 
overwhelming majority of the “text” in such a library is gibberish, contain-
ing only “a vanishingly thin thread” of biologically meaningful “useful” text 
that could lead to viable organisms.

While libraries like this, as such, capture but an aspect of biological pos-
sibility, they address a key component of synthetic biologists’ understand-
ing of it. What matters is the combinatorial composition of elements within 
such libraries and how such a combinatorial approach ties to the concept of 
rational design: creating new biological functions through assembling stand-
ardized biological parts. However, due to the aim of their standardization, 
BioBricks are not simply strings of DNA—as the Library of Mendel would 
have it—but already artificial constructs. Shetty, Endy, and Knight have 
spelled this out clearly:

We define a biological part to be a natural nucleic acid sequence that 
encodes a definable biological function, and a standard biological part 
to be a biological part that has been refined in order to conform to one 
or more defined technical standards.

(Shetty, Endy, and Knight 2008)

Since the introduction of the BrioBricks standard in 2003, other standards 
for synthetic biological parts have been proposed.

In addition to the goal of standardization, synthetic biology faces the 
problem of assembly, that is, how biological parts can be wired together 
into genetic circuits able to produce desired behaviors and products. The no-
tion of general design principles, applied to biology and engineered systems 
alike, has been the guiding heuristic of the study of synthetic genetic circuits. 
Indeed, the basic science-oriented field of synthetic biology that experiments 
on different circuit designs investigates what kinds of design principles can 
be implemented within biological systems, thus also studying the limits of 
the engineering principles in biology (Knuuttila and Loettgers 2013; 2014; 
2021). While systems biology has studied different kinds of design princi-
ples abstractly with modeling, within synthetic biology, such abstract designs 
have provided blueprints for constructing functional biological circuits. For 
synthetic biology, the actual construction of such circuits and their integra-
tion into living cells is crucial. Within a cell, the circuit is exposed to interac-
tions and constraints of its cellular environment.

In what follows, we study these aspects of synthetic biology through David 
Armstrong’s combinatorial theory of possibility. It offers analytic resources 
to capture not just the combinatoriality of the synthetic biology program,  
but also the importance it places on the assembly of functional circuits as 
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well as their biological implementation. The questions of assembly and im-
plementation can be cast in Armstrongian terms as those concerning struc-
tural universals and their instantiation.

7.4  Armstrong’s Combinatorial Theory of Possibility

David Armstrong’s combinatorial theory of possibility (Armstrong 1986; 
1989) is based on combinations of states of affairs that consist of a particular 
having a property or a relation, between particulars (Armstrong 1997, 1).5 
These properties, like redness or the charge of a particle, and the distinct 
relations between such particulars, are universals that particulars instantiate. 
Starting from this combinatorialist premise, Armstrong’s account is natural-
ist in that it seeks to reduce the possible to the actual. He has characterized 
his naturalism as that of “actual-world chauvinism” (Armstrong 1986, 56) 
relating “the very idea of possibility to the idea of combinations—all the 
combinations which respect a simple form—of given, actual elements” (Arm-
strong 1986, 575). In other words, recombination is the key to modality, as 
possibilities arise from the reassembly of the existing parts of the world. Such 
combinations also cover the notions of contraction and expansion, which are 
important when it comes to evolutionary processes and synthetic biology.

The actual world of a combinatorialist consists of (1) individuals (particu-
lars) that can be characterized by (2) a set of properties and relations, and (3) 
the distribution of these properties and relations, which exhaustively specifies 
which individuals have what properties and in what kind of relationships 
they stand with one another (Kim 1986).6 Once individuals and their attrib-
utes (properties and relations) are established, all possibilities can be gener-
ated from them through combination and recombination.

While Armstrong perceives the world through this realistic naturalism, in 
terms of actual individuals, properties, and relations forming a single spati-
otemporal system, he cautions against viewing it as “a tinker-toy construction 
from three different parts” (Armstrong 1986, 577). Instead, these “elements” 
should be regarded as abstractions from states of affairs; only by “selective 
attention may [they] be considered apart from the states of affairs in which 
they figure” (Armstrong 1986, 57). According to Armstrong’s metaphysics, 
the world is an immense collection of states of affairs that consist of particu-
lars and universals. The simplest existing thing will be a simple state of affairs 
that consists of a simple particular instantiating a simple property. Each uni-
versal, such as redness, squareness, or roundness, is “one that runs through 
many” being identical in different particulars. Armstrong denies the inde-
pendent existence of universals, such as Platonic forms. Universals are noth-
ing without particulars; likewise, particulars are nothing without universals.

How, then, are individuals and universals related? Armstrong illustrates 
his solution to the problem by considering how the size of a thing stands in 
relation to its shape: “Size and shape are inseparable in particulars, yet they 
are not related. At the same time, they are distinguishable, and particular size 
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and shape vary independently” (Armstrong 1978, 10). This quote expresses 
Armstrong’s immanent realism, according to which, for each universal U, at 
least N particulars exist such that they are U. In addition to this “Principle of 
Instantiation,” there is the “Rejection of Bare Particulars,” which states that 
for each particular, x, there exists at least one universal, U, such that x is U 
(Mumford 2007, 29).

A particular can instantiate several universals, but the question is whether 
Armstrong adheres to a fixed-base ontology of simple individuals that do 
not have any proper parts. For instance, Kim (1986) thinks that Armstrong 
would need to commit to such a base. Armstrong allows, however, that it is 
a contingent matter: whether it is structures all the way down and whether 
any given individuals, properties, and relations are indefinitely complex (Kim 
1986, 586). For our purposes, it is essential to note that the combinatorial 
Armstrongian world is structured, most likely in highly intricate ways—and 
that Armstrong thinks that natural science and empirical investigation should 
have the last word on what kind of real universals there are.

In addition to monadic universals, there are higher-order universals, such 
as relations between universals. Armstrong distinguishes between conjunctive 
and structural properties. For instance, F & G would be a conjunctive prop-
erty, where F and G are themselves properties. The Library of Mendel, with 
its collection of all conceivable genomes (and their phenotypic outcomes), 
appears to be an example of a space composed of such conjunctive proper-
ties. Structural properties are more complex, involving relations in which 
any number of universals might be in various types of relationships with one 
another. Like monadic universals, structural universals are properties that 
different individuals can instantiate.

One problem in Armstrong’s account that has generated much philosophi-
cal discussion is that there are no “alien” universals (Mumford 2007; Sider 
2005)—that is, there are no universals that do not occur in the natural world. 
While Armstrong allows for expanding the world by more individuals, the 
same does not apply to universals.7 The prohibition of “alien universals” fol-
lows from Armstrong’s actualism: some actual individuals need to instanti-
ate the building blocks of worlds. Irrespective of the philosophical problems 
concerning “alien universals,” it seems interesting to ask whether the pro-
gram of constructing synthetic genetic circuits would, for example, involve 
the investigation of alien universals not yet instantiated by any natural entity 
or system. It does not seem, however, that the practice of synthetic biology is 
committed to alien universals: it transfers designs from engineering and phys-
ics to biology, considering them more general design principles on the one 
hand, and seeks to develop such designs toward a more “biology-inspired” 
direction on the other (Goel, McAdams, and Stone 2013).

Scientific examples are needed to get a more concrete idea of what struc-
tural universals are. The molecule methane provides a stock example of 
structural universals within the philosophical discussion. Methane comprises 
four hydrogen and one carbon atom, forming covalent bonds between them. 



148 Modeling the Possible

Fisher explains methane’s status as a structural universal as follows: “If meth-
ane is instantiated, the molecule that instantiates it has five spatiotemporal 
parts. These parts must instantiate certain universals: four of the five parts 
instantiate hydrogen, and the remaining part instantiates carbon” (Fisher 
2018, 2). The compositional structure of structural universals has remained 
a subject of philosophical discussion. For instance, Lewis has argued against 
structural universals, among other things because methane has only one uni-
versal called “hydrogen” and not four (Lewis 1986). The consequent philo-
sophical discussion has offered various theories that attempt to explain the 
compositional nature of structural universals (see Fisher 2018). Regardless of 
how this problem may be solved, the notion of structural universals is crucial 
for understanding the synthetic biology agenda and the assumption of gen-
eral design principles in biology.

Along with the notion of structural universals, Armstrong’s emphasis on 
instantiation appears critical for understanding synthetic biology. As already 
discussed, Armstrong considers properties such as roundness as universal 
because different individuals can instantiate them. One universal can run 
through many individuals. The property of being round cannot exist by itself, 
but only in combination with an individual. States of affairs for Armstrong 
are particular bearings, such as a plate being round. The world, according to 
Armstrong, consists of nothing else than such states of affairs. They are com-
posite objects, consisting of a particular (this plate) and a universal (round-
ness). The states of affairs can be causally linked by laws that are instantiated 
in particular causal transactions by virtue of universals that are nomically 
connected (Mumford 2007, 53). There will also be different orders of state of 
affairs. The higher-order states of affairs constrain the states of affairs below 
them. Since the states of affairs are spatiotemporal, they will have a spati-
otemporal relationship with the other states of affairs. Armstrong assumes, 
moreover, that all states of affairs are causally linked to each other, drawn 
together in a causal net of chains and resulting in branches.8

While systems biology and synthetic biology both address the structural uni-
versals, the latter is also especially engaged in investigating their instantiation. 
Through engineering synthetic systems, synthetic biology studies whether some 
structural universals abstractly conceived by mathematical models can be im-
plemented in—or instantiated by—biological organisms and their parts. The 
science Armstrong has in mind is physics, where it is conceivable, at least to 
some degree, that laws provide the relations between the universals. In contrast 
to physics, there are few laws in biology. What could be considered structural 
universals in biology? We suggest that general design principles in biology could 
qualify as Armstrongian structural universals, comparable to physical laws.

7.5  The Study of Structural Universals in Biology

The search for, and exploration of, organizational or general design princi-
ples is not specific to synthetic biology, but concerns biology and biochemis-
try more generally (Montévil and Mossio 2015; Moreno and Mossio 2015; 
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Mossio 2024). Biochemist Michael Savageau defines a design principle as “a 
rule that characterizes some biological feature exhibited by a class of systems 
such that discovery of the rule allows one not only to understand known 
instances but also to predict new instances within the class” (Savageau 2001, 
142). The conceptualization of biological systems in terms of general de-
sign principles and attempts to formulate and search for such organizational 
principles has a long lineage in the biological sciences, especially in the areas 
leaning toward systems theory, physics, and engineering sciences (Bertalanffy 
1969; Hartwell et al. 1999; Wiener 1961).

Since Jacob and Monod’s (1961) operon model of gene regulation, biolo-
gists have entertained the idea that genetic control might be governed by nega-
tive feedback. Various feedback or feedforward loops commonly employed in 
engineering have been considered so generic that they apply to biology as well. 
Going a step further, such basic design principles could enable the develop-
ment of increasingly complex organizational structures. This combinatorial 
vision is constitutive of synthetic biology and its program of exploring biolog-
ical possibilities and producing novel functional biological parts and systems.

In terms of Armstrong’s combinatorial theory of possibility, biological 
functions9 could be conceptualized as (second-order) properties instantiated 
by circuits that consist of individuals and their properties arranged in specific 
ways. For example, transcription factors (individuals) arranged in a feedback 
loop give rise to the structural universal of homeostasis. Unlike the methane 
example, the structural-functional relationships in the biological feedback 
systems are not static; rather, the dynamics between network elements are 
required for the instantiation of biological functions.

Below, we will take a look at two different research strategies to study bio-
logical networks that are based on a combinatorial approach. The first aims 
to identify recurring structures in biological organisms using genomic data, 
whereas the second, the synthetic approach, seeks to engineer novel biological 
constructs from genes and proteins. The synthetic strategy differs from model-
based approaches, which impose a presumed organizational structure based on 
theoretical considerations that are heavily influenced by concepts and model 
templates transferred from physics, chemistry, engineering, and complexity 
theory.10 Focusing on material instantiations of dynamic structures and their 
products brings the synthetic biology approach closer to exploring objective 
possibilities, at the cost of being directly exposed to biology’s complexity.

7.5.1 Identifying Design Principles from Databases

The work of the systems biologist, Uri Alon, on network motifs is one of 
the first attempts to identify network structures from biological data. Ac-
cording to Alon “[t]he structure of biological circuits—the precise way that 
their components are wired together—provides them with special dynamical 
features” (Alon 2006, 2). Network motifs are, for Alon, the basic connectiv-
ity structures within biological circuits. In scanning through gene regulatory 
data, Alon and his group discovered connectivity structures that occur far 
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more frequently than would be expected if they occurred by chance (Milo 
et al. 2002). Alon’s strategy relates to Elowitz and Lim’s suggestion of using 
recurrent pathways in biological systems to investigate the design principles 
of biological organization. Instead of researching them directly in biological 
systems, Alon relied on data. Alon and his colleagues created a computer 
algorithm that searched for recurrent patterns in the gene transcription data 
of E. coli bacteria.

Figure 7.2 depicts one of the recurring patterns that Alon and his cowork-
ers discovered throughout their investigation. This particular network motif 
is a feedforward loop, which is defined as “pairs of source and target nodes 
that have two or more internally disjoint connecting paths” (Berka 2012, 
75). In a biological environment, such loops can, for example, speed up the 
production of proteins. Figure 7.2 depicts a network with three spatiotempo-
ral parts, with A and B representing transcription factors that bind to recep-
tor C. A feedforward network is a structure in which A directly controls C or 
through an intermediate transcription factor B.

A network motif such as the feedforward loop is notable for its abstract 
character. It can depict one of the underlying motifs of any kind of more com-
plex network, making it a structural universal that could be instantiated by dif-
ferent kinds of material entities. Alon, too, sees it this way. Network motifs are 
recurrent, statistically significant subgraphs or patterns in a larger graph. Net-
works of all kinds—natural, engineered, and social—studied in different scien-
tific disciplines can be represented as graphs composed of smaller subgraphs.

A precursor for the idea of network motifs can be found from the work of 
Holland and Leinhardt (1974). While they studied social networks, introduc-
ing methods to identify different types of subgraphs and testing whether the 
frequency of those subgraphs is higher than expected in random networks, 
Alon generalized their approach to cover gene regulation. Alon (2007) sought 
also to offer a biological justification for the particular network motifs he and 
his coworkers identified from the data. He attributed some specific biologi-
cal functions to different motifs, claiming more generally that “[e]volution 
seems to have converged on the same motifs in different systems and different 

Figure 7.2  Example of a network motif in the form of a feedforward network.
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organisms, suggesting that they are selected for again and again, on the basis 
of their biological functions” (Alon 2006, 253). Furthermore, he referred 
to the ability of each network motif to “carry out defined information-pro-
cessing functions” (Alon 2006), the notion of information-processing itself 
obviously extending also to other kinds of systems than biological ones and 
pointing toward the generality of the notion of a network motif.

Consequently, Alon appears to see the network motif as a (structural) uni-
versal that runs across various types of networks. As such, a network motif 
lacks biological or other specificity in the form of actual components and 
processes, conveying instead a generic relationship between a structure and a 
function that can be realized in materially distinct systems. Alon’s approach 
amounts to reverse engineering, that is, proceeding from the biology-specific 
data on genes and transcription factors to general structures. The dynamics of 
such structures can be mathematically modeled, thus providing blueprints for 
forward engineering approaches, for example, the construction of synthetic 
networks that explore the biological realizability of such structural universals.

7.5.2  The Synthetic Biology Approach for Exploring 
Biological Possibilities

Whereas Alon sought to identify actual patterns from data that are, in prin-
ciple, applicable to various kinds of possible systems, synthetic biology al-
lows for probing the realizability of different kinds of design principles in 
biological systems.11 As synthetic biologists Mukherji and van Oudenaarden 
have put it: “An important aim of synthetic biology is to uncover the design 
principles of natural biological systems through the rational design of gene 
and protein circuits” (Mukherji and van Oudenaarden 2009, 895). The pio-
neering work that Elowitz and his coworkers did on the repressilator, the 
other one of the two first synthetic genetic circuits, provides a good example 
of such a rational design approach.

The repressilator (Elowitz and Leibler 2000) is a network of three genes 
organized in a ring, inhibiting/repressing each other’s expression. It is a mo-
lecular analog of the ring oscillator, which is an electronic circuit made up of 
an odd number of NOT gates arranged in a ring with an output that oscil-
lates between two voltage levels. Elowitz and Leibler sought to see if the re-
pressilator exhibited similar dynamics. In the repressilator, each of the gene’s 
transcription factors (proteins) binds to the transcription site of its nearby 
gene, inhibiting its transcription. This arrangement can exhibit oscillations 
in protein production.

The success of the repressilator in producing oscillations has broader bio-
logical implications, in addition to being a significant feat of bioengineering. 
Biological control is assumed to occur through various types of oscillations 
and many biological phenomena are rhythmic or cyclical in nature, such 
as the circadian clock, body temperature, and metabolic processes. In con-
trast to the mathematical model, which served as a template for building 
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the repressilator, this synthetic model has the same materiality as naturally 
evolved biological systems. As a result, it is subject to the same constraints 
as biological systems and their components, even though the repressilator 
was built from genes that are not found in such a combination in any known 
natural system. The molecular components of the repressilator were chosen 
from various biological mechanisms to optimize the model’s properties of 
interest, such as the strength of the oscillations at the protein level, and to 
make the genetic circuit as independent as possible from the rest of the cell.

Being constructed from biological components and integrated into the 
E. coli bacterium, the repressilator system was obviously biological in contrast 
to models produced in other media, such as the original mathematical model. 
This was crucial for its modal significance. Although the biochemical interac-
tions in the cell are largely unknown, this embedment, as Waters (2012) has 
pointed out, “avoids having to understand the details of the complexity, not 
by assuming that complexity is irrelevant but by incorporating the complex-
ity in the models.” The repressilator showed that it was possible to imple-
ment a simple oscillatory system from engineering within a biological system. 
This raised high hopes concerning the engineering of biology for useful ends.

As for the actual construction process of the repressilator, the first step 
was to select a circuit design and create a mathematical model. Synthetic 
biologists commonly refer to such a mathematical model as the “blueprint”; 
it is needed to study the properties of the synthetic system, informing its 
construction. In the following stage, the synthetic repressilator was built in 
the lab and integrated into a live bacterial cell that continued to divide into 
a colony of cells, all of them hosting the repressilator. The researchers were 
able to transfer the lab-created repressilator plasmid into E. coli bacteria 
using the bacteria’s capacity to absorb extra-chromosomal DNA from their 
surroundings. Furthermore, to make the oscillations visible, green fluorescent 
protein (GFP) was fused to one of the three genes that served as a “reporter.” 
Through fluorescence microscopy, the researchers could then observe the 
gene’s protein level oscillations.

Positively surprised, the scientists found that the repressilator indeed pro-
duced oscillations, though they were noisy (contrary to what the underly-
ing mathematical model predicted). Several questions surfaced. First, could 
noise be conducive to biological systems? Second, are regular oscillations 
even possible in a stochastic environment like a cell? Third, how do the sto-
chastic fluctuations observed in the repressilator connect to other forms of 
noise that occur independently of those stochastic fluctuations? The Elowiz 
lab addressed these problems in subsequent research by both mathematical 
modeling and building further synthetic constructs. In addition to the syn-
thetic model, an electronic version of the repressilator was constructed (Buldú 
et al. 2007). The comparison between the electronic and synthetic versions 
of the repressilator is interesting in view of universals being instantiated, or 
multiply realized (cf. Koskinen 2019), by different material systems. The 
researchers reasoned that an electronic network provides a good analog of the 
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repressilator for the study of robust oscillations, since, as the researchers put 
it, “this system is subject to electronic noise and time delays associated with 
its operation […] since its parameters depend on the actual values of capaci-
tances and resistors […]” (Mason et al. 2004, 709). The researchers found 
that in the electronic repressilator, robust oscillations were possible in the 
presence of noise. Clearly, the material instantiation of the network made a 
difference, even though the underlying network design was basically the same.

The previous two decades have proven synthetic biology more difficult 
than anticipated (Endy 2005; Knuuttila and Loettgers 2013). The biochemi-
cal properties of biological parts and simple synthetic structures, as well as 
their interactions with the rest of the cell, are often not well understood and 
make it challenging to apply design ideas borrowed from engineering (Knu-
uttila and Loettgers 2014). Despite the difficulties, synthetic biologists still 
pursue a combinatorial engineering approach to biology. It is important to 
keep in mind, though, that the investigation of network architectures trans-
ferred from engineering to biology does not imply that synthetic biologists 
regard them as universals shared by both engineering and biology. Evolution-
ary design principles are unlikely to be very similar to design principles of 
engineering, yet biology may be adaptable enough to allow for an engineer-
ing-inspired construction approach. Moreover, the development of synthetic 
systems does in fact test the assumed flexibility of biological organisms and 
consequent possibilities of engineering them (Knuuttila and Loettgers 2013).

7.6  Conclusion

In this chapter, we have investigated the modal character of synthetic biol-
ogy by considering it through Armstrong’s combinatorial theory of possibil-
ity. Synthetic biology’s combinatorial nature is evident from its overarching 
engineering approach. In comparison, its aim of exploring general design 
principles within living biological organisms has gained less attention. We 
have suggested that the general design principles studied by synthetic biol-
ogy could be considered structural universals. For Armstrong, structural 
universals as such are mere abstractions in need of instantiation by actual 
particulars. Accordingly, while general design principles can be studied ab-
stractly by modeling, synthetic biology studies whether such principles and 
their consequent functions can in fact be realized by biological organisms. 
We have argued that synthetic biology does not mistake biology for engineer-
ing but rather uses engineered circuits to probe naturally evolved circuits 
and biological possibilities more generally. As Michael Elowitz has put it: 
“Natural circuits can inspire more effective synthetic designs, while synthetic 
circuits provoke unique questions about the natural circuits with which they 
interact” (Michael Elowitz).12

To be sure, the combinatorial theory of possibility has, as a philosophical 
theory, several problems that we have largely side-stepped, and things become 
even more complicated when applying this theory to scientific research (and not 
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just to some examples of distinct molecules like methane). One caveat of 
applying Armstrong’s theory to actual scientific research is its grounding in 
logical analysis. Consequently, interpreting actual scientific research through 
the concepts of the combinatorial theory of possibility may strike problem-
atic. We are at a loss, for instance, for providing a scientific interpretation of 
the idea that any and all recombinations of simple individuals, properties, 
and relations are possible (e.g., Armstrong 1986). Clearly, the philosophical 
attempt at accommodating our modal language does not necessarily provide 
the soundest scientific intuitions. We still believe, however forced our attempt 
to highlight the modal features of synthetic biology in Armstrong’s terms 
may be, that Armstrong would have supported such an endeavor. Apart from 
being a naturalist, he was an empiricist, who contended that “except for the 
primitive verities of ordinary experience, it is natural science that gives us 
whatever detailed knowledge we have of the world” (Armstrong 1997, 5).
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Notes

1 BioBricks conform to the restriction-enzyme assembly standard that cuts DNA at 
specific sites, catalogued in The Registry of Standard Biological Parts. The Regis-
try was founded in 2003 at the Massachusetts Institute of Technology.

2 The space depicted in this sketch comes closest to the morphological space.
3 It is noteworthy that Dennett allows for alternative genetic systems as well, which 

would lead to other spaces of possibilities. See Koskinen (2019) for a study of the 
modal character of synthetically created alternative genetic alphabets.

4 Wagner has a two-fold answer to the problem of big numbers. First, the evolu-
tionary explorations happen at the level of populations, whose members differ 
from each other, yet share the same phenotype. The libraries are structured as 
enormously complex genotype networks that are related to different phenotypes. 
Populations explore the genotype networks of these libraries by moving through 
genotype networks in small steps, for example, by way of mutations. Second, the 
neighborhoods in these libraries are diverse. As the networks are so large, popula-
tions drift within the genotype space widely, getting into different neighborhoods. 
For a discussion, see Chapter 3 in Wagner (2014).

5 A particular having a property, or a relation between two particulars are first-
order states of affairs. In second-order states of affair, first-order states of affairs 
have properties or stand in relation, or first-order properties and relations have 
properties or stand in relation (e.g., redness being a color), and similarly for 
higher orders (Meinertsen 2023). See also below.

6 See also  (Knuuttila and Loettgers 2022).
7 Later on, in his World of States of Affairs (1997), Armstrong attempted to ac-

commodate possibilities involving alien universals (for discussion, see Schneider 
2001).



The Combinatorial Possibilities of Synthetic Biology 155

 8 In World of States of Affairs (1997), Armstrong embraced a new view of instantia-
tion: the idea that particulars and universals are partially identical. The new view 
is not consistent with his earlier contingentist ideas of combinatorial freedom. As 
Mumford puts it: “[Armstrong] no longer has any ground, therefore, for invoking 
the possibility that a universal have a further, additional instantiation to the one 
it has, nor that a particular could instantiate one further universal over and above 
the ones that it does” (Mumford 2007, 193). As a result, Armstrong appears to 
have left behind his earlier theory of combinatorial possibility entering instead 
into the realm of necessity.

 9 We treat functions here simply as activities that biological entities do by them-
selves. See (Wouters 2003) for different notions of biological function. We thank 
Marcel Weber for pointing out Wouters’ paper.

 10 For model templates, see Knuuttila and Loettgers (2023).
 11 See Ijäs and Koskinen (2021), who argue that synthetic biology can be used to 

explore biological possibilities through two mutually complementary strategies: 
the design of new-to-nature functional systems and the material redesign of extant 
functions.

 12 https://www.elowitz.caltech.edu/research.
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8.1  Introduction

Over the past few decades, the study of networks has spread like wildfire 
across the natural and social sciences. Network theory originated in formal 
graph theory and, for quite some time, remained confined to this specific 
domain of mathematics. At around the same time, network-based models 
were being employed in condensed-matter physics. A classic example is the 
Ising model of ferromagnetism, which consists of binary (“up” or “down”) 
magnetic moments arranged on a regular spatial lattice that interact with 
their immediate neighbors and undergo phase transitions to an aligned global 
configuration at some critical temperature via a random assortment of up or 
down spins (Ising 1925).

By the end of the 20th century, with large amounts of data becoming 
available across various scientific disciplines, network models entered other 
areas of investigation. Small-world and scale-free networks became common 
model templates that were easily transferred between disciplines (Barabási 
and Albert 1999; Watts and Strogatz 1998; reviewed in Barabási and Oltvai 
2004; Caldarelli 2007; Newman 2003; Watts 1999, among others). Such 
models are now regularly used in the study of metabolism, gene regulation, 
computer networks, power grids, networks of actors and mathematicians, 
the spread of disease, and the structure of language and communication. 
Structural analysis has been particularly useful for explaining the robustness 
of networks against perturbation and relatedly the percolation of perturba-
tions through a network.

Network models, by their very structure, appear to exhibit a surprising 
degree of generality, often in fields that famously lack it. Therein lies both 
their strength and their weakness: these models operate at a high level of 
abstraction, which makes them independent of the (often very complex and 
unknown) mechanistic details of the systems they are supposed to represent. 
The Ising model, for example, can be used as a general model of phase transi-
tions in networks precisely because of its high level of abstraction and lack 
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of context-specific detail. The downside is that structural models of networks 
only represent certain generic dispositional properties of systems (such as 
robustness) and ignore the causal factors that generate those phenomena as 
well as their dynamical, time-dependent realizations.

This imposes under-appreciated limitations on the applicability and scope 
of structural network models, as well as on their explanatory and predictive 
power. In particular, such models should not be used to explain phenomena 
that depend on system dynamics, broadly, or those phenomena for which 
the particular underlying causal mechanisms make a difference. In addition, 
even some generic structural properties, such as robustness, depend more on 
dynamics than is usually acknowledged. We will use network percolation 
in different contexts as one prominent example that illustrates this point. In 
summary, insights gained from structural network models should always be 
taken with a grain of salt. Yet, this basic fact eludes not only lay people but 
also many experts in the field, which leaves them susceptible to what White-
head (1925) called the “fallacy of misplaced concreteness,” or the inappro-
priate reification of abstract notions.

Often, static structural models of networks are only the first step toward 
dynamical models of a complex system. And yet, even if the analysis of a 
network is extended to its dynamic aspects, network-based approaches 
have important limitations. In particular, the analysis of dynamical systems 
is historically centered on linearization around steady states or asymptotic 
equilibria, ignoring relevant nonlinear transients, or system behaviors that 
differ from its long-term, asymptotic, or equilibrium behavior. Furthermore, 
the structure and boundary conditions of a system are usually assumed to 
remain constant over time. When a time-variable structure is considered, 
its dynamics are usually prescribed by the modeler, from the outside. And 
yet, many time-invariant dynamical systems change their structure endog-
enously. We have called the challenge of representing such time-dependent 
dynamic properties of systems the problem of diachronicity (DiFrisco and 
Jaeger 2019). The central issue here is the fundamental tension between 
simplicity and tractability and the complex nature of the systems we are 
studying.

Each time network models and structural analysis get applied to a new 
field, a transfer of model templates occurs between the original and the new 
context of application. A model template is an “abstract conceptual idea, 
which aims to capture the intertwinement of a mathematical structure and 
associated computational tools with theoretical concepts that, taken together, 
depict a general mechanism that is potentially applicable to any subject or 
field displaying particular patterns of interactions” (Knuuttila and Loettgers 
2014, 295). The generic ontology of model templates—in the case of the 
Ising model, consisting of magnetic moments that are binary variables lo-
cated on a regular lattice with coupling restricted to immediate neighbors, 
together with concepts taken from statistical physics—suggests the kinds of 
systems to which a template can be applied.
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Taking this into account, network models are very successful model tem-
plates not because they provide accurate representations of the target systems 
to which they are applied, but because of their generic ontology and associ-
ated conceptual framework that can be easily used for modeling a wide range 
of different systems (Knuuttila and Loettgers 2023). Analogously, we use lin-
ear analysis to study dynamical systems, not because we believe that complex 
systems are predominantly at steady state, but because this provides us with 
mathematical tools to analyze the system in a rigorous manner. When the 
wider context of complexity is forgotten, however, we run the risk of blinding 
ourselves to the idealizations of our models and the generic nature of the expla-
nations they provide. We observe that this problem is widespread in network 
science and other system-theoretic approaches across scientific disciplines.

Both structural network models and dynamical systems can be thought of 
as defining and generating abstract spaces of possibilities, parameterized by 
the modeled system’s features, that is, the specific formalisms, variables, and 
parameters that those models are built upon. In this way, model templates 
constrain and shape the space of possibilities of the models that are based on 
them. In general, the space of possibilities1 of static network models is a very 
low-dimensional space compared to the space of possibilities in a dynamical 
model targeting the same system. Static network models include formal vari-
ables and parameters like connectivity, degree distributions, or the number of 
nodes, and tend to exclude spatiotemporal features other than the inter-node 
relationships that define the topology of the network. By contrast, dynami-
cal models include temporal features (parametrized by rates of change, time 
scales, and relaxation times) and may also include spatial features. This grants 
them larger possibility spaces (called “configuration spaces” in dynamical sys-
tems theory), higher resolution on possible system states, and thus more deter-
minate information about actual (and possible) occurrences in space and time.

In what follows, we will briefly outline the history of the Ising model as a 
case study, with a specific focus on the various network models it inspired. 
Then we will analyze the processes of model template transfer that led to the 
application of these related network models across disciplines, from cogni-
tive neuroscience to cell and developmental biology, ecology, sociology, to 
economics. We will focus on the particular mismatch between abstract and 
idealized network-level models and the dynamic causal mechanisms they rep-
resent. In each case, the space of possible states of a static network model 
cannot capture the dynamic aspects of the modeled system because there is 
no simple or straightforward relationship between the structure (topology) 
and the dynamical behavior of a complex network. Each example will be il-
lustrated using examples from the relevant field of study.

8.2  The Origin of Network Models in Condensed-Matter Physics

One of the most successful network models in physics is the Ising model, de-
veloped during the 1920s by Ernst Ising. In the original version of the model 
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(Ising 1925), magnetic moments of atoms were modeled as binary variables, 
taking values of +1 (“up”) or −1 (“down”), which are arranged in a linear 
string. Magnetic moments only interact with their immediate neighbors in 
the string. Above a critical temperature Tc, all magnetic moments point in 
random up or down directions due to thermal fluctuations. At temperatures 
below Tc, the interactions between magnetic moments start to overcome ther-
mal motion, and the magnetic moments begin to align. Thus, at the critical 
temperature, the system undergoes a phase transition and becomes ferromag-
netic. In the original one-dimensional Ising model, such a phase transition 
could not be observed. However, in 1942, Lars Onsager showed that phase 
transitions occur in the two-dimensional case. Following this discovery, the 
properties and behavior of the model were explored systematically, by chang-
ing magnetic moments and interactions between them (Sherrington and Kirk-
patrick 1975). In this context, novel possibilities of performing simulations, 
enabled by technological progress in computer technology, played a key role.

8.3  Neural and Cognitive Networks

Physicists like John Hopfield recognized the possibility of applying Ising-
like models to neural networks in the late 1970s and early 1980s. While 
constructing a model of associative memory, (Hopfield 1982) made use of 
a spin-glass model, from which he transferred conceptual ideas, structure, 
ontology, and mathematical methodology to neuroscience. The most impor-
tant conceptual idea introduced this way to neuroscience is cooperativity, 
describing a particular quality of interaction between the components of a 
system that gives rise to specific kinds of observable behavior. In the case of 
the Ising model, this is illustrated by the phase transition from random to 
globally aligned spins. The interaction is modeled abstractly, removed from 
the specific mechanisms that cause phase transitions in magnetic systems.

Spin-glass models have their origin in the Ising model but differ from it 
in that they replace strict next-neighbor with infinite long-range interactions 
and feature coupling between the magnetic moments that decrease with dis-
tance. Even though the Hopfield model neglects many of the details of actual 
neural systems, it nonetheless has been a great success. This is largely due to 
the tractability of the model and the fact that the model allows for learning 
and the retrieval of patterns. Since then, recurrent Hopfield neural networks 
(Hopfield 1984) have come to form the very foundation of the connectionist 
approach to cognitive neuroscience as well as deep learning in artificial intel-
ligence research. The conceptual strength of such connectionist models lies 
in the simple representation of network structure, in particular, the abstract 
representation of neural interactions: positive for excitation, negative for in-
hibition (and zero for no interaction).

Connectionist network models are particularly suited to modeling and 
implementing learning processes. In this context, the emphasis lies entirely 
on network structure: the transformation of input to output depends on the 
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topology of the neural network that mediates it. Learning is implemented 
by algorithms that alter this wiring and the strength of interactions until 
an optimal structure is found. In this view, the difference between cognitive 
processes is explained by differences in the structure of the underlying neural 
networks.

The main issue here (as in many other examples) is that the map between 
network structure and system dynamics is degenerate. Many different struc-
tures can realize the same process, and many different processes can occur 
on the same structure depending on the broader context. In other words, 
network structure alone grossly underdetermines the behavior of the system, 
and is therefore inadequate as an explanation for specific cognitive processes, 
since it does not even address the dynamics of the system. Building on the 
problem of diachronicity, we call this the problem of correspondence be-
tween network structure and network function (DiFrisco and Jaeger 2019). It 
implies the basic failure of static structural models to capture essential causal 
factors that are required to generate the behavior of a neural or cognitive 
system. These factors are intrinsically dynamic and often exert their influence 
only transiently. The possibility (configuration) space of a static network 
model simply does not contain them, and in this respect fails to connect to 
its target phenomena.

8.4  Regulatory Networks in Cell and Developmental Biology

Recurrent Hopfield neural networks have also found their way into the study 
of regulatory networks in cell and developmental biology (Mjolsness, Sharp, 
and Reinitz 1991). Due to their ability to “learn” to reproduce patterns, 
they are ideally suited as network models for reverse engineering. In this 
approach, the structure of a gene regulatory network is inferred by fitting 
the model to data that represents the spatiotemporal dynamics of gene ex-
pression by the system (see, e.g., Jaeger and Crombach 2012). During this 
optimization process, the structure of the network is adjusted in a way that 
is analogous to machine learning and the connectionist approach to cogni-
tive neuroscience, until the model output resembles the observed expression 
dynamics as closely as possible. What results from this procedure is a net-
work model that “has learned to” reproduce the observed expression data. 
This approach not only yields a specific network structure, but the dynamical 
model of the regulatory network allows us to connect specific interactions 
and/or subnetworks to specific expression features in the data (e.g., Jaeger 
et al. 2004; Verd et al. 2018).

This explicitly dynamic approach can be contrasted to more general ap-
proaches that focus on network structure only. Famous examples are the 
work of Barabási and colleagues on global network analysis (Barabási and 
Oltvai 2004) or that of Uri Alon and colleagues on local network motifs 
(Alon 2007). Also worth mentioning are the gene regulatory networks 
claimed to implement a genetic program by Eric Davidson and colleagues 
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(e.g., Davidson et al. 2002; Levine and Davidson 2005). Other examples 
abound. The general idea is always the same: by pinning down the structure 
of a network, we supposedly are able to infer some of the underlying system’s 
generic properties. For instance, the widespread occurrence of power laws in 
the degree distributions of metabolic and gene regulatory networks suggests 
that these networks are robust to mutational and environmental perturbations 
unless the perturbations affect one of the rare network hubs—exceptionally 
highly connected network nodes from the fat tail of the power-law distribu-
tion. Another example is provided by the claim that particular small network 
motifs are “enriched” (and unexpectedly frequent) in regulatory systems 
since they are tied to specific functions, such as filtering or amplifying noisy 
input, or providing feedback control.

The fundamental limitation of all these approaches, again, lies in the sim-
ple fact that structure does not determine function (the problem of corre-
spondence). The dynamics of a process not only depend on the interaction 
of network components but also on other factors, for example, diffusion or 
boundary conditions such as the shape of the (often growing or changing) 
spatial domain on which they occur. Moreover, the dynamics of local network 
motifs depend on the context of the larger network they are embedded in. 
The demarcation of subnetworks always depends on the specific interactions 
that are selected as relevant out of a wider system of interactional complexity 
(Wimsatt 1972). Another issue is the chosen degree of abstraction. The model 
templates that structural network models of metabolism and gene regulation 
are based on are so widely applicable exactly because they abstract not only 
from molecular mechanistic details but also from dynamics in general.

Such abstraction can lead to various problems, especially when mechanistic 
claims are made on the basis of evidence from a purely structural model. One 
particularly salient example is the claim that power-law degree distributions 
indicate a specific mechanism of network growth—the preferential attach-
ment mechanism first proposed by Barabási and Albert (1999). As it turns 
out, power-law signatures are generic, occurring in a wide class of complex 
systems that exhibit simple path- or history-dependence in their dynamics 
(Corominas-Murtra, Hanel, and Thurner 2015; Perkins et al. 2014). At the 
same time, power-law distributions are extremely hard to detect unambigu-
ously from data (Broido and Clauset 2019; Clauset, Shalizi, and Newman 
2009). Therefore, based on finding such a signature, virtually no mechanistic 
inferences can be drawn with any certainty about the processes underlying 
the network or how they came to be.

But even uncontroversially successful claims to robustness must be scruti-
nized. Stuart Kauffman has famously claimed that living systems must exist 
in a particular dynamical regime that he called “the edge of chaos” (Kauff-
man 1993). This is not about the mathematical theory of deterministic chaos, 
which reveals that the behavior of many complex systems is highly sensitive 
to their particular initial conditions, but rather indicates a state of self-
organized criticality, in which the dynamics of biological regulatory processes 
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reside close to critical thresholds (such as those observed in the Ising model) 
that separate highly ordered and disordered dynamical regimes of the system. 
As a key characteristic, systems at the edge of chaos exhibit “islands of or-
der” in “a sea of disorder.”

Importantly, structural or environmental perturbations to any system that 
resides in such a stable island regime usually remain local due to the dynamic 
self-maintaining organization of the system. Contrast this with notions of 
percolation through network structure, where the propagation of pertur-
bations is modeled exclusively based on structural properties, such as local 
modularity in network connections or global small-world-ness of a network 
(the property that every component of the network can be reached from 
any other in a small number of steps). Evidently, these two notions of error 
propagation differ fundamentally from each other, since the latter does not 
take into account any dynamical properties of the system, such as varying 
time scales (delays) or feedback regulation, that may be able to buffer fluc-
tuations. Expressed in more technical terms: network robustness, as used in 
structural analysis, is not at all equivalent to the kind of structural stability 
conveying robust behavior that can only be identified through proper dy-
namical analysis.

Connectionist network models based on recurrent Hopfield neural net-
works (that are fit to quantitative expression data and validated against empir-
ical evidence, as described above) allow us to bridge the gap between abstract 
studies of network structure and dynamics in simulated ensembles of network 
models, and the empirical investigation of gene regulation at the molecular 
and genetic level. And yet, they still depend on the idealization of regulatory 
network structure, which is treated as static over the time course of a biologi-
cal regulatory process. In reality, however, such structures can be highly tran-
sient, depending on a diffuse assembly of stochastic molecular processes that 
are often actively involved in determining the behavior of the system. This 
limits the applicability of network models in these areas, with network edges 
becoming ill-defined, “fuzzy” and transient under closer scrutiny.

8.5  Ecological Networks and Ecosystems

Network concepts have long been used in ecology, but the arrival of math-
ematical network theory has led to a deluge of network modeling tools in 
contemporary ecology (see, e.g., Borrett, Moody, and Edelmann 2014). Net-
work models are used to capture qualitative patterns of connectivity and 
interaction among individuals and populations. A paradigmatic example is 
the trophic food web. This describes what eats what, or the general topology 
that channels the flow of primary production and detritus from autotrophs2 
to various levels of heterotrophs. The formal tools of network theory can 
be used to predict generic properties for different network topologies. For 
example, it is widely appreciated that modularly structured networks tend to 
be more stable to random perturbations than non-modular networks because 
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perturbations within a module are less likely to propagate to other modules 
(cf. Simon 1962). Similarly, the disruption of a hub, or highly connected 
node such as a “keystone species,” is more likely to percolate to many other 
nodes than the disruption of a peripheral, or less connected, node (see also 
section 8.4).

As we have already seen, static network models like trophic webs gener-
ally abstract from time and flatten a dynamic set of real-world interactions 
into a static structure of qualitative connections. It is therefore natural to 
suppose that networks may be a more useful modeling tool to the extent that 
the system being modeled is time-invariant—that is, the interactions targeted 
by the model do not depend in a significant way on timing, rates, relaxation 
times, temporal fluctuation, and so on. Real-world trophic exchanges (net-
worked food chains) would initially seem to be a good candidate for time-
invariant representation in an ecological context. However, the connectivity 
and even directionality of trophic networks can change as organisms undergo 
development. The marine and freshwater ecosystems that cover much of the 
earth are dominated by “life history omnivores”—species that feed from dif-
ferent trophic levels at different life stages. Many fish, for example, feed on 
phytoplankton after hatching and then on other fish as adults—including the 
very piscivorous fish that ate them while young (Montoya, Pimm, and Solé 
2006). When developmental timing is asynchronous, there will be multiple 
trophic networks at the same time, potentially with different stability proper-
ties, and disentangling them will require reincorporating time into the model.

Related to the feature of time-invariance, network models designed to 
capture system-level stability or robustness generally picture node variables 
as binary or “on/off” switches—like a gene knockout, electrical power sta-
tion failure, or species extinction. Network models are often enriched with 
concepts from percolation theory (e.g., Callaway et al. 2000), which investi-
gates generic network behaviors under removal or switch-like perturbations 
of nodes. As with time-invariance, this suggests that network models may 
be most applicable to systems whose components exhibit discrete “on/off” 
behavior. In ecology, an example would be the extinction or removal of a 
population from an ecosystem.

Even though extinction is a discrete event, the processes leading to it and 
deriving from it are inherently time-dependent. Therefore, the ecological role 
of a population can be difficult to capture as a discrete “on/off” phenomenon. 
Unlike the near-instantaneous percolation of failures in electrical networks, 
the effect of extinction of one population on another population takes time to 
manifest. In the phenomenon of “extinction debt” (Tilman et al. 1994), for 
example, habitat destruction has a delayed effect on species diversity—and 
this occurs even in linear systems (Hastings 2004, 42). The situation is more 
dramatic in a nonlinear context. Population biologists have long appreciated 
how nonlinear coupling between populations means that small-graded dif-
ferences in population size, interaction rates, and generation times can have 
disproportionately large effects on ecosystem dynamics.
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In order to be able to capture phenomena like extinction debt, models 
must take into account that real-world interactions between populations are 
dynamic processes that take place on multiple time scales. Their stability is 
not an instant all-or-nothing affair pertaining to the persistent identity of 
an abstract network, as described in network models of robustness, but is a 
composite of different stability properties of different components on varying 
time scales. This is fundamental for understanding ecological dynamics. As 
Alan Hastings (2010, 3472) writes:

Various internal timescales in ecosystems arise from the inherently di-
verse endogenous timescales over which different biological processes 
operate and the vastly different timescales of interacting species […] The 
dynamics of ecological systems can only be understood by combining 
exogeneous and the endogenous dynamics on appropriate timescales.

Interestingly, time scale separation is not only a passive consequence of 
combining sub-systems with different endogenous time scales (e.g., different 
generation times of interacting species) but can also be a “driving force” be-
hind their observed dynamics (Hastings 2010; cf. DiFrisco 2017). Dynamics 
on multiple time scales are expected to give rise to transients, which, as ex-
plained above, are behaviors of a system that are distinct from its long-term, 
asymptotic, or equilibrium behavior (Hastings 2004). Coupled predator-prey 
systems, for instance, exhibit transients, and epidemics and outbreaks are 
transients. Transients are only definable and detectable on the basis of con-
siderations of time scale, and so they cannot be captured by network models 
at all. Moreover, they are also refractory to modeling strategies of lineariza-
tion around steady states or asymptotic equilibria. We will revisit this impor-
tant issue below.

Other aspects of time-dependence in ecological systems could be adduced 
here that can only be captured through dynamical models. For example, sto-
chasticity and stochastic forcing pertain to the spatiotemporal fluctuation 
length in a system (stochasticity is distinct from probabilistic percolation, 
which is still discrete), and oscillation, synchronization, and phase-coupling 
are time-dependent. From this brief overview, it should be clear that network 
models face rather severe limitations for understanding  ecological dynamics 
and ecological stability.

8.6  Entanglement of Model Templates from Physics 
and Economics

In this section, we will close the circle by coming back to model templates 
and the application of the Ising model in economics. This example shows 
how two models after having been developed independently from each other 
become entangled as templates. Searching for new research fields in which 
to apply their methodology, physicists started to apply variants of the Ising 
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model to problems in economics, sociology, and neuroscience around the 
1990s (see Sornette 2014). In fact, the application of spin-glass models, such 
as that of Sherrington-Kirkpatrick, became quite common outside of phys-
ics. One specific example is the mutual entanglement of the Ising model and 
the Schelling model. Schelling’s model is commonly regarded as providing a 
tool for exploring the social phenomenon of segregation, for example, ra-
cial segregation in mixed urban neighborhoods (Schelling 1971; 1978). Both 
models capture generic structural properties of networks, which in the under-
standing of many scientists, grant them interdisciplinary applicability. This is 
thought to be the case even though they have been constructed for modeling 
vastly different and seemingly unconnected problems—ferromagnetism and 
racial segregation in urban neighborhoods. Together, they nicely illustrate the 
evolution and mutual interactions of model templates in a complex historical 
and sociological scientific context (Knuuttila and Loettgers 2016).

The situation of the Ising and Schelling models differs from the straight-
forward one-way historical transfer and application of spin-glass models to 
cognitive science and biology described above. It is a case of convergent, rather 
than divergent model evolution. In fact, physicists remained unaware of Schell-
ing’s model for almost three decades. When they finally noticed it, they imme-
diately recognized the structural similarity of the two models. Qualitatively 
equivalent cooperative interactions between micro-components drive vastly 
different macro-phenomena in each model: segregation in the case of Schell-
ing, and ferromagnetic phase transitions in the case of Ising. Once this con-
ceptual equivalence was established, the history of the two model templates 
became entangled through shared computational methods, abstract concepts, 
and tools for analysis (cf. Knuuttila and Loettgers 2023; Schelling 2006).

The following example illustrates this point. In both models, binary vari-
ables are arranged on a two-dimensional lattice, representing spins or indi-
viduals as its vertices. In the case of Ising, each spin has its own temperature 
T. In the original Schelling model, the temperature parameter T in the Ising
model becomes the tolerance T of each individual toward other individuals
and has been treated as constant. This again corresponds to the special case
when T = 0 in the Ising model. Using computer simulations, physicists inves-
tigated Ising systems that show dynamic phase transitions due to increasing
temperature. By transferring these methods to the social sciences, physicists
aimed to explore potential threshold effects in increasing or decreasing the
tolerance of individuals in the context of segregation. Depending on the ori-
entation/social identity of the neighboring spins/individuals, variables (ver-
tices) in the network will flip to align or, in the case of the individuals of
Schelling, their tolerance toward neighbors will increase or decrease.

In addition to this shared behavior, there is a general tendency to lose 
sensitivity over time: decreasing magnetization in the case of Ising, or at-
tenuating tolerance in the case of Schelling, which can lead to spontaneous 
segregation (the formation of ghettos), a phenomenon which is sensitive to 
the dynamic rate of forgetting. From this behavior of the model, one can 
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draw the inference that “life-long reinforcing of tolerance is needed to avoid 
ghetto formation” (Stauffer 2008). This example highlights that dynamical 
properties of the system (rates of forgetting) are crucial for the explanation of 
the observed phenomenon. Unfortunately, evidence for such dynamic mecha-
nisms is even harder to come by in the social sciences than in biology, a situ-
ation which would be important to remedy, in our view.

This example shows that including a dynamic perspective qualitatively 
extends the range of possible model behaviors and, at the same time, in an in-
teresting way entangles the two models. The starting point for this entangle-
ment is the abstract structural similarity between the two model templates, 
which becomes extended by including the dynamical element, related com-
putational and mathematical methods, and concepts affiliated with the Ising 
model, to the context of the Schelling model (e.g., Knuuttila and Loettgers 
2023).

8.7  Possibilities and Limitations in Static and Dynamic 
Network Models

The examples of static and dynamic network models we have introduced in 
the previous sections illustrate a number of interesting characteristics of the 
practice of modeling. First, it should be evident that formalized possibility 
spaces do not exist prior to their corresponding models. Instead, abstract 
spaces of possibilities are generated in the process of identifying a natural 
system with its relevant features and then encoding these features into a for-
malized model. And the generation of a possibility space can also proceed the 
other way around when scientists apply a model template to a new phenom-
enon. The dimensions of the resulting possibility space are determined not 
only by some features of the natural system represented in the model but also 
crucially by the properties and practical aspects of the model templates in-
volved. The latter include not only particular mathematical formalisms (such 
as the Hopfield recurrent neural networks discussed above), but also analysis 
tools (like the study of degree distributions in static networks, or linear anal-
ysis at steady states for dynamical models), plus the conceptual frameworks 
required for embedding the model in its specific context and interpreting it in 
an appropriate manner (Knuuttila and Loettgers 2023). An example of the 
latter is the conceptual analogies employed in examining the consequences of 
the Ising vs. the Schelling model.

In this view, possibility spaces generated by the application of a model are 
central for assessing a model’s capability to address successfully some aspects 
of its target phenomena. Unfortunately, this boundedness of the possibility 
space to the methods and aims of the model in question tends to be ignored 
by practitioners, especially if the model leads to some empirical insight, as is 
the case for the study of the robustness of networks in the instance of random 
perturbation. These models can point toward a number of illustrative cases 
where they do have some explanatory power, especially compared to the 
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situation of having no model. It is easy to forget to ask whether they are miss-
ing unconsidered cases of robustness that may be equally or more important 
but that are harder to access in terms of the empirical data and the modeling 
methodologies required. This question can however be evaluated by consid-
ering the constraints on the possibility spaces generated by a model. Are they 
well-motivated by the scientific problem at hand? Or are they imposed, in a 
historically contingent manner, by the template transfers underlying the ap-
plication of a model in an unfamiliar context? How can the use of the model 
template be justified in this particular application?

Let us illustrate such an analysis with two examples. One from the do-
main of static network models, the other one revealing some limitations of 
dynamical systems modeling in turn. As we have pointed out, there are often 
time-variant aspects of a system that are crucial for explaining its behavior. In 
the context of static network models, we have seen that robustness to pertur-
bation can originate from structural properties—specific degree distributions 
that prevent perturbations from percolating, but also other features like the 
presence of redundant network paths or feedback regulation. In contrast, ro-
bustness through structural stability, that is, the behavior of a dynamic system 
governed by attractors that are able to buffer and course-correct following 
perturbations, only occurs in models that include time-dependent variables.

The possibility spaces of static models simply preclude structural stabil-
ity as a possible mechanism for robustness. Therefore, such models run the 
danger of misinterpreting the phenomenon of robustness due to their limited 
range of possible mechanisms. For example, modelers may infer that a sys-
tem known to be robust must have a modular network architecture when its 
robustness is instead based on structural stability or compensatory negative 
feedback. As we have mentioned, it is risky to draw any mechanistic conclu-
sions from highly abstract structural properties of networks, since there is 
no simple or straightforward connection between such properties and the 
observable behavior of the system.

Expanding the space of possibilities by including dynamics is a first 
step in the right direction to remedy such overextension of limited models. 
However, it is important to note that current dynamical models suffer from 
their own set of limitations. The first, already mentioned above, is that our 
methods for constructing and analyzing dynamical systems often require the 
imposition of assumptions guided by mathematical tractability rather than 
biological realism. For example, when modeling nonlinear processes acting 
on multiple time scales (i.e., most biological processes), one can deploy ide-
alizations that allow treating certain processes as instantaneous or constant 
due to separation of time scales. According to the rapid equilibrium assump-
tion, a faster process reaches stable equilibrium effectively instantaneously 
relative to a slower process, such that the state variables describing the fast 
process are no longer dependent on time. Similarly, the quasi-steady state 
assumption holds that a process instantaneously reaches the steady state it 
would reach if the other variables were constant (Ingalls 2013).
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Both approaches can improve the analytic tractability of a dynamical 
model by providing a “reduced model” in which differential equations are 
replaced by algebraic ones and state variables by algebraic expressions. In 
effect, these approaches idealize away some of the time dependence of natu-
ral biological processes. Rapid equilibrium and steady-state assumptions are 
essential to our foundational biochemical models of gene regulation, such 
as Michaelis-Menten kinetics (Gunawardena 2014; Michaelis and Menten 
1913) and binding cooperativity (Hill 1910). Although there are some meth-
ods for estimating the error such approaches introduce (Fenichel 1979; Segel 
and Slemrod 1989), they often leave the modeler in a state of uncertainty as 
to their biological accuracy.

Stability analysis of dynamical systems is also based on steady-state as-
sumptions. Steady states can be evaluated as stable or unstable based on 
linear approximations of the equations describing the system’s behavior near 
the steady states. The idea that a system converges to a steady-state profile is 
a fairly safe assumption for systems like closed chemical reaction networks, 
but not for the open systems more often of interest for development and evo-
lution. When studying biological or social systems, we must carefully exam-
ine, case by case, whether the fact that regulatory processes often remain not 
only far from thermodynamic equilibrium, but also far from any kind of met-
astable steady state has an important effect on our analysis and conclusions.

Another serious limitation of dynamical models is the following: even 
though they allow the state of the system to transition over time, they rarely 
involve temporal (especially state-dependent) changes in parameter values 
or in the very rules encoded in the model (e.g., the functional form of the 
equations that constitute a dynamical systems model). Yet, such change is 
ultimately unavoidable in biological systems. We have touched upon this in 
the section about ecological models, where trophic exchanges may depend 
on the developmental stage of an individual, or on the maturity of an eco-
logical succession. Similarly, the rules governing developmental or cellular 
regulatory processes only remain constant over limited time windows, and 
phenomena such as Hebbian learning can lead to a substantial rewiring of 
neural network processes over extended periods of time. When our dynami-
cal models incorporate such longer-term structural changes, the latter often 
are imposed as boundary conditions on the model from outside. What we 
need for the study of many biological processes, however, are models where 
such change can happen based on model-intrinsic factors. At present, this 
important aspect of living systems is simply outside the possibility spaces of 
most of our models, whether explicitly dynamical or not.

8.8  Concluding Remarks

The success and spread of network models in the landscape of contempo-
rary science can be attributed (a) to their capacity to provide model tem-
plates that enable transdisciplinary application and (b) the computational 
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and mathematical tractability of the models. The given structure of model 
templates shapes and constrains, in a historically contingent way, the space 
of possibilities captured by the models we use in a wide range of scientific 
contexts.

There is an obvious and strong cognitive appeal to the idea that phenom-
ena as diverse as ferromagnetism, metabolism, ecological stability, social 
segregation, and many more, may share structural principles that can be cap-
tured by the same model template. In this chapter, we have examined the 
modeling capacities of network formalisms in the face of real-world complex 
dynamical phenomena. A wide variety of examples converge on the conclu-
sion that network models show significant limitations in their capacity to 
describe, explain, and predict phenomena of interest in the study of complex 
systems. When network models fall short in this way, it is generally due to 
the problems of diachronicity—that is, the time-dependence of system be-
haviors and properties—and correspondence between network structure and 
dynamics (as elaborated in detail in DiFrisco and Jaeger 2019). With network 
models, the possibility spaces of states of the real-world system are of much 
higher dimension and complexity than the corresponding possibility space of 
the model, because the behavior and structure of natural and social systems 
are intrinsically time-dependent, while the models are not. To phrase this cen-
tral conclusion more positively, in identifying the sources of the breakdown 
of network models, we can begin to reach a better understanding of their 
proper domain of applicability. This is important for guiding researchers to 
use network models for situations that match their strengths, rather than 
perpetuating the illusion of understanding through an uncritical process of 
interdisciplinary template transfer.
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Notes

1 In this chapter, the phrase “space of possibilities” is used to refer to this notion 
in a general sense. The phrase “possibility space” is used when pertaining to a 
model.

2 An autotroph is an organism that can produce its own food using light, water, 
carbon dioxide, or other chemicals. Heterotrophs cannot produce their own food, 
occupying higher levels in a food chain.
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9.1  Introduction

What explanatory role that highly idealized models may play has recently 
received much attention. One prevalent proposal that has emerged is that 
these models provide how-possibly explanations (HPEs) (e.g., Bokulich 
2014; Forber 2010; Grüne-Yanoff 2013; Reutlinger, Hangleiter, and Hart-
mann 2018; Rohwer and Rice 2013; Verreault-Julien 2019; Ylikoski and 
Aydinonat 2014). One alleged type of explanatorily valuable HPEs are those 
considered to be epistemically possible (Brainard 2020; Grüne-Yanoff 2013; 
Grüne-Yanoff and Verreault-Julien 2021; Sjölin Wirling and Grüne-Yanoff 
2021; Verreault-Julien 2019). In a nutshell, epistemically possible HPEs are 
explanations that are possible in the sense that the evidence does not rule 
them out. Although potentially fruitful, this approach to explanatory value 
also has a puzzling implication—the less we know, the more HPEs are epis-
temically possible for us.

In this chapter, I examine a particular class of puzzling epistemically pos-
sible HPEs that I call epistemically opaque HPEs (EO-HPEs). EO-HPEs are 
HPEs obtained by an epistemically opaque process such as computational 
simulation or deep neural network (DNN) models. In short, a process is 
epistemically opaque when an agent lacks knowledge or understanding of 
why the process yields the results that it does (e.g., Beisbart 2021; Durán and 
Formanek 2018; Humphreys 2009). The notion of EO-HPEs aims to capture 
a particular reason why we lack justification for the HPE, viz. the very pro-
cess used to establish it. Contrary to HPEs acquired via a transparent pro-
cess (e.g., an analytical model), EO-HPEs seem to raise different justificatory 
and validation challenges. The problem EO-HPEs raise is the following: how 
could EO-HPEs have explanatory value if they result from a process about 
which we lack knowledge or understanding?

I argue that, in practice, the process’s opacity is not always an obstacle 
to EO-HPEs’ explanatory value. More specifically, I present three ways 
EO-HPEs may have explanatory value despite their opacity. First, some 
EO-HPEs result from a process that is functionally transparent: we have par-
tial, relevant, knowledge of how the process works. Second, some EO-HPEs 
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are only opaque according to some interpretations of the modal operator. 
Again, this implies having some knowledge of the process’s capacities. Third, 
some EO-HPEs are pursuit-worthy even if they result from an opaque process; 
they may be promising despite a lack of justification. I illustrate using cases 
from DNN models.

This chapter makes two chief contributions. First, it elaborates on a re-
cent and promising account of the value of HPEs as epistemically possible 
explanations. In particular, it identifies an obstacle to that account, namely 
the epistemic opacity of some modeling processes. Second, it presents dif-
ferent ways to salvage the explanatory value of these models despite their 
opacity.

9.2  The Explanatory Value of HPEs

Some models provide (defeasible and inconclusive) evidence for explana-
tions. Highly idealized models often appear to, or actually fall short, of 
faithfully representing the world. As a result, whether the evidence they 
provide supports how-actually explanations (HAEs) and, if not, what ex-
planatory value those models may have is contentious. One proposal that 
has gained a lot of ground recently is that these models provide evidence for 
HPEs (e.g., Bokulich 2014; Forber 2010; Grüne-Yanoff 2013; Reutlinger 
et al. 2018; Rohwer and Rice 2013; Verreault-Julien 2019; Ylikoski and 
Aydinonat 2014). There are various accounts of HPEs (e.g., Bokulich 
2014; Brainard 2020; Brandon 1990; Dray 1968; Forber 2010; Hempel 
1965; Verreault-Julien 2019), but arguably all of them emphasize that 
HPEs have modal features that differentiate them from HAEs. In Verreault-
Julien (2019), I propose the following account. First, explanations are sets of 
propositions (see also Strevens 2013). An explanation contains two subsets 
of propositions: the explanans, the propositions that do the explaining, and 
the explanandum, the propositions that describe what is explained. Then, 
explanations must satisfy internal and external conditions of adequacy. The 
former refers to the form or structure of the explanation, and the latter to 
the ontological match. For instance, a deductive-nomological (DN) explana-
tion (Hempel 1965) must have the form of a deductive argument (internal 
conditions) and must have a true explanans and explanandum (external 
conditions).

According to that account, HPEs have the general form “◊(p because q)” 
where p is the explanandum, q the explanans (e.g., generalization plus ini-
tial and auxiliary conditions), and ◊ denotes a modal operator meaning “it 
is possible that” according to a given interpretation of the operator. HAEs 
are simply propositions of the form “p because q.” The key difference lies 
in the introduction of a modal operator ◊ in front of the explanation. In 
a nutshell, whereas HAEs are actual explanations, HPEs are possible ex-
planations. The modal operator takes scope over the whole “p because q” 
to reflect that either the explanans, the explanandum, or the explanatory 
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relation can be possible. For instance, sometimes scientists use actual causes 
and initial conditions to derive a possible explanandum, other times they 
start with an actual explanandum and try to generate it with possible initial 
conditions, etc.1

A crucial feature of that characterization of HPEs is that they have a truth 
value: “It is possible that (p because q)” can be true or false. This is an im-
portant contrast with accounts that view HPEs as not satisfying any external 
conditions (e.g., Hempel 1965). Another key feature is that the modal opera-
tor can be interpreted in different ways. For instance, an explanation can be 
logically, mathematically, nomologically, causally, etc., possible. To assess 
whether an HPE is true or false, we thus need to know the interpretation of 
the modal operator.

One important interpretation of the operator is in terms of epistemic 
possibility (see Brainard 2020; Grüne-Yanoff 2013; Grüne-Yanoff and 
Verreault-Julien 2021; Sjölin Wirling and Grüne-Yanoff 2021; Verreault-
Julien 2019). Epistemic possibility tells us ways things might be relative to 
a given body of evidence. In a nutshell, an HPE is epistemically possible if 
our evidence does not rule it out.2 Epistemically possible HPEs are often 
those scientists submit when considering the set of possible explanations 
for a phenomenon. For instance, there might be a multitude of epistemi-
cally possible explanations for “Why p?”; p might be because q, r, or an-
other explanans. These possible explanations can be incompatible with one 
another, but since our evidence cannot rule them out, they are all epistemi-
cally possible. To eliminate some epistemically possible explanations, we 
need additional evidence to update our knowledge and rule out some of the 
possible explanations.3

To give a more concrete example, consider the phenomenon of people 
developing unusual blood clots following an injection of the COVID-19 
Vaxzevria (AstraZeneca) vaccine in winter and spring 2021. Initially, the sci-
entific community considered it unlikely that the vaccine might be responsi-
ble for these clotting events. However, they could not rule it out:

But the finding leaves researchers wrestling with a medical mystery: 
why would a vaccine trigger such an unusual condition? “Of course, 
there are hypotheses: maybe it’s something with the vector, maybe it’s 
an additive in the vaccine, maybe it’s something in the production pro-
cess … I don’t know,” says Sabine Eichinger, a haematologist at the 
Medical University of Vienna. “It could be any of these things.”

(Ledford 2021, 334)

Further data collection and analysis supported the hypothesis that the vac-
cine was the cause (e.g., Whiteley et al. 2022). Modeling and experimental 
evidence, in turn, identified the adenovirus vector as the likely suspect (Baker 
et al. 2021), thus contributing to ruling out other causes, such as the produc-
tion process or the additives.
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In winter and spring 2021, explaining the clotting by citing the vaccine 
was an epistemically possible HPE. One reason why epistemically possible 
HPEs are valuable is that knowing them is necessary for considering and 
comparing an appropriate range of possible explanations which, in turn, is 
essential in determining which one(s) might be HAEs (e.g., Khalifa 2017; 
Ylikoski and Aydinonat 2014).4 According to Khalifa, for instance, sound 
explanatory evaluation involves considering a set of plausible HPEs and 
comparing how the evidence or other considerations favor some over others. 
Not considering an appropriate range of HPEs might entail an incomplete 
comparison. We might fail to consider the HPE that turns out to be the HAE 
or be overly confident in one HPE’s plausibility.

At first glance, since epistemically possible HPEs are all consistent with 
our evidence, it does not seem to matter how we acquire them. However, not 
all epistemic possibilities seem to be equally valuable (e.g., Willer 2013). In 
particular, we seem to be more justified in believing some over others. In the 
next section, I want to draw attention to the fact that the process of justifying 
HPEs is sometimes epistemically opaque.

9.3  Epistemically Opaque HPEs

Epistemic opacity refers to the general idea that we do not always know or 
understand all the epistemically relevant features of a process (e.g., Beisbart 
2021; Creel 2020; Durán and Formanek 2018; Humphreys 2009). What are 
these epistemically relevant elements? Various proposals have been made. 
Creel (2020), which I discuss in more detail in section 4.1, distinguishes be-
tween functional, structural, and run transparency, where transparency is 
understood as the opposite of opacity. Durán and Formanek (2018) identify 
the relevant elements with the justificatory steps; a process is opaque for 
an agent if they do not have access and cannot survey all the steps. Zednik 
(2021) argues that what these relevant elements are depends on the interests 
of particular stakeholders. Beisbart (2021, 11644) considers that the applica-
tion of a method is opaque if it has a “disposition to resist epistemic access.”

Most accounts of epistemic opacity make the following distinction: epis-
temic opacity can be agent-relative or process-relative. Agent-relative opacity 
depends on the cognitive capacities of agents or epistemic communities. An 
otherwise transparent model may be epistemically opaque for an agent who 
lacks the required skills or knowledge to grasp the epistemically relevant fea-
tures. Process-relative opacity, also sometimes called “essential opacity” (Al-
varado 2021; Humphreys 2009), depends on the nature of the process itself. 
To make an analogy, one can fail to see through a window because of one’s 
myopia (agent-relative) or because a film is applied to it (process-relative), 
making it opaque. In the rest of this chapter, I will only be concerned with 
process-relative opacity.

Two typical instances of epistemically opaque processes are computational 
simulations and DNN models. They are often considered to have features 
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that make them opaque irrespective of the agents involved and, as a result, 
to be “black boxes.” Yet, they are sometimes used for explanatory purposes, 
in particular, to provide evidence for HPEs. However, their epistemic opac-
ity is prima facie problematic because of how it may affect the justification 
for the evidence they provide. In short, the problem is the following: How 
do we know whether epistemically opaque processes provide good evidence 
for HPEs? The evidence could support the HPEs, or it could not. Because of 
opacity, we do not know or understand all the epistemically relevant features 
of the processes that could help us assess the evidence.

To illustrate the vaccine case mentioned above, suppose there are two 
hematologists, with a similar starting evidential base. One uses a statistical 
model based on available data which indicates that the vaccine may explain 
the blood clots. The other interrogates a large language model (LLM) that 
says the vaccine may be responsible for the phenomenon. Both models, sta-
tistical and LLM, provide evidence for the HPE that the vaccine caused the 
clotting. Crucially, the evidential base of both hematologists does not rule 
out the vaccine explanation. But are both hematologists equally justified? 
Can they both equally claim to know the epistemic possibility? What if the 
evidence rules out different possibilities, which ones should we take seriously?

From an internalist perspective, opacity is an issue because features that 
would allow us to assess the justification provided by the evidence are not 
accessible to the agents. If we do not know how DNNs work and how they 
transform inputs into outputs, we may lack sufficient grounds for being justi-
fied in said outputs. But even from an externalist perspective, opacity is still 
an issue for two reasons. First, prominent forms of externalism such as relia-
bilism often require having evidence that supports the beliefs (e.g., Comesaña 
2010; Goldman 2011). In the context of machine learning, Durán (2023) 
argues that “reliability indicators” may justify our beliefs in the outputs of 
DNNs. However, how to assess the reliability of DNNs is contentious (e.g., 
Buijsman 2023; Duede 2022; Freiesleben and Grote 2023). The second, and 
more important reason, is that even if we are justified to believe the DNNs 
outputs, that justification does not directly extend to the explanations we 
form on the basis of the DNNs and their outputs. For example, consider the 
now classic case of a deep learning classifier for wolf images (Ribeiro, Singh, 
and Guestrin 2016). Given an image as an input, the model outputs whether 
it contains a wolf or a husky. The model is highly accurate in the test data 
and is thus, in that sense, reliable. However, when probing the model to un-
derstand on which basis it makes its outputs, we learn that the model picks 
out wolves from the presence of snow in the background. While the outputs 
may be reliable, explanations formed on the basis of a spurious correlation 
would have limited explanatory value.

I call HPEs justified by an epistemically opaque process EO-HPEs.5 The 
problem of opacity suggests that EO-HPEs would have limited explanatory 
value. In the next sections, I argue that despite the opacity of the process, we 
may have reasons to attribute value to the resulting EO-HPEs.
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9.4  Salvaging Explanatory Value

I examine three cases from DNN models and propose three different strate-
gies for salvaging explanatory value from the resulting EO-HPEs. They con-
sist of salvaging value from (1) functional transparency, (2) modal operator 
interpretation, and (3) pursuit-worthiness. These strategies are not exhaus-
tive. For instance, perhaps a reliabilist strategy might be applicable in some 
cases. They are also not mutually exclusive in two senses. First, two strate-
gies may be available for the same EO-HPE, for example, we may want to 
consider an EO-HPE functionally transparent and pursuit-worthy. Second, 
the strategies may not always be logically independent. For instance, one 
might consider functional transparency necessary for selecting which modal 
operator should apply.6 Nonetheless, I believe these strategies draw attention 
to different ways opacity might, or might not, interfere with assessing the 
epistemic value of EO-HPEs.

9.4.1 Functional Transparency

There are many scientific questions related to animal coloration (Cuthill et al. 
2017). What are the best colors to avoid detection in particular environ-
ments? Do the colors depend on the observer’s visual system? Why, for in-
stance, is the tiger’s fur orange? From an evolutionary perspective, we might 
want to know why species have evolved the color processing they have or 
why they have the colors that they do.

To make progress on these questions, Fennell et al. (2019) put a DNN to 
work to help identify which colors optimize or minimize detectability. This 
is crucial to understand the fitness effects of some phenotypes which, in turn, 
may explain why they were selected. In theory, it is possible to test empiri-
cally every single possible color on human subjects. In practice, it is impracti-
cal because color spaces are very large. For instance, testing the whole RGB 
gamut of 16,777,216 different colors would be a costly and time-consuming 
endeavor. Fennell et al. thus proposed using a neural network to predict de-
tection time on empirically untested colors. First, the researchers collected 
training data by carrying out an experiment with human subjects. They ob-
served how much time it took humans to detect a randomly colored target in 
two simulated environments: a temperate forest and a semi-arid desert. They 
also processed images in order to simulate detection time for dichromats, 
that is, species that perceive color via only two channels. Humans are tri-
chromats and perceive colors through three channels, but most non-human 
mammals are dichromats and are effectively red-green color blind; red appears 
green to them. Then, the researchers trained a DNN to interpolate between 
experimented inputs and predict detection time. Suppose we have experi-
mental data on magenta and cyan objects, but not on blue ones. The neural 
network interpolates between magenta and cyan to create the blue color and 
then estimates a detection time. By doing this for every shade, the researchers 
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obtained predicted detection times for the whole RGB color space. As a result, 
the DNN allowed the researchers to identify the best and worst colors for 
detection.

Later in the article, Fennell et al. suggest that the results may help explain 
why some predators, for example, tigers, are not green despite the optimal 
concealment it would provide. Consider the following question: “Why is the 
tiger’s fur orange and not green?” The HPE they submit can be formulated 
as follows: “It is epistemically possible that the tiger’s orange fur was se-
lected for because it provides excellent concealment from dichromats.” Or, 
put slightly differently, there is little evolutionary pressure for tigers to evolve 
a green coat insofar as orange appears green for their prey.

This HPE relies on the hypothesis that the shade of green dichromats are 
able to see in place of orange is actually hard for them to detect. Although 
seemingly obvious, that dichromacy enhances detection ability is also a seri-
ous hypothesis (e.g., Melin et al. 2007). More importantly, it relies on the 
prediction that shades close to the “dark olive” optimum are actually difficult 
to detect for dichromats in a temperate forest environment. However, if we 
don’t understand why the model made the predictions that it did, how can we 
be sure it identified actual optima and minima? Identifying actual optima and 
minimal does not imply that we would have an HAE because other factors may 
be responsible for coloration. But it makes the HPE a more serious candidate.

Here, it is useful to differentiate ways a process can be opaque. Creel 
(2020) distinguishes between functional, structural, and run transparency. 
Functional transparency consists of knowing the functioning of the algo-
rithm. By “functioning,” Creel means knowing what algorithm a system in-
stantiates and having high-level knowledge of how it transforms inputs into 
outputs. Knowing how the computational system instantiates the algorithm, 
in particular, how the code produces the algorithm, is structural transpar-
ency. Run transparency consists of knowing how a computational system 
was run in a particular instance, including the hardware implementation 
and how the program interacts with data. According to Creel, these different 
types of transparency are logically independent. One may not know how a 
program was run on a particular occasion (run transparency), yet one may 
know the algorithm’s functioning (functional transparency).7

This taxonomy suggests one first line of defense for the value of EO-HPEs. 
We may say that an EO-HPE results from a process that lacks structural or 
run transparency, but that is functionally transparent. In the context of expla-
nation, functional transparency is important since it allows us to identify the 
difference-makers a model captures (Räz and Beisbart 2022). If an algorithm 
is functionally transparent, whether the model provides a valid representation 
of the target may be the main remaining problem to solve (Sullivan 2022).

One important aim of the field of explainable artificial intelligence (XAI) is 
to increase transparency in one or the other of these senses. XAI methods (e.g., 
Lundberg and Lee 2017; Mordvintsev, Olah, and Tyka 2015; Ribeiro et al. 
2016) can increase functional transparency by telling us why the algorithm 
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made the decision it did on a particular or multiple inputs.8 In turn, XAI 
methods can help uncover HPEs (Zednik and Boelsen 2022). Whether some 
methods will provide the required functional knowledge of the algorithm ul-
timately depends on the context (Zednik 2021). Some systems may be more 
difficult to interpret than others. In other cases, the amount of information 
we need might be minimal.

Do we have functional transparency in the case of the DNN for color 
detection? The algorithm, is to some extent, functionally transparent for two 
reasons. First, as Fennell et al. note, the problem the DNN needs to solve in 
that context is relatively low dimensional as only the color of the spheres 
changes between images of a particular environment. High-dimensional data 
makes systems less transparent (Domingos 2012), but this is not the case 
here.9 Second, Fennell et al. did carry out a limited validation experiment in 
which they tested detection times of 25 “easy,” “intermediate,” and “hard” 
colors with human subjects. They found the predictions consistent with the 
experimental results for both the dichromat and trichromat conditions. The 
validation experiment plays a role akin to that of explainability techniques, 
viz. it helped make transparent that the DNN did pick out actual features 
that increase or decrease detection time.10

Despite the process’s opacity in some respects, we do have knowledge of 
some of its epistemically relevant parts, viz. the functioning of the algorithm. 
In turn, this sort of transparency improves the justification we have in the 
process and indicates that the EO-HPEs we obtain are not a mere product 
of ignorance. This strategy might not be available for all DNNs. Despite our 
best XAI efforts, the model might remain functionally opaque. In this case, it 
may be better to justify the value of the EO-HPE differently, for instance by 
using the other lines of defense I propose below.

9.4.2 Modal Operator Interpretation

How the brain works remains, for all practical purposes, a mystery. It has 
been suggested that artificial neural networks (ANNs), especially deep convo-
lutional neural networks (DCNNs), may provide candidate explanations of 
how the brain computes inputs into outputs (see, e.g., Hassabis et al. 2017; 
Kriegeskorte 2015; Richards et al. 2019; Yamins and DiCarlo 2016). DC-
NNs seem to replicate, among others, how the brain processes visual sensory 
inputs using a hierarchy of representations that lead to object recognition. In 
particular, they are relatively good at predicting neurological data. Empirical 
results tend to show that artificial computer vision systems with an archi-
tecture that resembles that of biological organisms outperform those that 
don’t. According to Kriegeskorte (2015, 431), “[t]his observation affirms the 
intuition that computer vision can learn from biological vision. Conversely, 
biological vision science can look to engineering for candidate computational 
theories.” In short, the idea is that if models based on the architecture of the 
brain perform as well as or better than biological systems, then these same 
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models may explain how the biological systems work. However, the opacity 
of DCNNs is an obstacle to their explanatoriness. Indeed, since we do not 
understand how exactly the models build the representations and transform 
them, how could they provide a causal explanation of brain sensory infor-
mation processing? Insofar as we do not understand all the epistemically 
relevant features of these DCNNs, they provide EO-HPEs of neurological 
phenomena.

EO-HPEs are justified by an epistemically opaque process. As the pre-
vious section showed, having an EO-HPE does not imply that we are 
ignorant of all the relevant epistemic aspects. Here, I would like to ap-
ply a similar strategy and show that there are valuable things we know 
despite being in the presence of an EO-HPE. In section 9.2, we have seen 
that HPEs have the general form “◊(p because q).” In this formulation, 
the modal operator ◊ can receive different interpretations, for example, 
epistemic or nomological. As a result, we may reach different conclusions 
of epistemic possibility depending on which interpretation we adopt. For 
instance, one HPE may be only logically possible whereas another may 
be nomologically possible. Moreover, possibilities may be nested, as in “it 
is epistemically possible that p is nomologically possible” (Sjölin Wirl-
ing and Grüne-Yanoff 2021). In the case of DNNs, even though we lack 
justification for the process’s results, this lack of justification might only 
concern some interpretations of the modal operator. In particular, I want 
to suggest that we may be (objectively) justified in the mathematical pos-
sibility results which, in turn, may serve to justify the epistemic, causal, 
possibility.

Although we lack a complete and full understanding of the capacities of 
ANNs (see, e.g., Zhang et al. 2021), we do have some understanding of their 
mathematical properties. In particular, we know that they are so-called uni-
versal function approximators (see, e.g., Cybenko 1989; Goodfellow, Bengio, 
and Courville 2016, section 6.4.1; Hornik, Stinchcombe, and White 1989; 
Zhou 2020). Universal approximator theorems are proof that any network 
with at least one hidden layer and a sufficiently large number of hidden units 
can approximate any function between inputs and output. This mathematical 
result is important because “it takes off the table the question of whether any 
particular function is computable using a neural network. The answer to that 
question is always “yes.” So, the right question to ask is not whether any par-
ticular function is computable, but rather what’s a good way to compute the 
function” (Nielsen 2015, ch. 4, emphasis in original). Assuming that biologi-
cal neural activity can be represented by a function, universal approximation 
theorems prove that DNNs can approximate it. In other words, if a problem 
can be expressed by a mathematical function, then a DNN can solve it.

What do universal approximation theorems imply for the explanatory 
value of derived EO-HPEs? Suppose we want to explain observed neuro-
physiological activity in the brain (such as functional magnetic resonance 
imaging [fMRI] data from the visual cortex) during object recognition tasks. 
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Knowing how the brain processes visual information would allow us to ex-
plain the phenomena. ANNs hold the promise of learning the target function 
the brain instantiates. Universal approximator theorems tell us that ANNs 
can in principle learn the function but cannot guarantee that they will learn it:

The universality theorems assure us of the representational power of 
neural networks with sufficient numbers of units. However, these theo-
rems do not tell us how to set the weights of the connections, so as to 
represent a particular function with a feedforward net or a particular 
dynamical system with a recurrent net.

(Kriegeskorte 2015, 425)

In terms of this chapter, universal approximator theorems may justify the 
following HPE: “It is mathematically possible that neurophysiological data 
p because of processing function q.” However, knowing that the network 
represents a mathematically possible target function still leaves several ques-
tions unanswered. First, it remains unclear whether a given ANN will be 
able to learn the target function. Second, it is often uncertain what function 
the ANN instantiates.11 Third, and relatedly, if we do not know what func-
tion the ANN instantiates, assessing its accuracy as an approximation of 
the target function is challenging. Therefore, we do not know whether this 
is actually the function computed by the brain (the target function) or how 
the brain actually computes the function. But, crucially, we know it is math-
ematically possible for ANNs to represent and approximate this function.

Although scientists are often more interested in HPEs that are causally pos-
sible, knowing that a problem has a possible mathematical solution is a valu-
able, albeit initial, step, in explaining a phenomenon. All that is epistemically 
causally possible is also logically possible. But not all that is logically possible is 
also causally possible. Determining the logical possibility of an explanation does 
some minimal headway into its causal possibility. For instance, in the context 
of economics, Verreault-Julien (2017) argues that the mathematical proof of the 
existence of a general equilibrium changed the justification economists had for its 
causal possibility. So, sometimes our ignorance will concern the causally possi-
ble, and not the logically possible, as is with ANNs of neurological computation.

9.4.3 Pursuit-worthiness

One important aspect of the “protein folding problem” (e.g., Dill and Mac-
Callum 2012) concerns the ability to predict the three-dimensional shape 
of proteins—their structure—from their amino acid sequence. AlphaFold, a 
neural network developed by DeepMind (Jumper et al. 2021), made a break-
through contribution to solving that problem. It surpassed other models by 
a wide margin in the 14th Critical Assessment of Protein Structure Predic-
tion (CASP14), a biennial competition pitting different prediction methods 
against each other. AlphaFold is trained on the Protein Data Bank (PDB), a 
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database of experimentally verified protein structures. The structure of pro-
teins can be determined experimentally using, for instance, X-ray crystallog-
raphy or cryo-electron microscopy. However, it is a difficult and expensive 
process. Since we know the amino acid sequences of many more proteins 
than their structures, it is useful to predict structures from sequences. Theo-
retically, since the biological function of a protein depends on its structure, 
this holds the promise of improving our understanding of protein function. 
Practically, knowing protein structure may, among other things, significantly 
speed up the development of new drugs.

For all its success at predicting, we have a limited understanding of how or 
why AlphaFold works so well:

Last, and perhaps the more immediate problem, AlphaFold2 models 
cannot be explained or externally validated. From our human per-
spective, it’s essentially ‘alien’ technology that is currently beyond our 
understanding, so ‘asking’ why it predicted something in a particular 
conformation is clearly not feasible.

(Jones and Thornton 2022, 18)

The model architecture is constrained by some scientific knowledge 
(Jumper et al. 2021), but the associations it establishes between known struc-
tures and sequences are opaque to users. It states the confidence it has in its 
predictions, which provides some information with respect to their potential 
reliability. Yet, although useful, this information does not make the model 
transparent in any of Creel’s (2020) senses. We are thus in the presence of a 
model that is relatively good at predicting the structure of proteins, but of 
which we are ignorant of how it arrives at those predictions.

To illustrate, consider the case of the SARS-CoV-2 virus responsible for 
the COVID-19 pandemic. The virus’s proteins determine how it interacts 
with other biological systems, like humans. The function of a protein de-
pends on its structure. Thus, knowing the structure can contribute to an-
swering explanation-seeking questions such as “Why does protein p have 
function f?” “Why are some variants more infective or virulent than others?” 
or “Why is drug d effective against COVID-19?” Unfortunately, we do not 
have experimentally validated structural models of all proteins, which limits 
our capacity to answer such questions (see, e.g., Yan et al. 2022).

In March 2020, DeepMind (2020) released structural models for the 
SARS-CoV-2 membrane protein, Nsp2, Nsp4, Nsp6, and the Papain-like 
proteinase, and released updated versions in April and August 2020. These 
structural models have then served as the basis of possible explanations of 
phenomena related to the virus. One notable example is due to Sadek, Zaha, 
and Ahmed (2021), who investigated the higher infectivity of the Omicron 
variant using AlphaFold without relying on further experimental results. 
SARS-CoV-2 enters the host via the so-called spike protein. There are experi-
mentally validated structures of the spike protein. However, how the many 
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mutations translated into structural changes was unknown. Sadek et al. used 
AlphaFold to predict how these mutations would impact the structure. They 
concluded the following:

Our study suggests that the higher infectivity of the Omicron variant 
can be explained in part by on the significant mutations in the RBD 
and the postfusion enhancement of the FP. Importantly, these results 
require further validation by X-ray crystallography and/or cryo-EM of 
the Omicron variant S-protein.

(Sadek et al. 2021, 5)

Another study relied on the model of protein Nsp6, which is involved in the 
infection process. One way it does it is by interacting with sigma receptors, 
which themselves are linked to the endoplasmic reticulum stress response. 
It was suggested that drugs that target the sigma receptors might reduce the 
reproduction of the virus. Two drugs, haloperidol and dextromethorphan, 
target the sigma receptors. Researchers remarked that haloperidol seemed to 
reduce viral production, while dextromethorphan increased it (Gordon et al. 
2020). However, there was no explanation for this difference. Pandey et al. 
(2020) used AlphaFold’s Nsp6 structural model to simulate how it interacts 
with the drugs. They concluded that Nsp6 binds differently with the drugs, 
which may explain their differential effect on viral reproduction.

Other researchers (Gupta et al. 2021) used AlphaFold’s predicted struc-
ture for Nsp2 to guide and validate their experimental cryo-electron micros-
copy data. The result was a complete structure of the Nsp2 protein. Analyzes 
of that structure suggested various possible explanations involving the inter-
action between the host and Nsp2 for why some variants of the virus were 
more virulent.

Although epistemically opaque, AlphaFold is used to generate HPEs. One 
reason for this, I submit, is because AlphaFold’s outputs/models are pursuit-
worthy. A scientific hypothesis or theory deserving attention is often said to 
be fruitful or pursuit-worthy. What exactly pursuit-worthiness entails is con-
tentious (e.g., Laudan 1977; Šešelja and Straßer 2014; Shaw 2022; see also 
Kuhn 1977), and I do not aim to settle this here. For my purposes, it suffices 
to note that pursuit-worthiness is relevant when non-epistemic considera-
tions matter or when we are otherwise unable to discriminate between possi-
ble explanations. Insofar as a set of EO-HPEs can be equally justified and all 
consistent with our knowledge, we may need to bring in additional reasons. 
Pursuit-worthiness allows us to demarcate between the possible explanations 
that should be pursued from those that should not.

Although it is still early to assess the epistemic contribution of AlphaFold 
and similar models (e.g., Baek et al. 2021; Yang et al. 2020), to say that the 
scientific community was enthusiastic about the potential uses of the model 
would be an understatement (e.g., Callaway 2022; Thornton, Laskowski 
and Borkakoti 2021). Despite AlphaFold’s opacity, as the immense interest 
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surrounding it testifies, the scientific community clearly considers its results 
to be significant. Moreover, scientists would not engage in costly and time-
consuming experiments if they believed the predicted models were useless.

One could reply that AlphaFold’s models are epistemically valuable be-
cause of the system’s accuracy. After all, it won in protein structure predic-
tion competitions. However, precisely because of its epistemic opacity, we 
cannot independently validate predictions except via experimentation. And, 
indeed, why use AlphaFold if experiments are well understood and have a 
high degree of validity? In a context of “urgent science” (Shaw 2022), such 
as a pandemic, an uncertain protein structure may be preferable to no struc-
ture at all as carrying out experiments can take a long time. Also, AlphaFold 
opens new areas of investigation and suggests possibilities researchers had 
not and could not have contemplated before. And it does so by making, in 
principle, testable predictions. Of course, this does not mean that all its re-
sults are equally valuable. AlphaFold seems to fare better in some areas than 
others, although its predicting ability is also surprising in others. But some of 
the EO-HPEs we obtain with AlphaFold’s assistance manifestly deserve our 
attention.

9.5  Conclusion

Many HPEs have explanatory value because they are epistemically possible, 
viz. we cannot rule them out on the basis of our evidence. Epistemically pos-
sible HPEs play a central role in scientific progress and reasoning since they 
are often the precursors to HAEs. When scientists want to explain a phenom-
enon, they submit a list of explanations consistent with the evidence and then 
try to rule them out.

Although attractive, this picture of the value of HPEs also has an unde-
sirable feature—more ignorance leads to more epistemically possible HPEs. 
Surely those HPEs cannot be as valuable if they are at all valuable? In this 
chapter, I have examined a class of potentially problematic HPEs, namely 
HPEs that originate from an epistemically opaque process. Looking at differ-
ent cases of such HPEs stemming from DNN models, I have proposed three 
different strategies to salvage value in the face of opacity, namely salvaging 
value from (1) functional transparency, (2) modal operator interpretation, 
and (3) pursuit-worthiness. All these strategies provide a rationale for at-
tributing value to the HPE even though some ignorance is involved in how 
we obtain them.

Interestingly, not all strategies have an equal connection to knowledge. 
Salvaging value via functional transparency or the modal operator interpre-
tation has such a connection; opacity is less of an issue because we do have 
some knowledge of epistemically relevant parts. However, salvaging value 
via pursuit-worthiness has a more elusive relationship with knowledge; we 
remain ignorant of epistemically relevant parts. This makes this strategy wor-
thy of future attention.
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Notes

1 See Grüne-Yanoff (2013) for various concrete examples and Verreault-Julien 
(2023) for a discussion of a possible explanatory relation.

2 The semantics of epistemic modals is fraught with difficulties, which are outside 
the scope of this chapter. See Egan and Weatherson (2011) for an overview of key 
issues.

3 A proponent of inference to the best explanation may also add that theoretical 
virtues can provide a basis for elimination (see, e.g., Lipton 2004).

4 See Sjölin Wirling (Forthcoming) for a discussion of how epistemic possibilities 
may afford understanding in the context of metaphysical inquiry.

5 I borrow the terminology from Šešelja (2022), who uses it in a different way.
6 Räz and Beisbart (2022) argue that understanding the model is necessary for ex-

planatory understanding of phenomena. Here I remain agnostic regarding that 
claim.

7 In a slightly different context, Sullivan (2022) also argues that “implementation 
black-boxes” may not prevent understanding the higher-level functioning of an 
algorithm.

8 To what extent XAI methods can make a process functionally transparent is open 
to debate (e.g., Babic et al. 2021; Rudin 2019). My goal is not to settle it. Instead, 
my aim is to point out that this is an available strategy.

9 It should be noted that the researchers believe their approach could also be useful 
for studying color detection in higher dimensionality spaces (see also Fennell et al. 
2021; Talas et al. 2020).

 10 Here, I am bracketing the issue of whether testing on human subjects is a good 
proxy for other, non-human species.

 11 Perhaps one way of understanding this is by decomposing Creel’s (2020) func-
tional transparency into multiple components. Here, we may want to say that we 
know how the algorithm works at a very high mathematical level, but not at a 
lower representational or semantic one.
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Modeling Climate Possibilities

Joe Roussos

10.1  Introduction

This chapter examines modal modelling in climate science. It considers two 
related topics. The first is the use of climate models to attribute extreme 
weather events (EWEs) to climate change. Here the debate is between ad-
vocates of different approaches, called the risk and storyline approach. The 
way each method explores and makes use of possibilities is discussed, with 
particular attention given to the storyline method, as the non-probabilistic, 
possibility-focused method. The second topic is the interpretation and use of 
collections of climate models. Here, the debate is between those who think 
that collections of models can be used to produce conditional probabilities 
for future climate possibilities and those who think that they can merely 
identify such possibilities.

Each topic is the subject of a current debate within climate science and 
philosophy of science, and each has an important modal component. The 
debates are similar in that each involves a contrast between probabilistic 
and non-probabilistic methods. Each debate turns crucially on details about 
these models and their uncertainties, details which cannot be fully explored 
in a chapter like this. (No familiarity with climate science is assumed, and 
the chapter begins with an introduction to climate modelling in section 10.2. 
Readers familiar with climate science and modelling can skip to section 
10.3.) The focus is instead on the modal claims and methods employed by the 
disputants and on their connections to other philosophical questions. As we 
will see, the nature of climate change pushes scientists to consider questions 
about what is possible and how one might defend modal claims.

A brief introductory note on terminology. “Possibilities” are ways the 
world might be, and they are often specified relatively coarsely. An “epistemic 
possibility” is a way the world might be, as far as we know.1 Since our topic 
is climate science, what “we know” in this context is the well-established 
results of climate science, and the description of the possible situation will be 
in terms of relevant climate variables. What the well-established results are and 
what it means for something to be possible “as far as” that knowledge goes, 
is discussed below. By contrast, an “objective possibility” is a way the world 
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might be which is not indexed to any body of knowledge but is instead deter-
mined by some set of facts, including the natural laws governing the world. 
Since our topic is climate science, that set includes relevant facts about the 
Earth’s climate and the laws of nature governing its evolution.

10.2  The Project of Climate Modelling

Climate science studies how the Earth’s atmosphere, oceans, land surface, ice 
sheets, and biosphere interact in creating its climate. Roughly speaking, an 
area’s climate is its prevailing weather conditions over a suitably long period 
(often 30 years), making “climate” an aggregate concept. Some important 
climate variables are air temperature, sea temperature, and precipitation; an 
area’s climate is often summarised by referring to the average and extreme 
values for these variables, seasonally and annually. The core subject of cli-
mate science at present is, of course, human-caused climate change.

Simulation models are among the most important tools of climate science. 
Climate science uses a spectrum of models, with different degrees of com-
plexity and resolution. The most complex are called global climate models 
(GCMs), and they model the circulation of the atmosphere and oceans, and 
their interactions with the Earth’s land surface and ice sheets. Such models 
play an indispensable role in the practice of climate science; scientists would 
not be able to make the claims they currently make about climate change 
without using these models (Goodwin 2015).

At a simulation model’s heart is a description of how the system works 
and how it evolves from one state to another. For GCMs, this is a representa-
tion of the dynamics of the atmosphere and oceans and of how this system 
is driven by the energy input from solar radiation. These models draw on 
well-understood theories from thermodynamics, fluid mechanics, nonlinear 
dynamics, and so on. As is common with models, scientists use their theoreti-
cal understanding of the climate system to identify the most important as-
pects for inclusion in GCMs, and they make simplifications and idealisations 
elsewhere. There are two important sources of uncertainty here. The first is 
our limited understanding of the physical processes of the climate, such as the 
impact of aerosols on the Earth’s energy balance. The second is the effect of 
the idealisations in the model.

The model’s structural-dynamical core is essentially a set of partial differ-
ential equations involving variables which are continuous functions of space 
and time. These are very difficult, if not impossible, to solve exactly. To make 
progress, scientists use numerical approximation methods (Pättiniemi and 
Koskinen, forthcoming, 3–5; Winsberg 2018, 45–46). They begin by discre-
tising space and time and then create an algorithm for approximating the 
solution to the continuous equations. Computers can then produce approxi-
mate solutions, using step-by-step methods (Parker 2009). These approxi-
mation methods introduce more uncertainty into climate modelling, as does 
disagreement or uncertainty about the best numerical techniques to employ.
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This process, of designing a model structure and realising it in a computer 
program using numerical approximations, leaves various important things 
out. This is in part due to the resource-intensive nature of the computing 
required—simplifications are introduced to ensure that the simulations gen-
erate results in a reasonable amount of time. Cost is an important factor in 
determining the size of the grid, which in turn determines which processes in 
the climate are modelled explicitly: those which happen at greater-than-grid 
scales. Anything that happens strictly within a grid box cannot be resolved 
by a discretised model and so needs to be added into the model separately. 
A separate model, called a “parameterization,” is used for this—it typically 
has a simple form, depending on a few parameters. Turbulence and clouds 
are important examples of features treated via parameterizations in GCMs 
(Petersen 2012; Winsberg 2018, 47–50).

To understand the effects of human activity on the climate, the models are 
initialised with “forcing” scenarios, describing a profile of emissions over 
some period. The models then simulate the response of the climate and pro-
duce the kinds of output now familiar from the Intergovernmental Panel 
on Climate Change (IPCC) reports, for example, estimates of the change in 
global mean surface temperature by 2100 under a particular scenario. These 
results are called “projections,” and they are presented as conditional pos-
sibilities: states of the climate that might result if the forcing scenario obtains.

Climate science makes regular use of collections of such models, called en-
sembles. The results of such collections are often studied statistically and used 
to produce probability distributions for climate variables of interest, such as 
changes in temperature or precipitation (under a specific scenario). An impor-
tant use of climate models is for model experiments, which alter a single fac-
tor while holding other things equal, to test the influence of that factor on the 
climate. This is, roughly, how climate fingerprinting works: models simulate 
the recent history of the climate, with and without human emissions of green-
house gases. The simulations with human emissions closely match the ob-
served warming, which provides evidence of anthropogenic global warming.2

10.3  Extreme Event Attribution

One important question for climate scientists is how climate change affects 
EWEs. Heavy rains, bad storms, heatwaves, and droughts would all occur 
without anthropogenic climate change, but it is widely held that climate 
change will alter their frequency and severity. So, when an EWE occurs, peo-
ple naturally want to know whether or to what degree climate change caused 
it. This question is particularly important for adaptation as “based on the 
occurrence of a particularly damaging extreme event, plans could be made to 
adapt to an increasing frequency of such events in future” (Stott et al. 2016, 24).

Two methods are currently popular for attributing EWEs to climate 
change: a risk-based approach and a storyline-based approach. There is a 
significant debate between proponents of these approaches about the efficacy 
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and relevance of the attribution information they provide (Otto et al. 2016; 
Shepherd 2016; Stott et al. 2016; Trenberth, Fasullo, and Shepherd 2015), 
which has attracted recent philosophical discussion (Lloyd and Oreskes 
2019; Winsberg, Oreskes, and Lloyd 2020). We need not interest ourselves 
in the details of the debate between these methods; what is interesting for our 
purposes is that each method is in an important sense modal. The risk ap-
proach asks a counterfactual question about a class of events. The storyline 
approach presents a possible causal history for a specific event.

10.3.1 The Risk Approach

By the “risk approach,” I mean the set of methods employed by the World 
Weather Attribution (WWA) collaboration, as defined in their protocol pa-
per (Philip et al. 2020), and elaborated and discussed in various other places 
(Oldenborgh et al. 2021; Otto et al. 2016; Stott et al. 2016). Here is a basic 
description of the approach. Consider an event like the heatwave in western 
Europe in July 2022, during which the UK saw temperatures of 40°C for the 
first time. The risk approach takes this event to be a token of a type and asks 
a question like: what is the probability of a heatwave of this type, given an-
thropogenic climate change? It then compares this to the probability of such 
an event in a counterfactual climate without anthropogenic warming. The 
focus on a type of event, rather than the specific 2022 heatwave, is because 
“any climate event under consideration, for example, a heat wave, drought, 
or flood, has evolved in its own unique way and is therefore, in principle, at-
tributable to a unique set of causes that is not applicable to any other event” 
(Stott et al. 2016, 25). The method seeks to evaluate the change in the prob-
ability of a kind of event, due to global warming; the results are expressed 
as ratios of probability (e.g., human influence doubled the probability of a 
record warm summer) or fractions of attributable risk (e.g., 0.5 of the risk of 
a record warm summer is attributable to human influence).

To define a type of event, scientists seek to identify in what sense the event 
was extreme and the features that typify it. Attribution studies occur im-
mediately after the event, and the definition is formed with explicit reference 
to questions that stakeholders (typically the public) are asking and how the 
event affected them (Otto et al. 2016). The type-definition is then realised in 
a model in terms of modelled variables. For the 2022 UK heatwave, WWA 
used “two event definitions, i.e., … the annual maximum of 2-day average 
temperatures over this region as well as the annual maximum of the daily 
maximum temperature” (Zachariah et al. 2022, 4). By contrast, for the 2019 
European heatwave, affecting mostly France and Spain, they used the defini-
tion of “the highest 3-day averaged daily mean temperature for each year” 
(Vautard et al. 2019, 6). There is a similar variation in the type-definitions for 
other EWEs, such as droughts, heavy rainfalls, and windstorms.

The probabilities are calculated from the frequencies of this type of event 
in simulation model runs. The fraction of attributable risk requires two such 
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frequencies. The first comes from the “actual” world, which is simulated by 
GCMs and includes anthropogenic climate forcing in the form of humanity’s 
history of emissions since the start of the industrial era. The models are run 
many times to generate many data points for weather consistent with this 
climate state. A frequency is calculated for extreme events of the same type 
as, say, the 2022 UK heatwave. The second frequency comes from a coun-
terfactual “natural” world, which is simulated without anthropogenic cli-
mate forcings. Roughly speaking, the models simulate how the climate would 
have developed from pre-industrial times to 2022, without human emissions. 
They are then run many times, and the frequency of extreme events of the 
2022 heatwave type is measured. These frequencies are then compared, to 
calculate the fraction of the risk of this event type due to climate change.

The risk approach defines the probability of an event type, in a given cli-
mate state, as the fraction of simulated weather states containing that type of 
event. This implies a kind of frequentist notion of probabilities, but instead 
of counting the number of events occurring in the real world, they count 
the number of simulation runs with the event type. There are two such fre-
quencies, coming from what I called above “actual” and “counterfactual” 
simulations. The “actual” world simulations are meant to represent possible 
weather states consistent with the climate state that the world is actually in, 
that is, one with anthropogenic climate change and the history represented by 
our historical data. The counterfactual simulation generates weather states 
compatible with a different climate state: that of a world without climate 
change. Any climate state is compatible with lots of different weather events; 
being in our current climate state doesn’t determine any particular extreme 
event. This is why the risk approach calculates two frequencies and compares 
them.

So, both the “actual” and counterfactual simulations generate possibili-
ties. What kind of possibilities are these? I argue that they are best interpreted 
as a species of objective possibility. The “actual” simulation should be read 
as saying: given a set of facts about the world’s actual climate state, these 
weather states are possible. This is a better fit than epistemic possibility, since 
we know that one such state actually occurred—the one with the 2022 UK 
heatwave. So, the generated possibilities cannot be the straightforward kind 
of epistemic possibilities, which are “states compatible with what we know.”

Less straightforwardly, these possibilities are generated by models that 
are based on imperfect knowledge of the actual climate state, and so they 
represent epistemically limited attempts to identify objective possibilities. We 
do not know all the details of the 2022 UK heatwave—we have only so many 
measurements (from the extant meteorological stations) and for only certain 
climate variables (e.g., perhaps we have so-called “near surface” temperature 
measurements but not any higher up in the atmosphere). Additionally, as we 
have seen, climate scientists characterise the event of interest in the model 
via a relatively crude proxy definition, such as a 2-day average maximum 
temperature (near surface). However, each model run containing a heatwave 
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of this type will include as much detail about that modelled heatwave as the 
model resolves. This might be more detailed than the knowledge we have of 
the actual heatwave—for example, by including facts about the atmospheric 
temperature at several points in the atmospheric column—or less detailed, 
e.g., because the model represents a region like England using a series of
discrete blocks, which may be coarser than the actual set of measurements
from meteorological stations. So, it is possible that some modelled heatwaves
might, for all we know, correspond to the actual heatwave and indeed be
realisations of how it actually happened in more detail than we possess.

Do these nuances make the modelled events epistemic possibilities? I think 
not, because of the aims of the modellers. An EWE attribution study does not 
aim to examine micro-realisers of the macro-specified actual token event. It 
aims to study the frequency of this type of event, in a given climate state, for 
the purpose of assessing the probability of the actual event. So, in the context 
of the study, the modelled simulations should be understood as (attempting 
to) identify objective possibilities. They are conditional possibilities in the 
sense that they are specified relative to a background climate state, and they 
are climatological possibilities, as the relevant kind of possibility is compat-
ibility with laws of nature governing the climate—laws of physics, chemistry, 
biology, and so on. Another way to see that these are objective possibilities is 
that they are justified by defending the model’s ability to describe the actual 
world (van Oldenborgh et al. 2021): the model is evaluated on how well 
the pattern of extreme events matches the observed distribution of extreme 
events. This is taken to provide positive evidence that model runs correspond 
to ways the world might have been.

The same goes for the possibilities identified by the counterfactual simu-
lation of the world without anthropogenic climate change. There, our epis-
temic state is much worse, since we don’t have observations of such a world 
in 2022. But, nevertheless, the scientists’ aim is to use their models to de-
scribe objective climate possibilities, conditional on a set of background cli-
matological facts. One account of objective climate possibilities that can play 
this role, due to Joel Katzav, is discussed below in section 10.4.

One reason it matters that these are objective possibilities is because of the 
debate about the storyline method. That alternative attempts to answer ques-
tions about the token event in the actual world, which storyline advocates 
claim is more relevant to decision-makers than what might have happened 
counterfactually.

10.3.2 The Storyline Approach

The storyline approach to EWE attribution is quite different. Here, the inves-
tigation takes the occurrence of the event as given and asks questions about 
the contribution of climate change. Example questions offered by Trenberth 
et al. (2015) include: “Given the weather pattern, how were the tempera-
tures, precipitation and associated impacts influenced by climate change?” 
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and “Given a flood, where did the moisture come from? Was it enhanced by 
high ocean temperatures that might have had a climate change component?” 
So, instead of asking how much more likely this kind of event is due to cli-
mate change, a storyline attribution study asks how climate change might 
have contributed to this particular event. Ted Shepherd, a major developer of 
the method, described it as “analogous to accident investigation (where mul-
tiple contributing factors are generally involved and their roles are assessed 
in a conditional manner)” (Shepherd 2016, 32).

It is also an accident investigation that focuses on particular aspects of 
the EWE. Storyline advocates distinguish between the thermodynamic and 
dynamic factors influencing an event. In this context, thermodynamic fac-
tors include the temperatures of the seas and the atmosphere, while dynamic 
factors include atmospheric circulation patterns, such as blocking high-pres-
sure systems that push precipitation away. Speaking roughly, dynamic fac-
tors influence the nature of each EWE and its placement in space and time, 
while thermodynamic factors influence the severity of EWEs, for example, by 
changing how much energy is available to drive a storm. Importantly, “ther-
modynamic aspects of climate change are generally robust in theory, obser-
vations and models” (Shepherd et al. 2018, 563), while dynamical aspects 
are significantly less certain and less well-grounded in theory. The circulation 
of the atmosphere is subject to significant natural variation and changes due 
to climate change are small relative to this variability. Thus, “forced circu-
lation changes are not well established and it is difficult to detect changes 
in circulation-related extremes in observations because of small signal-to-
noise” (Trenberth et al. 2015). As Lloyd and Oreskes put it, proponents of 
the storyline approach “suggest that for a given severe weather event where 
we do not have a physically credible model that includes the dynamics, then 
‘under such conditions,’ it is better for event attribution to focus on ther-
modynamics of the event (Trenberth et al. 2015, 729; Shepherd 2016, 703). 
Their proposal is that in such cases, we should take the extreme event as a 
given constraint and ask if thermodynamic factors are involved in such a way 
as to worsen it” (Lloyd and Oreskes 2018, 311).

The storyline method thus involves an accident investigation for a particu-
lar event, focused on thermodynamic factors. At a high level, the aim is an 
assessment of the possible contributions of climate change to the EWE. The 
main method, as well as intermediate output, is the “storyline.” A storyline 
is defined as “a physically self-consistent unfolding of past events” (Shep-
herd et al. 2018, 557). An attribution study typically investigates several 
storylines, which stipulate particular scenarios for investigation. For exam-
ple, Chan et al. look at eight storylines in their investigation of the 2010–
2012 UK drought (Chan et al. 2022, table 1). One is “drier preconditions,” 
which tests the sensitivity of the drought to drier periods in the run-up to the 
drought; this was done by varying the precipitation in the 3 and 6 months 
prior to the drought, in a model (Chan et al. 2022, 1757). This is the general 
method for EWEs: climate models are used to probe relationships between 
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thermodynamic factors and atmospheric conditions.3 Such relationships are 
probed using counterfactual analysis, generated by comparing climate simu-
lations with and without a test factor.

So, the storyline approach has in common with the risk approach the use 
of models to probe possibilities and also to compare several counterfactual 
simulations. The differences lie in the overall goals of the investigation and 
in the intended output. No probability is assigned to a storyline, which is de-
scribed as a physics-based, plausible causal narrative. Notably, each storyline 
is just one such causal narrative, with no qualifiers other than plausibility at-
tached. Once these causal factors have been studied, they are assembled into 
a broad assessment of the event. This can be understood as an epistemically 
possible history of the EWE. The purpose of identifying such a possibility is 
to seek to understand the driving factors involved in the event, and it is in the 
choice and role of these factors that special emphasis is given to establishing 
plausibility.

For our purposes, it is interesting to dwell on one way that scientists have 
defended the value of storylines, despite their seeming limitations. The focus 
on the narrative possibility’s basis in physical theory, and in well-understood 
climate processes linked to climate change, is critical in defending its rel-
evance and usefulness (Shepherd 2016; Shepherd et al. 2018; Trenberth 
et al. 2015). While the risk approach offers quantified probabilities for its 
possibilities (expressed in terms of dynamical conditions), these may lack 
credibility, according to Shepherd (2016, 32), due to the model uncertain-
ties plaguing dynamical simulations. This is an organic example of scientists 
arguing that the possibilities they have modelled are not “mere” possibilities, 
but are “real” or “serious” possibilities (cf. section 4.2).

As we saw above, storyline advocates argue that the changes in circulation 
modelled by the risk approach have low signal-to-noise ratios, especially for 
EWEs (Hoerling et al. 2013). This is in part due to natural variation and in 
part because, for contingent historical reasons, there has been insufficient 
exploration of model uncertainties, specifically those associated with model 
structure (Knutti, Masson, and Gettelman 2013). This is offered as a reason 
why the possibilities relied upon in the risk approach are not credible. As the 
same models are used in each approach, this requires some subtlety. Propo-
nents of the storyline method here distinguish between two uses of models. 
The first is an investigation of the processes involved in climate change. Con-
fidence in these processes is built by noting the robustness of model behaviour 
and its agreement with observations from multiple sources (Lloyd 2015). The 
claim is that this use is less sensitive to model uncertainties, and it is for 
this purpose that models are used in storyline studies. The second use is the 
generation of quantitative climate predictions, with associated probabilities. 
Here the uncertainty in modelled circulation changes becomes critical. Crit-
ics claim that such predictions are overly reliant on models as a single source 
of climate information and are, therefore, sensitive to “missing physics” not 
currently in the models, the under-sampling of extreme climate possibilities, 
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and several other challenges (Shepherd et al. 2018, 564–566). The storyline 
method relies on thermodynamics, which has well-understood links to cli-
mate change, and avoids quantitative predictions. Thus, it is claimed that it 
more credibly identifies possibilities. (It is not important here whether this 
argument succeeds, as my interest is in tracing the role and nature of the 
modal claims made.)

Advocates want the possibilities represented by storylines to be more than 
just credible, however. They must be suitable for motivating the right kind 
of response in the audience of the attribution study. Storyline advocates aim 
to support adaptation efforts that guard against future climate risks. They 
note that “it may be difficult to convince people to invest in defences against 
a hypothetical risk, but easier to do so if an event has previously occurred 
so clearly could occur again, but potentially with more impact” (Shepherd 
2016, 33). The storyline approach produces a possible causal history for a 
concrete historical event, the effects of which are easily observable and recent 
in the memory of the presumed audience for the attribution study.

Shepherd et al. (2018, 560) draw explicitly on behavioural psychology in 
describing how and why their approach works to support adaptation efforts. 
First, they argue that “availability bias is apparent in the history of physical 
infrastructure measures to mitigate natural disaster risk”—that is, policymak-
ers overestimate the risk of events they have seen happen and underestimate 
those they have not. What is needed to counteract this is an “episodic un-
derstanding” of possible hazards; a term inspired by the notion of “episodic 
memory” from Tulving (1972): a form of memory where one relives an event 
rather than merely recalling facts. Surveying a range of failures to invest in 
risk mitigation measures, Shepherd et al. argue that the failure to act occurs 
“despite good [factual] understanding of the case for such investments, be-
cause the necessary episodic understanding is not present” (Shepherd et al. 
2018, 560). The storyline approach aims to develop this episodic understand-
ing by providing a narrative of an EWE in which the role of climate change is 
made vivid and the predicted future is thus made more tangible.

Given all this, the storyline can be understood as a how-possibly explana-
tion of the EWE. Not in Hempel’s sense, of a potential how-actually expla-
nation, nor in the sense of establishing that the EWE itself is possible since 
this is trivial for a past event. It is also not a how-possibly explanation in 
the sense of dispelling a (presumably prior) belief that it could not have hap-
pened, by showing how it was possible. Instead, this is a species of how-pos-
sibly explanation in which the storyline shows how known thermodynamic 
processes of climate change could have influenced the (known, past) EWE. 
It aims at providing a plausible, psychologically compelling link between cli-
mate change and a particular past event, in order to help non-specialists rea-
son about climate actions.

It is perhaps similar to the how-possibly explanations in evolutionary biol-
ogy discussed by Brandon (quoted in Verreault-Julien 2019): “What good is 
a speculative how-possibly explanation? The short answer is: it shows how 
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known evolutionary mechanisms could produce known phenomena” (Bran-
don 1990, 180, emphasis added). Such how-possibly explanations often fo-
cus on possible causes; for example, Verrault-Julien characterises them as 
establishing the proposition that “possibly, p because q.” In the case of the 
storyline approach, there is also a causal aim, though perhaps a weaker one: 
it seeks to establish the possible causal contributions of climate change, as 
well as their nature and valence—that is, increasing or decreasing the severity 
of the EWE.

Notably, storyline how-possibly explanations are not produced in service 
of developing a how-actually explanation. Attribution studies tend to oc-
cur fairly soon after the event in question, and they aim to contribute to the 
heightened discussion of that event taking place in its aftermath. The empha-
sis on behavioural psychology, and the references to “risk,” show the scien-
tists’ interest in influencing and supporting policy discussion. While some 
EWEs of course garner greater interest and may, therefore, receive more 
comprehensive study, this is not typically the case. The output of the sto-
ryline approach is explicitly an epistemically possible causal history and does 
not aspire to more than possibility. Indeed, significant attention is devoted 
to discussing the value and use of the storyline qua possibility—for example, 
its potential role in “robust decision-making” methods which take as inputs 
unquantified possibilities (Shepherd et al. 2018). These are discussed more in 
section 10.5.

10.4  Ensembles of Climate Models

This section considers the debate over how to make use of collections, or 
ensembles, of climate models. This is a more general topic than the previous 
one, and attribution studies regularly make use of ensembles, so the consid-
erations discussed here apply there also.

Let’s start with a basic question: why do climate scientists trust models? 
There are numerous reasons, including the following (Knutti et al. 2010, 
2757 and references therein). First, these models are based on accepted 
physical principles that we have independent reason to believe govern the 
relevant domains, such as the conservation of mass, momentum, and en-
ergy, and the laws of thermodynamics. Second, these models can reproduce 
complex and significant features of the past and current climate, including 
its natural variability and its response to anthropogenic influences during 
the period for which we have data. Third, there is remarkable agreement in 
the predictions of climate change produced by these models and by various 
non-model-based methods, such as paleoclimate data. This convergence 
between different sources of evidence is taken to be significant and con-
firmatory when it comes to the core hypotheses of climate change (Lloyd 
2015; Oreskes 2004, 2018), and it is taken to provide additional support 
for the claim that the models correctly capture some core mechanisms of 
climate change.
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What, then, are we to make of the diversity of and disagreement between 
such models? Between 50 and 100 GCMs exist globally, created and main-
tained by different research groups and national meteorological centres. They 
were developed for various reasons, many contingent and historical,4 and dis-
agree to a greater or lesser degree across a wide range of variables and kinds of 
output. They all purport to describe the same system but have numerous dif-
ferences including at the structural-dynamical level. Their diversity therefore 
partially represents the uncertainties described above. An important response 
to this puzzle is the Coupled Model Intercomparison Project (CMIP). CMIP 
gathers these models and studies their relations and the distributions of their 
predictions. CMIP6, the iteration of the project supporting the IPCC’s sixth 
assessment report, contains around 100 models from 49 modelling groups 
worldwide.5 It aims to evaluate these models, summarise their output, and 
use facts about the distribution of model results to produce improved output.

The IPCC assessment reports use CMIP results to construct probability 
distributions for key climate variables. Put very roughly, the distribution of 
model results is used to fit a statistical model, which then generates prob-
abilities for, say, global mean temperature change at 2100. It is this practice 
which is at issue in this section. Some climate scientists and philosophers ar-
gue that the use of probabilities is unjustified and misleading. Amongst them, 
a subset proposes instead that these models should be seen as identifying 
possible future climate states but no more. So, the two positions are, roughly,

1 Probabilist: climate models can provide probabilities for future climate 
states in the form of probability distributions over climate variables; and

2 Possibilist: climate models can identify possible future climate states, 
where these might be “real” or “serious” possibilities but cannot be as-
signed even qualitative likelihoods.

The probabilist position is strictly stronger than the possibilist one: if col-
lections of models can tell us how probable various outcomes are, they can 
also tell us whether these outcomes are possible.

What kind of possibilities are these? Broadly speaking, divergence between 
models appears to be regarded as something to be reduced—a reduction in 
the range of estimates for a variable in successive CMIP versions is presented 
as progress. This indicates that the uncertainty represented by the ensemble 
is conceived of as epistemic, and thus that the results represent epistemic 
possibilities. Thus, a reduction in the scope of possibilities corresponds to 
an increase in knowledge. If the divergence were thought to represent the 
natural variation of the climate system, so that each model result picked out 
an objective possibility, there would be no cause to celebrate the reduction of 
divergence. And, indeed, it is acknowledged that some degree of divergence is 
desirable: there are multiple, objectively possible, future states of the climate 
consistent with any forcing scenario, due to the internal variability of the 
system. In other words, a perfect climate model should generate a range of 
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results representing objective possibilities compatible with the modelled sce-
nario. So, a crucial challenge is identifying how much ensemble spread rep-
resents epistemic uncertainty and how much represents objective variability.

Part of the debate is therefore about how to understand and represent the 
uncertainty in climate ensemble results. Uncertainty (and its representation) 
has an important connection to decision: in addition to being an epistemic 
lack, uncertainty is a barrier to successful action. Climate change is an enor-
mous practical challenge, and so part of the debate here is about which rep-
resentation of uncertainty best supports successful decision-making.

10.4.1 Probabilism and Its Discontents

A full discussion of the statistical methods of climate science is beyond this 
chapter, but here are some important basics. First, at a basic level, these meth-
ods involve fitting a statistical model to the set of model results and using this 
to infer probability distributions. Second, the probability distributions are 
often produced from relatively small numbers of runs of each model, which 
are assumed to be representative of that model’s output (Katzav et al. 2021).6 
Third, CMIP ensembles are what are called “ensembles of opportunity”—
they were gathered from the models which happened to exist, rather than be-
ing designed or selected to have specific properties (Tebaldi and Knutti 2007). 
Each is intended by its authors to be as good as possible, where “goodness” is 
determined by overlapping sets of purposes and standards. Finally, modellers 
acknowledge that there is significant uncertainty that is not captured by these 
methods, and so the derived probability distributions are sometimes adjusted 
“by hand.” For example, in the IPCC’s fifth assessment report, the 5–95% 
range of model results for global mean temperature change in 2100, under 
scenario RCP8.5, is 2.6–4.8°C. If model frequencies were used directly to 
calculate probabilities, this would correspond to a 90% probability interval. 
Instead, the IPCC reported this range as “likely,” that is, greater than 66% 
probability, due to unmodelled but acknowledged uncertainties (Thompson, 
Frigg, and Helgeson 2016).

Criticisms of probabilistic methods have addressed both particular statisti-
cal methods and general justificatory strategies. One initially popular method 
was to treat the models as independent samples from some distribution that 
is centred on the truth. If this were the case, it would legitimate the use of 
standard statistical tools for handling samples: the sample mean would be 
an estimator for the population mean (i.e., the true value for the variable 
in question); adding more models would lead to the ensemble mean to con-
verge on the truth, and the variance of the sample could be used to produce 
confidence intervals for the true value (Tebaldi and Knutti 2007). However, 
this treatment of models as samples is not justified, as has been argued both 
conceptually (Katzav 2014; Parker 2010, 2011) and empirically (Knutti et al. 
2010; Stainforth et al. 2007a). The models are not independent: climate 
modellers have common training, make use of similar techniques for similar 
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reasons, and share both experience and computer code, with the result that 
the models share many components (Winsberg 2018). For this reason, the 
errors in these models are not random. Additionally, no attempt was made 
to ensure that this sample is representative—as noted, this ensemble was col-
lected rather than constructed.

This is not the only method, however. Annan and Hargreaves (2011, 4529) 
describe an alternative that acts as though “the truth and the models are … 
drawn from the same distribution,” rather than assuming that the models 
centre on the truth. This has performed significantly better in some studies 
and has received a recent philosophical defence by Dethier (2022). Nonethe-
less, the conditions under which it has been shown to succeed are limited, 
and its general applicability relies on the quality of the underlying models, 
which is a topic of significant concern to possibilists, as discussed below.

Katzav et al. (2021) note that probabilities could in principle receive sup-
port from theory. (Recall that support from theory is a reason that climate 
models are trusted at all by scientists.) They argue, however, that “theory pro-
vides limited guidance in interpreting model and ensemble output, including 
what model biases imply for output accuracy. Thus, theory tends to leave open 
the extent to which output spans the range of possibilities, or whether these 
possibilities are weighted in a way that reflects reality” (Katzav et al. 2021, 9).

10.4.2 The Possibilist Challenge

There are several versions of what is here called the possibilist interpreta-
tion,7 but they share a common critique of the adequacy of climate models. 
Much of the discussion takes at its starting point a pair of influential articles 
led by climate scientist David Stainforth, which criticise probabilistic meth-
ods and propose alternative ways of using these outputs (Stainforth et al. 
2007a; 2007b). Their critique of probabilistic methods centres on an explo-
ration of the uncertainties of climate models themselves. It is complex, but 
four points are worth noting.

The first is a problem inherent in climate modelling: the models are “simu-
lating a never before experienced state of the system” and therefore “cannot 
be meaningfully calibrated” against historical data (Stainforth et al. 2007a, 
2145). The second is that the models are multiply interconnected and share 
biases. They are, therefore, neither independent nor representative of the sci-
entific uncertainty about their domains. The third point is that the models 
display extreme uncertainty, as evidenced by their wide divergence in impor-
tant variables. They report an ensemble whose estimates for the change in 
Mediterranean average precipitation range from −28% to +20%. This wide 
range is despite the limited diversity of models, highlighted in the last point. 
The fourth issue is that this uncertainty is poorly understood and under-
explored, with the expected result that further investigation of uncertainty, 
especially structural model uncertainty, should be expected to significantly 
widen the range of predicted values for important variables.
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Their conclusions are stark:

Can we rule-out or weight the models in such ensembles? Much effort is 
currently focussed on assigning models’ weights based, to some extent, 
on their ability to reproduce current climate… As long as all of our cur-
rent models are far from being empirically adequate, we consider this 
to be futile. Relative to the real world, all models have effectively zero 
weight… The lack of any ability to produce useful model weights, and 
to even define the space of possible models, rules out the possibility of 
producing meaningful PDFs for future climate based simply on com-
bining the results from multi-model or perturbed physics ensembles; or 
emulators thereof. Models can, however, provide insight without being 
able to provide probabilities.

(Stainforth et al. 2007a, 2155)

Under certain conditions, they argue, we can rule specific models out of con-
sideration—such as they are outside of their domains of applicability. Other 
than that, we should regard these ensembles as providing a “lower bound on 
the maximum range of uncertainty” (Stainforth et al. 2007a, 2156). It is a maxi-
mum range of uncertainty since it considers all applicable ensemble results, but 
merely a lower bound because of the unexamined model uncertainty.8 They 
conclude that the “range of possibilities highlighted for future climate at all 
scales clearly demonstrates the urgency for climate change mitigation measures 
and provides non-discountable ranges which can be used” by decision-makers 
(Stainforth et al. 2007a, 2159). So, the function of these models is to highlight 
possibilities that cannot be ignored for decision-making purposes.

Though well-respected, this work clearly lies at an extreme when it comes 
to climate science’s view of climate models and probabilistic methods. (Wit-
ness the continued use of probabilities in the IPCC’s sixth assessment report.) 
Other climate scientists who are critical of the sampling approach to gener-
ate probabilities nevertheless assert that models are impressively reliable on 
particular aspects of the climate and that groups of models often do better 
than individual models, even than the best individual models (Annan and 
Hargreaves 2011; Knutti et al. 2010). This motivates their continued inves-
tigation of probabilistic methods for the treatment of model ensembles and 
perhaps explains the wider continued reliance on these methods.

The most pessimistic of the possibilists is Gregor Betz, who takes inspira-
tion from Stainforth et al. but draws markedly more negative conclusions. 
Betz introduced his possibilistic view in the context of the provision of policy 
advice (Betz 2007), where it was referred to as the “scenario approach.” 
Betz’s motivation was the view that in a democracy, scientific input to policy 
should be value-free (cf. Betz 2013). He argues that the probabilistic method 
relied on unmotivated and subjective judgements, either in the form of Bayes-
ian treatments of model uncertainty or more directly via expert elicitation of 
probabilities.
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While this value-free ideal might be unpalatable to some, there is much 
value in Betz’s work which is independent of it. In particular, his discussion of 
which possibilities are worthy of attention and his demarcation of categories 
of modal hypotheses. Betz advocates for reporting as possible all scenarios 
which cannot be ruled out given the current body of knowledge (Betz 2007, 
6), and he calls these “serious possibilities” following Levi (1980). Betz (2015) 
also considers relativising this to a body of knowledge, to generate kinds of 
serious possibility such as logical, physical, etc. In later work, Betz (2010) 
shifts to a more substantively specified notion. He distinguishes between 
three categories of possibilities: verified possibilities, verified impossibilities, 
and possibilistic hypotheses. A verified possibility has been demonstrated to 
be consistent with background knowledge, a verified impossibility has been 
demonstrated to be inconsistent with background knowledge, and possibilis-
tic hypotheses have been articulated but not verified (Betz 2010, 93). (Verify-
ing impossibilities is also referred to as falsifying possibilistic hypotheses.)

In later works (Betz 2010, 2015), Betz’s critique of probabilism is more 
squarely focused on the inadequacy of climate models. The core question for 
Betz is whether climate simulations can verify and falsify possibilities. He is 
motivated by the more extreme position presented in the second Stainforth-
led paper: while Stainforth et al. (2007a) seem to suggest that models can 
positively identify relevant possibilities, Stainforth et al. (2007b, 2168) state 
that “we cannot confirm the relevance of any climate forecast.” Betz concurs: 
models cannot verify possibilities. One reason for this is quite straightfor-
ward: since models contain contrary-to-fact assumptions, they do not rep-
resent serious possibilities. This is a simple consequence of his definition of 
serious epistemic possibility, which perhaps opens room for a version of pos-
sibilism on which climate models do verify possibilities: as Sjölin Wirling and 
Grüne-Yanoff (2021) note, objective possibilities regularly involve contrary-
to-fact specifications. Katzav’s variety of possibilism, discussed below, may 
be an example of this strategy.

Betz also argues that, due to underdetermination, models cannot falsify 
hypotheses. This leaves relatively limited room for their use in science: mod-
els can play a role in formulating possibilistic hypotheses since they can iden-
tify emergent phenomena and draw out the implications of large, complex 
datasets (Betz 2010, 97–98). To support this purpose, Betz advocates for 
a move away from focusing on the convergence of simulation results and 
towards encouraging a proliferation of models and an exploration of the 
scenarios they generate.

Joel Katzav criticises Betz for not basing his possibilism in the actual prac-
tice of climate modelling (Katzav 2023) and offers a somewhat more optimis-
tic possibilism. Katzav develops a notion called “real possibility,” which is 
intended as a species of objective possibility (Katzav 2023, 2). In the original 
formulation, to say that something is a “real possibility at some time t  is, 
roughly, to say that it is consistent with the overall way things have been 
up until t  and that nothing known excludes it” (Katzav, Dijkstra, and de  
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Laat 2012, 270). A state is compatible with the way things are at a time, if 
“in something like the circumstances obtaining over the period, the domain’s 
laws and/or mechanisms, or a similar set of such laws and/or mechanisms, 
would bring the state of affairs about” (Katzav 2014, 236). So real possi-
bilities are objective possibilities, with two qualifiers. The first is that they 
haven’t been excluded by our current knowledge, and the second is that they 
have “the potential to be realised in the actual world” (Katzav 2023, 8).

Models can provide us with real possibilities by capturing (perhaps 
roughly) the central processes, laws, and mechanisms of the system. Where 
Betz’s definition of serious possibility means that contrary-to-fact assump-
tions prevent climate models from representing serious possibilities, Katzav’s 
objective conditions and use of qualifiers such as “the basic way things are” 
and “something like the circumstances” are meant to avoid this problem. 
“Representing the basic way the climate system is over a period of time is 
compatible with being false to a substantial degree” (Katzav 2014, 236). 
Katzav also argues that real possibilities are what we need. While epistemic 
possibilities may be too weak to ground climate action, the close link of real 
possibilities with the way things are in the actual world motivates taking 
them seriously. Thus, “when we take outputs to be epistemically possible, 
we ought also to be able to suppose that they represent real possibilities” 
(Katzav 2023, 2; cf. Katzav et al. 2021).

For Katzav, “realness” comes in degrees. Two slightly contrary takes on 
degrees of realness or remoteness are offered across Katzav’s work. Katzav 
et al. (2012, 273) employ Popper’s notion of corroboration and suggest that 
“a claim’s degree of corroboration is … correlated with the extent to which 
the claim is consistent with the overall way things are and, therefore, with 
the extent to which the claim is a real possibility.” This allows for “real-
ness” to depend on the extent to which a claim has been tested, in addition 
to the results of particular statistical tests. This degreed notion is intended to 
allow a pure possibilistic method to rank possibilities by how remote they 
are—where remoteness is inverse to realness. In later work (Katzav 2014, 
237), however, we are cautioned that model errors threaten such judgements 
of remoteness. Instead, we are directed towards counterfactual assessments 
of remoteness: if models indicate it is a real possibility that human emissions 
have such-and-such an effect on the climate, then we can conclude that the 
occurrence of this effect is less remote (alternatively, more real) than it would 
have been without anthropogenic climate change.

10.5  Uncertainty, Decision, and Possibility

This final section links the previous discussions of possibility to a common 
background issue: how the results of climate models can be used to sup-
port decisions. This can be framed as a debate about the appropriate repre-
sentation of uncertainty for climate model results, where “appropriateness” 
involves making use of the information contained in those results while 
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not going beyond that information by offering false precision. The link to 
decision-making is crucial: more informative representations of uncertainty 
allow for more discerning decisions, and so we seek a representation of un-
certainty that is as informative as is justifiable.

Possibility is at the heart of uncertainty: uncertain agents entertain multi-
ple possibilities, without knowing which is actual. Modern representations of 
uncertainty therefore begin with a notion of possibility, formally represented 
with a set of possible worlds. These represent the elementary outcomes or 
ways the world might be, about which we are uncertain. Sets of worlds repre-
sent coarser descriptions of what might happen, called events or propositions. 
When modelling an agent’s uncertainty, it is usual to include a world for every 
outcome the agent can distinguish, specified in a way they find relevant. Using 
these, we can represent the agent’s beliefs about what might happen or what 
might be the case. So, for a climate scientist thinking about climate change, 
these might be possible future states of the climate, resolved at the level of de-
tail that fits their understanding, and specified using climate variables used in 
their work. These worlds then represent different ways the climate might be.

Uncertainty can be represented crudely using only sets of possible worlds: 
we can start with a large set of worlds W , and represent an agent’s uncertainty 
with the subset of these worlds that they consider possible, ⊆U W . By intro-
ducing propositions, we can also represent differences between the fineness of 
the agent’s understanding and the true (or modeller’s) picture, by representing 
the agent’s uncertainty with sets of worlds rather than worlds. The set U  can 
also represent worlds that are compatible with a body of knowledge, imper-
sonally specified, or the worlds considered possible by a group. Either way, 
this is a crude but serviceable representation of uncertainty: it merely tells us 
that a set of states is possible, without giving any ranking between them or 
offering quantitative information about their relative or absolute likelihoods.

The starting point of the possibilistic interpretation of climate models is 
the question: do climate simulations represent (or assist us in identifying) 
possibilities? An answer to this question might be: yes, an ensemble of cli-
mate models can produce a subset of worlds C, specified using climate vari-
ables contained in those models, which are to be considered possible. Betz is 
sceptical of this answer, while the other possibilists discussed endorse it.

Despite its crudeness, this representation of uncertainty can support deci-
sion-making. Indeed, there are many decision rules one can specify that rely 
only on properties that this representation provides. Here are two examples. 
Suppose that a decision-maker is choosing between two actions and that they 
are aware of two possibilities so that they have four outcomes to consider. 
The decision rule CautionSP recommends the action with the best worst-case 
outcome. So, the decision-maker considers the two outcomes of each action 
and notes the worst-case. They then compare these worst-cases and pick the 
action which results in the better one. As the name suggests, this rule displays 
great caution, as the decision is made solely on the basis of the worst possible 
outcome. An alternative is RobustnessSP, which recommends the action that 
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performs tolerably well over the widest set of possibilities, for some thresh-
old of toleration. Lempert and Schlesinger (2000) suggest a rule like this for 
climate decisions.

This link to the decision highlights one way in which modal modelling 
matters. With their focus on influencing decision-making, scientists like 
Stainforth and Shepherd take their modal models to be relevant to what we 
do in the actual world. The fact that climate modelling is, in an important 
sense, modal does not at all diminish its importance for decision-making. 
This should allay the worry of authors like Dethier (2023), who worry that 
the possibilistic interpretation competes with the idea that models are rel-
evant to hypotheses about the actual world.

Returning to the discussion of representations of uncertainty, the next 
question faced by possibilists is whether climate ensembles can support a 
more informative representation than mere sets of possibilities.

Probability offers a much more informative representation and correspond-
ingly supports more sophisticated decision rules. A brief bit of formalism: a 
probability measure is a function, Pr, which assigns a number between 0 and 1 
to each subset of .W 9 Such a function is called a probability measure if, and only 
if, it obeys these three properties: (Pr1) ∅ =Pr( ) 0, (Pr2) =Pr( ) 1W , and (Pr3) if 

∩ = ∅X Y  then ∪ = +Pr( ) Pr( ) Pr( )X Y X Y .10 As we saw above, there are signifi-
cant doubts about whether climate ensembles can support probabilities. These 
worries are related to general limitations that probabilistic representations of 
uncertainty face (Halpern 2017, 16–23).

Chief among these is the worry that a probabilistic representation is very 
demanding: every possibility must be comparable to every other, not just 
ordinally but cardinally, and enough information needs to be available to 
generate precise numbers for each alternative while obeying the additiv-
ity condition. If the knowledge state being represented is incomplete, with 
certain possibilities not being comparable, these conditions will not be met. 
Similarly, if ignorance about what is possible is significant, probabilities may 
not be suitable, as Pr1 assumes that the set W  contains all possibilities. Prob-
abilities also cannot represent (or have difficulty representing) the weight of 
evidence underlying comparisons, as =Pr( ) 0.5X  may be used to represent 
both a situation in which there is plenty of evidence for each of X and X, 
and to represent a situation in which there is no evidence at all on the matter.

A range of other representations of uncertainty have been developed to 
address these limitations. These include imprecise probabilities, Dempster-
Shafer functions, plausibility measures, and possibility measures (Genin and 
Huber 2021; Halpern 2017). The latter are of interest to us, because of their 
association with the possibilist interpretation and, in particular, Katzav’s de-
greed notion of realness/remoteness—Katzav et al. (2021, §4.2) explicitly 
suggest them as a tool for working with ensemble outputs. There is a prima 
facie attractiveness to this, as the principle underlying formal possibility the-
ory is sometimes glossed as “any hypothesis that is not known to be impos-
sible cannot be ruled out,” which accords with some of Betz’s statements 
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seen above and with Katzav’s Popperian gloss on real possibility. The two 
questions facing the possibilist are again: can ensembles support possibility 
measures and is this the most informative representation justifiable?

A possibility measure is a function, Po, which assigns a number between 0 
and 1 to each subset of W . Such a function is called a possibility measure if, 
and only if, it obeys these three properties: (Po1) ∅ =Po( ) 0, (Po2) =Po( ) 1W , 
and (Po3) if ∩ = ∅X Y  then ∪ =Po( ) max{Po( ),Po( )}X Y X Y . Po1 and Po2 are 
identical to Pr1 and Pr2, the difference is in Po3. Since ∪Po( )X Y  is equal to 
the largest of Po( )X  and Po( )Y , ∪ ≤ +Po( ) Po( ) Po( )X Y X Y , and so possibility 
measures are sub-additive. That is to say that a proposition is at least as 
possiblem as each of the propositions it includes, and no more possiblem than 
the most possiblem of them. The subscript “m” is added to “possible” to 
draw attention to its use as a technical term, one which has an unclear con-
nection with the notions of possibility discussed above, and with those used 
in modal epistemology and metaphysics.

Possibilitiesm are variously interpreted. Dubois and Prade, important theo-
rists of possibility measures, report that their originator L. A. Zadeh used 
them to represent feasibility, “as in the example of how many eggs can Hans 
eat for his breakfast” (Dubois and Prade 2015a, 33), which is a modal no-
tion but not an epistemic or metaphysical one. Dubois and Prade offer dif-
ferent interpretations of their own: the function Po represents “the state of 
knowledge of an agent (about the actual state of affairs)… distinguishing 
what is plausible from what is less plausible, what is the normal course of 
things from what is not, what is surprising from what is expected.” Later 
they say that =Po( ) 0X  “means that state [X] is rejected as impossible,” while 

=Po( ) 1X  “means that state [X] is totally possible (=plausible)” (Dubois and 
Prade 2015a, 34). These are potential interpretations depending on the use 
case, rather than synonyms: plausibility, typicality, and surprise are distinct 
notions. None corresponds obviously to “degree of possibility,” for either an 
epistemic or objective notion of possibility, and it is unclear why total (pre-
sumably full, unqualified) possibly should be equated with plausibility. The 
most useful interpretation for our purposes begins with the observation that 
possibilitiesm are often relativised to a body of knowledge K . So, possibilitym 
measures consistency with K  (in a fuzzy sense) and thus could be used to 
articulate a kind of epistemic possibility.

Possibilitiesm are significantly less constrained than probabilities. Impor-
tantly, it is not the case that, in general, = −Po( ) 1 Po( )X X . Instead, −1 Po( )X , 
called the “necessitym” of X or Ne( )X , is thought of as representing a dis-
tinct part of the uncertainty about X. Where Po( )X  is sometimes described as 
measuring the extent to which X is consistent with the knowledge on which 
Po is based, Ne( )X  measures the extent to which that knowledge implies X 
(Dubois and Prade 2001). Zero necessitym does not put any constraints on 
possibilitym; indeed, =Ne( ) 0X  is compatible with =Po( ) 1X , their conjunc-
tion is glossed as “X is consistent with the knowledge base but not implied 
by it”—leaving room for ay belief attitude.
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Now that we know what possibility measures are, we can ask whether 
climate model ensembles can support the assignment of numerical degrees of 
possibilitym, although they cannot support probabilities (according to possi-
bilists). One difficulty in establishing this is that “there are several representa-
tions of epistemic states that are in agreement with the above setting … [b]ut 
all these representations of epistemic states do not have the same expressive 
power. They range from purely qualitative to quantitative possibility distri-
butions, using weak orders, qualitative scales, integers, and reals” (Dubois 
and Prade 2015b). So, the proposal to use possibility measures to represent 
climate model ensemble results is radically underspecified until advocates de-
scribe the degree of expressive power they take climate models to support. If 
these possibility measures merely capture an incomplete comparative ranking 
of possibilities, then this should be relatively easy to construct. Katzav’s ex-
ample of a counterfactual assessment of the remoteness of an effect with and 
without climate change may be an example of a straightforward compari-
son. As more comparisons are added and the ranking approaches a complete 
ordinal scale, more information will need to be supplied by the possibilist, 
including information on how to construct rankings from sets of apparently 
undifferentiated model results. This is by no means impossible: possibility 
measures have mathematical connections to imprecise probabilities, which 
are relatively easy to use to generate rankings—see, for example, Roussos, 
Bradley, and Frigg (2021). The worry is that this will soon contradict the 
assessment of Stainforth et al. (2007a) that we cannot weigh or differentiate 
between the results of ensemble members in a principled way. Recalling that 
this assessment was the source of much of the possibilist programme, this 
presents a serious complication.

Possibilists thus have a difficult line to walk if they wish to go beyond 
mere sets of possibilities, without ascribing more power to climate model 
ensembles than their own critique of probabilism allows. A more detailed 
case needs to be made for possibility measures, one which specifies precisely 
how expressive a representation is intended and which argues in detail that 
climate ensembles can support it. Ideally, this case would also argue that we 
can do no better than the proposed possibilistic account. Attention could 
then turn to the development of statistical methods for constructing these 
possibilitym distributions.

10.6  Conclusion

Climate science is a rich source of examples for the philosopher interested 
in modal modelling. The nature of climate change as a central problem for 
science, and the desire to attribute weather phenomena to human-caused 
climate change, creates conditions in which scientists are naturally led to 
engage in modal reasoning. The debates discussed in sections 10.3 and 
10.4 are only a small sample of such reasoning and the role that possibility 
plays in it.
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The discussion of EWE attribution illustrates how scientists are in need of 
sophisticated modal concepts. Both the risk and storyline side of the debate 
aim to articulate a species of possibility which has desirable properties for 
their purposes. Philosophers can play a crucial role here. In the case of the 
storyline method, I argued that the form of possibility identified has impor-
tant similarities with that identified independently by Katzav, in his discus-
sion of model ensembles. Helping scientists to articulate their different goals 
and the required modal notions to support those goals can help to advance 
scientific practice.

The discussion of ensemble results in section 10.4 highlights another rea-
son to engage with scientific practice. Detailed engagement with the scientific 
practices of modal modelling can furnish us with new modal concepts—
such as Katzav’s “real possibility.” Real possibilities, with their dual status 
as nearby objective possibilities that have not been epistemically excluded, 
are compelling candidates for decision-making attention. Their significance 
is therefore not limited to the philosophy of climate science or discussions of 
climate policy.

Section 10.5 of this chapter highlighted how paying attention to the role of 
possibilities in decision-making can guide both our modal theorising and our 
scientific practice. It can guide theoretical work in modal epistemology be-
cause considerations about decision-making determine the kind of possibili-
ties we want to have access to for practical purposes. It can inform scientific 
practice by identifying the conditions that need to be met to utilise an uncer-
tainty representation such as possibility measures, and the kind and quality of 
information required to generate such measures from climate model outputs.

Notes

1 It is common to talk in terms of “possible worlds,” as I will do in section 10.5. 
There is no issue with doing so here, so long as one accepts that a “world” can 
be specified coarsely and that the epistemically possible worlds do not stand in a 
simple relationship to the objectively possible worlds.

2 Readers interested in more details about climate models and the philosophical 
issues they raise should read the excellent collected volume edited by Lloyd and 
Winsberg (2018).

3 In some overview papers, contributions are assessed directly; for example, Tren-
berth et al. use observations of high sea-surface temperatures, and the known 
process in which these raised temperatures provide moisture to storms, to make 
a qualitative statement about the impact of climate change-related increased sea 
temperatures on the huge amount of snow in the 2010 “Snowmageddon” storm 
(Trenberth et al. 2015, 727).

4 For example, having a climate modelling centre is a way to signal that a country 
takes climate change seriously. Less politically, since the purposes and interests 
of the modellers influence the idealisations and simplifications employed in the 
model’s development, there is a natural desire to have “our model” reflect “our 
priorities.” It is difficult to disentangle the contributions these factors have. In 
this chapter, the focus is on the uncertainty and purpose-diversity reasons for the 
range of models, but political and social reasons should not be forgotten.
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 5 https://www.carbonbrief.org/cmip6-the-next-generation-of-climate-models- 
explained/.

 6 Recall: climate is an aggregate notion and the climate system has significant natu-
ral variability, so even a perfect model is expected to generate different outputs for 
repeated runs.

 7 This section reviews and discusses some important entries in the debate in climate 
science and philosophy but does not pretend to be comprehensive. Important 
philosophical contributions are neglected from other parts of the philosophy of 
science (Hansson 2011), as are important papers from other disciplines such as 
economics (Sugden 2009), which have influenced this debate.

 8 These articles, though seminal, are over 15 years old. So it is worth noting that 
Stainforth remains sceptical of the use of probabilities in the analysis of climate 
ensembles—see Katzav et al. (2021) and Stainforth and Calel (2020).

 9 Alternatively, if one wished to distinguish impossibility from zero probability, 
and represent both, one could define P on U .

 10 Property 1 is redundant but included here for comparison with possibility measures.
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Prospective Modeling

Alfred Nordmann

11.1  Opening

What might be the case and What can be done—these are interrelated but 
categorically different propositions. Both concern the possible, and both in-
volve modeling practices in science, engineering, and daily life. After a quick 
review of modeling possible and actual states––what is and what might be––
this paper moves to the other side of the categorical divide. Modeling what 
can be done is “prospective modeling” and consists in the demonstration of 
technical power. This form of modeling the possible does not implicate the 
ontological questions of reality and modality which arise within a represen-
tational framework. Also, it does not entangle us in the predicament of refer-
ring to the future. Prospective models establish a claim to what can be done, 
and they do so in terms of what has already been achieved in the model. This 
proposal joins forces with other attempts to fill a gap in extant accounts of 
modeling. It goes further only by breaking explicitly with the idea that mod-
els instantiate theory or represent reality. Prospective models do not relate to 
a given target system by way of picture and pictured but can give rise to a tar-
geted or intended system by way of rehearsal and reenactment. They provide 
a template for mimetic action in another setting than that of the model itself.

11.2  Possibilitas et potentia

Different conceptions of possibility provide the backdrop for the comparison 
of two ways of modeling the possible. In the terms proposed by Peter Gali-
son, one of these conceptions is ontologically concerned, and the other onto-
logically indifferent (Galison 2017). Ontology pursues the question of being 
and everything that really exists. This question is not particularly troubling 
for all that is right in front of our eyes. Ontological concern, if not anxiety, 
comes with “neutrinos, angels, devils, and classes” (Goodman 1983, 33), 
with counterfactuals and dispositions, with the physical structures behind 
or below the appearances, with remembered and reported events, and the 
modal qualification of what is not actually and not necessarily, but possibly 
the case.

11
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In the classical modal sense of possibilitas, a possible state of affairs has 
the property or quality that it might actually be the case––somewhere, when 
the time is right, or when certain conditions are met that do not presently 
obtain. Here, ontological concern takes the guise of an epistemological quan-
dary: how to ascertain that a non-actual state of affairs has the quality of 
possibly being the case? Involving counterfactual claims about unrealized 
but realizable dispositional properties, these are questions of truth or falsity, 
they revolve around veridical statements which posit something that is not 
actually now but latently now the case.

In contrast to all of this, there are ways of modeling the possible that do 
not induce ontological anxiety in that they do not posit the reality of the 
non-actual. Aside from modal possibility as a property that qualifies real-
ity, there is potency (potentia) and what is effectively possible for me or you 
or something to do. The latter refers to a capability or power that, once 
acquired and demonstrated, can be exercised again and again. To be sure, 
the exercise of power involves many questions of knowledge, but not the 
problem of induction or other questions concerning an elusive, perhaps un-
knowable reality. Take a carpenter, for example, who acquired and demon-
strated the power to build a cabinet with drawers and doors that open and 
close neatly and effortlessly. With the demonstration of this power comes 
the possibility of doing it again, building one or many more such cabinets. 
To be sure, the carpenter might be lazy or sloppy or cheap, from now on de-
livering ill-fitted cabinets. We do not know, in other words, that the carpen-
ter will produce first-class cabinets, but still we do not doubt the carpenter’s 
power to do so, which was manifested once and for all in the prototype. We 
might wonder whether the carpenter’s powers transfer from this situation 
to that, from oak to pine, from showroom to living room, but these are 
practical or technical concerns regarding problems of performance and the 
exercise of a power which has been acquired and demonstrated.1

Moving from the carpenter to the modeler, the shift from possibility to 
potency corresponds to a shift from modeling what might be the case to 
“prospective modeling” as the acquisition and demonstration of power in 
a model. These two types of modeling and of conducting research are com-
plementary: They are different registers or language games of “possibility” 
and aim for different kinds of knowledge, veridical knowledge and working 
knowledge. For example, anxious to know the truth, one can always ask, 
“how can I be certain that the carpenter or experimentalist has the power 
to do something once and again; how do I know that the accomplishment 
of the cabinet or the observed effect in the experiment was not a matter of 
cheating or of luck?” By asking this perfectly legitimate skeptical question, 
one is not undermining the categorical difference between “what is possibly 
the case” and “what is possible to do”––one is only changing register, shift-
ing the language game from the probing of powers to ascertaining the reality 
of possibility. In other words, talk of actuality can always lead to talk about 
modal possibility or possibilitas.
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11.2.1 What Might Be the Case––But Is Not

Models of what is actually the case are always also models of what might 
possibly be the case. Indeed, from the modeling point of view, the actual is 
always just a special instance of the possible. Modeling the possible is there-
fore part and parcel of science. Any description of what is contingently the 
case specifies possibilities of how it could be otherwise. A potted history of 
conceptions of modeling serves to illustrate how modal possibility (possibili-
tas) comes cheap in all kinds of ways.

From the point of view of theory, the models of a theory form a class 
of possible situations that instantiate the theory. They thus circumscribe 
the space of what is physically and not just logically possible––what might 
be the case if the requisite initial conditions obtain, irrespective of whether 
these are quickly and easily realized in an experimental setting, or realizable 
at all.

From the point of observation and experiment, models of a particular 
phenomenon or event provide a reconstruction of that situation by for-
mulating in the language of mathematics and physical theory a structural 
or dynamic analogue. When we informally say, for example, that a virus 
is “spreading like wildfire,” there are propagation models that take this 
analogy quite literally, modeling the spread of disease with tools devel-
oped to dynamically represent wildfires––or vice versa. If models on the 
first view are actual or possible instantiations of a theory, models on this 
second view provide representations of an actually observed phenomenon. 
These open a space for possibility in that any claim of a causal depend-
ency supports counterfactual considerations of parameter variations and 
their effects. By specifiying the conditions and constraints under which the 
modeled phenomenon can be said to arise, by probing the sensitivity and 
specificity of such models, hypothetical alternatives or other worlds come 
into view.

From the point of view, thirdly, of models as mediators between theory 
and reality, the emphasis is on fitting, tuning, calibrating, and thus on the 
countless parameters that determine a situation and the selection by the 
model of salient inter-dependencies (Morgan and Morrison 1999, Nordmann 
2008). Here, a free play of “what ifs” configures a specific relation of model, 
theory, and reality. By varying parameters one performs a causal analysis 
as one seamlessly moves between the actual and the possible—tuning the 
system by finally setting the dial to the representation of an actual phenom-
enon or to the design specification of an experiment that might realize a  
possible outcome.

So, if the business of science is that of representation or theoretical de-
scription of the world, the actual and the possible are always in play, and 
there is nothing very special about “modeling the possible.” To be sure, theo-
retical entities, counterfactuals, disposition terms, and questions of project-
ibility pose the ontological difficulties which occupied analytic philosophers 
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throughout much of the 20th century (e.g., Goodman 1983). In recent dec-
ades, these quandaries were overshadowed by an epistemological provoca-
tion. The problem shifted from the reality of the non-actual to the question 
of how one can tell the truth by saying something false. Beginning with dis-
cussions of similarity, idealization and abstraction, fictionalism and the as if, 
philosophers became more interested in hypothetical entities than in theo-
retical entities, more interested in the conceptual function of “siligen atoms” 
(Winsberg 2006) than in the reality of electrons. If for the construction of a 
model one willfully invents a silicon atom with only two bonds like hydro-
gen, this seems perverse in light of a commitment to represent what is and 
what might be the case. Coming to terms with this seeming perversity, the 
debate has now shifted to toy models and the ways in which scientific claims 
to truth are like those and yet different from those of fictional writing (Toon 
2012, Knuuttila 2021a)––and thus the debates are coming around full circle 
to the empiricist conviction by Heinrich Hertz and others that scientific mod-
els can be constructed from hidden masses and other hypothetical entities as 
long as they generate true predictions (Hertz 1899, see van Fraassen 2008).

If fictionalism lost sight of the actual and the possible, this is because 
it takes for granted that models are malleable tools for representing what 
is and what might be the case. It is thus that scenario modeling in climate 
science and elsewhere has come into view, and thereby––firmly within the 
framework of possibilitas––the construction of whole batteries of models 
that describe alternative possible worlds. Here, to be sure, it makes a dif-
ference whether scenarios are mere extrapolations or, instead, visions of a 
discontinuous reality in which our current models might not even apply. 
By way of extrapolation one asks what might be the case if present trends 
continue, or what might be the case if we change the value of a parameter 
in successful models of what has been observed. Alternatively and without 
extrapolation, there is a form of modeling the possible that considers social 
interactions in a society of humans and robots, or of ecosystems on Mars 
after the introduction of genetically modified insects and plants. Here, it is 
especially interesting to see how descriptions of known reality are adapted 
to model these speculative possibilities. But despite all these different mod-
eling practices, we remain within the sphere of the veridical, of picturing real 
and hypothetical states, of modeling the possible in terms of possibilitas, 
seeking to ascertain for non-actual states whether they have the property 
that they might be the case.

11.2.2 What Can Be Done––Now and Forever

There are ways of modeling the possible that do not induce ontological anxi-
ety or epistemological puzzlement in that they do not posit the reality of the 
non-actual and do not employ idealization, abstraction, or fictional entities. 
They model what can be done in the very mundane terms of what has been 
done in the model. These are here called “prospective models.” The various 
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reasons for this choice of term will be given further on, in the meantime here 
a first explication of what these are:

In prospective modeling the technical achievement of building the 
model opens to view a field of action.

The technical achievement of building the model consists in the acquisi-
tion and demonstration of the power to do something––and the model shows 
what can be done in virtue of its having been done in the construction of the 
model. This opens to view a field of action simply because what has been 
done, can be done again, and might be done in another medium, on another 
scale, under different conditions (compare Knuuttila and Koskinen 2021).

The most familiar example for prospective modeling can be found in ar-
chitectural modeling. The model submitted for an architectural design com-
petition does not represent a building but is a building at a certain scale, with 
a certain level of detail and execution. As discussed by Sabine Ammon, the 
architectural model intends a full-scale building that may or may not be built 
in the future. As such, it is a physical model of something non-existent. If it 
wins the competition and is reenacted in brick and mortar, the original model 
can serve as a representation of certain features of the realized edifice. Even 
then, however, it continues to present the physical features of the model as 
a site for experimental and discursive learning (Ammon 2015, Ammon and 
Hinterwaldner 2017). The model edifice is considered from many points of 
view and invites modeling of the model in the sense of exploring features of 
the model: how people move through and inhabit the building, the intake 
and output of energy, the electrical wiring or emergency evacuation pro-
cedures. Through these kinds of models, many facts are established. These 
inform not only the decision to build but also the modifications throughout 
the planning and building process. For design theory, for the history of art 
and architecture, and even for the careers and incomes of many architects, 
these models are achievements in their own right. Some of the most famous 
buildings in the history of architecture exist as models only because there was 
never a commission to reenact them in brick and mortar. And in many inter-
esting cases, they exist as models only because there are no brick-and-mortar 
technologies to reproduce them, for example, because the material properties 
of steel and glass are just too different from those of cardboard and paper.

There is a great affinity in this description to accounts of models as arte-
factss and boundary objects, suggesting also that prospective models might be 
thought of as “models for” rather than “models of” (Fox Keller 2000; Knu-
uttila 2021b; Star and Griesemer 1989). Indeed, all prospective models are 
material achievements or built artefacts but not vice versa. Some artefactual 
models serve to represent what is the case, others accomplish a performance 
of what can be done. While both kinds of artefactual models can serve as 
boundary objects and thus as a platform on which theorists and practition-
ers from many disciplines come together for experimental exploration and 
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learning, this is not the primary function or feature of prospective models. To 
be sure, prospective models as artefacts can be passed around and shared, they 
are models for intervention and parameter variation, but first of all they are 
accomplished constructions. Prospective modeling foregrounds the successful 
creation of the model as an artefact and of the artefact as a model. It makes a 
claim not to depiction or truth but to a way of building and effecting things.

Architectural and other prospective models show what can be done and 
invite us to do it again, to recapitulate, imitate, reconstruct, or reenact the 
achievement in the model. In contrast to the representational models of what 
might be the case, the prospective model does not refer to other times and 
places where a merely latent reality becomes manifest. Instead, like pulling 
a curtain, these models instantaneously open to view a space of action. In 
and through them, powers have been acquired and this achievement is akin 
to a proof of concept or proof of principle. As models of effective possibility 
(potentia) and of what can be done they provide a productive anticipation of 
reality-in-the-making. In order to fulfill their promise, they need to be taken 
up, developed, extended, expanded, or enacted. Drawing on Nelson Good-
man’s notion of exemplification, prospective models might thus be defined:

A composition of symbols or material elements is a prospective model 
just in case that it exemplifies the actions by which this composition 
was achieved.

If first and foremost prospective models are accomplished constructions, 
the model exemplifies this accomplishment somewhat as a swatch of fab-
ric exemplifies the fabric or a Rolls-Royce exemplifies the property of being 
a Rolls-Royce.2 The prospective model exemplifies the features which it is 
constructed to possess––as does the swatch of fabric and as does the Rolls-
Royce. Once these features are taken to signify something, and once the pro-
spective model is taken to be salient for purposes of reenactment, variation, 
or development, its affordances are used to construct the target of a mimetic 
relation: The model of an edifice then becomes a guide of sorts for the build-
ing of some brick-and-mortar edifice.

11.3  Prospects

In 1947, the Norwegian ethnographer and explorer Thor Heyerdahl showed 
that the precolumbian inhabitants of Peru had the technical skill and material 
means to build boats by which they could travel to and settle Polynesia. He 
did so by building a boat from material that would have been available and 
then taking that boat to travel to Polynesia. The famous Kon-Tiki expedition 
did not prove that Polynesia was, in fact, settled by South Americans––on 
the contrary, the theory behind it was deeply flawed and was never generally 
accepted (Holton 2004; Melander 2019). The expedition did not represent 
a historical event or the design of precolumbian boats. All it did was show 
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what could have been done by precolumbian South Americans. Most sci-
entists then and now believe that the indigenous population of Polynesia 
stems from Asia. But if the settlers of Polynesia were to have come from 
South America, after all, they could have accomplished the feat in some such 
manner. Heyerdahl engaged in modeling effective possibility (potentia).3 He 
claimed for himself a way of doing things which actual historical people 
might have adopted as well, establishing quite generically that other people 
can do what he has managed to do. Whether a specific people, so to speak, 
took him up on it, is quite a different matter. But if they chose to do so, 
theory-building ethnographers could now situate historical actors within a 
field of action that was opened to view by Heyerdahl’s prospective model.

The examples from ethnography and architecture provide a clue that 
“prospective” here is not opposed to “retrospective” and does not refer to 
“future prospects.”4 As it is discussed here, prospective modeling has nothing 
necessarily to do with anticipating, predicting, or shaping the future. Instead, 
it belongs to a family of practices that open to view what can be done in a 
field of action.

11.3.1 Staking a Claim

Models of what is or might be the case inhabit the sphere of veridical knowl-
edge, they are claims to truth or empirical adequacy, predictive accuracy, or 
proper fit of theory and reality. Models of what can be done lay claim on 
another kind of achievement in the sphere of working knowledge. They stake 
claims on ways of doing or effecting something, proofs of principle, proto-
types, and demonstrators.5

Prospective modeling is thus a form of prospecting as a technical practice 
that seeks out gold deposits, investment opportunities, ideally a goldmine of 
riches. It refers to the activity of prospectors, geological surveyors, real estate 
agents, or data-mining algorithms that identify promising sites for develop-
ment. Prospecting is the search for deposits of gold, oil, or other precious 
things like, nowadays, internet users who might become voters or customers. 
Prospecting in this sense is often associated with “staking a claim” to a piece 
of land or to a novel practice––laying the ground for further construction.

Prospective models claim the ground on which a certain kind of work 
can be done or a project pursued. Most prominently in current science and 
technoscience, it claims the ground on which researchers can do the work of 
making and building by reenacting what prospectively has been made and 
built in silico.

In a pair of papers, Johannes Lenhard quotes Uzi Landman from Georgia 
Tech’s Computational Materials Science Center (Lenhard 2004, 2006). To 
do materials research computationally is different from using computers to 
represent the materials and their properties. Instead, it consists in the crea-
tion of a computational simulacrum, a kind of substitute reality, allowing for 
the manipulation and exploration of the computationally rendered materials. 
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The simulated materials are analogous to a human disease process that is 
implemented in a genetically prepared cancer mouse, inviting a conflation of 
ontologies. The cancer mouse is not a tool for representing human disease 
but a physical medium for its instantiation, and in computational materials 
science or synthetic biology the computer is also not a tool for representing 
data about gold molecules but a symbolic device for the physical implemen-
tation of dynamic processes. And accordingly, just like a medical researcher 
who diagnoses and treats human cancer in the model organism, Uzi Land-
man speaks of simulated materials as if they were the real thing: “To our 
amazement, we found the gold atoms jumping to contact the nickel probe at 
short distances. Then, we did simulations in which we withdrew the tip after 
contact and found that a nanometer-sized wire of gold was created. That 
gold would deform in this manner amazed us, because gold is not supposed 
to do this” (Lenhard 2004, 93). A medical researcher might learn to interrupt 
the expression of some gene and to treat the disease in an animal model, Uzi 
Landman here deformed in silico gold so as to create a nanosized gold-wire. 
His demonstration in silico is paradigmatically a prospective model, show-
ing what can be done. In this case, some years later the gold nanowire was 
experimentally obtained in the lab––a reenactment in a different physical 
medium than that of the computer.

11.3.2 Hopeful Monsters

Uzi Landman’s creation of the unlikely nanowire was prospective in that it 
laid the ground for open-ended and varied reenactments of what was once 
and for all accomplished in the simulation model. It is also prospective in 
the sense of Arie Rip who speaks of “Technology as Prospective Ontology,” 
taking as prospective the relation between a technological promise and its 
realization. This relation is not one of original and copy. Rip likens it rather 
to the writing of a text and how it is taken up by a reader, and thus to an 
evolving process. Like any other technical artefact, the prospective model 
establishes an option, a way of doing things. It does not fully determine how 
these options will be taken up. The architectural model, the Kon-Tiki voyage, 
the simulated nanowire rehearse a way of doing or effecting things. Particu-
lar performances, if they take place at all, will evolve and adapt it. To make 
this evolutionary point, Rip adopts from economic historian Joel Mokyr a 
notion that originated with the evolutionary biologist Richard Goldschmidt: 
The “hopeful monster” is a significant mutation which may give rise to new 
lineages and whole new ways of doing things – gold behaving amazingly as 
it is not supposed to, precolumbian technology venturing out further than 
anyone would have thought:

Engineers add to the furniture of the world, and thus shift its ontol-
ogy – if we use the term “ontology” in a simplistic way. This “adding” 
is not a simple, linear activity of first making something, and making 



Prospective Modeling 229

it available, which is then added to the world. There is a strong pro-
spective element. Artefacts start as technological options, a promise 
of functionalities, in other words “hopeful monstrosities.” This is vis-
ible, sometimes literally, in the prototypes: these embody a prospective. 
When they are developed further, introduced and taken up on location, 
they remain unfinished.

(Rip 2009, 405–6)

Building on this notion, albeit implicitly, Wolfgang Liebert and Jan C. 
Schmidt articulated a program of “prospective technology assessment” 
(Liebert and Schmidt 2010). Technology assessment is often in the hands of 
social scientists who try to imagine socio-cultural consequences and implica-
tions of new technologies. They are trying to look towards the future. How-
ever, in order to assess ecological impacts, dual-use potential, and disruptive 
features of new technologies, what is needed is a kind of prospecting that 
scours specific design features, developing prospective models that exhibit 
what some envisioned technical system or device can do, beyond what it is 
designed to do. Adapting Rip’s terminology, a fusion reactor, for example, 
embodies a prospective which can be articulated by a model which shows 
what these reactors can do in the service of military rather than civilian in-
terests (Franceschini, Englert and Liebert 2013). This is a kind of technol-
ogy assessment that needs to be performed by scientists and engineers, it is 
modeling the possible in terms of what one can do, and not in terms of what 
might be the case.

11.3.3 Setting the Scene

Rip’s use of “prospective” is familiar in another context, namely that of writ-
ing or reading a prospectus for a book to be written or a trip to be taken or 
an investment to be made. Here, the prospectus is an advertisement of what 
can be done coupled with exemplary demonstrations of the capability to do 
it. While offering a promising prospect of happy results, everyone knows that 
the final realization will deviate from the original promise, necessarily so be-
cause there is work involved, thus further learning, which often necessitates 
modifications.

This openness to what can happen is highlighted by yet another, per-
haps most elementary use of “prospect” and “prospective,” the one that 
exhibits most clearly the opening to view of a field of action. It is known 
from traditional stage-designs in the theatre where a field of action is 
opened and delimited at once by the so-called backdrop or prospect––the 
backdrop referring to the setting against which everything is seen, and 
the prospect being all that is seen from the spectator’s point of view. This 
might be a perspectival painting of a temple or a landscape, situating a 
particular action within the horizon of a world. Prospective models estab-
lish such a horizon within which particular research activities can unfold.
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When Don Eigler and Erhard Schweizer individually positioned 35 xenon 
atoms to spell the letters “IBM,” they did not refer to their achievement as 
a model. Yet it was immediately taken to be a template for further action, a 
horizon for all nanotechnological research to come: the willful manipulation 
and placement of individual atoms held the promise of “shaping the world 
atom by atom,” of building and making all kinds of things at an atomic scale 
(Nordmann 2021a). The first design of a genetic circuit was of similar signifi-
cance for Synthetic Biology. The repressilator is an artificial device that cor-
responds to a naturally occurring feedback mechanism. In contrast to Eigler 
and Schweizer’s “IBM,” Elowitz and Leibler’s repressilator is often referred 
to as a model synthetic regulatory circuit which enters many computer-aided 
research-designs in Synthetic Biology (Elowitz and Leibler 2000).6

11.4  Epistemic Matters

It is one thing to characterize prospective modeling, another to clarify its 
epistemic role in science and technoscience. How are prospective models gen-
erated and validated? And how is knowledge gained and codified through 
prospective models? Do prospective models fortify or explode the distinc-
tions of basic and applied research, science and engineering, and the like?

11.4.1 Systematicity––Principles of Composition

On the one hand, the IBM-logo and the repressilator open to view or raise 
the curtain on a field of action and further research: what can be done in 
the model, can be done again and again in different contexts, more and less 
varied and for various purposes. On the other hand, together with other such 
models, they circumscribe a disciplinary or technical practice.

During their training at art academies, aspiring artists used to gather around 
models of great art such as the Laocoon sculpture group. This artwork, for 
example, is a prospective model in more ways than one. It is significant for the 
very achievement of its making as an exemplary rendition of the agony of death. 
By scrutinizing the model one can see that it consists in the selection of a perti-
nent moment in the causal trajectory from a snake-bite to the death of Laocoon 
and his sons. Its status as prospective model was explicitly discussed by numer-
ous theorists of art. Most prominently, according to Gotthold Ephraim Lessing 
the model shows what can be done by way of choosing a single pregnant mo-
ment that narrates a course of events.7 Implicitly and explicitly, books like Less-
ing’s Laocoon propose that one can learn to reenact this choice in the visual arts 
more generally. Moreover, the Laocoon sculpture does not stand alone. Along 
with the Venus de Milo, Belvedere Torso, Boy with Thorn, and many other ex-
emplars, it defines a canon within which a new generation of artists was formed.

Similarly, students of architecture study many prospective models of build-
ings that have and have not been built, and students of synthetic biology learn 
about repressilators, toggle switches, and other techniques for working with 
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genetic circuits (Knuuttila and Loettgers 2013; Kohl and Falk 2020). For me-
chanical engineering, Föttinger-type torque converters and hydro-dynamic 
coupling may play a role analogous to the Laocoon group in the history of 
art (Förster 1960).8 Designed for the propulsion of ships, its technical reenact-
ments in other fields like automatic transmission proved far more consequen-
tial. In the patent applications, claims are made, not to theories and ideas, but 
to accomplished apparatus. Föttinger explicitly stakes this claim:

Having now particularly described and ascertained the nature of my 
said invention and in what manner the same is to be performed, I de-
clare that what I claim is: –

1. An improved hydraulic power transmitting apparatus […] said ap-
paratus being characterised by the fact that the same turbine wheel or 
wheels is or are adapted to operate as the driven wheel or wheels for 
two or more methods of running.

[…]

18. The improved apparatus constructed, arranged or adapted to op-
erate substantially as described with reference to the accompanying 
drawings for the purposes specified.

(Föttinger 1910)

The new arrangements and adaptations of wheels for Föttinger couplings 
continue until today with reenactments at different scales for different pur-
poses. But the accompanying drawings and their symbolic conventions place 
Föttinger’s invention within a much larger family of transmission systems, 
which define a technical field of action for mechanical engineers who are 
socialized by learning what can be done through combining and recombining 
established machine elements (Nordmann 2020; Reuleaux 1876).

11.4.2 Working Knowledge––Affordances

Prospective models of the possible are models of what can be done. Models 
of what might be the case are just like models of what is the case––only 
conditionalized to indicate that the modeled state has the property of being 
possible and not actual, that is, of being actual only when certain conditions 
are fulfilled. Models of what can be done model a power that needs to be 
acknowledged by way of reenactment: To be sure, what can be done once, 
can be done again and invites reenactment in another setting––but whether it 
actually affords such reenactment can be determined only when people actu-
ally embark on this reenactment.

As we saw above, it is a difficult task to ascertain whether something might 
be the case––whether the property of being possible can be ascribed. This is 
a matter of verification in an impossibly difficult situation. Modeling what 



232 Modeling the Possible

can be done is much easier, and more complicated only insofar as it takes 
two steps to ascertain whether an achievement affords reenactability – it is a 
matter of verification and validation.9

The verification of the prospective model consists in the achievement of the 
model itself. Does Föttinger’s hydraulic power transmitting apparatus really 
transmit power in a closed system without physical contact of solid parts? 
Can the repressilator really disrupt or generate circadian rhythms? Can the 
model really stake the claim to have successfully rehearsed an achievement 
of power or control?

Validation concerns fitness for purpose. Does the prospective model really 
allow for mimetic reenactment? Is the technical achievement in the model 
reproducible in another setting – adaptable to different scales, materials, pur-
poses? It would seem that all these questions can be answered ostensively, 
that is, by the mere one-off production of the facts, an immediate proof of 
existence. And yet, they are subject to technical negotiations regarding sa-
lience, simplicity, efficiency, robustness, and the like. This ambivalence is 
captured in Paul Teller’s discussion of actual possibilities (Teller 2025). An 
architectural model establishes an actual possibility without referring to past, 
present, or future buildings. And yet there is a difference between El Lissitz-
ky’s Γ-shaped “skyhooks” and the executable blueprint of a commissioned 
building. The former establishes what can be done and thus done again in 
the medium of drawing, balsawood, cardboard, and paper, providing an as-
pirational form for reenactment in other settings. The latter is specified and 
qualified in many ways, it incorporates and makes explicit many, though still 
not all of the conditions that need to be fulfilled in order to enact the blue-
print in a material building. All prospective models show what can be done 
but they constrain in different ways and with different degrees of precision 
what counts as “doing it again.”

Veridical models of what is or might be the case are representational in 
that they involve a picturing relation of aboutness in the general sense of 
Hertz, Boltzmann, and the “picture theory of science [Bildtheorie]” (van 
Fraassen 2008). To be sure, there are very different views about this rela-
tion and what is implied by claims that this is a model of that. And yet, 
whether we talk about pictures in terms of correspondence or coordination, 
in terms of likeness or structural mapping, it involves an aboutness-relation 
as representations provide a symbolic stand-in for something that is to be 
described, depicted, or pictured.10 At issue in these debates are matters of 
ontological anxiety or concern, such as the question whether there has to be 
real similarity or at least structural isomorphism, and whether that which is 
to be represented offers a standard of correctness or truth against which the 
representation can be measured.

The prospective model offers a Vorbild (archetype or paradigm, as such 
like a role model), and its reenactment performs a Nachbildung (emulation 
or imitation, as such like an apprentice or a disciple).11 This picturing relation 
is mimetic––not in the sense of making a true copy of an original, but in the 
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sense of imitation, participation, or joining in with a way of doing things, 
falling in step, taking up, adapting, even parodying the model (Nordmann 
2021b). Vorbild and Nachbildung thus do not stand in the veridical relation 
of representation but in the mimetic relation of anticipation and recapitu-
lation, of production and reproduction, of rehearsal and performance, or 
mutual assimilation. They do not refer to an independent standard of cor-
rectness or truth, with one having priority and serving as the measure of the 
other.

11.4.3 Prospective Explanation––Material Abductions

It would seem that the discussion of prospective models leads us away from 
scientific or technoscientific research practice. But it also leads back to central 
concerns of the philosophy of science.

Uzi Landman generated a prospective computer model in which he ob-
served the amazing behavior of gold. His achievement implied repeatability. 
To the extent that Landman was showing what gold atoms could do in silico, 
he would expect that their behavior could be reproduced in the lab––though 
it would still take some work to make this happen. One can tell that Landman 
himself is working with an implicit notion of prospective modeling for the 
simple reason that it never occurs to him to consider his computer model as a 
hypothetical construct which generates a testable prediction. He never speaks 
about the confirmation or corroboration of a hypothesis. Instead, on this and 
other occasions he speaks about the facts established in the construction of 
the model and how the model can thus “guide” laboratory experiments.

A most interesting result of the simulations pertains to the “universal” 
nature of the mechanical and electrical properties of junctions. […] The 
similarity between the force curves for the two wires [observed in the 
model] confirms formation of nanowires of similar nature, irrespec-
tive of the previous history of the junction. Indeed, such considerations 
guided recent experiments […]

(Landman, Barne, Luedtke 1997)

Before the amazing behavior of gold was demonstrated “for real” by mate-
rial experimentation in the laboratory, Landman did not consider his achieve-
ment a mere hypothesis that still awaits confirmation. Instead, his finding in 
silico would guide researchers to its experimental reenactment. And after that 
reenactment succeeded, he does not offer the computer model as an explana-
tion of the physical phenomenon. Instead, it is from now on a question of 
correlating what is done in the model and what can be done in the labora-
tory: “Structural transformations, electronic spectra and ballistic transport 
in pulled gold nanowires are investigated with ab initio simulations, and cor-
related with recent measurements” (Häkkinen et al. 2000)—the two perfor-
mances remain independent achievements which show what gold can do in 
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silico, suggesting that it can do this also in the lab. The production of effects in 
the model and then in the laboratory become calibrated, fine-tuned, and per-
haps assimilated to one another. Accordingly, Landman received in 2005 the 
Aneesur Rahman Prize for Computational Physics and, more specifically, for 
prospective modeling, namely “[f]or pioneering computations that have gen-
erated unique insights into the physics of materials at the nanometer length 
scale, thereby fostering new theoretical and experimental research.”12

Landman’s significant achievement in the model stands on its own. It 
exhibits in a novel manner an interesting dynamic process (Vorbild). And 
what has been done once, can be done again: A laboratory experiment might 
serve to reenact the achievement of the model (Nachbildung). Of course, as 
one knows from architecture, such reenactments do not always succeed––
it might turn out that the material conditions are just too different. But 
whether they succeed or not, the relation between the calculated and the 
experimental phenomena is not, representationally, one of projection, map-
ping, or denotation. It is instead akin to a technical construction where a 
prototype and its subsequent instantiations are built in the same way and 
therefore, evidently, are alike, possessing shared properties of design and 
constructive procedure.

It has become perfectly normal to describe model-construction as involv-
ing a building into the model of certain physical features or experimentally 
observed behaviors. Accordingly, models of what is or might be the case can 
be viewed as technical artefacts that do the work of representation. Prospec-
tive modeling offers a complementary perspective according to which the 
production of an experimentally observed phenomenon is guided by a pro-
spective model and thus becomes a technical reproduction of, for example, a 
computer simulation. This technical reproduction or reenactment is an inde-
pendent achievement that adds to what is achieved in the model. With one of 
these independent achievements guided, perhaps inspired by the other, they 
do not stand in the representational relation of one being the picture of the 
other. Instead they stand in the mimetic relation of Vorbild and Nachbildung, 
of an achieved performance to its imitiations, reproductions, or reenactments 
in different settings at different occasions.

In contemporary research practice, this relation holds not only for Uzi 
Landman’s computational physics and simulation modeling. It also holds for 
many theoretical reconstructions, indeed: “explanations,” of laboratory phe-
nomena. These so-called explanations consist in the construction of a pro-
spective model that functions like the construction of an abductive inference.

The paradigmatic Peircean-type abduction creatively invents or conjures 
up a set of premises such that, if the premises were true some otherwise 
surprising phenomenon would appear to be a matter of course. In other 
words, abductive inference affords an explanation, irrespective of it being 
a true or best or plausible explanation. And therefore, on the standard view 
of abduction, it has to be followed by deduction and induction in order to 
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validate or disqualify the proposed explanation or explanatory mechanism. 
But even if the explanation turns out to be false, abduction achieves the sud-
den transformation of a strange happening into an explanandum that exists 
in the sphere of intelligibility or explainability. The construction even of a 
seemingly absurd explanation opens to view the challenge of triangulation as 
described by Mary Morgan (2025). Before, we were wondering about a fact 
and whether it even exists (such as the fact of biological evolution), but now, 
after an abductive inference to an explanatory mechanism (natural selection), 
we suddenly find ourselves discussing whether natural selection provides an 
adequate explanation of the fact of evolution.

This constructive achievement of an abduction is even more evident in 
the case not of the symbolic but of the material invention of an explanatory 
pathway. One example of this was Thor Heyerdahl’s Kon-Tiki expedition. Its 
explanandum was the settlement of the Polynesian islands. In a spectacular 
way it opened to view the possibility that precolumbian inhabitants of Peru 
came to Polynesia by boat: It could have happened like this, and thus this still 
highly unlikely event is definitely in the sphere of technical action.

Similarly, seeking to improve structural steel, materials researchers and 
designers identify embrittlement phenomena, showing, for example, that a 
certain kind of thermal conditioning improves the steel. For purposes of ex-
planation and understanding, they turn to theoretical chemistry or compu-
tational metallurgy where a prospective model is produced. It could have 
happened like this, the phenomenon is definitely in the sphere of theoretical 
understanding: “These studies convincingly demonstrated that modern quan-
tum mechanical techniques are sufficiently accurate to determine the values 
of the interfacial energies that are important to a complete understanding 
of embrittlement” (Eberhart 1994, 333). In other words, these studies con-
vincingly demonstrated that modern quantum mechanics offers theoretical 
resources sufficient to reproduce observed phenomena of embrittlement, thus 
showing that initially surprising and unexpected phenomena can be rendered 
intelligible in the sphere of theory. In this case, building a prospective model 
followed the now-common practice of first producing a calculated structure 
and generating from it a simulated high-resolution image, finally inserting 
that image within an actual micrograph, showing that it seamlessly blends 
in. The theoretical resources thus enabled the modeler to construct the visual 
likeness between a symbolically constituted calculated phenomenon and the 
materially constituted experimental phenomenon. Is this an explanation of 
the phenomenon? “With cautious optimism, the answer is yes” (Eberhart 
1994, 333). But whether or not one calls this an explanation, the prospec-
tive model provides a material abduction that opens to view a way of doing 
things guided by the model. Irrespective of whether the algorithms that pro-
duce an effect in the model provide a true or best explanation of what was 
done in the laboratory, the prospective model shows one way of doing it and 
thus affords opportunities to do it again under varied conditions.13
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11.5  Conclusion

Finally, at the risk of repeating it too often, here is a terse summary of the 
argument:

Modal possibility––what might be the case––comes cheap. It shadows or 
precedes all modeling the actual: Of necessity, what is actual is also possible, 
and the parameters of any model of real situations or events can be varied to 
suggest a non-actual possibility. Modal possibility (possibilitas) also shadows 
prospective models of what can be done: Evidently, whatever one actually 
does or achieves in and through the construction of a model, must have been 
possible to do.

In the sphere of the veridical and when models are judged for their correct-
ness, the question of what is actually, what might possibly, and what cannot 
be the case is interesting, even important. This is different in the sphere of 
working knowledge where models and other constructions exhibit through 
the artefact at hand how things work together to perform work or produce 
an effect. Here, it is just trivial that what was really done is evidently possible. 
Instead, what is of interest and significance is that something has been done 
in the creation of the construction, and that it can be done again, perhaps in 
the same way or some other way.

A composition of symbols or material elements is a prospective model 
just in case that it exemplifies the actions by which this composition was 
achieved. In other words, we do and make, compose and configure things 
all the time, in the realm of symbols and material things. Whenever some-
thing becomes salient for having been made, composed, or configured, this 
exemplification of a way of doing things can become productive: prospective 
models afford specific reenactments.

What has been done, if only just once, in the construction of a prospective 
model, signifies the possibility or power (potentia) of doing it again, perhaps 
under different conditions, at a different scale, with different materials, by 
way of different routines: it is an invitation to consider a field of action that 
has opened up to view (a prospect).

Prospective models do not relate to a target in the way of copy and origi-
nal, representation and reality, blueprint and execution. They are not true 
of or signify something other than themselves. The relation to a target only 
comes to view when the achieved construction becomes salient––when it is 
offered up for extraction, exploitation, adaptation. The relation of the model 
to the target is then one of rehearsal and reenactment (Vorbild and Nach-
bild), that is, features of the model become subject to emulation, repetition, 
parody, or selective reproduction. (To be sure, many prospective models are 
intentionally constructed to become salient in such a way, e.g., architectural 
models, which then succeed as models in unpredictable ways.)

In the sphere of veridical knowledge and of classical modern science, the 
predominant epistemic interest is to provide a theoretical description of re-
ality and to represent what is or might be the case, what and how things 
are, their properties. Here, models of theories and models of reality play a 
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prominent role. In the sphere of working knowledge, the predominant epis-
temic interest is to exhibit what things can do, their affordances in the context 
of a work, i.e., when they are composed, constructed, or configured in certain 
ways.

To the extent that contemporary research incorporates both forms of 
knowledge-production, “prospective modelling” can help elucidate practices 
and procedures that do not easily fit the canon of classical methodology. For 
example, what is a proof of concept or proof of principle, and in which sense 
does it provide proof? Is this perhaps a species of prospective modeling— of-
fering an exemplification or self-vindicating demonstration of what can be 
done? More challenging even is the practice of “explaining” experimental 
findings by rebuilding them from bits and pieces of theory in a simulation 
model. As in Peircean abduction, the very fact that some explanation can 
be constructed opens to view a prospect for action––extracting information, 
designing further experiments, mining not data but all the elements that ren-
der the construction. The epistemic value of these “explanations” is not that 
they offer a true or relatively best account, but that they offer a digital twin 
that is composed of bits and pieces of well-established theory: tried and true 
algorithms, modules, and routines.

It is this activity of prospecting that gives prospective models their name. 
What matters here is not the contrast to “retrospective” but, instead, the field 
of action opened up to view by what is accomplished in the building of a model: 
Prospective models afford productive anticipations of reality-in-the-making.

Notes

 1 According to Rom Harré, when we attribute powers, dispositions, tendencies to 
materials or things, this always has a conditional structure: “If properly prompted, 
the material or thing will then exhibit the power or dispositional property” 
(Harré 2000). The question of whether things actually have this power is a ques-
tion of veridical knowledge: can we know the general conditional statement to 
be true? However, we do not attribute to the carpenter the power or disposition, 
if prompted, to produce cabinets. Having built a cabinet for the carpentry ex-
amination, the carpenter demonstrates working knowledge, that is, the acquired 
capability or power to build cabinets––this is something that carpenters can do, 
perhaps each in their own way, whether prompted to do so or not. This is not a 
claim about the existence or not of specific causal powers, but a claim of what 
can be done, whether or not the causal processes are fully known. Francis Bacon’s 
philosophy of science recommends that one proceed from the carpenter’s achieve-
ment towards the knowledge of causal powers (Bacon 2000). Yet another account 
has been proposed by Nancy Cartwright when she speaks of nature as an artful 
modeller (Cartwright 2019)––a proposal that deserves a separate discussion.

 2 To be sure, these are elliptical formulations which Goodman takes pains to elabo-
rate in a representational idiom: “Likewise, to say that a car on the showroom 
floor exemplifies a Rolls-Royce is to say elliptically that the car exemplifies the 
property of being a Rolls-Royce. But such ellipsis can be dangerous in technical 
discourse where to say that x exemplifies a B means that x refers to and is denoted 
by a B” (Goodman 1968, p. 53). – This paper adopts a rather wide notion of rep-
resentation which includes all kinds of picturing, referring, denoting, signifying, 
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or standing in – all of which in the sphere of the veridical, raising questions of 
aboutness and truth. Pace Goodman, however, exemplification is here not consid-
ered a species of representation.

3 For a more mainstream example, consider archaeologists who gather together in 
order to shoot stone projectiles at animal hides to plausibilize their collection of 
weapon-points (Gero 2001, 312).

4 The term “prospective model” rarely appears in actual research practice. Not 
surprisingly, in these rare cases it is used interchangeably with “predictive model“ 
and in opposition to “retrospective model,“ e.g., in respect to climate change or 
the economy.

5 “Working knowledge“ is knowledge of how things can work together to perform 
work within the setting of a work, paradigmatically a clock-work and by exten-
sion any socio-technical system (Baird and Nordmann 1994, Nordmann 2015). 
The contrast between veridical knowledge and working knowledge is a matter of 
discussion in the philosophy of technology, also regarding the difference of sci-
ence and technoscience.

6 To be sure, it is interesting and deserves further study how the word “model” is 
actually used in regard to the repressilator. Some understand the repressilator as a 
model of a cellular mechanism, others investigate the repressilator as a model for 
naturally occurring and synthetic gene regulatory networks, still others learn from 
the repressilator how to build networks with at least three proteins. These views are 
not strictly held apart and indeed, they are not mutually exclusive in that they corre-
spond to different conceptions of „model“: model of, model for, prospective model.

7 Theorists of modeling know Lessing from Nancy Cartwright‘s discussion of fa-
bles (1999, 37–44, see Nordmann 2008).

8 Föttinger himself likened engineering to the fine arts. He did not just declare but 
argued for the notion that a “good designer [Konstrukteur] is an artist” (Föttinger 
1916, 18).

9 Every artefact and thus every model affords something. A classical model of a 
physical system affords understanding, prediction, calculation, and the like. As 
for modeling the possible, however, “being possible” is a modal property and not 
an affordance in veridical models of what might be the case. In prospective models 
of what can be done, however, the possible appears as a relational term or affor-
dance: The invitation to reenact what has been achieved is not a mere property 
but needs to be taken up.

 10 See note 2 and Nordmann 2006.
 11 Model citizens, role models, fashion models are not usually included in reflections 

on models and modeling. There is not a something that they are models of. They 
also do not typically serve as models for investigation. But they are prospective 
models, par excellence. The model on the runway is a creative achievement and 
opens to view a new fashion as a way of doing things that is reenacted by very 
different people: it becomes appropriated into various economic, physical, or cul-
tural settings. I thank Sadegh Mirzaee for bringing this to my attention.

 12 See www.aps.org/programs/honors/prizes/prizerecipient.cfm?last_nm=Landman& 
first_nm=Uzi&year=2005 (accessed June 17, 2024).

 13 It cannot be shown here that this is a typical story about the division of labor 
between theorists and experimentalist in surface science, materials research, and 
many other fields: Theorists provide “explanations” by showing that they can 
reconstitute the phenomenon by means of theory. This includes optimization in 
a design cycle where bits and pieces of theory, tried and true modules become 
incorporated in the creation and fine-tuning of a simulacrum of the empirically 
obtained target phenomenon. To ever more closely approximate a perfect imita-
tion is a mimetic practice, and so is that of researchers further down the road who 
emulate in their experimental practice what was done in the model.

https://www.aps.org/programs/honors/prizes/prizerecipient.cfm?last_nm=Landman&first_nm=Uzi&year=2005
https://www.aps.org/programs/honors/prizes/prizerecipient.cfm?last_nm=Landman&first_nm=Uzi&year=2005
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Alternative Worlds
Reasonable Worlds? Plausible Worlds?

Mary S. Morgan1

12.1  Introduction

Scientists and historians are practically adept at reasoning about alternative 
possible worlds relevant for their field. The question here is: how do they 
judge that an alternative world is possible and how do they limit their inves-
tigation of ‘the possible’ so that it does not fall over into ‘the impossible’? 
Given that the gap between possible and impossible worlds is not well de-
fined, and there are no clear lines of demarcation, scientists rely not just on 
specific, subject-matter, knowledge and more general field constraints, but 
on developing systematic ways of exploring alternative accounts about how 
the world works in order to police the boundaries between possible- and 
impossible-world accounts.

There are two elements in the analysis here: first, to examine how scien-
tists explore ‘alternative worlds’ – that is, their alternative accounts of the 
world; then to gain insight into their ways of judging the validity of these 
alternative worlds in terms that take into account both their theoretical con-
siderations and empirical ones.

The term: ‘alternative worlds’ is chosen both to deepen and widen the 
focus on how scientists frame their thinking about possible worlds, and the 
practices they use to explore and validate them. Sjölin Wirling and Grüne-
Yanoff have suggested (this volume) three themes in the literature characteris-
ing the essentials of such thinking about alternative worlds and judgements 
upon them2. The first is that the imagination is central to the mode of think-
ing, the second is that ‘background knowledge’ plays a part in judging the 
validity of outcomes, and thirdly, that similarity may lie at the root of such 
judgements. The argument, and examples, here find that both imagination 
and background knowledge are surely involved, but questions, and analy-
ses, how they fit together in scientific practices. Imagination comes when 
scientists thinking out not only alternative theoretical accounts for their phe-
nomena of interest but also alternative descriptions of their actual worlds. 
Background information is important on both sides – in developing theoreti-
cal and empirical accounts. Similarity issues are also critically relevant in the 
account and examples here, but by modes of direct comparisons (rather than 
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via analogical reasoning as Sjölin Wirling and Grüne-Yanoff suggest) in judg-
ing the validity of the imagined world accounts not just in terms of possible 
or impossible worlds but in enabling finer-grained judgements.

One of the usual sites for systemic exploration into alternative worlds is by 
working with models. Another medium for exploration is, as we shall see, in 
the use of counterfactuals; and sometimes they work together. In both modes, 
scientific imagination is needed to think through how the world works in 
conjunction with background information. Both modes of work provide rea-
soning tools, and they do so in part by limiting both the imagination and the 
terrain of investigation to make such reasoning practicable. That combina-
tion may produce sensible accounts, but it may also produce non-sensical or 
impossible world accounts. This raises important questions about how such 
reasoning and outcomes can be judged – what are the quality criteria that 
scientists use to judge the reasonableness and plausibility of their model or 
counterfactual reasoning and outcomes? As we shall see, these characteris-
tics are matters of scientific community practices, rather than laid down as 
philosophical rules or precepts. The community cases used here come from 
economics, but their modes of investigation are generic across many fields, 
and so the analysis is more widely relevant.

The term ‘alternative worlds’, as we will see, covers a range of things in 
scientific work, from the world according to scientists’ theories and models 
of it, to the actual world (including its historical development and empirical 
descriptions), and in both frames, judgements are based not just on outcomes 
but in terms of pathways to outcomes. Scientists using other modes of in-
vestigation of possible worlds may well also use other forms of alternative 
worlds and use them in different ways. For example, Koskinen (2017) is 
concerned with ‘how-possibly’ alternatives to the existing world, alternatives 
which might be made differently, or fulfil the same function but be consti-
tuted differently. Nordmann’s account of ‘prospective models and modelling’ 
(this volume) is concerned with a more open notion of alternative worlds that 
speak to the design and build approaches of some of the arts and sciences. 
These two approaches have resonance with the work of chemists in figuring 
out the pathways and recipes to synthesise new things in their world.

12.2  Sketching Out Alternative Worlds in Models

Let me start with models to see how they are used to sketch out alternative 
worlds (and leave counterfactuals till later). Scientists’ models come in all 
sorts, from the model organisms of biology to the mathematical, statistical 
or diagrammatic models of economics and physics. In these latter formats, 
models can be considered ‘artefacts’, a label due to Knuuttila (2011) meaning 
that they are made-up, constructed objects that help their scientists to think 
about their worlds. In the ‘models as mediators’ view (Morrison and Morgan 
1999), this generic kind of model is typically constructed from a mixture of 
all sorts of elements, some theoretical notions, some empirical elements, each 
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with more or less validity as descriptions of, or claims about, the world. And 
in this ‘models as mediators’ account, these constructed/artefactual objects 
are used to mediate between the theoretical and the empirical knowledge 
of a science, a role they exercise by virtue of being made up of elements of 
both and being partially of them both (but not being in any direct sandwich-
line between them, nor being shorthand versions of either). Because of this 
make-up, models cannot simply be judged as purely deductive machines or 
purely inductive ones. Rather, this mediating function is fulfilled by scientists 
using their models to explore the implications of their theory in relation to 
the world it is about, even where that world is only loosely and partially de-
scribed in their models. It is not just their construction, but their usage that is 
of interest here. It is in usage that scientists manipulate their models as tools 
of reasoning to outline their alternative world accounts. It is in usage that 
those alternative worlds created by their models provide the materials for 
scientists to judge the validity and usefulness of their models.

The ‘models as mediators’ account did not offer a general recipe into how 
that mediating role worked, nor how it should, or could, be characterised 
in creating alternative world accounts. Various papers in that Morgan and 
Morrison (1999) collection explored particular examples of such mediation. 
Marcel Boumans (1999) perceptively observed that bringing in empirical 
characteristics into a largely theory-driven model created a certain ‘built in 
justification’. Another paper by Ursula Klein (1999) discussed the way paper-
tool models enabled chemists to move back and forward between particulars 
and general levels. R.I.G. Hughes (1999) discussed the Ising model’s role 
across various empirical domains in physics based on his earlier ‘DDI’ ac-
count of the usage of models in science: a three-step process: ‘denote’ (con-
struct the model), ‘demonstrate’ (by manipulating the model) and ‘interpret’ 
(those outcomes). This was extended in Morgan 2012, to insert ‘questions’ as 
the second step (needed to prompt the specific demonstration process and so 
focus the inferences to follow) and ‘narrative’ – a broader sense than ‘inter-
pret’ (intended to link the questions to both the demonstrations and the out-
comes, and so mediate between theories and empirics). Mari and Giordani 
(2014), in a slightly different but helpful generalising move, suggested that 
the ‘models as mediators account’ offered scientists two ‘tools’: “a model 
is used both as a theoretical tool for interpreting our concepts and an op-
erational tool for studying the corresponding portion of the world” (p 83). 
Nordmann (this volume, p4) notices the importance of ‘what if’ questions, 
as suggested in Morgan 2012, to return the focus onto the model usage as 
one tool, characterising the mediating activity of using models as “…a free 
play of ‘what ifs’ [that] configures a specific relation of model, theory and 
reality… as one seamlessly moves between the actual and possible [worlds]”.

The argument here continues with this characterisation, namely on how 
the mediating quality of model usage serves both ends at the same time, 
namely that scientists use models both to explore their theories and their 
relevance to the world jointly. The point of such model building and using is 
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to find models that are useful in helping to characterise the world and to an-
swer their questions about the world. They judge the quality of their models 
in terms of the alternative accounts of the world that the model offers: are 
those worlds plausible and reasonable or impossible or non-sensical? These 
qualities are relevant to both the theory and the empirical domains: models 
need to make sense in both domains. And they are not separate domains, but 
related ones. Asking questions with the model focusses on how the world 
might work in theory terms, and so on the explanatory power of model work 
in opening up alternative world possibilities. But equally, if the model explo-
rations have no contact with empirical domains, they might be quite suspect. 
Models in usage need to produce alternative world accounts that are theo-
retically reasonable and empirically plausible3.

The question addressed here then asks: How does a scientist in a field dis-
tinguish between the alternative worlds generated by such model usage? This 
paper explores two different dimensions of judgement of these alternative 
worlds found through modelling. The first involves reasoning with a model 
(formal or informal) to see how the elements of the model knit together along 
a possible path to an outcome: this looks for and judges the reasonable, 
or perhaps a better label, the well-reasoned path and outcome. The second 
comes from judging the congruence of both the pathways implied by model 
reasoning and their outcomes with what is already known about those as-
pects of the world, asking if this is a plausible world account, that is: could it 
plausibly happen, or have happened, like this?

These two characteristics, well-reasoned and plausible, are rather loose 
criteria. And implying that lines can be easily drawn between the plausible 
and implausible, and between the reasonable and unreasonable, are equally 
problematic, because of the difficulty of characterising both the ‘reasonable’ 
and the ‘plausible’. The distinction I want to create is:

Reasonable – focusses more on the theoretical aspects of the model and its 
usefulness in providing a well-reasoned account of the possible world-
in-the-model in terms that are in line with both existing ideas and well-
attested knowledge about how the world works; or in developing theories 
beyond these boundaries but still ones that can be accepted by the com-
munity of the time. Judging this reasonableness involves not only judg-
ing the outcome of model reasoning but, more importantly, judging the 
paths of model reasoning on the way. Think of it this way: models are not 
black boxes, but reasoning devices in which the scientist can see into and 
learn from the model manipulations on the way. However convincing are 
the inputs and outcomes (the assumptions and predictions), if the path 
of reasoning in the model world produces completely non-sensical points 
in terms of its subject implications, then that model world might well be 
judged an impossible world. And even if the inputs and outcomes of the 
model seem possible, it might be that explorations with the model show 
some pretty surprising paths.
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Plausible – focusses more on using subject matter evidence to judge the model 
materials. The aim is not only to avoid the impossible world pathways and 
outcomes that come from models that might be very little constrained by 
evidence (‘common knowledge’, or formally obtained by scientific meth-
ods); but also to strengthen judgements of possibility from the theoretical 
side into judgements of plausibility using evidence from the actual world. 
This is where we find overlap with counterfactual questions and modes of 
reasoning.

Scientists judge the validity of their models in terms of the alternative 
world accounts they create: are they reasonable and plausible, or are they 
impossible, unbelievable, and non-sensical? How does this work in practice? 
The arguments here are based on the analysis of cases and practices in eco-
nomics, cases that are often regarded as paradigm cases in their own scientific 
field, and some have excited the interests of commentaries in philosophy of 
science.4 These cases are used to parse out the kinds of criteria that scientists 
use (or maybe misuse) in judging the usefulness of models in their field. By 
approaching these cases as model-based explorations of alternative worlds, 
the aim is to see how economic scientists who use artefactual models judge 
the plausibility and reasonableness of how these worlds work in the models 
they create. I stress again, it is the use of models that is key to these judge-
ments, not the model judged as a constructed, but largely passive, object. The 
arguments begin with a discussion of reasonable or well-reasoned alternative 
worlds, then of plausible such worlds, and finish with a discussion of prac-
tices where reasonable and plausible worlds are found together. This prompts 
some further reflections on the role of the actual world in defining and mak-
ing judgements in relation to alternative world accounts, for the mode of 
investigations may well go along with other notions of alternative worlds.

12.3  Reasoning about the Possibilities of the Model World: 
Well-Reasoned and Reasonable Alternative Worlds

Let me start with a compressed example, one which has a strangely mixed 
fictional/factual framing. The Edgworth Box5 – an innovative diagrammatic 
model developed in the late 19th century that became paradigmatic to econo-
mists - uses the example of Robinson Crusoe as the basis for reasoning about 
the situation and behaviour of two individuals, isolated on an island, in ex-
changing labour for goods. An implausible, fictional model-based account? 
Perhaps. The book of that title was regarded as one of the first novels and so 
a fictional account, but its prose dressed it up as a news account: a kind of 
realistic storytelling. In fact, the story was probably based on a real account 
of a ship’s captain abandoned on an island following his crew’s mutiny, and 
who did not make it back to Scotland for many years. Did that fictional/
factual aspect of the original situation matter to the evolution of the diagram-
matic and mathematical model of that situation, and its reasoning usage, 
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amongst economists? Surely not. For them, its innovation was to capture the 
important heart of a knotty problem in economics, namely how two people 
haggle or reason to get to a point of exchange. The realism of assumptions 
or accuracy of outcomes (predictions) was much less important to that com-
munity than the insight from the reasoning process the diagrammatic model 
enabled and demonstrated. This was reasoning about how one got from the 
starting assumptions to the possible outcomes; the path to the best outcome 
perceived from both sides was not self-evident or direct and depended on 
the details of the representational model, which enabled economists to see 
the reasoned pathway to that best outcome. That pathway, and outcome, 
were then taken to be relevant for the general exchange problem, yet the out-
come was only agreed upon because of the conviction given by the economic 
reasoning middle in using the model. To label this as either a possible or 
impossible world makes little sense. It was a highly imaginative pathway and 
solution, translated through an artefactual model into a well-reasoned world 
in economic terms. And because it was well reasoned, it seemed reasonable 
to the scientific community of the day.

Of course, it is possible to argue about lots of elements of the practical 
reasoning processes found in the sciences. And it is difficult to characterise the 
qualities of accounts and outcomes that make them seem reasonable or pos-
sible, though it may be much easier to see them as impossible. In these terms, 
all such judgements of what counts as reasonable are those tested against and 
accepted by the community of scientists in the field at the time. There is no 
outside judgement of what is reasonable except in subject contexts. This is 
not an attempt to revitalise the notion of ‘normal science’. On the contrary. 
In the Edgworth Box example above, the assumptions, elements, accounts 
and outcomes were all reasonable for that community – it was the way the 
assumptions about behaviour and starting points were put together into a 
new diagrammatic model, and the reasoning with that model, that were seen 
as novel and unusual and led to new ways to think about the problem. Con-
temporaries took it as a starting point and developed it because it was con-
sidered an original contribution that generated a new direction in terms of 
both representational device and reasoning mode within its field (evidenced 
by the fact that historians have documented its continuing innovation over 
the following decades; see Humphrey 1996).

Another key example of model reasoning in economics, one that starts 
with an impossible world outcome and is developed in such a way that can 
suggest a reasonable world outcome, is found in Malthus’s account of the 
population problem of his day.6 His starting point was to attack the writers 
of his time (the end of the 18th century) who assumed that mankind and its 
society were set irreversibly on a path towards a socio-economic utopia. He 
complained bitterly, and with brilliant rhetoric, against both their rose-tinted 
visions and their lack of evidence of such an evolutionary path that would 
convince him, or anyone of sense, about this process and its outcome. Mal-
thus thought they were imagining an impossible future and challenged them 
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in their own rhetorical terms to show any evidence of the path by which, for 
example, “a man becomes an ostrich” (an example he chose to match their 
outlandish claims about social evolution). Malthus eschewed their rhetoric 
in his own riposte, beginning with sober arguments that enabled him to sepa-
rate out a possible from an impossible world in the context of the viable 
future of a population. This distinction was a key element in his argument 
against the impossibility of their promised future utopia.

Malthus was working before modelling became the standard way of do-
ing economics, yet he had a set of assumptions which he combined to think 
through the future path of mankind in quite a formal way. He started with 
two postulates that surely did not sound unreasonable: “That food is neces-
sary to the existence of man” and “That the passion between the sexes…” 
will continue “nearly in its present state” (Malthus 1798/1976, pp. 19–20). 
Then, to generate his ‘model’ reasoning about the future, he argued that 
population growth would grow geometrically and food supply arithmeti-
cally. These modelling assumptions might seem as if they were picked out 
of thin air, but they rested upon two generic pieces of evidence of his day. 
One was that the food supply had recently grown rapidly in Britain because 
of the contemporaneous ‘agricultural revolution’; his assumption formed an 
upper bound, for such further growth possibilities seemed more limited. The 
population growth evidence was based on the experience of immigrant com-
munities (such as the Amish in the USA) whose population growth was not 
restricted by limited land and so food supply – another upper bound. These 
input assumptions were poorly attested by modern standards, but for his 
period passed as fairly good pieces of evidence of the most optimistic pos-
sibilities for both growth rates. His reasoning with these resources (that is, 
his postulates and assumptions about growth rates), all of which seemed rea-
sonable in themselves yet, when combined, quickly opened up an impossible 
world outcome when tried out on the British situation. Thus, the population 
of his time (around 1800) was thought to be 7 million; and his ‘model ac-
count’ of arithmetic versus geometric growth told him that:

• in the first 25 years, population would grow to 14 million, and food out-
put support 14 million;

• in the next 25 years, population would grow to 28 million, but food 
growth supports only 21 million;

• and, after 100 years, population would grow to 112 million, but food only 
supports 35 million. (Figures abstracted from Malthus text, 1798/1976, 
pp. 22–23.)

Thus, while the model world seemed based on a set of reasonable assump-
tions, its usage in tracing out the future of the population quickly revealed 
an impossible world.

What was impossible about the future world that Malthus outlined? Note 
that there was no logical or deductive failure in the reasoning: the arithmetical 
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calculations told Malthus how many people could be fed and how many 
would die from starvation (or not exist) in the future world if his assumptions 
held. But while it is possible to imagine these numbers in the arithmetical 
model, not so in the actual world that his model was used to explore. Since this 
implied mass death of the arithmetic world was surely an impossibility in the 
actual economic world, Malthus asked himself what would happen instead. 
Using these same starting assumptions of behaviour and evidence but add-
ing in some additional economic arguments about how people behave when 
there is pressure on food supplies (delaying marriage, etc.), he created an al-
ternative, and now possible, world account. This was a narratively reasoned 
account, weaving together some other elements of economic consideration into 
a story of repeating periods of relative well-being and then hungry poverty 
as the population growth cycled above and below the food supply growth.

Here was an alternative account of how the world worked, and in the 
process provided a way to save the original assumptions (both theoretical 
and empirical) and to understand why neither the envisaged utopia nor mass 
starvation was a likely outcome given the constraints of the actual world. 
As he pointed out, there was no observable evidence to match his additional 
reasoning categories; they were the conceptual (or theoretical) categories of 
economics, and so this example fits well with Mari and Giordani’s account 
of model’s mediating work. Yet it was a well-reasoned account, and might 
be considered entirely reasonable for its period (and reads so since the same 
conceptual categories are used by economists today). Narrative plays an im-
portant role here; it is where the elements of the account are joined up and 
made sense of together; it is not a description, but rather a causal account, in 
which the reasoning is made evident. This facility of narrative to make sense 
of a set of elements in a model and embed reasoning with the model is ubiqui-
tous not just in economics (as we shall see), but in other sciences, particularly 
the natural sciences, where time is an essential element in explanations7.

We can find other similar examples in economics where the model’s math-
ematics implies a particular outcome or set of outcomes that are judged 
impossible in the actual world by the economist. For example, solving an 
algebraic model of how different generations overlap and manage their eco-
nomic responsibilities to each other (called the ‘overlapping generations 
model’) revealed a negative root, which implied that people lived negative 
years of life! This is like the Malthus example, where a rational mathemati-
cal model implied an impossibility in the economic world envisaged in the 
model, and in this case, that root was rejected in favour of working with the 
positive root solution of the model.

Another more complex example leads us into the next section of the argu-
ment. This example is less obviously an impossible world example and comes 
with an algebraic model of the aggregate economy (the so-called ‘macro-
economy’) by Samuelson in 1939.8 His little 3-equation model was simulated 
by hand (this was the first simulation of a model, before computers) by plug-
ging in alternative parameter values and running the model for nine periods. 
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The question explored was: ‘What would happen if the government spent 
an extra unit in this little model economy?’ The economic context was the 
1930s, and the model was built to represent Keynes’s breakthrough in theo-
rising and policy work. The values of the parameters on this model of his 
theory were chosen to explore the theory in the model (not because they had 
been established by any prior statistical work). Different parameter values 
produced different narrative paths and outcomes for the little economy: 
cycles, a small increase then stability, or a huge take-off. This final simulation 
implying a rocket-trajectory would be regarded as an impossible world to 
any economists of that day, and indeed since. So again, this was a mathemati-
cal model possibility, but was just implausible for anyone with background 
knowledge of how far and fast economies might grow, whereas Malthus’ 
model world was more genuinely an impossible actual world: so many more 
mouths than food must mean mass starvation, but it would never have got-
ten to that outcome as far as economists were concerned, and thus Malthus 
reasoned out an alternative account.

The point here is not that Samuelson’s algebraic model portrayed an im-
possible world, nor that it was an idealised toy model, nor that the reasoning 
in the model was at fault. Rather, the issue was that certain posited parameter 
values in the equations created extremely implausible paths in his explora-
tions with the model; other values created plausible paths. Just because of 
this finding of variety, Samuelson speculated as to the further possible world 
results that his model might generate: he solved the algebraic model so as 
to chart the full range of behaviours, and concluded that almost anything 
could happen in his model world. His model might, of course, be saved by 
bringing in more that was known about the world into the model world, 
just as Malthus had done. For Samuelson, this would have meant by using 
a parameter value on the equations that were more plausible and so create 
narrative reasoning (pathways and outcomes) with the model that could be 
judged plausible. Exploring such plausibility comes next.

12.4  Exploring the Limits of the Actual World: Plausible 
Alternative Worlds

One of the main foci for judging plausibility is paying attention to the con-
text of the actual world and using data about the actual world in formulating 
the alternative model world. One place where this is dealt with in quite well-
understood ways, according to some well-known recipes, is in the statistical 
work of economics, labelled econometrics.

In this field, there are standard modes by which the statistical qualities 
of the model are assessed (goodness of fit, etc.). The recipes for gaining sta-
tistical satisfaction have been developed over the past century, and rely in 
economics on some heavy-duty statistical and probability theorising along 
with tried and well-tested ways of working with statistical data. That is, 
they are not one-off, casual methods, but fully informed and tested ways of 
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judging empirical adequacy. And just like the examples in the above section 
using arithmetic or algebra – what makes sense in technical reasoning may 
not make sense in economic terms, either as an account of the pathway or the 
outcome. Statistical adequacy does not necessarily align with plausibility in 
the economic sense. Thus, an element initially considered an important cause 
by the economist could pass the statistical test but be at such a low param-
eter value to imply it was economically insignificant. In addition, there are 
the various ceteris paribus tests of economic relevance: to judge variables as 
insignificant because of their marginal relevance, to judge others as irrelevant 
enough to be omitted, and to locate those variables that remain stable in 
value in the period whose relevance cannot be judged. Judging the economic 
qualities of the econometric model requires attention to signals like the size 
and sign of coefficients in causal relationship models, the patterns in time-se-
ries data, the time dynamics of relationships, the internal cross-relationships 
between different equations of the model, etc. There are also standard recipes 
for the process of model building: for example, start the modelling simple 
and make it more expansive to cover omitted variables, or v.v., start with a 
big encompassing model and slimming it down to get rid of irrelevant fac-
tors; testing it out on different groups of agents, or time periods, to assess 
its range and scope. The framing here is to find plausible models, models 
that seem to fit the data from the actual world well enough, or satisfactorily 
enough, to be accepted as working objects for the economist9.

Another, but less common mode of exploring plausible worlds is by the 
construction of counterfactual worlds10. The most well-known counterfac-
tual for economists is that by Robert Fogel (1964), investigating the impor-
tance of the railways in the development of the American economy in the 
19th century. This was a tour de force of American economic history, ask-
ing the question: What would have happened to American economic growth 
and development if there had been no railways? It was widely assumed in 
the 1960s (when he asked this question) that railways had been  essential to 
the growth and the development of the economy – both geographically, and 
in terms of the growth and distribution of the sectors of the economy. His 
counterfactual world was designed to ‘test’ this widely held belief, not by 
trying to prove it true or false, but to see how far a plausible counterfactual 
analysis would challenge those beliefs both in the alternative path of history 
and in its final outcome.

Assuming no railroads could be an extremely far-reaching claim, depend-
ing on how far back and sideways this question implied: for example, the 
counterfactual of assuming no invention of steam technology is not very help-
ful to Fogel’s question for it rewrites so much of the past as to lose contact 
with the problem he explored. Fogel narrowed his counterfactual question to 
judge only the effect between the beginning and end of the main growth of 
the railway system in the USA up till 1890, and by figuring out the alterna-
tive costs of transporting the main four agricultural crops of the period by 
water and by road. But having narrowed down the scope in these directions, 
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he immediately had to open it up to ask what would have happened in this 
alternative world: where would people have lived (the alternative settlement 
pattern, given this period was when ‘the West’ was opened up); what eco-
nomic crops would they have grown; and how would they have gotten them 
to market? With no railways, water and roadways would have been used, 
but more radically, less of the geographical scope of the USA would have 
been ‘settled’ and opened up to intensive economic engagement of the kind 
that happened during that century. The counterfactual question required the 
economist to imagine and fill in an alternative world account of what would 
have happened in those 60 years, so Fogel drew out maps of his imagined 
new waterway transport routes: designing canals and river-widening for an 
imagined alternative economy that enabled access to the maximum possible 
settlement and agriculture.

In other words, even to answer his limited counterfactual question about 
alternative transport costs, he had to imagine an entirely different history 
of alternative growth, settlement and distribution patterns within the USA. 
There was no formal model at work until his final calculations, but rather 
the application of basic economic assumptions and standard economic cal-
culations about individuals’ efficient reactions to circumstances to optimise 
settlement and output and so the overall growth of the economy – all in very 
different ways in the counterfactual world from that actual world. That is, 
his counterfactual world was assumed to work according to the same eco-
nomic reasoning as the world with railways did, just its development and its 
outcomes would be very different.

The recipe for using counterfactuals to create ‘plausible worlds’ is best 
laid out by Geoffrey Hawthorn (1991), who does so primarily for social 
scientists and historians, but perhaps it could equally well apply in other 
sciences. His 3-rule recipe tells the scientist/historian: to choose the start-
ing point of the counterfactual on the basis of facts (not theories) that do 
not require a rewrite of the past; to discern and make use of the agency of 
relevant materials in the world that will drive the counterfactual direction 
from that starting point; and to minimise the use of theories or models unless 
they fit the question and circumstances very closely. Fogel seems to have fol-
lowed just such ground rules. In contrast, perhaps as a light-hearted critique 
of Fogel, McAfee (1983) used a mathematically model-driven starting point 
to ask what would have happened by 2000 if Columbus had not discovered 
America but fell off the edge of the flat earth? A non-sensical question (given 
the knowledge set of 1983!) breaks all of Hawthorn’s injunctions for plausi-
ble world counterfactuals. In Hawthorn’s recipe, it is the strict limitations or 
constraints on which to base the counterfactual drivers to fill in the counter-
factual path that depend on actual world knowledge (not on any theoretical 
assumptions) to provide plausibility for the alternative world sketched out. 
In both McAfee and Fogel, the alternative world used for comparison is clear, 
it is the actual world in its historical development, but with very different 
recipes, constraints, and so outcomes.
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The reaction to Fogel’s work, in the context of this discussion about the 
ability to distinguish between possible and impossible worlds was quite re-
vealing. Economists of that moment (the 1960s) found the final social savings 
figure that Fogel delivered (the effect of not having railways) was the equiva-
lent of only 1 year’s growth, an implausible number to them, because it was 
so tiny compared to their widely shared belief that the railways had been es-
sential to 19th century American economic growth and development. Most 
did not so much decry the counterfactual itself, or the methods Fogel used, 
but rather the extent of the limitations he introduced – tracing out effects for 
only four crops, no effects on manufacturers, on passenger transport/busi-
ness travel, on retail distribution, on big finance – that is no exploration of 
all the backward and forward linkages that these other economists had been 
busy writing about for many years. For those economists, Fogel’s alternative 
world picture was only a small part of the story, perhaps it set a lower-bound 
to calculations of the effect of the railways, but it missed out too much for 
their comfort. (There were also arguments about the precise nature of the 
calculations, but these are not especially relevant for this argument on pos-
sible vs impossible worlds.)

This alternative counterfactual world he had created was not considered 
‘impossible’ in any technical sense for it was made up of plausible ‘factual’ 
alternatives that his contemporary economists recognised as such. Although, 
taken together, they created a quite startling alternative world that was con-
sidered implausible because radically incomplete. But neither did it seem en-
tirely ‘plausible’ as an alternative imagined world. Here, the actual world and 
its factual characteristics play a stronger role than in the calculus of Malthus’s 
alternative world. In Fogel’s case, the factual characteristics both constrain 
and shape the alternative world, and it is the measured aggregate outcome 
that was regarded as implausible, not the counterfactual world analysis as it 
goes along. It was not nonsensical – in the sense of negative-lived lives – nor 
impossible in the sense of unimaginable in the actual world as in the im-
plications from the calculations of Malthus’s simple ‘model’. Rather, it was 
simply the incomplete answer to the counterfactual question: plausible as 
an account of some of the pathways, implausible (because incomplete) in its 
final full outcome.

An alternative counterfactual practice of creating alternative worlds pro-
vides a contrast. These are ones that explicitly set out to explore alternative 
factual worlds in as broad a way as possible to reflect both more deeply and 
more broadly on the actual world. This is the agenda for a group of papers 
that provide a strong contrast to Fogel’s work, that appeared under the title 
Unmaking the West (Tetlock et al. 2008). The basic question is to rethink 
the rise of the West, politically and economically, by exploring if that ac-
count can be undermined in some critical ways or at some critical points by 
tracing out ways in which it might have happened differently. How could it 
have been that the West did not become the dominant economic and political 
power over the last 300 years or so, but that China and Asia did? There were 
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good reasons for this framing, as recent literature on Chinese economic his-
tory, and as the current position of China and India in the world’s industrial 
economies reflect.

This is not about exploring how else the West might have been made, but 
how the West might never have been made. So, the book opens with an imag-
ined group of Chinese scholars, working in an imagined world in which the 
Chinese had been the dominant culture and power over the past centuries, 
being asked to imagine some small key or ‘hinge’ events where their own (fic-
tional) ascendency might have been stymied. The contributing authors to this 
volume (grounded in politics, economics, and history) were asked to trace 
the economic, social or political historical outcome that might follow from 
such a very small, but significant, hinge event in Western history that might 
have led to that imagined Asian ascendency. For example, what if England 
had remained Catholic in the 16th century? What if Britain had no coal, no 
colonies, and no modern science? Would any of these hinge events have cre-
ated a path in which there was no industrial revolution in Britain? Tracing 
alternative worlds from these ‘turning points’, leads each writer to ‘create’ a 
set of changes in the world, and then trace out second and third-round coun-
terfactual changes. Maybe these further changes are reversionary – taking 
the economy or society or polity back onto its original path, or maybe they 
are expansionary – taking the alternative world ever further away from the 
actual world.

The group of writers was asked to abide by “three exacting quality-control 
questions” (p. 9), but in comparison with Hawthorn’s recipe, they are not so 
‘exacting’. Their first ‘minimal rewrite rule’ requires the counterfactual to 
start with a very small change in the historical record; this hinge event is 
rather like Hawthorn’s first rule. But thereafter, the constraints are not so 
evident; rather, the basis for creating these expansionary alternative worlds is 
to follow the causal implications of such hinge events being different – what 
leads on to what and how. Rather than to constrain or limit the counterfac-
tual, the recipe here gives full rein to the use of reasoning in tracing through 
implications far and wide. These are not just exercises in description, for 
there would be no alternative world spun out without framing the consider-
able differences that occur in the narrative accounts, i.e., in loosely causal 
or associational accounts of where and how those differences would create 
that alternative path. In other words, narrative reasoning about the path was 
needed to justify the alternative world outcome as in Fogel’s case, but now it 
is an account much more loosely constrained by history, whereas by contrast, 
McAfee’s highly imagined counterfactual history is led by his mathematical 
model world.

We are back in a sense to the ‘anything can happen’, or rather ‘anything 
can have happened’. However, the constraints here are not model-based con-
straints or even strong factual constraints, but alternative fact construction 
using social science and historical knowledge and methods. How should we 
label these alternative worlds found in Unmaking the West? Given the first 
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careful choice of hinge events as starting points for their counterfactuals, we 
might label them possible worlds, but their multiple further rounds of coun-
terfactual possibilities, spinning out further paths that take them ever further 
from actual events, might suggest we should label them implausible (not im-
possible, because they are well traced out alternatives). By contrast, the tight 
factual constraints in Fogel’s counterfactual world enabled him to judge, 
even measure, the difference from that single first counterfactual choice, and 
so judge the path taken by his alternative factual world as plausible, even 
while his contemporaries found the counterfactual world he created incom-
plete, and so the outcome implausible.

It has become apparent from these counterfactual cases how important the 
contrast or comparison element is in judging the validity of alternative world 
accounts, both in reasoning and in plausibility terms11. In some of these cases, 
the comparison is provided by history as the alternative to the actual world, 
yet the modes of doing so vary from tracing out one very ‘factual’ alterna-
tive world (Fogel’s work) to numerous imagined alternatives (in imagining 
the economic development of the West compared to Asia) to opening up a 
completely different past alternative that has fragile connections and so com-
parisons with actual history (McAfee’s case). In all these cases, history is the 
actual world, and the counterfactual alternatives seemed to be judged mainly 
on plausibility grounds, but the reasoning is not absent – those counterfac-
tuals have to be driven by some economic agency that needs to be filled in 
and some reasoned pathways that may not be so evidenced. That economic 
reasoning side is more obvious in Malthus modelling case: we are led to 
imagine (with difficulty) a very different alternative future history, driven 
by the model assumptions and reasoning to an initial implausible outcome 
that is then saved by further economic reasoning. But history is not the only 
contrasting world that is useful in making these judgements. The little theo-
retical mathematical model worlds that generate variations in pathways and 
outcomes (the examples of model simulations, negative lives, etc.) tell us that 
much less specific background knowledge of the world is equally valuable 
in providing contrasts and comparisons that inform judgements about the 
alternative world built in such models.

In these economic cases, historical actuals have played an important role, 
but the actual worlds of other sciences may not be historical ones. Many sci-
ences are involved in making their own alternative actual worlds: synthetic 
biology, chemical synthesis, drug ‘discovery’, etc. Here the key task may be 
to recreate or synthesise something that already exists in the world, or it 
might be to create something new that has certain qualities, i.e., to turn a 
possible object into an actual world one. Here, the task is to design a possi-
ble object and then to ‘engineer’ that something into an actual world object. 
Perhaps the possible object is the same as one that already exists, but is not 
yet something that can be made; perhaps it is a slightly different alternative 
actual, or perhaps the problem it is to find an alternative pathway or recipe 
to making an already recognised actual. This is a minor part of economists’ 
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work – but one such example is the case of auctions, where the use of theories 
and close study of how different kinds of auctions work were used in order 
to design auctions to attain certain aims. These fit the ‘how possibly’ creative 
work of synthetic biology discussed by Koskinen (2017), who also points out 
the importance of information that comes from learning how things can not 
be done (p. 504). Here, the contrasting/comparative actuals are not historical 
contrasts, yet if we take the range of approaches in chemical or biological 
synthesis as indicative, it seems that the range of both possible and actual 
alternative worlds could be pretty unconstrained. This could well extend the 
analysis of the modes of creating and judging possible alternative worlds as 
used by scientists.

12.5  Triangulation: Where Well-Reasoned and Plausible Worlds 
Come Together

The first recipe discussed above was to use the reasoning facility that comes 
with a model to see if it created reasonable and well-reasoned worlds, alter-
native worlds that were possible in those senses, but that reasonableness 
may also have included some fit to the actual world in order to have the 
judgement of being a plausible world. The second recipe was to use the fac-
tual aspects that come with ‘applying’ models to see if the evidence-based 
reasoning with models looked plausible and produced plausible outcomes. 
Of course, a model usually embeds some theoretical claims or concepts, so 
that reasoning with them is not ‘theory free’. In other words, we can see two 
elements of fit being used here in both approaches. Yet the theory-side is not, 
as Mari and Giordani argue (above), only an exploration of the concepts 
in the theory side but might rather be an exploration of the reasoning the 
theory entails or allows, and judgements of reasonableness that are not ones 
of logic but of fit with some knowledge of the actual world as in Malthus. 
It is important that both the pathways found in using the models, and the 
model outcomes (predictions, final points, etc.) need to be considered in 
these judgements of reasonableness and plausibility; and I repeat, these are 
judgements of the community of scientists involved based on their wider 
field knowledge. This third recipe is perhaps not so much a different recipe 
as just more explicit in its use of both resources – a triangulation process 
between the model, its reasoning resources, and the evidence base relevant 
to the model – to judge the quality of the model according to the alternative 
worlds its usage suggests.

‘Analytical narratives’ offer one such version for generating alternative 
worlds in the social sciences, ones in which there is a back-and-forth pat-
tern of analysis between model reasoning and qualitative evidence, using the 
models to analyse the factual and using the factual to constrain the particular 
choices within versions of a model and between different models. The model 
here effectively stands in as a shorthand to explore alternative accounts of 
‘reality’ against the ‘narrative’, which is offered by qualitative evidence of 
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what actually happened. The introduction and usage of this mode of working 
in political science has been primarily engaged in using game-theory models 
to explore the roles of institutions in political economy. They largely address 
questions about why political institutions emerge and work differently in dif-
ferent contexts, different times and places, and in solving different problems. 
This is not a way of testing any general theory, or making big wide claims, 
but a means, again, of exploring how the world works by triangulating be-
tween evidence of the actual worlds and reasoning about alternative theoreti-
cal models as possible designs of institutions and their impacts12.

Another version of this ‘analytic narratives’ recipe (with a slightly dif-
ferent name) is found in economic history, which takes a sequential view 
of the role of models and narrative evidence (Bates et al., 1998). That is, a 
question is raised about why and how some economic institutions formed, 
disappeared, or perhaps collapsed. For example, Why did the possibility of 
buying out from military conscription disappear? Why did absolute monar-
chies disappear? What accounts for the formation and subsequent collapse of 
an international coffee cartel? The latter account (Bates, 1998) begins with a 
narrative evidence account of that cartel formation and then applies a game 
theory model to explain that formation. Bates then proceeds through an al-
ternating sequence of narratives, statistical evidence, and different models to 
capture the formation, history, and then collapse of the cartel. Why is the 
sequence needed? Because one model is not sufficient to explain the whole 
historical evidence sequence, rather, different models provide analysis for 
different aspects at different periods. This sequence of model application to 
evidence, followed by a new model applied to the remaining evidence, etc., 
continues until the scholar is happy that the narrative of evidence is cov-
ered by the sequence of models, and so the whole ‘explanation’ of events is 
achieved.

These model-narrative-evidence recipes are best understood as exploring 
the actual world by systematic use of alternative worlds embedded in models – 
either in statistically evidenced models or in theory-based models – that can 
be applied in formal and informal ways to explore alternative explanations 
for the specific phenomena at issue.

Another set of examples shows this triangulation at work in economics 
research, which aims to deal with different sets of model paths and outcomes 
within the same domain that ought to align, but initially fail to do so. Here 
models are used to explore the misalignment of model-evidence directly by 
counterfactual methods, leading both to developments in the model to adapt 
to the problem set, and enquiries into the data to choose (or develop) data 
that is more closely relevant to the problem question in hand. The salient 
point here, and the difference with the counterfactuals discussed earlier (such 
as Fogel’s case), is that here, both sides of the comparison are model worlds 
(that is, the alternative to one model account is another model account of 
the same or a parallel world), not the development of a fictional alternative 
world to a factual one that existed.
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Ramey’s work (2019a,b; Orchard et al. 2023) offers a variety of exam-
ples using counterfactuals in this way that she calls ‘plausibility tests’. The 
context for her work (often with collaborators) was provided by US gov-
ernment interventions over the past two decades designed to support the 
economy in times of crisis. This was done by paying out either tax rebates 
(or direct grants) to households to support them, or massive government 
spending programmes; both kinds of actions were taken in order to avoid a 
major economic downturn. The problem she investigates is where different 
models produce inconsistent results for the same event, or produce extremely 
unlikely results when comparing model outcomes from similar actions at dif-
ferent times. Her basic approach is to see these comparative model sites as 
implying or raising counterfactual questions and then to pursue the calcula-
tions to investigate the lack of fit between closely comparable model results 
and so ‘test’ the plausibility of one model’s result with another model’s re-
sults. These investigations created a positive programme of how to search for 
reconciliation that Ramey has labelled a “Macro Counterfactual Plausibility 
Analysis”.

One of these cases examined is the effect of the 2008 tax rebate in the 
US,13 in which a key number that characterises the individual household 
effect (i.e., at the ‘micro’ level) was found to disagree very considerably with 
the parallel number that is taken to characterise the aggregate economy effect 
(i.e., at the ‘macro’ level). It is not entirely clear that they should be exactly 
aligned, but the wide differences in statistical work produced considerable 
surprise amongst economists. The team developed counterfactual questions 
to explore the two alternative model-world accounts at work here, i.e., as 
portrayed in the micro and macro models. So neither was taken as the fixed-
base case (i.e., equivalent of the actual world history as in Fogel’s counterfac-
tual that explored an alternative fictional world) – rather interpretation and 
numbers in both accounts were potentially revisable since both were model 
accounts.

A simple analysis of the macro data for this 2008 event suggested that 
despite this sudden increase in income for households, there was no sud-
den equivalent spike in aggregate spending. This was not initially seen as 
problematic, the inference being that households saved rather than spent 
their sudden windfall. But research soon showed that if one studied the 
micro-household data, it seemed that, indeed, households did respond with 
a spike increase in their spending, and the majority of the spike went on 
buying automobiles rather than normal household goods. On their own, the 
household findings also made sense to economists: households use the re-
bate to buy a durable good, not more everyday consumption. But in putting 
these two findings together (each of which made separate sense for econo-
mists focussing on micro and those concentrated on macro problems and 
their data), they were not just surprising, but suspect: why don’t they agree? 
Were these alternative model-world pictures consistent, or impossible? Sus-
picious of the results, these economists calculated a simple counterfactual on 
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the micro-model, ignoring the macro: ‘imagine no tax rebates’ (here using 
a fictional counterfactual), and found that without the tax rebates, there 
would have been a very large fall of 87% spending on automobiles at the 
micro-level according to the model and data. The equivalent macro coun-
terfactual calculations assuming no rebates suggest that the household ex-
penditure on autos would have dropped from $17bn in March 2008 to $3bn 
in June, whereas the actual lowest level throughout the period was $12bn in 
April 2009. As Ramey’s group expressed it: “This counterfactual [outcome] 
strains credulity” (Orchard et al. 2023, p. 2). Clearly, that set of results 
does not make sense when taken together. A further counterfactual exercise 
on the same topic generated an outcome labelled “preposterous”(Ramey 
2019a, 125)!

To make better sense of this 2008 episode, the counterfactual question 
then changed to ask: ‘what if the micro number were used in recalibrating a 
standard macro model?’ What kind of counterfactual path would this coun-
terfactual macro model reveal by plotting the difference in spending paths 
between the two models – the standard one and the recalibrated one? The 
results suggested that the counterfactual micro-model path and outcomes are 
implausible because various historical events that, evaluated post hoc (10+ 
years later), would have made the micro estimates implausibly high, and so 
brought down the difference between the counterfactual micro-model path 
and outcomes compared to the actual macro-model path and outcomes. At 
the same time, looking at the data with ‘improved econometric techniques’ 
meant some adjustments that lowered the micro parameter better to fit the 
macro measurement.

In this kind of counterfactual work using models on both sides of the 
comparisons, both the data and the model are potentially adaptable. This 
search for plausibility and reason in modelling and results comes from a 
search for alignment in both the theoretical and empirical domains. Both 
data and models need to be ‘the right tools for the job’, that is the right 
tools for answering some particular question put to a model about a specific 
problem or situation that has arisen in the actual world. The use of coun-
terfactual questions, and exploring their answering paths and outcomes, 
provide information on what is not plausible and so prod triangulation ef-
forts to align the right data and right model for the specific question to be 
answered, which may itself only be revealed during the alignment process as 
the scientists learn more and more about the situation. Such alignment offers 
another criterion for the validity of the model reasoning and the plausible 
explanation of the world using model alternatives. In general, these triangu-
lations involved searching out data more relevant to the problem, and the 
use of models compatible with the counterfactual questions and the specifics 
of the data. Plausibility then comes not only in the agreement of the num-
bers or paths with fictional or real historical events treated as comparable 
counterfactuals, but confidence in both data and model being more carefully 
aligned to the question. Here we see very practical ways in which models are 
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used as a thinking or mediating tool in exploring how the world works by 
triangulating between alternative theoretical worlds and alternative actual 
world materials.

12.6  Conclusion

This account began with the problem of how to distinguish possible world 
accounts in sciences from impossible ones in such a way to validate the for-
mer as useful accounts. Using a more neutral terminology of ‘alternative’ 
worlds, it quickly became clear from the economic examples that there are 
some worlds outlined using modelling or counterfactual approaches that 
are possible but implausible or incomplete in some way, and some that are 
technically possible but non-sensical or unbelievable in subject matters for 
various reasons. Developing the terminology of alternative worlds, and their 
validation, prompted judgements based on the reasoned implications and 
the plausibility of those alternative worlds with respect to field knowledge. 
Alternative worlds could be validated as plausible worlds and well-reasoned 
worlds with respect to theoretical and empirical knowledge in the field, and 
preferably both.

It is perhaps worth noting that economists following philosophy of eco-
nomics injunctions, have traditionally worried about the assumptions that 
go into a model or the accuracy of predictions from a model, and validated 
them on those grounds. This is beginning to change, as we can see from the 
triangulation work of the final section (for example, in the work of Ramey 
and crew), but new criteria appropriate for modelling and counterfactual 
work have not been worked through. As suggested here, the appropriate 
criteria for models and counterfactuals are much broader than those earlier 
recipes: the focus is not just on the beginning or end, but on the value of the 
account all the way through the middle, i.e., through the reasoning middle. 
This does not mean assumptions and predictions do not matter, but they are 
not the only things that matter, rather that exploring alternative worlds with 
models and counterfactuals may be a much more informative process about 
both theories and our world than only one or the other. The counter-factual-
ist spinning alternatives to the actual worlds might well change their earlier 
interpretation of the events of the actual world, just as the modellers might 
well revise their theories from such alternative-world explorations. Maybe 
the railroads did not really matter that much to US economic development; 
maybe highly idealised models or well-trained econometric models don’t tell 
you much about processes or outcomes. But exploring the possibilities of 
alternative worlds with models and counterfactuals may well reveal much 
about both the actual world, and about the kind of theory that offers a rea-
sonable and plausible account of that world.

How should this exploratory process be characterised? What kind of 
ingredients are involved? Sjölin Wirling and Grüne-Yanoff’s survey of the liter-
ature (see earlier and in this volume) suggested imagination and background 
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knowledge were involved. The argument made here is that spinning alterna-
tive worlds requires both imagination and background knowledge and that 
they must work together to be effective. The background knowledge evident 
in our cases encompasses lots of different kinds of things, from very specific 
subject matter to quite general matters, from laws and theories to formal and 
informal empirical knowledge, and comparable case knowledge. Imagination 
is also clearly a part of the recipe of generating alternative world accounts, 
perhaps more so with counterfactuals where there is potentially greater free-
dom to spin alternative worlds than in working with models where the as-
sumptions and structure of relations fix certain boundaries.

Spinning alternative worlds in models and counterfactuals with lots of 
imagination but no background knowledge is a recipe for creating impos-
sible and implausible outcomes: plausible and possible worlds may come 
from luck, but not from design. From the model side: internal coherence in 
a model is clearly a plus, but not enough on its own to generate plausible 
and possible worlds rather than falling over into impossible ones. From the 
background knowledge side, factual or theoretical knowledge from the scien-
tist’s background, either in modelling or in counterfactuals, is not enough to 
generate the additional knowledge that reasoning through alternative worlds 
in modelling or with counterfactuals can create.

What we find in the cases discussed is not only the combination of im-
agination and background knowledge, but also the importance of limita-
tions, either framed by the dimensions and design of the model itself, or the 
particular decisions in counterfactuals. Without limits on the imagination, 
anything can happen. Background knowledge, theoretical and factual, does 
not only provide those constraints. Rather, it is what enables scientists to use 
models as exploration tools, tools to explore the possibilities of different val-
ues of parameters, of different sets of elements, of different design decisions, 
etc. Using models in this way enables scientists to test out the implications 
of their imagined world. But it is the limitations given by the model or the 
counterfactual question or the background knowledge that make the feed-
back from alternative imagined worlds useful in figuring out the validity of 
the model (what range of phenomena are covered, etc.; what happens when 
you change something in the model, etc.). Learning that something that is 
impossible in the model world is often as useful as learning that something 
is possible, just as in learning about the im/possibilities in the actual world. 
Imagination is needed not just to construct models and counterfactuals, 
but to work through their implications, so explorations with models and 
counterfactuals are indirect tests of our imaginations. Is that world really 
credible, really possible, really plausible? How do we judge – by using the 
imagination in various ways to test the construction, but also to test the 
model’s usefulness in relation to how the world works? We use our models 
to explore our imagination of alternative worlds that might be possible, and 
we use our imagination to test out the boundaries and possibilities of our 
model or counterfactual world.
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Notes

1 Thanks go the participants at the ‘Modelling the Possible’ workshop hosted by 
Vienna in 2021, especially to Tarja Knuuttila and Rami Koskinen, Till Grüne-
Yanoff, Andrea Loettgers, Alfred Nordmann, Mauricio Suarez, Paul Teller, and 
others. Thanks also go to two anonymous referees whose thoughtful comments 
helped me to revise the paper.

2 See references therein for the most salient philosophy of science literature on pos-
sible worlds; further references are also found in two accounts that have parallels 
with mine here but are about designing and engineering alternative worlds in sci-
ence: namely Nordmann (this volume) and Koskinen (2017).

3 The problem is framed here as an account of the practises of using models, and 
how scientists learn from them, not about a particular kind of model, nor about 
conceptualising and/or defining the philosophical qualities of possible world mod-
els, or subclasses of such possible-world models (as, for example, in Grüne-Yanoff 
and Verreault-Julien, 2021).

4 Where these are cases I have worked on before, full accounts, and references to 
relevant philosophical literature, can be found in the references given.

5 Discussed fully in Morgan (2012, Chapter 3).
6 For a full account, see Morgan (2021).
7 See Morgan (2022), the introductory chapter of Morgan, Hajek, and Berry 

(2022) on ‘narrative science’. Several other chapters in that book are particularly 
concerned with the narrative reasoning that goes on with models: John Beatty on 
reasoning backwards in evolutionary theory; Paula Olmos on the narratives of 
‘just-so reasoning’; John Huss on competing model-based explanations of extinc-
tions; and Teru Miyake on earthquake narratives. For a ‘handbook’ account of 
the relationships of narratives to models, see Morgan (2024) and for economics 
examples, see Morgan and Stapleford (2023) and particularly Biddle (2023).

8 This case, and some comparable ones, are discussed in Morgan (2012, Chapter 6).
9 There is a vast literature about all this inside econometrics; for two papers which 

provide a small entry into some of the issues from a viewpoint compatible with 
this paper, see Morgan (1988) and Boumans and Morgan (2001).

 10 Of course there is a huge literature on counterfactuals in philosophy of science; I 
restrict coverage here to their usage in fairly specific traditions in social science. 
The case of Fogel’s counterfactual is analysed in detail in Morgan (2014).

 11 I thank one of the referees for pushing me to think more clearly about the ‘alter-
native’ worlds and their role in comparisons that drive the judgements of both 
counterfactual and model worlds.

 12 See for example papers by Quack and Herfeld (2023) and Skarbeck and Skarbeck 
(2023), and references therein.

 13 Another site for these plausibility tests was judging the economic outcomes of 
the American Recovery and Reinvestment Act (ARRA) of 2010, see Ramey 
(2019b).
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13.1  Introduction

The COVID-19 pandemic challenged many things we (as a society, scientists, 
philosophers, or just ordinary humans) had taken for granted and forced us 
to deal with events and hardships we might have deemed somewhat theo-
retically possible, yet did not expect to experience ourselves directly. Perhaps 
one could find some comfort in thinking that something like this had to 
happen—out of natural necessity beyond our control—or on the contrary, 
be scared by the prospect that other pandemics will only be a matter of time. 
More interesting than personal reassurance, however, are the theoretical 
issues tied to the notions of the necessity and possibility of pandemics (both 
“intra- and inter-pandemic,” i.e., during pandemics and when comparing 
different pandemic events). The questions I want to address here concern the 
modal nature of pandemics and endemics (as the difference lies mainly in 
how geographically widespread these events are, they will be treated in paral-
lel here), and in particular pathogen-host coevolution. The aim is to develop 
a deeper understanding of how pandemics play out, as well as to question 
and examine some common beliefs about what is necessary and possible with 
respect to pandemics, virus evolution, host-pathogen coevolution, and evo-
lutionary trade-offs.

Philosophy of science has not been deeply invested in topics about pan-
demics and epidemiology, especially before COVID-19. This is perhaps due 
to the fact that these branches of science differ quite a bit from the usual ob-
jects being studied by philosophers, without overarching theories and often 
with little experimental support for their claims (Broadbent 2013). Even its 
scientific status is sometimes called into question, despite its historical impor-
tance (Nature Communications Editorial 2018). However, the philosophy 
of epidemiology is gaining ground and attention (Kaplan and Valles 2021), 
a welcome and much-needed trend. Perhaps this is also why many of the 
evolutionary “just-so stories” about the trajectories of pandemics have been 
perpetuated relatively unchecked for so long.
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However, this is also a good opportunity for thinking about what is pos-
sible in their trajectories, what constraints exist to make some events more 
likely than others, and whether some things might happen necessarily. Be-
sides spinning more or less convincing narratives and the practice of epidemi-
ological modeling, there is some unexplored territory here, which would not 
only allow us to see more clearly through the recent events of the COVID-19 
pandemic but also learn more about evolutionary and coevolutionary trajec-
tories in general. While there are historical contingencies to individual pan-
demics, making them somewhat random events, there are several trends and 
tendencies that can be extracted and discussed, which also apply outside of 
any pathological context. These can be used to understand, explain, and pre-
dict what is possible and necessary about pandemics and other evolutionary 
trends more generally. They also provide an interesting case of applying how-
possibly models, as well as questioning the aims, limits, and scope of these 
kinds of models. In this chapter, I show that pandemics, with their unusual 
explanatory scope, provide an excellent case to argue for the epistemic value 
of how-possibly models from a different angle than the existing philosophical 
debates focused on other scientific fields.

13.2  Patterns of Pandemics

A lot of contingent factors contribute to how a particular pandemic plays 
out. However, certain trends, constraints, the law of large numbers, large 
populations, and long periods of time make some events almost certain. 
While politicians have repeatedly claimed to be surprised by new waves or 
the emergence of new virus variants throughout the COVID-19 pandemic, 
scientists were also surprised by the unpredictable steps the SARS-CoV-2 
virus (Kupferschmidt 2022) took. Epidemiological models have often indeed 
predicted these events (in addition to somewhat accurate predictions about 
the number of cases in the near future to inform decision-making). Looking 
at the history of infectious diseases, one is inclined to see patterns of such 
diseases that render the surprise largely unwarranted, given the accuracy 
and predictive power of epidemiological models. In the midst of an ongoing 
pandemic, the lack of data is often the biggest reason for uncertainties and 
gaps in our knowledge, whereas general regularities can be modeled and 
predicted. Useful information can also be obtained from ancient pandem-
ics, reaching back thousands of years, even sharing genetic information with 
the current culprit SARS-CoV-2 (Souilmi et al. 2021). This also shows the 
shared modeling structure between history and biology in epidemiological 
modeling.

Even before the COVID-19 pandemic started, many voices had warned 
that the next pandemic was not a question of “if” but “when.” The World 
Health Organization entertained early surveillance systems for pathogens of 
concern and urged preparing for a hypothetical “disease X.”1 Once the dif-
ficult challenges of dealing with the catastrophic effects and aftermath of 
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the most recent pandemic are over, the next one is inevitable. New zoonotic 
spillovers, like the latest emergence of monkeypox (Tomori and Ogoina 
2022), appear to be frequent events. Hopefully next time, we will be better 
prepared, have improved our understanding of pandemic models—and will 
have learned some lessons in how to best mitigate the damage of a pandemic. 
Crucial lessons will be derived from the practice and reconsideration of how-
possibly models. The lessons learned are also interesting from a philosophy 
of science perspective, not to mention their importance to making well-
informed policy decisions (Grüne-Yanoff 2021; Van Basshuysen et al. 2021).

Pandemics have plagued humanity for thousands of years, as recorded by 
historical examples in ancient texts (Høiby 2021). History books are full of 
pandemic events and diseases that often heavily impacted entire populations 
(just think of the bubonic plague in Europe, smallpox and other diseases 
brought by colonizers to the Americas, the 1918 Spanish flu, AIDS, etc.). 
Understandably, dealing with these most unpleasant and harmful events has 
not been among the most popular to inspire philosophical reflections. While 
philosophical reflections on COVID-19 have recently been collected (Leonelli 
2022), many open questions remain, in particular with respect to its modal 
aspects.

There seems to be a certain element of regularity, inevitability, and neces-
sity to pandemics or endemics. Even though the COVID-19 pandemic had 
not been predicted as such (meaning the exact time of occurrence, strain of 
virus, health impact, duration, etc.), the certainty of one like it—and our lack 
of preparedness—had been voiced by many, including public health agen-
cies, epidemiologists, and even individuals like Bill Gates. Of course, this has 
also fueled speculations and conspiracy theories (another necessary evil, it 
seems).2

What can we learn from observed patterns from the history of past pan-
demics? Analogical reasoning, a powerful inference tool in many respects, 
can be misleading when jumping to conclusions about one pandemic to an-
other (Peckham 2020). We should not just wait and observe how the virus 
evolves, either. Besides close monitoring, there are some theoretical trends 
and limitations, as well as constraints on virus evolution that allow us to an-
ticipate possible trajectories and how to respond to them (Starr et al. 2022), 
which can be captured in scientific models.

There are also evolutionary “countermeasures” for how organisms have 
found solutions to these reoccurring threats: adaptive immune systems (Sette 
and Crotty 2021). In ingenious ways, immune systems have evolved the ca-
pacity to deal with almost any possible structural and functional features 
of pathogens—at least in some individuals within a population and given 
enough time to react. Both on the population and the organism level, the 
coevolution with microorganisms and their potential pathogenic threat has 
allowed for the possibility of responding and adapting to them. Epidemiolog-
ical and immunological models, in turn, allow us to understand and predict 
these patterns of possibility—and ideally, to react accordingly.
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Advances in immunology and vaccine development reflect our ad-
vanced understanding, and sometimes our lack thereof. For instance, while 
COVID-19 vaccines have been successfully developed at record speed, vac-
cines against HIV have proven notoriously difficult. To some extent, this has 
been due to a reductionist perspective and lock-and-key models of molecular 
binding between antibodies and antigens (Greslehner 2021; Van Regenmortel 
2019). The new mRNA technology promises to side-step some of these issues 
and allow the development of vaccines that were previously unsuccessful.

Evolution appears to have equipped us with the proper means to deal with 
pathogens and pandemics, but on a conceptual level, we still have much to 
learn. The way the COVID-19 pandemic went down does not inspire much 
hope that we might be better prepared next time. Both on a scholarly and 
public health level, efforts were quite chaotic, with an increasing part of 
the population not being well-informed and not supporting different meas-
ures. Perhaps a better perspective on what is possible and necessary with the 
COVID-19 pandemic—and pandemics in general—would also be helpful in 
improving this situation. Epidemiology is full of black boxes, but it is not 
always useful to try to fill in all the gaps (DiMarco 2021). Thus, a philoso-
phy of science perspective on the role of epidemiological and immunologi-
cal models is a promising start to better understanding pandemics and what 
is possible and necessary about them. In addition to the complex biology 
underlying pandemics, we must not overlook how pandemic models can im-
pact human behavior—greatly affecting the actual outcomes of the modeled 
process in question, thus creating feedback loops. This lesson is particularly 
important when pandemic models are being used to advise policy decisions 
and serve society (Atkeson 2021; Saltelli et al. 2020; Van Basshuysen et al. 
2021). However, the scope of this paper is on the biology side of things and 
the modal aspects of pandemic models to inform the aims and impact of ap-
plying these models further down the line. In any event, the nature and scope 
of how-possibly models can be advanced in this hitherto relatively untouched 
area of science.

13.3  What Is Necessary and Possible about Pandemics 
and Pandemic Trajectories?

As we have seen in the previous section, there are a number of trends in 
how pandemics unfold, but it is difficult to pin them down with certainty. 
Individual events and even regular occurrences defy any result strictly tying 
them to necessity and beyond just possibility in a meaningful way. Perhaps 
we might fare better not by looking at pandemic events as a whole, but by 
looking at some particular aspects that have repeatedly been claimed to in-
volve some kind of necessity. First, the popular and prima facie plausible idea 
that pathogens necessarily evolve towards being less virulent; and second, as 
another potential silver lining—the necessity of pandemics to have an end. 
Even if there are several possibilities of how pandemics end, the fact that 
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they ultimately do so necessarily, might give us some hope for current and 
future crises. But again, wishful thinking is not a proper guide in dealing with 
possibility and necessity here. The notions of possibility and necessity have 
been used in many different contexts, meaning a variety of different things. 
Let us narrow down the debate to more specific aspects in the following two 
subsections.

13.3.1 Do Pathogens Necessarily Become Less Virulent?

A long-lasting debate in epidemiology concerns host-parasite coevolution 
and the question of whether pathogens necessarily evolve towards lower 
virulence (Anderson and May 1982). These “models of parasite virulence” 
(Frank 1996) are still relevant for the virulence trajectory of SARS-CoV-2 
(Alizon and Sofonea 2021). While the empirical evidence for a general trend 
towards less virulence is rather mixed (Acevedo et al. 2019), some general 
lessons are insightful for modeling epidemiological and immunological 
trade-offs like these. Viruses can indeed evolve towards being more virulent 
(Wertheim 2022), when natural selection favors a higher level of virulence for 
its transmission, as has for example been observed with some variants of HIV 
and SARS-CoV-2. The once popular transmission-virulence trade-off hypoth-
esis or “law of declining virulence” (Méthot 2012) is severely limited (Alizon 
and Michalakis 2015) and definitely does not allow us to assume that viruses 
were to evolve necessarily towards being less virulent or pathogenic, as the 
interplay between epidemiology and evolution allows for a wider range of 
different outcomes, especially during the early phases of a pandemic. The 
theory behind this hypothesis does work quite well in some cases (Berngru-
ber et al. 2013), but many questions remain open and a general, vague trend 
should not be considered to be necessary or a law. There are more interesting 
dynamics to extract and explain behind the underlying evolutionary pro-
cesses, especially their different possible trajectories, which can be mapped 
out with predictions and models.

What makes some microbes pathogens in the first place? Being a patho-
gen is not an intrinsic property (Méthot and Alizon 2014) and most viruses 
do not cause harm (Casanova and Abel 2021). What lies at the root of most 
pathogenicity—thus making pandemic events possible in the first place—is 
that the virus and host have not had time to adapt to each other to find a 
balance that is acceptable for both parties (Alizon and Sofonea 2021; Mé-
thot 2012). This is also why most pandemics happen after zoonotic spillover 
events, i.e., when a virus moves from one host to another, without having 
had time to adapt. There are many ways in which this can go wrong, and 
it is not clear in which directions things adapt until a viable trade-off is 
found. What makes hosts sick in these cases is often not so much the result 
of the activities of the virus itself, but the immune system’s reaction to it. 
In the case of severe COVID-19, where likely the “cytokine storm,” i.e., 
an overreaction by the immune system, causes much of the damage and 
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symptoms (Moore and June 2020). The systemic and long-term properties 
are also a different and complicated story, which is why we still have much 
to learn about so-called “long COVID.” The same applies to further virus 
variants, which we cannot expect to become less virulent by necessity. By 
considering different how-possibly models of virus adaptation and evolu-
tionary trajectories, we can develop a much better grasp of the space of 
possibilities and range of different outcomes and scenarios of pandemics. An 
important distinction to be made here concerns the aims of modeling pos-
sibilities: are they supposed to predict certain outcomes that are considered 
to be the most likely—or, are they hypothetical projections of what would 
happen under certain (often deliberately unrealistic) assumptions (Fuller 
2021; Schroeder 2021)? Conflating these two practices lies at the bottom 
of much criticism and disappointment in pandemic models. Unlike weather 
forecasts with the explicit aim to predict conditions (with a certain degree 
of uncertainty) that are regularly tested against data from reality, pandemics 
are much rarer events with incomplete data. Often, the best way to advance 
scientific knowledge is by exploring the range of possibilities without any 
regard to attempting to predict likely outcomes, but by exploring “what if” 
scenarios (Pastore y Piontti et al. 2019, 53).

13.3.2 How Do Pandemics End?

Taken together, these prospects about what is possible and necessary also 
allow us to end on a positive note: pandemic models tell us that and how 
pandemic events end. Also, SARS-CoV-2 eventually turned into an endemic 
virus that does not hold the human population of the entire globe hostage 
indefinitely. Pandemics might be a necessary evil, but they also necessarily 
end at some point. What is crucial is both the accuracy of epidemiological 
and immunological modeling and—perhaps even more importantly—the ef-
ficient communication of model-based inferences to decision-makers and the 
general public. Philosophy of epidemiology (Broadbent 2013) and philoso-
phy of immunology (Pradeu 2020) offer important contributions to better 
understanding these issues as well as their modal aspects and their modeling 
practices.

How epidemics end is not just a biological issue, but also heavily influ-
enced by other social and political criteria (Charters and Heitman 2021). In 
fact, there are likely multiple “endings” of a pandemic. Epidemiology and its 
philosophy are also well-advised to take these issues seriously and develop 
further definitions and criteria for discussing these issues. From a practical 
and individual point of view, this means again that we will not wake up one 
day and discover that an ongoing pandemic is finally over. It is a gradual 
and contextual process, a “transition to endemicity” (Antia and Halloran 
2021), in which a stable equilibrium between pathogen and host is reached. 
Oftentimes, these are slow processes leading to an almost unnoticed level 
of the pathogenic virus circulating in the population, continuing to adapt 
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and transform. Important lessons here can be drawn from how the seasonal 
H1N1 influenza might be traced back to the 1918 “Spanish flu” pandemic 
(Patrono et al. 2022). Perhaps framing these adaptive processes in the usual 
war metaphors of an “arms race” between the pathogen and the host’s im-
mune system is not a useful way to look at these things (Zach and Greslehner 
2023).

The idea that we could achieve “victory” over COVID-19 with herd im-
munity or elimination seems to be impossible (Aschwanden 2021; Morens, 
Folkers, and Fauci 2022), given the unattainably high immunity threshold 
through vaccination or infection it would take to do so. Naturally, pandem-
ics end when the pathogen causing it ceases to spread. It is unlikely—or 
even impossible—that SARS-CoV-2 can be completely eradicated; we can 
expect the virus to stick around and continue to evolve (Day et al. 2020). 
However, it is unclear to what extent it will remain a major public health 
issue. From experience with past pandemics, vaccination has often proved 
to be the most important tool to either eradicate pathogens completely, or 
at least reduce the levels of spreading within a population to small enough 
numbers, making it an endemic disease. This way, and considering how 
things have actually turned out, COVID-19 might eventually be comparable 
to the flu, but it is way too soon to make that call. With more advanced 
vaccinations and immunity in the population, endemicity appears to be the 
most likely outcome for COVID-19. However, there is again no necessity, 
new variants might force us back to square one. Taken together, the evolu-
tionary trajectory for SARS-CoV-2 is not over at this point, and the best we 
have are estimates and models indicating that the path toward endemicity 
is to be expected. In addition to modeling how things could have possibly 
turned out, they can also be informative beyond the mere possibilities by 
assessing the likelihood of different outcomes within particular time frames 
and in the long run.

One way or another, pandemics do end necessarily: either through eradica-
tion of the pathogen, extinction of hosts, or by becoming endemic. Somewhat 
fortunately, extreme cases are rather the exception here, and the adaptive po-
tential of natural selection clearly leans towards reaching a trade-off level of 
endemicity that we can also expect for COVID-19. The good news, then, is 
that also this pandemic will be over eventually. The question remains, how-
ever, what path has been taken to get there and how to proceed from there in 
order to be better prepared for future pandemics. A proper understanding of 
the evolutionary and immunological mechanisms and models underlying the 
pathogen and disease is crucial for mitigating the damage that might occur. 
How-possibly models do not just serve to illustrate various possibilities here 
in an abstract way, as they allow for the assessment and preparation of vari-
ous different outcomes and scenarios. The value of these models often does 
not lie in their predictive success, but in considering rare “what if scenarios” 
that could act like “bottlenecks,” i.e., low probability events that one can 
hypothetically let play out and prepare for the devastating effects such events 
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might have despite their low probability. During the COVID-19 pandemic, 
it was often practiced to model what would happen if no protective meas-
ures were taken at all, as compared to if everyone perfectly adhered to safety 
measures. These were deliberately unrealistic assumptions from extreme sce-
narios to mark out the range of likely scenarios in between. Overlooking 
these different aims of pandemic models—unconditional predictions versus 
conditional projections—often gave rise to misunderstandings and misinter-
pretations (Schroeder 2021).

This also entails realistic expectations about what vaccines can and cannot 
do: “We’re Asking the Impossible of Vaccines: complete protection against 
infection has long been hailed as the holy grail of vaccination. It might simply 
be unachievable” (Wu 2021). Relying exclusively on the success of vaccines 
appears therefore to be insufficient. Other public health measures have been 
and will be important. The fact that preventive measures are effective is also 
shown by the fact that the attempts to mitigate COVID-19 have also worked 
towards eliminating some lineages of influenza (Dhanasekaran et al. 2022). 
It is clear that “the covid-19 pandemic will end with public health tools, not 
clinical ones” (Karan 2022).

13.4  What the Pandemic and Immunological Models 
(Do Not) Tell Us

Since there are no general heuristics for inferring causality or predicting in 
epidemiology, a good approach might be to ask ourselves, “what could pos-
sibly go wrong?” (Broadbent 2011) and prepare accordingly (also for the 
modeling practice, for which the phrase is intended as a shorthand). In ad-
dition to just explaining how some specific pandemic phenomenon can pos-
sibly be explained, the predictive character of how things might turn out in 
the future, as well as projecting how things might play out under specific 
hypothetical circumstances, is crucial. Epidemiological models inform deci-
sions, with different merits and flaws (Iranzo and Pérez-González 2021). The 
fact that future pandemics are not only possible, but a “necessary evil,” is 
definitely one that we cannot justify or afford to ignore.

The Lancet has put forward an extensive list of “lessons for the future 
from the COVID-19 pandemic” (Sachs et al. 2022). There are indeed many 
things to learn and consider to be better prepared for the future (Krammer 
2020). From a philosophical point of view, many aspects of the pandemic 
and its ramifications have already been put forward (Leonelli 2022), and 
many more can be expected. For the philosophical interest of this chapter, 
considering past and future possibilities about pandemics and their impact 
on how to think about evolution has left us with a couple of general in-
sights, as well as some lessons about modeling practices in different fields. 
In epidemiology and other theoretical work on pandemics, the practices and 
aims of how-possibly models stand out as a means to provide general lessons 
for other fields in which these models play a role as well. Among the issues 
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discussed here, are the differences between, e.g., compartmental models and 
agent-based models, predictions, explanations, and interventions (Iranzo and 
Pérez-González 2021).

Philosophers of science might also consider working more on the issue of 
prediction, not merely as an afterthought to explanation (Douglas 2009), 
but to put more emphasis on description for understanding (Findl and 
Suárez 2021). With more data, COVID-19 might become more predictable 
(Callaway 2022), but the conceptual tools to think about pandemics and 
understand what is necessary and possible is a theoretical problem, where 
interdisciplinary collaboration—including philosophy—is essential (Laplane 
et al. 2019).

For instance, immune evasion appears to be a necessary path for the virus 
to stay with a host. This insight also allows us to identify targets for vaccines 
and therapies, like the spike protein for the COVID-19 vaccines. Evolution 
can explore several evolutionary trajectories in parallel, thus providing mul-
tiple moving targets. It is never clear a priori that a virus being more virulent 
is more or less advantageous, or equally, that a host having a less tolerant 
immune system is a disadvantage (Weber et al. 2022). Importantly, there are 
always coevolutionary selection processes at work. Evolutionary trade-offs 
will be found along these fluid evolutionary landscapes. These landscapes are 
not set in stone, we can influence them with our behavior and public health 
policies. To be able to do so requires some understanding of the constraints, 
likely outcomes, possibilities, and necessities of the different outcomes at 
play. It is not sufficient to merely think about and work with known facts 
that characterize actualized systems and processes—modeling the possible is 
an invaluable tool when it comes to pandemics.

Rather than a “new normal,” we might instead think about the “new 
necessary” (Dace et al. 2021), because we definitely have to prepare our-
selves for future pandemics—our collective responsibility. A first step is to 
treat pandemics “as a natural evolutionary phenomenon” (Lederberg 1988) 
and not simply believe hypotheses about trajectories that sound plausible (or 
something we wish for). We should also acknowledge what we do not know 
and cannot know, but we can be aware of a high number of possibilities and 
prepare for the most likely and most impactful ones. Doing so also means 
to include the evolutionary, ecological, social, and economic aspects of how 
and why pandemics occur (Boem 2021). Put concisely, “epidemiology is eco-
system science” (Lee 2021). Since pandemics are arguably “necessary evils” 
after all, we can at least limit the chances for the virus to evolve. As we have 
seen above, there is absolutely no necessity for the virus to become “milder” 
and evolve towards being less harmful. While such dangerous “bottleneck” 
events have low probabilities, considering their possibility is crucial for tak-
ing preventive measures. The best way to prepare for these possibilities is 
still to reduce transmission and the likelihood of more pathogenic variants 
emerging. At the same time, spillover events can also be limited, e.g., by how 
we treat livestock and other situations where humans and animals come into 
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close contact. On the other hand, let’s not forget Orgel’s second rule: “evo-
lution is cleverer than you are” (Dunitz and Joyce 2013). Taken together, 
we might not be able to outsmart the virus, but we can limit the number of 
chances there are for these events to take place. They are ultimately not pre-
ventable altogether, but being aware of their possibilities, and modeling them 
to understand and prepare for them, puts us in a good position to deal with 
pandemics in the future. Hopefully, we will learn important lessons from the 
history of pandemics.

13.5  Advancing the Debate on How-Possibly Models

In several recent philosophical accounts, how-possibly models have been dis-
cussed in opposition to how-actually models. The epistemic value and aims 
of the former have frequently been a matter of debate (Grüne-Yanoff and 
Verreault-Julien 2021). Different kinds of how-possibly models and their ex-
planatory and epistemic aims have been discussed (Reydon 2012; Verreault-
Julien 2019). Pandemic modeling can be an unusual but informative setting 
for this kind of modeling practice, allowing us to reassess the epistemic mer-
its of how-possibly models. Unlike in many other cases where how-possibly 
models might have a provisional character, until a full explanation in the 
form of so-called how-actually models based on known causes can be found 
(some ideally in the form of identifying the underlying mechanism, see e.g., 
Craver and Darden 2013), the modeling practice and aims in epidemiology 
seem to be different. Here, the goal is not to provide and explain the exact 
and actual mechanism of disease transmission in a population (the cruise ship 
Diamond Princess provided such a small and relatively controlled environ-
ment in which the mechanisms of disease transmission of COVID-19 could 
be modeled (Azimi et al. 2021)). Sometimes, that might be the aim in retro-
spect, or to test safety measures in different settings. Most pandemic models 
and predictions, however, do not target how things actually transpire or what 
necessarily had to happen. Rather, it is about outlining what is possible, and 
what is likely, predicting different outcomes, and suggesting measures that 
should be taken accordingly—while being fully aware of the modal aspects. 
Despite targeting possibilities rather than the facts of the matter, these pan-
demic models do have epistemic value and use beyond the ‘usual suspects’ of 
scientific explanation. Thus, epidemiological models provide a prime object 
for philosophers studying modeling practices about possibilities, refreshing 
the debate with new application cases.

Forecasting the weather, modeling the climate, historical events, or evolu-
tionary trajectories in biology—all these scenarios are about estimating and 
predicting what is possible. Capturing the current temperature and tempera-
ture distribution at any given point in time does not require weather models, 
but assessing likely scenarios and trends from what is known at the time 
does. The accuracy and success of these how-possibly models prove they are 
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not to be regarded as something preliminary that can and should ultimately 
be replaced with a how-actually model; some epistemic gaps are inevitable 
and taken into account by design. In a way, these are higher-level explana-
tory and modeling aims in comparison to explaining a specific mechanism or 
phenomenon. But that does not undermine the epistemic justification for this 
kind of modeling. On the contrary, how-possibly models are the explanato-
rily relevant tool for this kind of scenario. Epidemiology is less concerned 
with understanding and explaining actual phenomena, than it is with mod-
eling possible scenarios as its part and parcel.

My modest aim in this contribution is to point out that modeling prac-
tices like those in epidemiology will be informative in advancing the philo-
sophical debate. Some features of pandemic models are unlike those usually 
discussed in other fields of biology, economics, or other fields of science. 
Similar to Rami Koskinen’s discussion of synthetic biology (Koskinen 2017), 
I believe that considering possibilities has genuine epistemic merit in biology, 
including other areas of the life sciences that are considering future trends 
in evolution in general, or what is possible and necessary about pandemics 
in particular. Considering evolutionary possibilities, trends, and constraints 
will be much more informative than ruminating about the necessity of 
pandemics––which is a somewhat grim truth, but by itself not that interesting 
a fact requiring further investigation. Beyond being a “necessary evil” to be 
reckoned with and prepared for, there are more insightful modeling practices 
at play concerning pandemics, shedding new light on how-possibly models in 
epidemiology and their epistemic role in general.

13.6  Conclusion

Single events can hardly ever be claimed to have occurred necessarily—at 
least not with a detailed account of where, when, how, and who. So, it cannot 
be said that the COVID-19 pandemic was a necessary event in how exactly 
things went down. However, some tendencies made the occurrence of a pan-
demic event like this (and more in the near future) an almost certainty—as 
has been predicted by many researchers and epidemiologists. There were, of 
course, some uncertainties as to which pathogen would be responsible, its 
mode and rate of transmission, etc. But the fact that a pandemic was to be 
expected, and that our preparations left much to be desired, made the pre-
dicament worse than it needed to be when the pandemic did in fact occur. 
Thus, while the occurrence of the event itself might be considered a neces-
sary evil, the details of how things happened, and how our preparation and 
response looked were not. The best way to learn from past pandemics is to 
take the lessons of what did and could have happened seriously, not just hope 
for the best. Despite their wide range of possibilities, pandemics are events 
that follow certain patterns and have dynamics that can be modeled and 
predicted. Accurate assessment of different outcomes is difficult but possible 
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with sufficient data. Due to the high-level nature of pandemic events and the 
scarcity of data—especially in the middle of such an event taking place—the 
aim of modeling here might not be to explain how things happened (or had 
to happen), but to provide a spectrum of possibilities one should consider 
and prepare for.

These trends, tendencies, how-possibly models, as well as constraints 
on the evolutionary trajectories that pathogens and hosts can take allow 
us to make predictions about and understand the dynamics of pandemics 
(Tenthorey, Emerman and Malik 2022). This is good news, as the cur-
rent practices in agriculture, animal treatment, and climate catastrophe 
increase the likelihood of more pandemics in the future (Carlson et al. 
2022).

Within the evolutionary dynamics of pathogen-host adaptation, a com-
mon assumption used to be that the pathogen will necessarily evolve towards 
being less pathogenic, i.e., becoming “mild.” However, as the explanation of 
the underlying evolutionary mechanisms and trade-offs shows, this can go 
either way. While there are often good reasons for the pathogen to reduce 
the severity of disease within a host, this is by no means a necessity. Several 
diseases show that sometimes the host can and will be killed in extreme cases.

While it remains unpredictable what exactly comes next, both for 
COVID-19 and unknown future pandemics, there are no laws, no certain-
ties—we do have models that can successfully predict that some things are 
more likely than others. Epidemiological and immunological models, while 
far from being perfect, are useful tools (Holmdahl and Buckee 2020) and 
sometimes do allow accurate predictions. While single events that depend 
on a lot of contingent factors can rarely be said to be necessary in a particu-
lar instance, some evolutionary constraints and dynamics permit theorizing 
about what is possible and necessary—all of which can be modeled in very 
informative ways.

Thus, to answer the title question: the fact that pandemics occur might 
be considered a necessary evil we have to deal with. Unlike some opponents 
of the measures against COVID-19, however, “learning to live” with a pan-
demic does not mean ignoring it and prematurely behaving as if it were over 
when it very much is not. As we have discussed at length above, there is 
no guarantee that pathogenic viruses will always evolve towards being less 
harmful. The good news is that there is no selective pressure for becoming 
more harmful either; natural selection is open to both possibilities in the 
long run, as long as neither the pathogen’s nor host’s fitness is affected to 
the degree of extinction. However, some conditions make outbreaks pos-
sible and more likely. Knowing what is possible, impossible, or necessary 
about virus evolution is an essential piece of the puzzle of understanding 
and modeling pandemics. This endeavor will require multiple disciplines 
working together. As in many other areas of science, there are good reasons 
to expect philosophy to be able to make important contributions (Laplane 
et al. 2019).
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Notes

1 https://www.who.int/activities/prioritizing-diseases-for-research-and-develop-
ment-in-emergency-contexts [access: 30.09.2022]

2 The spread of conspiracy theories has itself been modelled with epidemiological 
models (Kauk, Kreysa, and Schweinberger 2021). Thanks to Till Grüne-Yanoff 
for pointing this out to me.
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