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Preface

This book brings together how we, friends, colleagues, and co-workers, see
the scientist Klaus Hasselmann. We have tried to assess the legacy of his work,
oceanography, climate science, economy, and physics.

The original momentum for this project came from Ola M. Johan-
nessen. Hans von Storch designed the concept of the book, supervised the
composition, and holds the overall-reponsibility of the book.

One group of authors has contributed to various aspects of the book, in
particular to Chaps. 1 and 3; others also to the interviews in Chap. 4, and
the library of MPI to the hopefully eventually complete publication list in
Chap. 5: Ola M. Johannessen, Susanne Hasselmann, Gerbrand Komen, Peter
Lemke, Dirk Olbers, Carola Kauhs, Martin Heimann, Hans von Storch,
Dmitry Kovalevsky, and Lennart Bengtsson.

Another group has provided “personal accounts” in Chap. 3, additional
to the first group, these are (in random order) Hans Graf, Jin-Song von
Storch, Jiirgen Willebrand, Achim Stéssel, Mojib Latif, Jorg Wolft, Christoph
Heinze, Ulrich Cubasch, Ben Santer, Patrick Heimbach, Robert Sausen,
Gabriele Hegerl, Luigi Cavaleri, Kristina Katsaros, Peter Janssen, Jiirgen
Siindermann, Klaus Fraedrich, Hartmut Grafdl, and Udo Simonis. These
accounts were provided “upon invitation”, and there are certainly many more
companions of Klaus, whose account would have been interesting and even
entertaining. But obviously, the book must have a limited size; thus, we owe
an apology to those, whom we had not invited.

There was some funding needed for this project; a little for technical
support, but in particular for having the book printed by Springer Publisher.
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These costs were generously covered by the Max Planck Institute of Meteo-
rology in Hamburg.

Cover-drawing: Victor Ocana. Two significant work contributions need to
be recognized—the final check of the various references by Carola Kauhs, and
the final reading and detecting of glitches of all kinds by Dirk Olbers; quite
possibly Hans von Storch added new glitches when trying to do the final
corrections. After completion, we were informed that Klaus Hasselmann was
awarded the Nobel prize in Physics of 2021.

Hamburg, Germany Hans von Storch
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1

Klaus Hasselmann—His Scientific Footprints
and Achievements

1.1 Overview

Klaus Hasselmann was born in Hamburg in 1931. His family fled to England
in 1934 because of the Nazis, so he grew up in an English-speaking envi-
ronment, and returned to Hamburg after the war, where he studied physics,
started a family, and became an innovative researcher. Later, he spent several
years in the United States of America, but always returned to Hamburg,
where he became the founding director of the Max-Planck-Institut fiir Mete-
orologie in 1975. His Institute soon became one of the world’s leading
research facilities in the field of climate science. He retired in 2000, but
continued his work in climate science as a “grey eminence” in the back-
ground, whilst his heart and mind turned to particle physics. He recently
turned 90, and we—a group of former co-workers, scientific friends and
colleagues—decided that we had to tell the story of this remarkable man.
One of the challenges we were faced with was the sheer breadth of interest
and commitment of Klaus’s career. In this section, we shall attempt to eval-
uate his achievements as a Naturwissenschaftler' (Sect. 1.2), an enabler
(Sect. 1.3), and as a public figure (Sect. 1.4). Klaus himself will have his say

in Chap. 2 in which we reproduce an interview from 2007 as well as a recent

1'We have chosen to use the German word “Naturwissenschaft” (and its derivatives) rather than
“science”, because of an important difference in meaning—the latter refers to “a branch of knowledge
or study dealing with a body of facts or truths systematically arranged and showing the operation
of general laws”, and therefore to the product of scientific endeavor, whilst the former describes the
process of creating knowledge about the character and dynamics of natural systems, i.e., the endeavor
itself.

© The Author(s) 2022 1
H. von Storch, From Decoding Turbulence to Unveiling the Fingerprint of Climate Change,
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brief addition to it, and a chat between two Hasselmann acolytes, Dirk Olbers
and Hans von Storch in May 2021. His key scientific achievements, which
are summarised in Sect. 1.2, are discussed and evaluated in some detail in
Chap. 3 in which a number of his original texts, some in German, are repro-
duced. In Chap. 4, some of Klaus’ former co-workers and colleagues present
their personal accounts and memoirs of what it was like to work with him: the
reader will see a certain amount of overlap between the different accounts—
recurrent themes include his personal friendliness but also his sometimes-rude
insistence on scientific rigour. But the various accounts differ in terms of
content, and the scientific issues addressed. Reading these accounts will give
the reader an insight into the variety of endeavours, interests and successes of
this man. The final Chap. 5 includes an overview of his major publications,
awards and a CV.

1.2 The Naturwissenschaftler

When considering how to survey Klaus Hasselmann’s scientific achievements,
we were reminded of the old Indian parable? of the wise blind people, who
want to understand what an elephant is. One examines a leg, another the
trunk, the third an ear and so forth. They all understand exactly what they
have in front of then, but none of them sees the whole animal. The authors

of this book are the blind people, and Klaus Hasselmann is the elephant.

N

SToCHAsTIC
Rfﬁucmﬂ amwé _

PHASE

2 E.g., https://en.wikipedia.org/wiki/Blind_men_and_an_elephant.
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We have identified seven major fields, to which Klaus made significant
contributions; there may well be more, which we, the blind, have not yet clas-
sified and fully evaluated, one of which could be “internal” waves”—a subject
with which Klaus probably became involved during his stay at La Jolla and his
collaboration with Walter Munk, and which has much in common with the
surface wave problem (generation, wave-wave interactions and dissipation),
to which he devoted a great deal of his time. At that time, Walter Munk was
working with Chris Garrett to establish the scientific basics of internal wave
research in the form of a unified wave spectrum of the three-dimensional
oceanic wave field. Klaus himself never published any substantial work on the
subject (except for [27]) but he did encourage several PhD students (Kern
Kenyon at La Jolla and Peter Miiller and Dirk Olbers later at WHOI and
Hamburg) to work on the question and provided a number of far-reaching
new concepts.

Klaus has always been interested in ocean waves, which gave him his entry
point into mainstream science (see Sect. 3.1). His PhD thesis from 1957
was titled “Uber eine Methode zur Bestimmung der Reflexion und Brechung
von Stof¥fronten und von beliebigen Wellen kleiner Wellenlinge an der Tren-
nungsfliche zweier Medien “(A method for determining the reflection and
refraction of shock fronts and of arbitrary short wavelength at the inter-
face between two media.) [191]. The first seminal paper he published on
the subject was “Grundgleichungen der Seegangsvorhersage” (Basic sea state
prediction equations) in 1960 ([3], see facsimile in Sect. 3.1). This paper
provided a basic foundation for a reliable, generally applicable method of sea
state prediction based on the basic energy balance equation of the ocean wave
spectrum. He later published 3 papers entitled “On the nonlinear energy
transfer in gravity-wave spectrum” in 1962-1963 [6, 8, 9], and “Propagation
of ocean swell across the Pacific” [18] with Walter Munk in 1966.

Klaus’ work on remote sensing and the satellite ERS-1 (see Sect. 3.2) was
also related to the field of ocean wave dynamics. He and Manfred Schieler
published a paper on “Radar backscatter from the sea surface” [26] in 1970.
Later papers, beginning with [45] from 1978, addressed aeroplane or satellite-
based ocean wave spectra measuring methods. The MARSEN experiment (see
below) led to another breakthrough when Klaus and his co-authors published
the “Theory of SAR ocean wave imaging: A MARSEN view” [75] based on

an imaging model, which was fundamental for SAR imaging of the ocean

3 There was also a movie produced, mostly with Walter Munk, but with Klaus showing up every
now and then-https://youtu.be/MX5cKoOm6Pk.
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surface from future satellites SARs. Another fundamental paper, which he
co-authored with his wife Susanne, was “On the nonlinear mapping of an
ocean wave spectrum into an SAR image spectrum and its inversion” [102],
a reproduction of which is included in Sect. 4.2. This paper serves as an
example of one of the major contributions the Hasselmann couple made to
the future of the retrieval of the ocean wave spectrum from the ERS-1 C
band SAR on the global scale. Klaus’ latest, and perhaps final contribution
to this topic was the extensive review entitled “The ERS SAR wave mode: A
breakthrough in global wave observations” [176].

When Klaus Hasselmann took on the responsibility and challenge of
running the Max Planck Institute for Meteorology (MPI-M) in Hamburg,
most of his time and attention was taken up by the subject of climate
change. His initial thoughts on the subject were set out in his seminal
“stochastic climate model”, which was published in 1976 ([38], see facsimile
in Sect. 3.3), which provided an insight into the formation of long-term
internal variations excited by short term random fluctuations. Although
this approach was not particularly surprising for a theoretical physicist, the
concept did change the way climate scientists thought about the problem.
The stochastic climate model firmly established the concept of a stochastic
climate system, which included the separation of externally provoked vari-
ations (“signal”) and unprovoked internal” variability (“noise”). This led to
the emergence of the general concept of “Principal Interactions Patterns”
([86], see facsimile in Sect. 3.4), which included the key idea that the full
infinite state space may be split into a low-dimensional “signal” space in
which deterministic dynamics hold sway, and an infinite higher-dimensional
“noise”-space, which is well approximated by stochastic dynamics. The “Prin-
cipal Oscillation Patterns” [89] represented a special case. But the most
important aspect of this approach was the question of detection and attri-
bution [54, 110], i.e., of detecting the footprint of anthropogenic climate
change in the empirical record of climate variation. This approach emerged as
a key argument in the Intergovernmental Panel on Climate Change’s (IPCC)
assessment that anthropogenic climate change is real and will intensify if
greenhouse gas emissions continue unabated.

When the science of the mechanisms of climate variability and change
had matured [118] in the early 1990s, Klaus Hasselmann became inter-
ested in the interaction between climate and society and how mankind could
deal with human-induced climate change. He understood quite early that
the anthropogenic climate change problem goes well beyond the domain of
climate science. It is not nearly enough to frame climate change research
solely within the limits of what is sometimes referred to as “curiosity-driven
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science”. Instead, research into anthropogenic climate change should support
policymaking and coordinated climate action. These ideas prompted Klaus
to create the Potsdam Institute for Climate Impact Research as a matter of
urgency to deal with the economic dimension of climate change. In collabo-
ration with Dmitry Kovalevsky and others, such as Michael Weber and Volker
Barth, Klaus attempted to construct optimal policies to balance the expected
costs of damages with the expected costs of mitigation. Section 3.5 provides
more information about this field.

Following his retirement, Klaus Hasselmann became less interested in
climate science, probably because he thought that he had already contributed
everything that he could to the field and that the remaining challenges, such
as the economic dimension, would be taken care of by others. Instead, he
returned to a topic, which he had been thinking about in his spare time
throughout his career. On his 60th birthday, he surprised his guests with
the announcement that he would present something new—which would also
explain to his family that he had really been thinking about particle physics
(Sect. 3.6), when they falsely believed that he was just trying to get out of
mowing the lawn. His talk took about two or three hours: “You can ask me,
but you cannot stop me!” he said, and most of the audience did not under-
stand a thing but enjoyed the show. Of course, Klaus was serious about the
topic and his Metron concept. His wife, Susanne, volunteered to manage his
schedule and he began to present his ideas to the physics community, the
majority of whom were unfortunately not inclined to listen to him. The full
concept has now been documented in a series of articles and in an unfinished
book whose introduction we have reproduced in Sect. 3.6. All we can do at
present is to wait to see if Klaus ideas” will eventually rule the waves, as they
often did in the past.

1.3 The Enabler

When we talk about Klaus Hasselmann as an “enabler”, we are referring to
his ability to set things in motion, to create a scientific environment, which
enables individuals to realise their full potential. Enabling activities may not
leave a scientific footprint, but they do make an indirect contribution to
the scientific process whether by creating a well-functioning working envi-
ronment or by providing access to crucial empirical evidence. Klaus was an
enabler in multiple ways.
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His most important achievement was certainly the Max-Planck-Institut fiir
Meteorologie, which provided many (at that time) young scientists with an
environment in which to develop their skills. The various personal accounts
included in Chap. 4 illustrate this breeding ground convincingly. “Do some-
thing that you consider interesting”—this Klausian request sounds like a
recipe for disaster, an invitation to a hoard of intelligent young scholars
to develop without coordination, without reference to a programme, and
in various directions. But that did not happen. The young researchers all
converged on the same problems but from their own unique angles. Of
course, an Ernst Maier-Reimer would not take orders from anybody, but he
would always have a suitable FORTRAN code for most problems in one of
his desk drawers. In short, the Institute was a marvellous incubator, which was
sometimes compared to an aquatic ecosystem populated with bottom feeders,
primary producers, and gracious predatory fish. At the top of the chain there
was just the one big fish, Klaus himself, who somehow managed to steer the
dynamics within the incubator, with unconditional scientific rigour, personal
friendliness and an endless reservoir of ideas.

One may well ask whether the MPI was organised in any way? There were
a number of “Zwischenkapazititen” (something like “lieutenants”), such as
Dirk Olbers, Jiirgen Willebrand, Mojib Latif, Martin Heimann, Peter Lembke,
Ernst Maler-Reimer and Hans von Storch, who acted as mentors to the
younger researchers, but ultimately it was Klaus who guided and managed
ideas, often by rejecting, replacing, or rectifying them. Even the management
functioned smoothly. Klaus served as Managing Director throughout most of
1975-2000; only once did he wish to take a short break, and someone else
took the helm and attempted to install a certain amount of administrative
order, counting pens and the like. One of the then unhappy Zwischenkapaz-
itdten went to the elder statesman, Reimar Liist, at the end of the hallway to
ask if we had misunderstood something? Nope, said Liist, you've understood
perfectly well; don't give in, it'll soon be over. And, really, Klaus was back after
just a few days, and there was no more counting pens. Scientific paradise was
re-established. Some of his co-workers, who later became Institute directors
themselves, tried to copy his approach with some success.

As Institute Director, Klaus was also responsible for the financial side of
things and had a special way of looking at this challenge, possibly guided by
his colleague Hans Hinzpeter’s famous dictum “a number is not a number”,
which played upon the empirical fact that any assertion about the financial
situation would be preliminary, and prone to significant changes at short
notice. Klaus spoke of “flying in fog”, to suggest that knowing whether money
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would be available for hiring someone or making a capital purchase was
largely based on a feeling. In a sense it was also a signal-to-noise problem.
It worked out well and broke the potential spell of financial details involved
in running a scientific Institution.

As outlined in his interview (Sect. 2.1) Klaus spent most of the first ten
years trying to clarify the basic dynamic aspects of climate variability and
change. Although the Institute has been founded to conduct research into
climate change, most people there failed to notice this link. He also decided
against purchasing a big computer, as most people had expected him to do
but he worked instead with a relatively small group and a modest suite of
hardware. But when the need for quasi-realistic climate models had become
obvious by the early 1980s, Klaus established a close link to Giinter Fischer’s
group at the Meteorological department of the University of Hamburg, which
was located in the so-called in the Geomatikum some 10 m below the MPI.
One member of that group, Erich Roeckner, was the then leading expert on
atmospheric modelling. The first step was to replace the dynamical core that
had been developed in-house with the model of the European Center for
Medium Range Forecast, ECMWE, with parametrizations of the Hamburg
model. The model was dubbed ECHAM—EC + HAMburg,.

At about that time, Klaus had decided to set up a separate large computing
centre, the Deutsches Klimarechenzentrum (DKRZ), which was to be led
by Wolfgang Sell. This move made it possible to carry out gigantic simula-
tions using a climate model based on Erich Roeckner’s atmospheric ECHAM
and Ernst Maier-Reimer’s ocean LSG models. The computer system was
updated regularly, with generous funding from the German Federal Ministry
of Education and Research, whilst the costs for running the DKRZ were
shared between a the MPI (the majority shareholder), the University of
Hamburg, the Alfred Wegener Institute in Bremerhaven, and the GKSS in
nearby Geesthacht. This system continues to run smoothly in 2021.

This process was eventually completed when Lennart Bengtsson was
persuaded to become co-director of the MPI, where he would focus on atmo-
spheric modelling (see Sect. 3.7). The ECHAM has become one of just a few
leading quasi-realistic climate models, which are used in various institutions
all over the world.

The incorporation of the DKRZ and the Bengtsson-department within
the MPI were completed in the 1990s when the Potsdam Institute of
Climate Impact Research, headed by Hans-Joachim Schellnhuber, was set up.
This completed Klaus’ original vision. He went on to think about metrons
(Sect. 3.6).
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Gathering data

Although Klaus Hasselmann was really a theoretical scientist, he often got
involved in the practical challenge of gathering the relevant data, whether
in preparation for satellite missions, or for setting-up and managing various
campaigns (in atmospheric and oceanographic science jargon: experiments).

The first experiment he ran as the lead scientist was the JONSWAP project
in 1969 (see Sect. 3.1). Wind stress, atmospheric turbulence and swell atten-
uation were monitored in the German Bight, and eventually the JONSWAP
spectrum was derived.

Following the success of JONSWAP, Klaus apparently felt secure enough
to initiate the IWEX (Internal Wave Experiment) mooring campaign during
his stay at the Woods Hole Oceanographic Institution (WHOI) which he
visited alongside Mel Briscoe, Terry Joyce, Claude Frankignoul, Peter Miiller
and Dirk Olbers. To our knowledge, the IWEX tripod was the first mooring
capable of measuring current cross-spectra with sensors at horizontal and
slanted separations. The experiment was carried out in the Sargasso Sea in
1973.

This culminated in the international Marine Remote Sensing Experiment,
MARSEN which Klaus coordinated. It was carried out in the North Sea
between the 16th of July and the 15th of October 1979 and was designed
to achieve the following two objectives: (1) to investigate the use of remote
sensing technology for oceanographic applications and (2) to utilise remote
sensing technology in concert with in-situ oceanographic measurements to
investigate oceanic processes in finite-depth water in the near-shore zone.
MARSEN made use of 6 remote sensing aircraft including the NASA CV-
990 with the JPL SAR. 60 scientists from 6 countries took part in the
experiment, which spawned a plethora of papers, 14 of which were published
in a special issue of the Journal of Geophysical Research in 1983.

In his later career, Klaus no longer participated in long-term empir-
ical observational campaigns, perhaps because his attention was increasingly
focused on the climate issue. Experimental work in ocean science is more
about understanding and parametrizing various processes in ocean models—
and the JONSWAP spectrum is an excellent example of this—whilst climate
science mostly depends upon ongoing monitoring efforts. So, Klaus became
involved in remote sea state monitoring technologies, which also, of course,
had to do with his interest in the predictive potential of ocean waves. By the
1980s he had already become a key member of the ESA High Level Advisory
Committee (EOAS), which had been set up by the ESA DG (Sect. 3.2). His

commitment to the preparation of the ERS-1 satellite among other things
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was honoured by ESA, who invited him to join the launch of ERS-1 on the
17th of July at the Guiana Space Centre in French Guiana.

When Klaus became aware of the societal urgency of the climate problem
in the 1990s, he founded the European Climate Forum (ECF), which was
later expanded to cover a broader geographical range and renamed as the
Global Climate Forum (GCF).# Klaus made an active contribution to various
ECF/GCF operations, where was vice-chairman and a member of the board
for many years.

The WAM group

In the spring of 1984 Klaus invited a number of ocean wave researchers to
a meeting in Hamburg. There he proposed to jointly work on the develop-
ment of an advanced numerical ocean wave prediction model. He wrote a
new acronym (WAM, for Wave-Modelling group) on the blackboard and
opened the discussion. The meeting supported the idea, because previous
collaborations had created a shared feeling of urgency: model improvement
was needed. Klaus recruited the participating Gerbrand Komen as chairman
of the new group. He and Klaus would collaborate closely to “create a scien-
tific environment, which enables individuals to realise their full potential”,
but which also enabled Klaus to achieve his goals.

One of the first challenges was to develop a scientific strategy. Some
members focused on model development, but others simply wanted to collab-
orate on ocean wave research. This led to a number of subprojects, one of
which was aimed at the development and implementation of global and
regional versions of the model. Other subprojects focused on growth curve
reanalysis, directional effects, shallow water effects and data assimilation.

Annual meetings were hosted at participating institutes on a rotational
basis. They all opened with a review of the group objectives and what had
been achieved in the past year. This was then followed by one or more formal
presentations by guest speakers and a zour de table where each participant
could say what he or she had done and was planning to do. After discus-
sions, the tasks and commitments for the coming year would be listed. Klaus
usually played a rather passive but very inspiring role in these meeting. Of
course, some stricter co-ordination was later agreed upon in smaller groups,
especially when the model was implemented at ECMWE

Initially, there was no special funding. Most people contributed because
the objectives of the WAM group aligned with the objectives of their home
institutes. Once the research got underway the group became successful

4 https://globalclimateforum.org/.
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in acquiring additional funding. Outreach and enlargement of the group
played an important role in generating support. Outreach took the form
of many (invited) lectures at participating institutes and specialist confer-
ences, sometimes as a showcase of a successful collaboration. The group was
made truly international when it merged with a newly established working
group (Working group 83, “Wave Modelling’) of the Scientific Committee on
Oceanic Research. This brought in participants from China, the Soviet Union
and elsewhere, to everyone’s mutual benefit. The group ultimately included
about 70 people from 15 countries.

One characteristic of the group was the spirit of collaboration. Group
identity was reinforced by a newsletter in addition to informal contacts
during working visits and the annual meetings. One of the participants
wrote some alternative lyrics to the well-known Beatle song “Those were the
days, my friend”, which became “Those were the waves, my friend”, which
included the unforgettable line “Comparisons have shown // The physics
are unknown”. It was sung loudly after dinner during a meeting in Canada,
which created a warm feeling of solidarity. In hindsight one may well wonder
whether there was too much of a warm feeling, as it may have blocked some
healthy dissidence. But so it goes.

Understandably, given his many other activities, Klaus was strongly
focused on model development, which culminated in the implementation of
the WAM model at the ECMWE. The other subprojects were also successful
and resulted in several publications. One of the outreach highlights was
a five-week course on ocean waves and tides at the International Centre
for Theoretical Physics with support from the World Meteorological Orga-
nization and about 100 participants, mainly from developing countries.
Another one was the successful completion of a jointly written monograph
(Dynamics and Modelling of Ocean Waves [244]) which was published by
Cambridge University Press in 1994. After that the group was dissolved.

Mission completed.

1.4 The Public Figure

Klaus Hasselmann’s work on ocean waves, which included remote monitoring
and predictions was relevant and represents elegant science, which, however,
hardly attracted public interest. The climate issue was completely different:
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his two major achievements, namely the detection of the signal of anthro-
pogenic change against the background noise of internal variability, and the
attribution of this signal to human greenhouse gas emissions, as well as the
provision of a scientifically first-class climate simulation platform, had an
enormous impact on the relevant public discourse, not only in Germany but
around the world. Nevertheless, he remained mostly unknown to the general
public. This was not a matter of bad luck but of his own deliberate intent—he
was simply not “interested in informing the public, [he was] always inter-
ested in basic research”, as his wife Susanne put it in Sect. 2.3. Thus, he
was happy when others offered to do the job for him. These others were
Hartmut Grafll and Mojib Latif, who both became very well known to the
German public. Both excelled in explaining complex dynamics and perspec-
tives in a way that lay persons could readily understand. Interestingly, they did
so without coordination between themselves or with Klaus, which obviously
caused no problem.

Asked for his opinion on the public perception that the most important
climate researchers in Germany were Graffl and Latif, whilst he himself was
barely known, he responded (Sect. 3.3): “I was very pleased about that.”

Thus, not surprisingly, Klaus left few traces in the media. Among the few
examples he did leave were:

— Klaus Hasselmann: Die Launen der Medien. ZEIT 32/1997

— Johann Grolle: Wieviel ist der Wald wert?—Interview mit Klaus Hassel-
mann. Spiegel, 41/1992, 271-274

— Johann Grolle: Nobelpreis? Nee, daran hab® ich nie gedacht—Spiegel-
Gesprich. Spiegel, 41/2021, 110-111

— DPieter Sartorius: In Sandalen die Welt von morgen suchen. Siiddeutsche
Zeitung, 31.10.1997s

The last piece is reprinted in the next Sect. 1.5. It has not been translated,
as it is a wonderful example of living German whose special charm would
hardly survive translation.
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Klaus and two of his Zwischenkapazitiiten, Ernst-Maier Reimer (left) and
Mojib Latif (right).
(¢) Giinther Menn, Lea La Greca; mit freundlicher Genehmigung

1.5 1In 1997, A Visitor Told His Perceptions
When Visiting the MPI

Freitag/ Samstag/Sonntag, 31 Oktober/1./2. November 1997.

Siiddeutsche Zeitung Nr 251 / Seite 3.

© Siiddeutsche Zeitung GmbH, Miinchen. Mit freundlicher Genehmigung
von Siiddeutsche Zeitung Content (www.sz-content.de).

Das Foto auf der vorhergehenden Seite wurde mit dem Text zusammen
verdffentlicht. Urheber: Giinther Menn; Genehmigung des Nachdrucks
durch die Nachlassverwalterin Lea De Greca.
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Peter Sartorius
In Sandalen die Welt von morgen suchen

Klimaforschung: Welche Auswirkung hat die vom Menschen beschleu-
nigte Aufheizung der Erde?lm Hamburger Max-Planck-Institut arbeiten 150
Wissenschaftler an Formeln, mit denen sich der Zustand des Planeten in 100

Jahren errechnen Lifit

Hamburg,im Oktober

Bakan, der Bayer, studiert Wolken,
manchmal von unten mittels eines Laser-
Gerats aus der Abteilung des Kollegen
Bosenberg, manchmal an Bord eines
Spezialflugzeugs von oben oder, was noch
spannender ist von innen, etwa Uber
Spitzbergen. Meistens aber macht Bakan
Beobachtungen von seinem Hamburger
Arbeitsplatz aus, wenn sich die Wolken in
physikalische und chemische Formeln
aufgeldst haben. Dann stellt er Fragen an
sich selbst - die TeilchengréfRe im
Wasserdampf betreffend oder den
Umstand, daf sich Wolken Gber dem
Nordatlantik in Hunderte von Kilometern
langen, parallel laufenden Wolkenbandern
organisieren. Welche Bedeutung kénnte
dies fur den Warmeaustausch zwischen
Atmosphére und Ozean haben? Eminent
wichtig, sagt Bakan, ein
Arbeitsschwerpunkt

Aber was eigentlich ist nicht wichtig?
Bakans Kollege Graf, der Sachse, verfolgt
bei allem Mitgefihl fur die Betroffenen
begierig Vulkanausbriiche, egal in welcher
Weltecke. Je machtiger die Eruption, desto
eindrucksvoller die Auswirkung auf
Wolken, Winde, Wirbel und vieles andere,
was das Klima der Erde bestimmt.
Stundenlang kann Graf da erzahlen,
beginnend bei den vulkanischen
Aerosolen, RuBpartikeln, die zur
Wolkenbildung fuhren, was die
Sonneneinstrahlung beeintrachtigt und die
Mittelatmosphdre abkihlen 1a8t, auch
wenn, andererseits, die Wolken die
Warmeabstrahlung der Erde absorbieren
und eine Erwdarmung bewirken. Jedenfalls
verstarktt sich ein polarer Wirbel, der
wiederum die planetaren Wellen
beeinflusst, die als Flihrungsschienen der
Tiefdruckgebiete fungieren Graf ist erst
am Anfang seines spannenden Kollegs,
aber Wesentliches ist bereits gesagt,
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namlich daR alles, was in der Natur
geschieht, zu Kettenreaktionen fiihrt.

Zerfranstes Biotop

Gleiches gilt, wenn der Mensch lai die
Prozesse der Natur eingreift und als
Emission des Industriezeitalters seinen
rasselnden Atem in die Atmosphére stoRt,
anthropogene Treibhausgase, vor allem
Kohlendioxid, wovon noch die Rede sein
wird. Aber zu berichten ist zunadchst von
einer anderen Kettenreaktion, die ganz
persodnlich Hasselmann betrifft, einen in
Ehren und mit silbernem Bart ergrauten
Mann. Als Physikstudent hatte er vor fast
einem halben Jahrhundert nach einer
Systematik im Zusammenwirken von
kurzen und langen Wellen im Meer
gesucht, woraus sich folgerichtig ergab,
dalk er Ozeanologe, dann Klimaforscher,
dann Professor und am Ende - indes auch
schon vor mehr als 20 Jahren - Begriinder
und Direktor des Hamburger Max-Planck-
Instituts flr Meteorologie wurde.

Und dort haben wir uns eingefunden, um
zu studieren, was das eigentlich ist, Klima.
Und wie es erforscht wird in der
doppelstockigen Baracke, in der das
Institut zwischen einem Uni-Hochhaus
namens Geomatikum und einem
zerfransten Biotop mit dazugehérendem
Timpel ein Hinterhofdasein fuhrt, freilich
eines, dem immer groRere Bedeutung
zukommt, jetzt, da eine vom Menschen
mitverursachte allmahliche Klimaauf-
heizung registriert und die erhéhte
Temperatur als ein ernsthaftes
Krankheitssymptom der Welt erkannt
worden ist. Wer sich professionell damit
beschaftigt, muR nicht unbedingt

Meteorologe sein. In der Mehrheit sind
die 150 wissenschaftlichen Mitarbeiter des
Instituts promovierte und habilitierte
Physiker oder Chemiker, die indes mit
ihren Titeln so lassig umgehen wie mit
ihrem Outfit, zu dem kurze Hosen und
Birkenstock-Sandalen gehoren. Mit der
mangelhaften Klimatisierung der Baracke
konnte das zusammenhangen. Aber
reizvoller ist der Gedanke, es konne sich
um einen dezenten Hinweis der Fachwelt
handeln, die weiB, was auf die Welt
zukommt Zwar steigt deren
Mitteltemperatur, kurz Klima genannt,
scheinbar minimal und liegt heute lediglich
ein halbes Grad Uber jener vor hundert
Jahren, als das Abgaszeitalter begann.
Aber in nochmals hundert Jahren wird
nach allen Berechnungen die Zunahme
eben nicht nur weitere 0,5 Grad, sondern
zwei volle Grad ausmachen, was
ersichtlich macht, daR da ein Schwungrad
in Gang ist, das die Aufheizung
bedngstigend beschleunigt. Und was das
zur Folge haben kann, wird jedem
schlagartig klar, der Bengtsson zuhort,
dem Schweden und Co-Direktor im
Institut, der bei Tee und Keksen darauf zu
sprechen kommt, daf das eigentlich
Dramatische der Umstand sei, daR die
Erwdarmung, soweit der Mensch sie
bewirkt, vermutlich nicht mehr riickgdngig
zu machen ist. Die Kettenreaktion, wie bei
der Atomkraft. Aber Bengtsson halt sich
bei der Analogie nicht auf, referiert jetzt
Uber El Nifio, das pazifische
Klimaphanomen, das die Passatwinde
erlahmen 13Rt und dadurch weltweit das
Wetter durcheinanderbringt. Dlrre in
Australien, Waldbréande in Indonesien,
Fischsterben vor Peru, winterliche
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Kaltewellen in Regionen, wo es erst Herbst
sein sollte. Vielleicht kommt zum
Jahresende noch Schlimmeres, wenn El
Nifio seinen Kulminationspunkt erreicht
haben wird. Man wird dann, soviel ist jetzt
schon sicher, den starksten El Nifio aller
Zeiten messen. Nicht, daR Bengtsson dies
unbedingt der allgemeinen Erwarmung
der Welt und menschlichen Einflu
zuschreiben wiirde. Dafiir gibt es noch zu
wenig Erkenntnisse, auBerdem ist es, ein
paar Tlren weiter in der Baracke. der
Forschungsgegenstand des Kollegen Latif
Aber Gedanken macht sich Bengtsson
doch daruber, ob sich da nicht im
Zusammenwirken von langfristiger
Klimaerwarmung und kurzfristiger
Wetteranderung Tiefdruckgebiete vers-
chieben und dann eines Tages, zum
Beispiel, in China der Gelbe FluR tberlduft,
der bereits jetzt nur mithsam in seinen
Dammen gehalten werden kann. Das
Oder-Hochwasser in fiirchterlicher Potenz
Millionen Opfer ist denkbar, sagt
Bengtsson leidenschaftslos, Todesopfer.

Aber es ist nicht die Stunde von Horror-
Visionen. Ums Prinzipielle geht es, darum,
dass sich der Planet eben nur eben in
beschleunigtem Tempo erwarmt. Schon
vor Jahren hat die Wissenschaft in eine Art
Bibel mit dem Titel Climate Change 1995
darauf hingewiesen dass nicht nur die
Natur mit ihren Zyklen sondern auch der
Mensch mit seinen Emissionen schuld ist.
GroRen Eindruck hat dies nicht gemacht,
und auch auf der bevorstehenden
Weltklimakonferenz im japanischen Kyoto
wird eine wirksame Reduzierung des
KohlendioxidaustoRRes der
Industriestaaten kaum zu erreichen sein.

Wer im Treibhaus sitzt, wirft ungern mit
Steinen auf die eigene Industrie.

Angst vor dem Irrtum

Und ist es nicht tatsachlich beruhigend
flirs Gewissen, dass man so ganz genau
nun doch nicht weif in welchem AusmaR
der Mensch der Ubeltiter ist? Hat sich
nicht die Wissenschaft schon einmal
geirrt? Hat sie nicht den Kuhleffekt durch
vulkanische und industrielle Aerosole
unterschatzt und deshalb vor einem
Jahrzehnt eine zu starke Erwdarmung
vorausgesagt, woraufhin ein Hamburger
Nachrichtenmagazin bereits aufgeregt die
Ozeane wegen des Abschmelzens der
Polkappen tberschwappen und den
Kdélner Dom untergehen sah? Jetzt also ist
die Forschung zuriickhaltender geworden,
und von der Steinkohleindustrie bis zur
Automobilbranche wird dies
triumphierend als ein Gegenbeweis fir die
Aufheizthese ins Gefecht gefiihrt.

Ein zaher Kleinkrieg ist da zwischen
Klimaforschung und Industrielobby im
Gang, wobei die Wissenschaft den Vorteil
hat, mit den ganz schweren Waffen
anrucken zu kénnen, mit GroRrechnern,
blaugrau, raumfillend wie Banktresore.
Auch die Hamburger haben sie, wenn sie
auch nicht eigentlich im Besitz des Max-
Planck-Instituts sind. Sie gehéren dem im
Geomatikum untergebrachten Deutschen
Klimarechenzentrum, einer Gemein-
schaftseinrichtung deutscher Wissen-
schaftsinstitutionen, die sich mit
Meteorologie beschaftigen. Aber weil das
Max-Planck-Institut der hauptsachliche
Nutzer ist, amtiert Hasselmann im
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Nebenjob auch als Co-Direktor des
Rechenzentrums und kann alle paar Jahre
fir rund 20 Millionen Mark einen dieser
Rechenkolosse anschaffen, der dann mit
Kranen von auflen bis hinauf ins 15.
Stockwerk des Geomatikums gewuchtet
werden muB - vermutlich, weil ein Gehirn
immer irgendwie oben zu sitzen hat.

Praktischer ware, es befande sich auf
ebener Erde. Aber Hauptsache, es liefert
Ergebnisse, und zwar schnell. Béttinger,
der wissenschaftliche Betreuer des
Computers, spricht zungeschnalzend von
mehreren Milliarden Gleitkomma-
Operationen in der Sekunde, was
Hasselmann indes nicht zu beeindrucken
vermag. Mit schnelleren Rechnern, sagt er,
konnte man ganz anders auflosen — die
Welt ebenso wie deren Rétseln. Denn
auflésen heillt, dass man ein Raster ein
Gitter um den Globus legt, indem erfasst
wird, was die Natur an Zustdnden,
Aktionen, Reaktionen und sonstigem zu
bieten hat. Je gréRer die Auflosung, desto
scharfer das Bild — dhnlich wie am
Fernsehschirm. 250 km betragt die
gebrauchliche Maschenweite des globalen
Gitters und man operiert in der
Atmosphare in 20 Schichten nach oben
und im Ozean mit weiteren 20 Schichten
nach unten. Aber mit mehr power sagt
Hasselmann, kénnten mehr Gitterpunkte —
Stop. Haben wir da nicht noch ein Wort
von Graf im Ohr. Graf hatte bis zur
politischen Klimawende 1989 an der
Humboldt-Universitat in Berlin/DDR
geforscht. Jedesmal, wenn er rechnen
lassen wollte, muBte er mit seinen
Unterlagen unterm Arm Tagesreisen um
Westberlin herum zum DDR-Wetterdienst
unternehmen. Man habe, hatte Graf

gesagt, angesichts der Verhaltnisse den
eigenen Kopf zu gebrauchen gelernt.
Tatsachlich ist die Unbestechlichkeit
elektronischer Schaltkreise eine Sache, die
Kompetenz des menschlichen Geistes eine
andere. Bei Graf, bei Bakan, bei
Bengtsson, bei Latif, bei Hasselmann und
all den anderen geht es darum, gedanklich
die Voraussetzung fir eine Hochrechnung
zu schaffen, fir ein Modell, eine
Weltformel, in der alle Erscheinungen der
Natur enthalten und in Relationen
gebracht worden sind. Man kann das als
eine Denksportaufgabe nennen, bei der ist
eine komplette Losung nie geben wird,
sondern immer nur verbesserte
Anndherungen. Man kann es auch die
Hersteller von Software nennen, deren
Computer-Ausdruck Meter hohe
Papierberge ergibt. Wie immer man es
nennt: es bleibt eine geistige Anstrengung,
die nurim Team und im internationalen
Austausch zu bewaltigen ist.

Als sichtbares Produkt férdern Sie
zundchst einmal kunstvolle Bilder zu Tage,
Schautafel mit roten, blauen, honiggelben
Schlieren, die sich iber Kontinente ziehen:
Simulationen klimatische Zustande in
einer existierenden oder nur vermuteten
Welt, angefertigt in groRer und geringer
Auflosung, unter Verwendung aller
verfligbarer oder auch ausgewahlter
Faktoren. Testbilder sind es oft nur, dazu
dienlich, herauszufinden, wie fehlerhaft
moglicherweise einzelne Vorgehensweisen
beim Losen der groRen Aufgabe gewesen
sind Gleichwohl, wie exotische Pflanzen
wachsen die Bilder aus Aktenschranken,
setzen sich an Blrowanden fest, wuchern
hinaus auf Flure und von dort in andere
Buros hinein - von Arpe zu Roeckner, von
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Roeckner zu Latif. Von Latif zu Maier-
Reimer.

Aber dort, bei Maier-Reimer, dem
Schwaben, ist die Invasion zum Stehen
gekommen. Ein anderes Kunstwerk,
Botticellis Geburt der Venus, bedeckt die
Wand, und man denkt sich: Wenn die
Klimaforschung dort nur so bildhaft
darzustellen ware. Der Wind aus Engels
Mund. Die Wolken als wehende Teppich.
Der Ozean als gewellte Muschel. Maier-
Reimers Welt ist profaner. Die Losbarkeit
von Kohlendioxid im Ozean. Maritime
Biologie im Stromungssysteme. Die
Konzentration von Phosphat, Nitrat,
Silikat, Sauerstoff in unterschiedlichen
Tiefen. Wie wird es sich aus auf das
ozeanische Kohlendioxid aus, wenn sich
der atmospharische Kohlendioxidgehalt
erhoht? Welchen Einfluss hat es auf Algen,
wenn sie mehr Kohlendioxid aufnehmen?
Algen verandern die Farbe des Wassers
und damit die Absorption der
Sonnenstrahlung - was sind demnach die
Folgen fur die Erdtemperaturen, falls sich
die Algenkulturen vermehren?
Experimentell schwer zuganglich, sagt
Maler-Reimer mehr zu sich selbst als zum
Besucher.

Das Gehirn der Natur

Antworten fiihren zu immer neuen Fragen
in diesem tiefen, ratselvollen
Forschungsgebiet namens Ozean. Und
wieder muR man von Hasselmann reden,
den das Meer nie losgelassen hat Das
Phanomen der kurzen und langen Wellen
in an anderer, groRerer Dimension.
Konzepte der theoretischen Physik hat
Hasselmann auf die Wetterforschung

libertragen und flr eine Formel verwandt,
die den tragen reagierenden Ozean und
die rasch veranderbaren Verhaltnisse der
Atmosphare miteinander verrechenbar
macht. Latif - ein waschechter Hanseat
trotz des Vornamens Mojib - kann in einer
schénen Metapher ausdriicken, was da
dahintersteckt. Die kurzfristigen
Witterungsschwankungen in der
Atmosphdre, so seine Erklarung, misse
man als Tennisballe sehen, die unentwegt
gegen einen Medizinball geschleudert
werden: gegen den Ozean, der zunachst
nicht reagiert, am Ende aber ins Rollen
kommt, nein, etwas ins Rollen bringt -
eben: diese langfristige Klimaanderung.

Will sagen: Der Ozean ist das Gedachtnis
des Klimas. Wenden wir uns also an
Roeckner, der in einem Zahlenwerk zu
verrechnen versucht, was das Gehirn der
Natur fiir die Zukunft gespeichert haben
konnte. Umgehend wirft Roeckner eine
Formel aufs Papier, dabei erlduternd, es
handele sich um eine partielle
Differentialgleichung mit lokaler Ableitung
von ModellgréRe nach Zeit, und er wolle
jetzt Delta hinschreiben und F. Nicht, da
wir Roeckner gern unterbrechen, aber
unsere WiRbegierde geht eher ins
Grundsatzliche. Welche Komponenten
missen im institutseigenen Klimamodell
enthalten sein, von dem immer wieder die
Rede ist, in dieser groRen Gleichung, die
die eigentliche Rechtfertigung des Max-
Planck-Instituts darstellt und mit der sich
jede Art von Klima simulieren 4Rt - das
vergangene, das derzeitige, das kinftige,
mit und ohne Treibhausgas des
Menschen? Jahrelang feilte man an dem
Modell. Und heute ist es der Stolz des
Instituts. MP/ECHam heiRt es. Bei einem
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internationalen Leistungsvergleich hatte
es sich gegentiber anderen Modellen
unldngst vorziglich behauptet.

Also was alles ist in der Formel enthalten?
Die Frage ist doch kaum ausgesprochen -
schon ergiel3t sich eine Sturzflut von
Fakten und Faktoren auf den Besucher.
Atmosphdren-Temperaturen, Wasser-
dampfgehalt, Winde in alle
Himmelsrichtungen und in der Vertikalen,
Luftdruck an der Erdoberflache,
Wolkenbedeckung mit Niederschlagen in
flissiger und gefrorener Form. Bakan
sehen wir liber Spitzbergen kreisen. Druck
in allen Luftschichten. Prozesse im
Erdboden. Warme und Wassergehalt dort.
Schneehdhen. Ozeantemperaturen an der
Oberflache und in allen Tiefen. Eisdicke.
Eisverteilung. Salzgehalt. Dreidimensionale
Stromung. Maier-Reimer kennen wir
hinter rutschenden Bergen von Papier,
nachdenklich dem Bart streichend.

Nicht enthalten, sagt Roeckner, seien
Gletscher und Plattentektonik. Aber fertig
ist er noch lange nicht. Die chemischen
Komponenten. Grafs Vulkane und
Aerosole Das tropospharische Ozon.
Autoabgase. Kohlenstoffkreislauf in der
Atmosphére und im Ozean. Dann,
natirlich, die Biologie. Waldgebiete
absorbieren die Sonnenstrahlung, im
Gegensatz zu Wiisten. Aber plausibles
dynamisches Vegetationsmodell, sagt
Roeckner, als ob er sich entschuldigen
musse, ein solches Modell gebe es noch
nicht, also vom Klima keine
Rickkoppelung zur Vegeta-tionsanderung
und von dort zurlick zur Klimadnderung.

Gleichwohl, eine schwindlig machende
Fllle von Faktoren steckt in dem Modell,

geordnet in einem vierdimensionalen
Koordinatensystem, in dem Héhe, Breite
und Lange das Gitter um die Erde
betreffen, aber die vierte Koordinate die
wichtigste ist: die Zeit, die Achse, auf der
in die Vergangenheit zuriickgegangen und
in der die Zukunft hochgerechnet wird.
Und alles wird in Hasselmanns
GroRrechnern mit Milliarden
Gleitkommaoperationen pro Sekunde
verarbeitet zu diesen vo Computer
ausgespuckten Kunstwerken mit ihren
schillernden Schlieren, ein errechneter
Zustandsbericht der Welt, wie geklaut,
nein, geklont von der Wirklichkeit der
Natur mit ihren iber den Globus
verstreuten Trocken- und Regengebieten?

Arpe hat die bunten Bilder vor sich
ausgebreitet. Wahrheiten, sagt er, lagen in
ihnen, wenngleich Wahrheiten
unterschiedlicher Qualitat - die eine
geliefert von der Natur, die andere vom
Computer. Identisch miRten beide sein,
wenn die Denksportaufgabe richtig gelost
worden ist. Tatsachlich haben beide
Versionen die gleichen Farben, die
gleichen Schlieren. Aber Arpes gelibte
Augen entdecken feine Unterschiede. Ein
pedantischer, unnachsichtiger Priifer ist
er, der festzustellen hat, wo die Theorie
mit der Wirklichkeit kollidiert. Eine
Stichprobe hat er gemacht fiur eine
Qualitatskontrolle des hauseigenen
Klimamodells. Aus Atmosphéren- und
Ozeanwerten lieB er vom Computer
weltweit die Bodendruckverhéltnisse im
Winter und damit die Verteilung von
Hochs und Tiefs errechnen. Nun hat er das
Resultat vor sich, und sein Blick bleibt an
Spanien hangen, dem winzigen Appendix
eins kleinen Europas. Es ist das Gelb dort,
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das ihn stort. Ein winterliches Dauerhoch
zeigt es an. Aber dieses Hoch kann nicht
sein, darf nicht sein, weder im Interesse
des Hamburger Max- Planck-Instituts noch
in dem der Iberer.

Es griint ndmlich nur deshalb so griin,
wenn Spaniens Bliten blihen, weil es im
Winter in Spanien regnet. Und die
Simulation besagt, daf8 genau dies nicht
der Fall ist, sondern daR ein Dauerhoch
herrscht und das Land mithin eine Wiiste
ist wie weiter stidlich die Sahara. Keine
Ahnung, sagt Arpe, was da schiefgelaufen
ist, warum sich das Bild verschoben hat.
Liegt die Fehlerquelle im Atmospharischen
oder eher im Ozeanischen? Ware das
Ergebnis besser ausgefallen, wenn man
die Welt groRer aufgel6st, das Gitter enger
gezogen hatte? Hatte man es urspriinglich
mit zwei Fehlern zu tun, die unbemerkt
blieben, weil sie sich gegenseitig
aufhoben, und von denen dann einer
ausgemerzt wurde, so dal’ der andere in
Erscheinung treten konnte?

Ein Joker bleibt

Es kann lange dauern, bis man Antworten
finden wird. Aber keine Frage, dal} die
Anndherung an die Wirklichkeit immer
genauer wird. Die groRen klimatischen
Zyklen, denen die Erde im Rhythmus von
20 000 und 40 000 Jahr en ausgesetzt ist
und die auf Variationen der Erdbahn um
die Sonne zurlickzufuhren sind, lassen sich
langst durch exakte astronomische
Messungen berechnen. Und was die
klrzerfristig, in Jahrhunderten
auftretenden Klimaperioden betrifft, so
hat Hasselmann mit seiner Formel, die das
Meer mit der Atmosphére verrechenbar

macht, wichtige Voraussetzungen fiir ein
Verstandnis geschaffen. Die Tennisbille,
wie gesagt, die gegen den Medizinball
prallen. Klimaschwankungen, prazisiert
nun Hasselmann, entstiinden in Analogie
zu den langsamen Zufallsbewegungen
schwerer Molekiile, die von leichten
angestoRen werden. Das definiert einen
Mechanismus. Aber erklaren 148t sich
damit naturlich nicht alles. Der variierende
und sich in Sonnenflecken duRernde
Energieausstol der Sonne, der in seinen
Auswirkungen nicht richtig abschatzbar ist.
Ein Joker sei dies, sagt Hasselmann,
einsetzbar sowohl fiir Polemik gegen die
Schulwissenschaft wie auch fir Erklarung
von Unerklarlichen. Gleichwohl, der
Einsatz von Computern wird die
Klimaforschung ebenso revolutionieren
wie dies der Fall bei der kurzfristigen
Wetterforschung war, der Meteorologie,
die sich schon lange nicht mehr der
Meteorollge bezichtigen lassen muss. Die
Klimaforschung, notieren wir als Credo aus
der Baracke, stehen erst am Anfang — dort
wo sich die Meteorologie wo vielleicht 20
Jahren befand. Der grofe
Entwicklungssprung also steht erst noch
bevor.

Immerhin kann Hasselmann die globale
Erwarmung flrs nachste Jahrhundert
schon heute zuverlassig prognostizieren
und immerhin kann Latif schon ein halbes
Jahr und langer vor dem Auftauchen der El
Nifios die betroffenen Lander warnen und
immerhin kann Roeckner kanadischen
Fischern die freilich nicht sehr trostliche
Auskunft erteilen, ihre Lachsfischerei habe
vermutlich keine Zukunft, weil das Wasser
an der Pazifikklste im ndchsten
Jahrhundert vielleicht zu lau sein wird.
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Den schon ist alles verpackt den Formeln,
im Rechner —auch die Antwort auf die
Frage wo auf der Welt die
Klimaerwarmung tatsachlich héherer
Temperatur erzeugen wird und wo nicht
und wo sogar die Quecksilbersaule fallen
konnte, zum Beispiel in Mittelindien, wenn
dort durch Industrialisierung vermehrt
schwefliger RuB in die Luft geblasen wird,
sich daraufhin Wolken bilden und die
Sonnenstrahlung reduziert wird.

Wie im Fall der vulkanischen Aerosole.
Aber nicht bei Graf sind wir, sondern noch
immer bei Arpe, dem Wahrheitssucher.
Spanien, sagt Arpe, denken Sie an
Spanien! Und so begreifen wir am Ende
Spanien als Synonym fiir verbleibende
Unwagbarkeiten und als Metapher fiir den
zusatzlichen Faktor, der sich zu den
unzahligen physikalischen, chemischen
und sonstigen festen und variablen
GroRen der groRen Klimagleichung gesellt,
den Unsicherheitsfaktor.
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A critical inspection of the older sister Almut. Hamburg, shortly before leaving
for England in 1934 (left), and In Welwyn Garden City, England, shortly before
leaving for Hamburg, 1949 (right).

With Karl Wieghardt, diplom thesis advisor and later post-doc employer in
Institute for Naval Architecture, at inauguration ceremony, 1975.
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At Woods Hole Oceanographic Institution, in front Research Vessel Knorr,
1972,
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With Bob Stewart, Brian Tucker and Australian sheep during break of the Joint

Organizing Committee meeting of the Global Atmospheric Research Programme
in Melbourne, 1974.

With Reimar Liist, President of the Max Planck Society, at inauguration
ceremony of the Max Planck Institute, 1975.
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With Peter Fischer Appelt, President of the University of Hamburg, Senator
Biallas of the City of Hamburg and Reimar Liist during the inauguration
ceremony, 1975.

Explaining ocean wave prediction, 1982.
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In the new prefab building (‘pavillon”) behind the Geomatikum, after creation
of the DKRZ, 1989.

Making a point, 1988.
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Robertson Memorial Lecture Award, US National Academy of Sciences, 1990
(proposed by Carl Wunsch, second row, first lefs).

With Hartmut Grafsl, 1996.
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Explaining the multi-agent aspects of a coupled climate-economy model, 2002.

Explaining the detection of an anthropogenic climate signal ar 95% statistical

confidence level, with the Federal Minister of Research and Technology, Jiirgen
Kiittgers, 1992.
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60th birthday, Rissen 1991

With Walter Munk, during Hasselmann’s 60'th birthday symposium, 1991.
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With Wolfgang Sell, Lennart Bengtsson and wife Susanne during emeritus
dinner, November 1999,

Ola M. Johannessen, Walter Munk and Klaus Hasselmann sailing the fjords
near Bergen. Ola comments: “Walter and I are discussing my CO2-Ice paper from
2008, too simple for Klaus, who took a nap”
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Rissen, 2011.

with Hans von Storch
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Susanne, Klaus and Dirk Olbers 2012 in Fischerhude, discussing ocean physics
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Klaus Hasselmann—His Own Account

In 2006, Hans von Storch and Dirk Olbers ran an interview with Klaus
Hasselmann. This interview is here reprinted without alterations. The
numbered references in the interview refer to the publication list at the end
of this book. The interview was published as von Storch H., and D. Olbers,
2007: Interview with Klaus Hasselmann, GKSS Report 2007/5; 67 pp.!

2.1 The 2006 Interview

Question: How did you become interested in physics?

Hasselmann: One of my early experiences which kindled my interest in
physics was buying a crystal detector from a school friend for two shillings
and six pence—half a crown—or about the price of a movie ticket. I must
have been about 13 years old. I was quite impressed that even without plug-
ging the device into a socket, I could listen to wonderful music through the
earphones. I wanted to better understand the puzzling phenomenon that you
could get something from nothing. I went to the town library in order to find
out in books on physics for beginners how electricity and radios work. That
was my introduction to physics. At that time, it was an exciting experience for

1 See heeps://www.hereon.de/imperia/md/content/hzg/zentrale_einrichtungen/bibliothek/berichte/
gkss_berichte_2007/gkss_2007_5.pdf.

In 2013 it was also published online by the Niels-Bohr Library and Archives of the Center for
History of Physics, https://www.aip.org/history-programs/niels-bohr-library/oral-histories/33645.

The original interview featured the photos shown before plus a few more, and additional to a
foreword an introduction by Reimar Liist and a concluding comment by Walter Munk.
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me, completely independent of the fact that I was taught physics in school.
I did not see any connection between our physics lessons in school and my
personal learning from the books in the library—I think this experience of
personal learning and discovery was very important for me.

We have just heard that the detector had cost half a crown—so you did not attend
school in Germany but in England. How did that come about?

Hasselmann: When I was close to three years old my family—my parents
and older sister—emigrated to England. My father was a social democrat
and did not want to stay in Germany in 1934. Our family moved into a
so-called community, consisting mostly of Jewish emigrants from Germany.
The English Quakers helped us a lot in those days. Until we returned to
Hamburg in 1949, we lived in a very nice small town, Welwyn Garden City,
30 km north of London. I passed my A-levels there (then called Higher
School Certificate). I felt very happy in England. So, English is in effect my
first language.

Nevertheless you studied in Germany.

Hasselmann: | studied in Hamburg. I did a half year practical training
in a machine factory first, because I was not sure whether I wanted to
study engineering or physics. In addition, I was not yet at home living in
Germany—neither were my parents, in fact, because Germany had changed.
So I had to find my feet first. When I started studying, the idea of having
to work hard for my studies was also a new experience. So I fell back a little
during the first year. I had doubts whether I really was talented enough to
continue with my studies, so—as a test—I took a study exam (Fleiflpriifung),
which I passed, and so I continued. I did not regret that period of adapta-
tion, but it was a drastic change between my English school days spent in
a healthy, suburban garden town north of London and living in Hamburg,
where everything was bombed to ruins. However, I had always wanted to go
back to Germany to explore my roots. My parents were always patriotic, in a
natural, pre-nazi sense. But I was always very happy in England and did not
really experience any difficulties due to my German origin, not even during
the war. Still, I wanted to find out where I belonged. In spite of the diffi-
cult period of adaptation during the first one or two years, I did not regret
returning to Germany.
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Did you study only in Hamburg?

Hasselmann: [ studied in Hamburg for eleven semesters until I obtained my
diploma in physics, in the summer of 1955, with mathematics as a second
subject. Then I obtained my Ph.D. at the Max Planck Insitute of Fluid
Dynamics and Géttingen University from 1955 until 1957. Afterwards, 1
returned to Hamburg, where I spent three years as a post-doc working with
my former diploma supervisor, Prof. Karl Wieghardt, at the Institute for
Naval Architecture, before going to America in 1961.

Would you like to recount the theme of your diploma thesis?

Hasselmann: In my diploma thesis I worked on isotropic turbulence and
found an—in my opinion—slightly more elegant derivation for the basic
dynamic equations for isotropic turbulence [1]. For my doctoral thesis I
changed subject to study the propagation of so-called von Schmidt head
waves, elastic waves at the boundaries between two solid objects. In Hamburg
I returned again to fluid dynamics research, mostly to experimental work on
turbulence in ship wakes, using hot-wire instruments in a wind tunnel and a
towing tank. But I also continued working on turbulence theory.

This did not correspond to the mainstream of education in physics. Were not
atomic theory and nuclear research considered the normal case in physics already
in those days?

Hasselmann: Yes, that was the mainstream, but I wanted to work in an area
in which I thought I would be able to contribute something. I always had
a practical bent, I wanted to work on problems which I thought I would
be able to solve. I did not want to work on abstract, theoretical problems,
and I did not have enough self-confidence to think I could make signifi-
cant contributions to such difficult fields as general relativity or quantum
field theory. So I went into fluid dynamics. I was always interested in the
way planes and rockets worked. I liked my field of work, and I only gradu-
ally drifted into oceanography, meteorology and climate research. Later, I did
then become interested in quantum field theory, elementary particle physics
and general relativity, through my work on nonlinear interactions in geophys-
ical wave fields, starting from ocean waves. I pursued these investigations for
many years in parallel to my regular research, so to speak as a private hobby.
However, all this developed in the course of the years. First I had wanted to
work on a practical, solvable task as a physicist.
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Then there actually was a practical task resolved by you?
Hasselmann: This is an embarrassing question.

The turbulence theory has surely not been resolved.

Hasselmann: Exactly, but then I was young and naive, and I hoped to make
some progress in this problem, despite the fact that several generations before
had failed. Nevertheless, my struggles with turbulence theory taught me a lot
on stochastic processes and interactions in nonlinear systems. This enabled
me to solve other problems later on. The first problem I solved theoreti-
cally was the question of the nonlinear coupling of ocean wave components.
I would not have been able to solve this problem if I had not worked on
turbulence before.

Which mark did you get in your doctorate thesis? This question may provide moral
support for millions of others.

Hasselmann: Another embarrassing question. I received a 2 (corresponds to
B). The reason was presumably that I solved the problem I was posed (prop-
agation of von Schmidt head waves) in a different way than suggested by
Prof. Tollmien’s assistant. I found out quite early, after a few months, that the
way suggested by my supervisor would not work. So I chose another path,
which led to the goal, but my supervisor was not enthusiastic. Nevertheless
he accepted my thesis and gave me a 2, because I had produced some very
nice computational results obtained with Germany’s first electronic computer,
the G1, which had been developed in Géttingen. It is now in the German
Science Museum in Munich. It had a total memory of-believe it or not—25.
It was quite a challenge to use it to solve a system of several equations with
many different parameters. I had access to the machine at night, and played
table tennis with another student until the alarm bell of the G1 informed
me that there was an error, which I would fix by cutting out and replacing
part of a holerith paper tape, which was glued together in a closed loop.
Different computational loops were realized by different holerith paper tape
loops on different readers. One could follow the course of the computation
as different readers were switched on and off. I presented my results very
nicely in numerous graphs, which apparently impressed my supervisor. So I
obtained my Ph.D. in less than two years [2, 191], in spite of the forbidden
approach I had used to solve the problem.
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Your family did not discuss physics at breakfast. How did you head towards

science?

Hasselmann: I was always interested in understanding physical processes. As
I already said, one trigger was the crystal detector. But I also constructed elec-
trical motors and such things, and was continually producing short circuits
at home. I got good grades in physics in my final school examinations, but
without any relation to what I was taught in school. My physics teacher did
not inspire me at all; for him I was an unruly trouble maker whom he often
kept in after school. ,Hasselmann, detention at four! is still ringing in my
ears.

Later at the university I was strongly motivated by my fellow students,
particularly Wolfgang Kundt, Gerd Wibberenz and Ewald Richter. with
whom I solved exercises together and had many discussions. That was a
very intense period, forming lifelong friendships. Wolfgang Kundt and Gerd
Wibberenz became Professors of physics in Bonn and Kiel, and we worked
together occasionally also later. Ewald Richter became a professor of philos-
ophy in Hamburg, and we had many interesting discussions with him too.
I was also inspired as a student by Pascual Jordan, who taught theoretical
physics in Hamburg. I was not in personal contact with him, but I really
enjoyed his lectures. After the diploma I mainly instructed myself. I read
interesting books and familiarized myself with the literature related to my
research—as I suppose all young scientists do. But I never really had a proper
mentor, neither at school, nor during my studies. In 1961, when I was already
29, I got to know Walter Munk,? who invited me to his institute in La Jolla. I
have had a close relationship with him ever since. His open, generous person-
ality as well as his enthusiastic approach to science have always impressed
me. Nonetheless, although I wrote one or two joint publications with him, I
regard Walter more as a personal than a scientific role model.

Would you say that you had a factual supervisor?

Hasselmann: For my Ph.D.? No, I did not have a real supervisor. Prof.
Tollmien, then Director of the Max Planck Institute for Fluid Dynamics,
was no longer active. As I explained, his assistant had a different idea on how
I had to solve the problem posed for my thesis. I could not really discuss the

2 After recording this interview, Klaus Hasselmann and Hans von Storch prepared an interview with
Walter Munk, see: von Storch, H., and K. Hasselmann, 2010: Sevenzy Years of Exploration in Oceanog-
raphy. A prolonged weekend discussion with Walter Munk. Springer Publisher, 137 pp, https://doi.org/
10.1007/978-3-642-12087-9 (http://www.hvonstorch.de/klima/books/munk-springer-final.pdf).
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problem with him. I worked and learnt independently and read the neces-
sary literature. In the following three years in Hamburg I had very good
relations with my former diploma supervisor, Prof. Wiegandt, but scientif-
ically, we did not interact very strongly, as he was oriented more towards
experimental work. Although I was also involved in experimental turbulence
measurements at that time, using hot-wire instruments, I worked more or less
on my own—with limited success experimentally, I have to admit. But it was
still fun finding out how to build the equipment, learning about feedback
systems and the havoc that they can create in trying to construct high level
amplifiers to measure weak turbulence signals.

Then you went to America.

Hasselmann: Yes, this was through Prof. Roll, the former president of the
German Hydrographical Institute, today called BSH. Parallel to the develop-
ment of hot-wire measuring instruments, I had become interested in ocean
waves. At the Institute for Naval Architecture there was considerable interest
in the wave resistance of ships and ship motions in waves, motivated by the
director of the institute, Prof. Georg Weinblum, a very kind and supporting
person, who was an international expert in the field. The behaviour of vessels
in rough seas in particular was a central topic at the institute. In this context,
I read some very interesting papers by Owen Phillips and John Miles on the
wind generation of ocean waves, which further stimulated my interest in the
subject. My own first contribution to the subject was simply the introduc-
tion of the spectral energy balance equation for the prediction of ocean wave
spectra, which, strangely, nobody had used before. Then it became clear to
me that to understand the spectral energy balance of ocean waves, one had
to solve the problem of the nonlinear interactions between wave compo-
nents. I realized that the problem could be solved by the methods I had
learnt in struggling with turbulence theory. Although the relevant closure
methods were inadequate to solve the strongly nonlinear turbulence problem,
they were directly applicable to the problem of weak interactions between
ocean wave components. So I was able to derive a closed expression for the
nonlinear energy transfer between ocean waves. It was represented by a rela-
tively complicated five-dimensional so-called Boltzmann integral. Basically, I
solved this problem to relieve my frustration at not being able to solve the
turbulence problem.

I presented my results on the spectral energy balance and the nonlinear
energy transfer in a seminar at the Institute for Naval Architecture [4].
Although most of the naval architects were somewhat confused by the math-
ematics, Prof. Weinblum was enthusiastic and encouraged me to continue
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with theoretical research. Prof. Wieghardt also concluded that I was probably
more effective working theoretically than making painstaking experiments
with hot-wire instruments, that had a troubling inclination to oscillate. Prof.
Roll, who had been working in air-sea interaction for many years, was also
there and was apparently favourably impressed. He proposed that I should
attend the coming Ocean Wave Conference in Easton/USA in April 1961, to
which he had been invited, but could not go. That is how I came to America,
where I again presented my results. At that time—although I had not known
this—the problem of the nonlinear interaction between ocean waves was seen
as one of the central problems of ocean waves. I immediately received invita-
tions to the Ocean Research Institutions in La Jolla, California, and Woods
Hole, Cape Cod, as well as to the University of Illinois. I accepted the posi-
tion of Assistant Professor in La Jolla offered by Walter Munk, whom I met
for the first time at the Easton Conference. I found the atmosphere at the
Institute for Geophysics and Planetary Physics that he had just founded at
Scripps Institution of Oceanography very stimulating. So half a year later, at
the end of 1961, I went to La Jolla, and enjoyed more than three very fruitful
and stimulating years there.

Did you already have the complete resonant interaction theory on surface waves
when you were invited to give a talk in the USA? It is known through your
publications that the triple interaction of surface waves does not function and that,
one must extend interaction theory to higher perturbation order to get reasonable
results.

Hasselmann: Actually, independently of my papers [5, 6, 8-10], Owen
Phillips had already shown that the necessary conditions for the resonant
energy transfer between different wave components could not be satisfied by
three wave components, but only by four. However, Phillips had not derived
the Boltzmann equation. Before Phillips published his paper, I had already
independently derived the complete Boltzmann equation for the lowest-order
triple-wave coupling. When I wanted to calculate the integral, however, I
found to my dismay that the resonance condition could not be satisfied.
That was a shock. I had calculated the complete theory up to the third order,
and understood all the details about the energy transfer through resonant
interactions in a continuous ocean wave spectrum, only to discover that the
third-order resonance conditions could not be satisfied due to the special
dispersion relation of ocean waves. That meant that the calculations had to
be extended to fifth order.

I went for a three-hour long walk in the town park in Hamburg and
debated within myself whether I could muster the energy to carry through
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two further orders of these quite complicated calculations. I decided to go
through with it and spent another two or three months working on the
algebra. It proved not as bad as I had first feared, although I had to derive
formulas extending over one or two pages. By the time I received the invita-
tion to present my results at the Easton Conference, I had already found a
very talented young student of applied mathematics, Herr Krause (students in
those days were addressed rather formally in Germany), who programmed the
numerical calculation of the Boltzmann integral for me. He used the highest
possible resolution available on the computer of the University, which by now
was more than the G1, but still quite limited. I was very impressed that within
two or three months he came up with the first numerical results. Although
we later obtained more accurate results with improved computers, his results
were qualitatively correct. However, they did not agree in all aspects with
what I had anticipated intuitively, and so when I gave my talk in Easton
[10], I pointed out that they were probably incorrect in some details. Later
it became clear, however, that his calculations had in fact been qualitatively
quite correct. He had even correctly computed the most important process—
which I had questioned intuitively—namely the transfer of energy from waves
near the peak of the spectrum to still longer waves. Ten years later we were
able to show—through the JONSWAP experiment—that this is the dominant
process responsible for the continual growth of wind generated waves from
shorter to longer and longer waves. I am still grateful for this impressive
contribution by Herr Krause. It enabled me to present not only the theory,
but also first numerical results in Easton.

Was it customary these days that you did not program yourself? I am slightly aston-
ished that as a relatively young man, as a postdoc, you got someone to program for
you. Were there special technical obstacles to be overcome?

Hasselmann: No, you only had to have some experience in programming. Of
course, I cooperated with the student. I explained to him which numerical
algorithms should be applied, but he implemented that knowledge into the
program, carried out the computations, made the usual tests and searched for
errors, etc.. He fully understood what he was doing. I simply hired him as a
student assistant.

We are talking abour 1960/61. Did FORTRAN already exist?

Hasselmann: [ can’t actually remember. FORTRAN may already have
existed, but I cannot recall in which language Krause wrote the program. I
know that the first programs I wrote for my Dr. thesis were in machine code,



2 Klaus Hasselmann—His Own Account 41

and my later programs were all in FORTRAN, but I am not sure whether
Krause was alredy using FORTRAN.

Starting from 1960, can you please tell us when which persons entered your life?

Hasselmann: During the first period in Germany it was Professors Karl
Wieghardt, Georg Weinblum and Hans Roll, and Pascual Jordan as a physics
teacher and the usual mathemathics professors, but I was not in personal
contact with them. In America, as I said, Walter Munk left—and still leaves—
a lasting impression on me. I had already known his name from the first
classic publication by Sverdrup & Munk (1947) on the prediction of ocean
waves, from which I had concluded, however, that his knowledge of physics
was rather limited. At first, I underestimated him as a scientist, but when I got
to know him personally, I was very impressed not only by his clear scientific
thinking but also by his open-minded, positive and supportive generosity. He
had a Viennese charm. He was an Austrian, who had emigrated to America
already in the twenties, but still spoke with a strong Austrian accent. I gladly
accepted his invitation to his new IGPP in La Jolla. I had an office in
the beautiful new redwood building of his institute, that his wife Judy had
designed, overlooking the Pacific on a cliff. I felt very happy in La Jolla from
the beginning, especially with the open American way of welcoming new
visitors. Coming from the somewhat, well, perhaps not stuffy, but not partic-
ularly creative atmosphere of German science in the fifties and early sixties,
to America, where everyone was really enthusiastic, was a great experience for
me.

Walter Munk was the central figure, but there were also other very
stimulating people in La Jolla, such as Michael Longuet-Higgins, a well-
known applied mathematician and fluid dynamicist from Cambridge, who
had contributed many basic papers on ocean waves, microseisms and other
geophysical phenomena. He had a guest professorship in La Jolla while I was
there. Other guests were Norman Barber from New Zealand, a pioneer in
ocean wave research who had studied the propagation of ocean swell, and
David Cartwright, a co-developer of the pitch-and-roll buoy for measuring
directional ocean wave spectra, and also a leading expert on tides. At Scripps
there were also John Miles, who had developed an important theory on
wind-wave generation, and Hugh Bradner, an interesting former high-energy
physicist, who measured pressure variations in the deep ocean. I further
enjoyed the interaction with George Backus and Freeman Gilbert, two young
geophysicists of more or less my age, who had done some very nice work on
inverse methods in geophysics and whose basic mathematical knowledge was
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very impressive. Klaus Wyrtki® who later became one of the leading figures
in El Nino research, and Carl Eckart, who had written an impressive book
on theoretical oceanography, were also two well known figures in Scripps
at that time, although myself had little direct contact with them. Another
person who came to Scripps while I was there was David Keeling (he signs his
papers Charles Keeling), who was making measurements of CO, on Mauna
Loa in Hawaii. He had just started the measurements four years earlier. I
didn’t know at the time that I would later be continually referring to the now
famous Keeling curve as the most important observational basis of the climate
change debate. Our main contact at that time was through the madrigal choir
that a few of us started. It later blossomed into quite a large university choir
led by David until he died last year.

So I was immersed in a highly stimulating scientific environment. The
discussions continued also in the weekly wine and spaghetti parties in Walter
Munk’s home—a beautiful spacious redwood bungalow overlooking the
Pacific, which his wife Judy had also designed.

There were also many stimulating students. The first student I supervised
was Russ Snyder, who worked later also in ocean waves. I kept in contact with
him, and several years later we wrote a joint paper, together with my wife and
two other colleagues [114]. My wife and I also joined Russ’s family on a two-
week sail in the Eastern Mediterranean along the beautiful Turkish coast. It
was on their way back to America after a three-year sail around the world in
a ketch Russ had built himself. My second student was Kern Kenyon, who
visited me later in Hamburg and is still at Scripps today. Then there was Brent
Gallagher, who also was very talented and did some nice work on nonlinear
barotropic waves. He is now somewhere in Hawaii. Finally, there was Tim
Barnett, who in his Ph.D. thesis developed the first model for ocean wave
prediction based on a realistic representation of the spectral energy balance,
including the nonlinear energy transfer. Some years later we worked together
in the JONSWAP experiment, and still later, after the Max Planck Institute
was created, we cooperated in several papers on climate. Today he is a well-
known climate researcher. So, these were my first students. I am glad they all

did well.

3 Klaus Wyrtki has been interviewed in English earlier, see von Storch, H., J. Siindermann, and L.
Magaard, 2000: Interview mit Klaus Wyrtki. htep://www.hvonstorch.de/klima/Media/interviews/Wyr
tki.pdf (GKSS Report 1999/E/74, 41 pp.).
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[ know that you were not always seated at your desk, interpreting integrals. You
also did experimental research, e.g. on Hawaii.

Hasselmann: This was the first large, ocean-wide wave experiment organ-
ised by Walter Munk and coordinated by Frank Snodgrass, a technician and
Walter’s right hand man in all experimental matters. Similar to Norman
Barber, Walter Munk had carried out continuous measurements of the spec-
tral properties of swell arriving at a single coastal station, in his case near
La Jolla. He had inferred from the gradual change in the observed swell
spectra—the arrival first of very long waves, followed by waves with gradually
decreasing wavelengths—that the swell must have originated in storms very
far away in the South Pacific and Antarctic. Munk now wanted to find out
how the energy of the swell changed as it propagated from its source some-
where south of Australia, in the high-wind region of the “fighting fifties”,
across the entire Pacific up to Alaska, over a distance of about two thirds of
the earth’s circumference. Some waves even originated in the Indian Ocean,
propagating into the Pacific along a great circle between New Zealand and
Australia. So Munk set up a series of wave measuring stations along a great
circle extending across the entire Pacific, starting in New Zealand and ending
in Alaska. In between there were stations at Samoa, Palmyra, an uninhabited
atoll between Samoa and Hawaii, Hawaii, and “Flip”. Flip was a special ship
anchored between Hawaii and Alaska that could be flipped so that it stood
vertically like a float in the water, the bows up high and the stern down below.
The idea was that this way the boat stayed almost still in the waves and could
be used as a wave measuring station.

Walter Munk, with Judy and his two daughters, stayed in Samoa, a
scientist, Gordon Groves, and radio operator were flown to Palmyra, Frank
Snodgrass and I myself, with my wife Susanne and three children, were in
Hawaii. Frank Snodgrasss took care of the logistic organisation, and I had
to tend a wave instrument and check the data from the entire experiment,
which was flown to the computer center in La Jolla and then back to Hawaii
for a first analysis. The experiment ran for the three summer months of 1963.

We had a wonderful time in Hawaii. One of the first things Frank Snod-
grass did was to install a telephone connection from the swell measurement
station off Honolulu to our house in Kailua, which was situated on the other
(northern) side of the island. My measurement task was to turn on the tape
recorder for an hour at 06:00 a.m. and again for an hour at 06:00 p.m,
check for a couple of minutes whether the data on the paper tape looked
OK and airmail the tapes to Scripps for spectral analysis. And occasionally I
would plot up the analyzed spectra from all the stations that were sent back
to Hawaii from La Jolla.
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Unfortunately, this wonderful time was occasionally interrupted by the
electric generators on Palmyra breaking down. They had five generators, of
World War II vintage, which one would have thought was sufficiently redun-
dant, but four were usually broken down. I had to drive around Oahu to find
replacement parts. Palmyra had served as an airbase during World War II, but
was now deserted except for our scientist and the radio operator. Frank Snod-
grass felt rather uneasy about leaving two people alone on a deserted island
for three months. So he had arranged that if Gordon Groves should inform
him via the radio operator that “the second amplifier had failed”, this was
code for “urgent problem, come immediately”. After two weeks we received
the message. I went there by plane to find out what was wrong. In the mean-
time, however, the two had already patched up. Two weeks later the radio
went silent and we did not hear anything from the two. Then I received
a radio message that Gordon Groves had hurt his hand, which was bleeding
strongly. This was followed by another week of total silence. We became quite
worried and decided to go there by plane.

The first time I flew there it was in an old B25, a twin-engined bomber
from World War II, used by former marine aviators to spray fields. A short
time earlier, they had already tried unsuccessfully to fly to Palmyra. They did
not have any modern navigational aids. They flew by Dead reckoning, i.e.
like a sailor without navigational marks. You fly in a certain direction at a
certain speed for a certain time and calculate your position accordingly. In
addition, you must know the winds. They arrived at the calculated position,
but Palmyra was nowhere to be seen. So they flew on to Tahiti. But there a
thunderstorm prevented their landing. So they flew back, again over Palmyra
without finding the atoll. With their last drop of fuel they just managed to
land in Honolulu. The whole airport had been closed down. No other plane
was permitted to land before they had landed. Directly after landing, the two
pilots were taken off by the police.

That was the crew I flew to Palmyra with. If my wife had seen those
bearded and dirty characters, sparsely clad in shorts, with or without T-shirts,
she never would have let me fly. They again had problems finding the atoll.
I was seated behind the navigator who was busy with his square search, and
I could see pearls of sweat developing on his neck. But suddenly he cried:
,There’s the island!“

After that first time, Frank Snodgrass decided not to repeat the experience.
He was able to obtain a transport aircraft of the US Coastal Survey, a large
four-engined machine with a crew of eight, modern navigational aids etc.
When we arrived and wanted to rescue our assumedly seriously ill scientist
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we were met by our two friends, both extremely cheerful, and with Gordon
Groves sporting a small band-aid around one finger.

It was a time full of fun and adventure. Walter Munk, however, was a little
disappointed by the outcome of the experiment [18] because he had hoped
to observe the attenuation of swell by interactions with the local windsea,
when the swell crossed the trade wind areas. However, no significant loss of
swell wave energy could be found over the entire distance travelled by the
waves, from Antarctica to Alaska. This was nevertheless an important result,
which was used in the wave prediction models that were developed later. We
did infer some energy loss immediately after the wind-generated waves left
the area of high winds and started on their long journey as swell, that is, as
long waves that are no longer forced by the wind. We were able to explain
this by the nonlinear energy transfer. This was perhaps the first observational
evidence of the significance of this process for the energy balance of the wave
spectrum.

The Pacific swell experiment supplied also the idea for JONSWAPD, the
Joint North Sea Wave Project, which we carried out in the summer months
0f 1968 and 1969. JONSWAP was complementary to the Pacific swell experi-
ment. Instead of studying the propagation of swell after the waves had left the
wind-generating area, we investigated the growth of wind-generated waves
themselves within the wind generating area. To understand the dynamics of
waves, this question was clearly fundamental. We used the same strategy as in
the Pacific wave experiment, but on a much smaller spatial scale: we observed
the change in the wave spectrum under off-shore wind conditions at ten wave
stations spaced over a distance of 160 kms off the West coast of Germany, off
the island of Sylt near the Danish border, in the North Sea.

Nevertheless, many things were still to happen before the JONSWAP experiment.
Your time in the USA ended, and you returned to Germany. Why?

Hasselmann: As I explained, the scientific working conditions in the USA
were excellent. However, my wife was less happy, although this improved after
we made friends, sang in the San Diego chorale and in the madrigal group
that we had founded with Dave Keeling. Susanne had also made friends with
a very stimulating piano teacher. But our children were also not as happy
as they had been in Germany, especially our oldest, Meike, who had always
been a beaming sunshine. At that time California was going through a phase
of laissez faire, in which children grew up without any restrictions. They never
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knew any rules, what was permitted or forbidden, and they always seemed ill-
tempered. At least in the kindergardens we knew the children did not seem to
be really happy. Meike had become rather unstable. She had a pseudo croup,
and we nearly lost her. In the end, we finally decided to return to Germany
and bring up the children there.

But the decision was difficult and we did not make it immediately. Before
going back I first tried a joint appointment, with six months in Hamburg
and then six months again in La Jolla. But then we finally decided to return
to Hamburg. It was not an easy decision.

How did you go on? Assistant at the Institute for Shipbuilding. Returning to the
much more authoritatively organised German university must have been quite a
difference from the more liberal structures in California? And to be taken up only
as an assistant.

Hasselmann: No, [ really had no problems. I had to give relatively few
lectures, and this suited me, because I always felt that I could not explain
things better than they were explained already in good text books. I was never
a motivated lecturer on basic courses. I liked talking about research in semi-
nars, but I was not motivated to repeat the basics that people could better
study in text books that had been prepared with much greater care than I ever
devoted to my lectures. I myself also preferred learning from books, at a pace
set by myself, rather than being told things by someone else. Presumably, this
influenced my attitude. So I was left in relative peace regarding lecture activi-
ties. And I tended to choose subjects which attracted only a small number of
students, so that contact could be more personal.

Also, although I was in an Institute for Naval Architecture, I was able to
follow up on my ocean wave research, in which I was still interested, and
prepare the next JONSWAP experiment, which I mentioned earlier. So I was
not really hemmed in by Germany’s relatively conservative system, because I
was in a rather unconventional position.

Concerning this back and forth between Germany and America. The Center for
Fluid Mechanics in that time was in England. Had you any time, opportunities
or desire to go to England and work there?

Hasselmann: I was in fact invited as a Visiting Fellow for half a year, in 1967,
and visited the Department of Applied Mathematics and Theoretical Physics.
But I did not have a strong desire to visit Cambridge while I was working in
La Jolla because I was more interested at that time in oceanography. There, in
Scripps, were the leading scientists in oceanography, in ocean waves, currents
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and so forth. In England, in Cambridge, the effort was more on pure fluid
dynamics and turbulence theory, and my interests had already switched from
turbulence theory to wave dynamics in the ocean. I enjoyed my later visit to
Cambridge and the relaxed style there, but La Jolla was more stimulating.

So, you came back to Hamburg and to the Institut fiir Schiffbau and then some-
thing interesting happened, something what could not happen nowadays, namely
people took very swiftly decisions of what to do.

Hasselmann: I was gradually becoming an embarrassment for the Institute
for Naval Architecture, because their main interest was in ship resistance,
ship stability in waves—and, of course, in the design and construction of
ships themselves—but not in the dynamics of ocean waves as such, or in
oceanography in general. And I had started a large international experiment
to measure the growth of waves under off-shore wind conditions in the North
Sea. It evolved into quite an extensive affair, involving several institutions
from different countries: Scripps from America, the National Institute of
Oceanography from England, the Dutch Weather and Oceanographic Service
KNMI, and the German Hydrographic Institute. There were four or five
research vessels and other ships, a lot of activity installing wave measurement
masts and wind measurement stations etc. All this created a lot of logistic
overhead, and so I was tying up the secretaries, technical people, the work-
shop and so on in the institute for a project that had nothing to do with naval
architecture.

So my former diploma thesis advisor, Prof. Wieghardt, in whose depart-
ment I was working when I came back from America, came in one day and
said quietly: Herr Hasselmann, don’t you think you should find some other
position somewhere, because it is actually not the main task of the Institute
of Naval Architecture to measure waves in the North Sea. I wondered what to
do, and so I asked Prof. Roll, President of the Deutsches Hydrographisches
Institut, whether he could give me a job. He thought about it for a minute
and probably decided that it would be a nuisance to have me in his institute
as well. So he called the Federal Ministry for Science and Technology and
inquired whether they could not provide a position for me in some form or
another.

What then happened was that, at very short notice, the Ministry provided
the funds to create a Department (Abteilung) of Theoretical Geophysics at
the University of Hamburg, of which I was to become the director. An
Abteilung had to be part of some institute, so Professor Menzel, the director
of the Institute for Geophysics, was asked whether the new Department for
Theoretical Geophysics could become part of the Institute of Geophysics.
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Professor Menzel, a very kind man, agreed. And so I became a member of
the Institute of Geophysics. I received some research funds from the Ministry
for Science and Technology, as well as a secretary, and a small apartment, of
about six rooms, I think, next to the Institute for Geophysics, in the Schliiter-
strafle. I worked there until the Max Planck Institute for Meteorology was
founded in 1975—apart from a two year stay in America between 1970 and
1972. So the department was created, basically, through an informal discus-
sion between the Ministry for Science and Technology and the director of
the Deutsches Hydrographisches Institut, with the good-willing cooperation
of everyone involved.

“Short notice—how short was that notice?

Hasselmann: I cannot remember exactly how short it was, but it was really
fast, because I was in the Abteilung when JONSWAP started, already in
1968, and I had just come back from Cambridge in 1967 and was already
strongly involved in the planning of JONSWAP when this development

began. It must have been less than half a year or so.
This would not be possible nowadays.

Hasselmann: Well, that was in a period of rapid scientific expansion every-
where. The same atmosphere prevailed in America, where a position was
offered to me more or less spontaneously and was formalized within a few
months. That was a time when one was looking for good young people
everywhere, trying to build up a good research environment in response
to the challenge of sputnik. Everyone was trying to be in the forefront of
science. This was particularly true in Germany, where in the wake of the
Wirtschaftswunder one wanted to catch up also in science.

Other people known to work with you entered the stage at that time.

Hasselmann: That’s right. When the Department of Theoretical Geophysics
was created I took on some Ph.D. physics students who were interested in
working in geophysics, in particular in ocean wave theory and in the general
theory of nonlinear interactions in geophysical wave fields, such as internal
waves. At that time I had a number of good young students, for example,
Dirk Olbers, Peter Miiller and Jérn Kunstmann.
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Kunstmann did not do any oceanography, he was working on plasma physics.

Hasselmann: That’s true, I remember. At that time I was interested also in
plasma physics. I had written a couple of papers with my former student
friend Gerd Wibberenz on the scattering of protons in the solar wind by
irregularities of the solar wind magnetic field. As lecturer in physics in Kiel,
Wibberenz was working on problems of interplanetary space. I found the
problem intriguing because it could be treated by exactly the same formalism
that I had applied to determine the nonlinear energy transfer in an ocean
wave spectrum. I also found working on this problem was useful because I
gained some practice in the notation of relativistic electrodynamics, which
was helpful for my recent excursions into particle physics—another of my
interests that we can discuss later. Actually, the solar wind community was
also not used to the relativistic notation, so that they had some problems
reinterpreting our results in their language, but our papers were well received
nonetheless [23, 28, 29].

Anyway, to better understand plasma physics, I decided to hold a seminar
course on plasma physics together with Gerd Wibberenz and my other
student friend Wolfgang Kundt, who at that time was a physics lecturer at
Hamburg University. That's how Jorn Kunstmann came to me. His Ph.D.
thesis was on interactions in the solar wind.

You said, you took some students. What you really did was to ensnare a whole
seminar group from your friend Wolfgang Kundt. You gave a half of them new
topics to work on their diploma, because we did not know what to do ar that
time.

Hasselmann: Yes, I seem to have hijacked Peter Miiller and Dirk Olbers and
maybe some others. Arne Richter and Hajo Leschke were also in that group,
I think, but they did their diploma and Ph.D.s. with someone else, prob-
ably with Wolfgang Kundt. The people that came to me seemed to be quite
content just learning methods, physics and mathematics, but had no clear
idea of what they should do for their diploma or Ph.D. thesis. So they were
quite happy when I suggested some topics to them.

There was an IlUGG Conference in Bern in 1966. There you suddenly became
the coordinator of the JONSWAP effort.

Hasselmann: I became coordinator to my big surprise, by default, probably
because I initiated the idea that we should do a joint experiment. I invited
some colleagues I knew—David Cartwright from the National Institute of
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Oceanography in England, Tim Barnett from Scripps, Karl Richter from the
Deutsches Hydrographisches Institut, and some colleagues from the Nether-
lands, to discuss the idea of a joint experiment on wave growth in the North
Sea. We met at the IUGG in Bern. We wanted to measure wave growth under
off-shore wind conditions. I remember I had the crazy idea—as a physicist
and theoretician—that in case of an east wind, we could measure the waves
off the west coast of Germany, and when we had a west wind, we could
measure waves off the east coast of England. But then some experimental
colleague pointed out that it would be impracticable to install wave measure-
ment stations on both sides of the North Sea, and that ships can not steam
fast enough to go from one place to the other when the wind changes. So
we decided to have the experiment on the east side of the North Sea, off the
island of Sylt.

All this was agreed upon in principle, and then we went off home again.
And then we suddenly realized that we have not discussed at all how to orga-
nize the experiment, and who should be the coordinator. Everybody assumed
that because I had proposed the experiment, I should be the coordinator. I
thought this was not a very good idea at all, as I had absolutely no experience
in seagoing oceanography, and my past experience with experimental work
with hot-wire turbulence measurements had convinced me that I was better
employed doing theoretical work. But anyway, I was landed with this task
and had to organize it.

The experiment was planned for the three summer months of 1968. A few
months before the experiment was due to start, and everybody was geared
up to install their equipment, I received a telephone call from the German
Ministry of Defence saying that we would have to cancel our experiment.
NATO was planning a large sea-to-air missile test in the North Sea at the
same time. They would be testing radar methods of tracking missiles, and
the ships and wave masts that we were planning to deploy would interfere
with their radar signals. I said that it is impossible to cancel our experiment
at this late hour, as we had already spent at least two million Deutsch Mark
preparing for the experiment. The Ministry of Defense said that this might
be true, but that they already spent fifty million on their exercise, so we have
to cancel ours. I said, well, we cannot cancel it this way. The only solution
I can suggest is that we reduce our experiment this year, without the wave
masts and some of the ships, on the condition that you fund us to carry out
the full experiment as originally planned next year. The Ministry of Defence
agreed, and so we carried out two experiments, a reduced trial experiment in

1968 and the full experiment in 1969.
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In retrospect, we were very fortunate that this happened, because it turned
out that, from the point of view of logistics, the first experiment was a
complete disaster. I had worked out precisely when every wave-measurement
station should start recording, and for how long and how often, based on
the wind conditions and the speed of propagation of the waves from one
measurement station to the next. So on one particular day a particular station,
a wave mast, say, should start recording at 7:30, measuring for half an hour
every three hours. Further out a ship, say, should start recording at 11:45,
and so on. But the communication system we had installed turned out to
be completely inadequate to transmit this information reliably. This was not
helped by the Russians jamming our radio stations everytime we went on
the air because they thought we were part of the NATO exercise. We did get
some nice data in the end, more or less by chance, but much less than we
had hoped for. The coordination of the experiment was a continual stream of
improvisations.

But we gained a lot of experience, and the next year, when we carried
out the full-blown experiment, everything went very smoothly. We had a
functioning communication system, a reliable predetermined schedule of
measurements, and well organized logistics. All the equipment worked fine,
and we obtained a very good dataset. The analysis of the data laid the foun-
dation for the modern wave models that we later developed. So we were very
fortunate that the Ministry of Defence interfered with our original plans and
gave us a free trial experiment, so that we could carry out a good experiment
one year later.

Would you mind assessing the impact of this experiment on your personal career,
standing and satisfaction?

Hasselmann: JONSWAP was certainly the most successful experiment I have
been involved in. We were extremely lucky, not only because of the free
trial experiment, but—still more important—because we were able to explain
the principal results of the experiment by the one single process governing
the dynamics of wave growth that we were also able to compute theoret-
ically from first principles, without any empirical parameters—namely the
nonlinear energy transfer I had derived earlier.

The idea of the experiment was that we would determine the processes
governing the dynamics of ocean waves by measuring the change in the wave
spectrum as the waves develop under an off-shore wind from small, short
waves close to shore, to longer, higher waves further off-shore, out to still
larger distances off shore where the waves had reached a fully-developed equi-
librium state—assuming such a state exists. The spectral energy balance of the
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waves is controlled by three main processes: the generation of waves by the
wind, the dissipation of wave energy by white capping, and the redistribu-
tion of energy across the wave spectrum by the nonlinear energy transfer.
Prior to JONSWAPD, we had assumed that the nonlinear transfer had only
a minor impact on the evolution of the spectrum. This was based on the
results I had presented at Easton, which were computed for a fully developed
spectrum. But we discovered in JONSWAP that the spectrum of a growing
wind sea has a much higher, sharper peak. This greatly enhances the strength
of the nonlinear transfer. And it is this feature, the sharply peaked spectral
shape, that is the origin of the transfer of energy from the peak to still longer
waves—that is, for the continual increase in the wavelengths of a growing
windsea. I still remember the excitement when we repeated the nonlinear
energy transfer computations for the new JONSWAP spectra and the points
came out, one by one, directly on top of the observed spectral growth.

Based on these results the wave community was then able—several years
later—to develop the wave model WAM that is used today by more than 200
centres world wide, including operational global weather forecasting centers
such as ECMWE, the European Centre for Medium Range Weather Fore-
casting, that produces daily global forecasts of the two dimensional ocean
wave spectrum. The forecasts are supported today by wind and wave data
from modern satellites, that the wave community also helped to develop
in follow-up experiments of JONSWAP, and for which they developed the
necessary retrieval algorithms and assimilation methods. But ultimately, the
success of much of this development really hinged on luck: the fact that the
one process that we could really compute rigorously, the nonlinear energy
transfer, turned out to be the dominant process governing the form and rate
of growth of the ocean wave spectrum.

Regarding my own personal career, I was recognized as the lucky person
who happened to have developed the relevant theory, initiated the experi-
ment and coordinated the analysis. We carried out the initial analysis first in
our various home institutes and completed the analysis in a workshop at the
Woods Hole Oceanographic Institution—which I was visiting at that time—
in the spring of 1971. The results [35] were presented the same year at the
IUGG Conference in Moscow.

For me it was also a great experience that you can carry out an experi-
ment which was a complete fiasco in 1968 and still be respected by your
colleagues. In the business world I would have been fired. But the scientific
community is extremely tolerant and understanding. I had the same experi-
ence later with other experiments, some of which also turned out to be a flop.
I was always encouraged by my colleagues, who stood by me and accepted
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the fact that not everything that you try to do in science works. I personally
very much enjoyed the experience of JONSWAP and the follow-up experi-
ments JONSWAP2—although this was a flop—and MARSEN—this time a
full success—in which we tested various remote sensing techniques relevant
for the new wave-measuring satellites SEASAT and ERS-1. I also enjoyed the
work later in the WAM group, in which we jointly developed the global wave
model WAM that I mentioned [90].

All in all, JONSWAP clearly had a positive influence on the way my life
developed. Probably, the fact that I was able to combine a field experiment
with theory, both of which I had been involved in, also helped when I was
later asked to become the director of the Max Planck Institute. It was presum-
ably assumed that this indicated that I had enough flexibility to develop a new
research program in climate. But that is only my guess. Anyway, JONSWAP
was a lot of fun. It was a period in which we generated many lasting friend-
ships. We had many parties and get-togethers with everybody involved, from
the technicians to the radio operators to the ship people to the scientists.
There was a great team spirit.

Could you speak about the role of Wolfgang Sell?

Hasselmann: The success of the experiment was due to the team work of
many people, but two people in particular deserve mention. One was Addi
Hederich, a technician from the Deutsche Hydrographische Institut. He
coordinated the entire logistics, the ship schedules, the installation of the
wave masts and wave buoys, including the main tower PISA for meteorolog-
ical and wave measurements, as well as the complex operations for servicing
the equipment at sea. He worked tirelessly in 1968—1969 to bring everything
together.

The other person was Wolfgang Sell. We had collected an enormous
amount of data—for those days—nowadays it would be peanuts. But, for that
time, we were immersed in an intimidating array of data from instruments of
many different types, with different data formats, obtained at different times
and different places. Nobody had really thought seriously about how to bring
all these data together into a coherent dataset. Nowadays this is routine. But
for us it was quite new. I personally did not think about it at all and simply
assumed that we would muddle through somehow. Fortunately, there was
Wolfgang Sell in the team who realized that we had a problem. So he imme-
diately sat down and worked out a data analysis scheme of how to store the
data, how to process them, bring them together and manipulate them with
a single data processing software. Without that input from him we would

never have been able to complete the analysis of the JONSWAP data within
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only two months in Woods Hole—in time to present the results at the IUGG
conference later that year in Moscow. Wolfgang Sell and a few other stalwarts,
Peter Miiller and Dirk Olbers, stayed on after the main workshop and helped
clean up the results for the IUGG meeting,.

At that time also a number of new persons came on the stage. One was Elsa
Radmann.

Hasselmann: That was my secretary, a very reliable person. She came in 1968
when the Department of Theoretical Geophysics was founded and stayed
with me until her retirement some thirty years later. She helped first in the
organization of JONSWAP. When I went to Woods Hole for two years, in
the autumn of 1970, she took care of the institute while I was away, kept
up the communication, and so forth. She was an extremely reliable, consci-
entious person that I owe very much to. If I had to travel somewhere, I
never checked where I was staying until I arrived, she had always arranged
everything perfectly. She also had various likes und dislikes. If you were unfor-
tunate enough to belong to her few dislikes you had a hard time, but for all
others she was very helpful and friendly.

You mentioned the data analysis. I remember that you were doing the energy
transfer calculations on many different computers. We were in DESY, in Darm-
stadt, we were here in Hamburg, on the Hamburg computing center and we were

also in Woods Hole. Why did you go to Woods Hole? As far as I can see, Woods

Hole is not a classical research centre for surface waves, for ocean waves.

Hasselmann: That was basically independent of JONSWAP. I received the
offer of a professorship in the Woods Hole Oceanographic institution, on a
chair that had just been donated by the Doherty foundation, to develop a
joint program on oceanography between Woods Hole and MIT. I said that
I would be happy to accept the professorship for two years, but could not
decide yet whether I would to stay longer or go back to Germany. However,
one of the reasons I accepted was that Ferris Webster, who had made the
invitation, said that Woods Hole had just obtained a new computer that
would be ideal for the JONSWAP analysis. So when I arrived, I talked to
Art Maxwell, the director responsible for research at WHOI, and explained
that we had this experiment, and that we somehow had to get together to
analyze the data. He immediately offered not only the use of the computer,
but also all other needed facilities, as well as some funds so that we could carry
out the workshop there. That is the reason we had the JONSWAP workshop
in Woods Hole.
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There must have been a little bridge nearby.

Hasselmann: [ believe you are referring to my memorable encounter on
a bridge with Peter Miiller. Peter Miiller was one of the members of the
JONSWAP working group. We had exactly two months to complete the anal-
ysis, because then everybody had to go back home. We had a tremendous
amount of work to do, a lot of computations, reorganizing and reanalyzing
the data from different aspects, and so forth. I was running back and forth
under enormous stress to get all this done, between the computer center and
the operations room, where we were all working together. And while I was
running back and forth and completely out of breath and stressed, I saw one
of the members of the group, namely Peter Miiller, leaning over this bridge
looking calmly down onto the water. I said: “Hello Peter”. And he answered
dreamily, after a long pause: “Yes, life is good ... but one needs time for
contemplation.”

Peter Miiller and Dirk Olbers were responsible for designing the particular
parameter representation of the JONSWAP spectrum.

Hasselmann: Yes, that’s right. Peter and Dirk were the creators of the so called
JONSWAP spectrum, which has since been widely used. They proposed a
very simple three-parameter representation which reproduced the spectral
shape very well for the different stages of wind-wave growth.

From your publication list I can see that there were other issues you were interested
in, besides the solar wind problem that you mentioned, for example sound waves
in the ocean with Hans-Hermann Essen.

Hasselmann: Yes, I wrote a set of papers, mostly with other colleagues or
Ph.D. students—although usually the Ph.D. students would carry out the
work and publish on their own—looking at different interactions between
different types of wave fields in the ocean, the atmosphere and the solid
earth. One paper was with Heinz-Hermann Essen [25], on the generation
and scattering of sound waves in the ocean by surface waves, one was on
surface gravity waves scattering off the ocean bottom, one or two papers
were on interactions between internal gravity waves in the ocean and atmo-
sphere, although this subject was mostly well covered by several nice papers by
Dirk Olbers and Peter Mueller. One of my early papers was on microseisms
[12], the generation of random seismic waves through resonant interactions
between surface gravity waves, and between surface gravity waves and the
ocean bottom.
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In most of these papers we applied the interaction-diagram formalism that
Feynman had developed to summarize the interactions between particles. I
had slightly modified the Feynman diagram rules in a 1966 paper [16] to
adapt the formalism to classical random wave fields.

This brings me to a rather interesting comment on the communication
between different scientific disciplines. My standing in the ocean science
community was originally founded on my papers on nonlinear interactions
between ocean waves. Shortly after coming to America I gave a talk on this
work at the Californian Institute of Technology. After the talk my colleague
Gerry Whitham came to me and said “That is an interesting talk you gave,
but did you ever notice that the plasma physicists appear to be doing similar
things to what you are doing?”. I replied, no, this was new to me, could he
give me some references? So I looked up the references and discovered that
the plasma physicists had indeed been doing exactly the same things that I
had been doing, except that they were looking at plasma waves instead of
ocean waves. This was a bit easier because they did not have to go to fifth
order, the resonances occurring already at third order. But to my surprise they
never actually presented the nonlinear computations. They simply took the
analysis for granted. Sometimes they quoted a paper by Peierls back in 1929,
in which he showed that the diffusion of heat in solids could be explained
by the nonlinear interactions between phonons. I looked up the paper and
discovered that Peierls had carried out exactly the same analysis as I had,
using a different notation, but based on exactly the same approach. At that
point I realized that my reputation in oceanography was based on very old
results in physics that were simply not known in oceanography. I then started
reading other physics papers and discovered that exactly the same formalism
was used everywhere in quantum field theory, in describing the interactions
between different particles, which are represented in quantum field theory
by wave fields. Feynman had developed a well-known set of diagrams and
rules summarizing the algebra involved. So I wrote my 1966 paper in which
I showed how Feynman diagrams could be applied to geophysical wave fields,
with a few simplifications appropriate for classical rather than quantum theo-
retical fields. We applied this formalism subsequently to the various wave
interaction problems we investigated.

It was really an eye-opener to realize how specialized we are in our fields,
and that we need to know much more about what was going on in other
fields. Through this experience I became interested in particle physics and
quantum field theory. So I entered quantum field theory through the back
door, through working with real wave fields rather than with particles. From
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this other vantage point I became convinced—and remain convinced today—
that Einstein was right in his criticism of the conceptual foundations of
quantum theory, and that there was more to the concept of a particle than
can be captured by wave dynamics. So since 1966 I have been exploring other
approaches to elementary particle physics, parallel to my official research
work. But I did not publish my first results, on the metron theory, until
thirty years later [121, 122, 131, 132].

You mentioned already that you carried out the JONSWAP workshop in Woods
Hole. And after the workshop we all became engaged in internal waves and a
large internal wave experiment, IWEX. WHOI was an institute of oceanography.

They did completely different things. What was this about? Did they ask you to
do this?

Hasselmann: No, I was already interested on internal waves before I came
to Woods Hole. Not experimentally, but with respect to wave dynamics. At
Woods Hole they were more interested in ocean currents and water masses in
the ocean than in surface waves or internal waves. But they had also developed
current meters and thermistor instruments, and had considerable experience
in deploying current-meter and thermistor-chain moorings. So I thought
that WHOI would find it a challenge to deploy a large triangular array of
current meters and thermistors to measure the internal wave spectrum in
the main thermocline. This they did, very enthusiastically and profession-
ally. Dirk Olbers and Peter Miiller, together with Mel Briscoe, analyzed the

data and wrote up the results in some very nice papers.

You finally came back to get a professorship for theoretical geophysics in Hamburg
in 1972.

Hasselmann: Yes, Professor Brocks, the director of the Meteorological Insti-
tute of the University and the Fraunhofer Institute of Maritime Meteorology
and Radio Meteorology, had succeeded, with the support of other colleagues,
to create a new chair for me in Theoretical Geophysics, which I accepted.

Also, at that time you became a member of the Joint Organizing Committee
of the Global Atmospheric Research Program GARP You were one of the two
oceanographers in that committee. In this way you became acquainted with the
issues of climate, climate variability, climate change and problems of that sort.
How was thar?
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Hasselmann: I had become a member of the Joint Organization Committee
of GARP already in 1971 or 72, before I returned to Hamburg. They were
looking for some young scientist who could contribute to the strength-
ening of the Global Atmosphere Research Program with respect to climate,
the second GARP objective. The first was improving weather prediction.
They wanted an oceanographer, because of the importance of the oceans for
climate, but also an oceanographer who had some experience in air-sea inter-
action. There was already one oceanographer with this background on the
committee, Bob Stewart, and he probably proposed my name. The work in
the JOC of GARP was quite fascinating, as we were laying the foundations
of what was later to become the World Climate Research Program.

Then you participated in a number of historically important meetings, namely
the first climate conference in Stockholm 1974, then another one which focused
on ocean problems, in Helsinki. You did not present your own work there, but you
were part of the overall brainstorming which took place at that time.

Hasselmann: That’s right. The Stockholm Conference was on climate in
general, with a number of different working groups looking at different
aspects of climate. The working groups were introduced by a few general
talks, but the purpose of the conference was to work out recommendations
on which research should be done in which areas. I was chairing one of the
working groups involved in oceans and climate. I had a similar coordinating
role in the following Helsinki Conference on Oceans and Climate, which
I convened together with Alan Robinson of Harvard University. The two
conferences provided the basis for the creation of the World Climate Research
Program a year or two later at a conference in Geneva.

There was something else in about 1971/1972, namely the formation of the
Sonderforschungsbereich 94 in Hamburg, of which you became the speaker. That
was then when you really became responsible for bigger organization of science,
for coordinated and interdisciplinary science. How was that?

Hasselmann: The discussions for the Sonderforschungsbereich 94 began
before I went to America—around 1968-69. The proposal was written and
accepted in about 1971. The first speaker of the SFB 94 was Karl Brocks, who
had been the driving person in the formulation of the proposal. I had very
good relations with Brocks. His institutes participated in the meteorological
measurements and telemetry in JONSWAP. And he gave me much fatherly
advice on how to run big projects, of which he had considerable experience.
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Unfortunately, he died in 1972 just before I returned from Woods Hole, and
I was elected as his successor as speaker of the SFB 94.

That was a very interesting time, because the SFB 94 was the biggest
Sonderforschungsbereich at that time—in fact, later, too. It was extremely
broad in its ambitions, encompassing oceanography and meteorology,
air-sea interaction, ocean chemistry and ocean biology, with many different
participating institutions. The challenge was to bring all these research activi-
ties together into a joint program. Many of these groups had never cooperated
before and had quite different research cultures.

My first task was to start a series of seminars to define the joint projects that
we wanted to carry through. We had written down some general objectives in
our proposal, but we really had no clear idea of how these objectives were to
be achieved. In these seminars we first had to understand how the different
groups thought, and had to learn to communicate between these different
cultures. Out of these discussions then came some very interesting ideas, for
example, the first Fladen Ground experiment FLEX. The experiment took
place in 1976 in the so-called Fladen Ground area of the northern North
Sea. It was designed to investigate the coupling between the thermocline and
mixed layer and the biological productivity and phytoplankton distribution
during the main phytoplankton bloom in the spring. It was carried out in
corporation with British groups and I believe some Dutch groups. It was quite
a successful experiment. I understand the data is still an important reference
data set today.

This is just thirty years ago. Could you say something about how difficult you
Sfound it—this first time when you truly became interdisciplinary. So far you were
Just in the realm of physics and as a physicist you should feel confident. But now
you suddenly met very different people, very different scientific cultures.

Hasselmann: That was indeed a very interesting period. I remember our first
discussions with the biologists. As physicists, we would ask: what happens
during a spring-time phytoplankton bloom in the mixed layer? The biologists
would answer with a highly detailed description of the various interacting
processes that produce the exponential growth and subsequent decay of the
bloom. We would reply: that’s great, you seem to understand what happens,
so let’s put that into a model and test the ideas against some measurements.
They would reply: but that’s impossible, its much too complicated. And we
would say: but if its so complicated that you cannot express it in a model,
you cannot say you understand it. And so we would talk around each other.
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But once the biologists realized that they were not simply slaves making
measurements to test the models of high-brow mathematical physicists,
and the physicists realized they were not simply slaves producing computer
models to test the ideas developed by better educated biologists, a fruitful
cooperation developed. In fact, the phytoplankton model that came out of
this cooperation with the biologists formed the core of the global carbon
cycle model that later became part of the Max Planck climate model.

You mention the modelers. Maybe you can drop some names?

Hasselmann: The two main people involved in the biological modeling were
Ernst Maier-Reimer and Giinter Radach. Radach developed the details of the
phytoplankton model, but Maier-Reimer was the driver. In fact, he was the
driver in all areas of modeling. If you tell him any idea about any process, he
immediately produces a model. Actually, I have the same mentality: I like to
produce models. But I am not as efficient as Maier-Reimer. In one of our first
SFB seminars we were listening to what the biologists were telling us about
phytoplankton growth in the mixed layer, how the phytoplankton gets mixed
down, and how its growth or decay depends on the depths of the mixed layer
and the euphotic layer, the layer penetrated by light. I thought that this would
be a nice example to demonstrate how such ideas can be expressed in a simple
model. So I coded a simple conceptual model on our small computer in the
Institute for Geophysics. At the next seminar I was just going to present my
simple computations when Ernst Maier-Reimer produced the model he had
developed independently. His model was much better than my simple model.
It was a detailed one-dimensional mixed layer model including temperature,
phytoplankton and the penetration of the light. And he had produced some
very nice plots demonstrating how the phytoplankton distribution depended
on the various mixed layer parameters. I was quite impressed, and so were the
biologists.

The only thing I am surprised about is that Ernst Maier-Reimer came forward
with his model.

Hasselmann: You are referring to the many drawers in which Maier-Reimer
has stacked away models that he has not yet shown to others, let alone
published. Anyway, in this case—and many others—Ernst had a strong
positive influence on the cooperative programs we developed in the SFB 94.

So you became engaged in networking, in bringing large groups of different sorts
of scientists together to tackle questions of a system—in this case the system of the
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North Sea. You were also confronted with questions about climate and then, some
day, Reimar Liist* came into your office.

Hasselmann: I did not find out the background of why he came into my
office undil later. Apparently, the Max Planck Society had decided to accept
the proposal of the Fraunhofer Society to take over the former Fraunhofer
Institute for Maritime Meteorology and Radio Meteorology of Professor
Brocks in exchange for an institute of the Max Planck Society. The Fraun-
hofer Society was dedicated to applied research, but Brocks’ Fraunhofer
Institute was engaged in basic research on air-sea interaction and radio mete-
orology. At that time the Max Planck Society had an institute in Wiirzburg
that was engaged very strongly in applied research in solid-state physics. Thus
the proposal was that the two societies should simply exchange institutes. It
seems that the Max Planck Society had agreed. So the President of the Max
Planck Society, Reimar Liist, came into my office in 1974, apparently looking
for a director of this new institute.

The concept was that the institute should not simply continue Brocks’
work on air-sea interaction, but should focus primarily on climate research.
The principal advisors of the Max Planck Society in this decision appear
to have been Hermann Flohn in Bonn and Bert Bolin in Stockholm, the
chairman of JOC. The Max Planck Society probably thought that, as a physi-
cist, with experience in various areas of research in the past, I would have
enough flexibility to develop an effective program in the new area of climate
research. As member of the Joint Organization Committee of GARP, I had
been involved in preparing what was later to become the World Climate
Research Program, which was probably also one of the reasons they chose
me.

The embarrassing thing was that when Liist came into my office I had only
met him once before—he was present at the most disastrous talk I had ever
given in my life.

I was supposed to give a formal presentation about oceanography to a lot of
high ranking people that were responsible for funding research in Germany.
I had intended to work on my talk in the plane on my way over from Woods
Hole, but I was tired and I could not concentrate. The next day I was still
more tired with jet lag, and felt very uncomfortable when I entered the large
lecture room full of people in suits and ties. So I thought that I would break
the ice at the beginning by telling a little joke. But the microphone was not

4 Reimar Liist has been interviewed in German earlier, see von Storch, H., and K. Hasselmann,
2003: Interview mit Reimar Liist. http://www.hvonstorch.de/klima/Media/interviews/luest.interview.

pdf (GKSS Report 2003/16, 39 pp.).
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working properly, and somebody in the front row said “could you please
repeat what you said?” I did not see much point in repeating my feeble joke,
and started off on my poorly prepared talk.

So I went off rambling about all sorts of vague things about ocean research
in general. I finally tried to escape from this floundering by giving an example
of research. I wanted to explain how the random spectrum of ocean waves
is generated by superimposing many different sinsusoidal waves. This part
I had prepared back in Woods Hole with a set of transparencies which I
superimposed one after another. The result was impressively realistic and
quite convincing. This time, however, when I began overlaying the different
transparencies, I noticed that the audience was getting uneasy, then it started
tittering, and finally it broke down in uncontrolled laughing. So I looked back
onto the screen and saw that it had become completely black. The projector
was too weak to shine through more than one or two transparencies, and my
harmonic superposition, instead of producing a random wave field, had grad-
ually transformed my sinusoidal waves into pitch black darkness. I somehow
stumbled through to the end of the talk, but it was the worst talk I have ever
given in my life and long haunted my dreams.

This was in the hotel Atlantic in Hamburg. My colleagues were very mad
at me because they thought that this was hardly the way to convince the
people that held the purse strings that investment in ocean research was a
good idea.

So I was very surprised that, despite having witnessed this disaster, Reimer
Liist was offering this position to me.

So you were suddenly confronted with this Max Planck Society. Have you met
with people in that group before? There was no Max Planck Institute, there was
just the Max-Planck Society President who came in your office offering the posi-
tion of the director of a new institute. What were the constraints of this offer? Did
he provide you up front with a generous budget?

Hasselmann: When he made this offer, I had of course a discussion with
him over the level of support the institute would have. I said that I would
need one director for the group from the former Fraunhofer Institute for
air-sea interaction.’ Liist accepted. I added that I probably would need two
more directors, one for climate data, one for the atmospheric part of the
climate system. Liist replied that that would be very difficult, because the

5> This position was later taken over by Hans Hinzpeter, wo was also earlier interviewed in this series,
see: von Storch, H. and K. Fraedrich 1996: Interview mit Prof. Hans Hinzpeter, Eigenverlag MPI
fiir Meteorologie, Hamburg, 16 pp, http://www.hvonstorch.de/klima/Media/interviews/hinzpeter.pdf.
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Max-Planck Society did not have the budget for this now. But if it turned
out to be necessary later on, the Max-Planck Society would consider a third
person, at least. This was a gentleman’s agreement. We did not have it written
down anywhere.

Reimar Liist then asked whether we needed a computer. I said that I did
not need a large computer straitaway, but would want one later. First, we
would need to develop our research program. It was clear to me that we had to
solve many fundamental issues first. Once they were clarified, we would come
back to the issue of a large computer. That we would need a supercomputer
sooner or later was clear to me from the beginning. Liist accepted this too.

So, essentially, I started the institute on the commitment of one addi-
tional professor to take over the former group of Professor Brocks and the
gentleman’s agreement of a possible third director and a supercomputer at
a later time. The staff for the climate group consisted of five scientists and
some additional technical and administrative staff. The group was not large,
but this complied with the general Max Planck Society policy of not assigning
more than about five scientists to a director, otherwise the director would turn
into a manager rather than remaining a creative scientist.

It took three or four years before I had gradually filled the five scientist
positions and the climate research program began to take shape. So this was
the starting basis of the institute. Later on, as the institute developed, the
other elements of the gentleman’s agreement with Reimar Liist were also
eventually realized.

The budget—I forgot what the actual value was—was more or less fixed.
It was agreed that it would not be changed significantly from one year to
the next. This is also general Max Planck policy. A constant, dependable
funding level is clearly a necessary requirement for the development of a
long-term research program. If we needed additional funds we could apply
for these from third sources, which we did later when it became necessary.
The Max Planck Society also had additional funds for special projects, but we
normally received supplementary funds later through the climate programs of
the Federal Ministry of Science and Technology (BMFT) and the European
Commission. I was very grateful that the basic funding through the Max
Planck Society was reliable and did not require a fight each year to become
renewed.

Concerning models—here was a running atmospheric model in the group of
Giinter Fischer in Hamburg.

Hasselmann: Yes, the atmospheric model was not a problem. There was a
good atmospheric general circulation model available already from Giinter
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Fischer at the Meteorological Institute of the university. And there was a
still better operational model developed by the larger group at the European
Center for Medium Range Weather Forecasting (ECMWEF) in Reading,.

Thus, these models were around and here you were with a new institute without a
computer. You pushed for analytical approaches and indeed, the first publications
and ideas were analytical.

Hasselmann: When the institute was created, I had two goals. One was
understanding the origin of the natural variability of climate. This was not
understood at all, but was clearly a key issue if we wished to distinguish
between natural climate variability and human made climate change. I had
just developed my stochastic model of climate variability [38], so I could
build on that work as a starting point—we had a ready-made core program.
Our first publications were, as you said, in this area. The other goal was devel-
oping a good ocean circulation model for climate studies. I knew from the
Helsinki meeting that the biggest gap in the development of a climate model
was the ocean model. We needed a good coupled atmosphere—ocean model,
but we had no global ocean circulation model of comparable quality to the
available global atmospheric circulation models.

Kirk Bryan had his model at the time?

Hasselmann: Yes, it was a start, but it was not generally regarded as adequate
for climate studies. It was a highly diffusive model, with a thermocline that
was much too deep.

Later Maier-Reimer’s model was based on similar numerics, but maybe the idea
was to go different.

Hasselmann: Our goal was to produce a better model. We developed the
model concept in a series of mini-seminar meetings in my office. We
first explored the idea of building a composite ocean model consisting of
different components for different regions, with different resolutions and
different physics. The idea was to distinguish between the fast barotropic
and slow baroclinic components of the system and treat them separately,
and to combine these with models of, say, the Gulf Stream, the equatorial-
wave system and the surface layer, all within a complete coupled system.
However, we ran into severe problems already through the coupling of the
barotropic and baroclinic components via the bottom topography. In the end,
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Maier-Reimer wisely dumped all these ideas and quietly produced a tradi-
tional gridded model, the Large Scale Geostrophic (LSG) Model, but with
improved numerics. The LSG model used an implicit scheme that allowed
much larger time steps, so it could be integrated over much longer times.
The model was also no longer as diffusive as the Bryan model.

At the same time we were developing the global ocean circulation model,
we were looking also at the carbon cycle. Maier-Reimer produced a first
global carbon cycle model by incorporating the uptake and transport of
CO; in the LSG ocean circulation model. This he successively extended in
the following years by including various biological sources and sinks. The
chemistry was also gradually generalized to include further constituents and
tracers.

Thus we soon had a full climate model consisting of a coupled ocean—
atmosphere general circulation model and the carbon cycle. The improve-
ment of the global climate model, and its application to predictions of both
natural and human made climate change, later became the main thrust of the
institute’s climate program.

Hans von Storch: I think it was one of your weaknesses that you have not been
very good in telling the full picture. You had that vision, but you did not really
share it with your coworkers—maybe you believed everybody would know, because
it was so obvious to you. From my time at the Max Planck Institute we had not
understood the grand strategy in the beginning.

Hasselmann: That surprises me. I hear this for the first time. So I suppose I
was not clear in describing the goals that we were following. But as you say,
I thought it was obvious.

Dirk Olbers: The SFB was going on all the time. I remember many, many meet-
ings with the atmospheric modeling group of Giinter Fischer, with Erich Roeckner
and others. But our message was that we wanted to make progress with analytical
means. All the Postdocs and the Ph.D. students in the first years were working on
simpler subsystems like ice propagation, like mixed layer physics etc.

Hasselmann: I think you are confusing the two main branches of research I
mentioned. One was looking at natural climate variability. This we could
study using simple energy balance models, sea-ice models or mixed-layer
models. That was what Klaus Herterich [83], Ernst Walter Trinkl [59], Peter
Lemke, Claude Frankignoul [39], Dick Reynolds and others were doing.
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That was one aspect. I was simply exploring what could be done with the
stochastic climate concept that already existed, and a number of publications
came out of this approach quite quickly. These efforts were independent of
the parallel development of a realistic comprehensive climate model. This
took longer, involved more discussions, and the publications came later. The
strategy was to first demonstrate the basic principles of how long-time-scale
climate variability can be driven by stochastic short-time-scale forcing by the
atmosphere, using simple climate models. Once this was achieved, we could
apply the concept later to the more sophisticated climate models that Meier-
Reimer, Giinter Fischer, Erich Roeckner and others were developing. This in
fact happened. After Maier-Reimer had developed the LSG ocean model, he
wrote an interesting paper with Uwe Mikolajewicz® on the natural long-term
variability of the ocean circulation generated by short-term fluctuations in
the atmospheric forcing. I had assumed that this strategy was obvious, but
perhaps it wasn’t.

Hans von Storch: I understood that much later, bur now I see it and ir makes
very much sense. The relatively simple concept of a stochastic climate model was
very useful for the overall debate because it helped overcoming the traditional
concept that if climate is changing then there must be a driver. The role of internal
dynamics was simply not seen. On the other hand, the nonlinear issues, chaos and
s0 on, were coming up at that time, to which the stochastic climate model was a
useful simple alternative.

If you now speak to students, also here at the Max Planck Institute, hardly anyone
would know anything about the stochastic climate models. Even though you have
brought it down to a form which is very easy to understand nowadays. In those
days it was very complicated. How do you feel or observe that this aspect, at least
in the present Max-Planck-Institute, is almost forgotten?

Hasselmann: I think it depends on your background training. If you are
used to working with a high resolution general circulation model, looking
at all the dynamics and interactions and so forth, you probably never think
about Brownian motion or may not even have heard of the Langevin equa-
tion. These are simply not part of your basic research experience. If you are
accustomed to only one way of thinking, you simply cannot see problems
in another way. People are too specialized in the particular techniques they

¢ Mikolajewicz, U. and E. Maier-Reimer, 1990: Internal secular variability in an OGCM. Climate
Dyn. 4, 145-156.



2 Klaus Hasselmann—His Own Account 67

have learned. They are not able to cross their narrow boarders and see things
from a different—often simpler and more elegant—perspective. But I don’t see
this as a basic problem. Sooner or later, ideas that are fruitful will always find
acceptance.

In principle these ideas are now well known and this is why we quote it. Also
people speak about this concept and your name is associated to it. Hardly anybody
has read the 1976 Tellus paper but very many are quoting it.”

We should hear some more about the stochastic model. You mentioned that you
came from turbulence theory, which you were then able to connect to the ocean
wave problem. But you had learned all the techniques already. Was this the same
situation with the stochastic model?

Hasselmann: Yes, but the stochastic model is on a much simpler level. It
is just an application of the concept of Brownian motion as developed by
Einstein in one of his famous 1905 papers. Like many of Einstein’s concepts,
the idea is elegant but basically very simple. The fact that the short-time-scale
Brownian forcing is non-differentiable is a slight complication, but other-
wise the basic diffusion process is quite elementary. I became acquainted
with stochastic processes in various forms through my work both in turbu-
lence theory and with hot-wire turbulence measurements. If you are trying
to build a high-level amplifier which is continuously on the verge of oscil-
lating because of feedback, you start reading about systems analysis and very
soon come to stochastic processes. Brownian motion is one of the simplest
stochastic processes. The idea that one could explain long-term climate vari-
ability very simply by the short-term fluctuations of the atmosphere in
analogy with Brownian motion came to me while I was sitting in a plane
somewhere, I believe on the way to the Helsinki conference. The idea is really
rather obvious, and I thought I would write it up somewhere in a little note.

But it came as a very big surprise in the meteorological and oceanographic
quarters.

Hasselmann: And it took a surprisingly long time until it sank in. For many
years people did not really look at the paper. The interesting thing is that it
was not even the first paper on the subject, as I discovered after I had written
the paper, I believe through a reviewer. J.M. Mitchell had expressed the same

7 In June 2006, scifinder was listing 513 quotations of this paper.
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concept, on the generation of different frequency domains of climate vari-
ability by the successive forcing of longer time scales by shorter time scales,
already in a very nice paper in 1966. Mitchell’s analysis was more qualitative,
but he had captured the main idea quite clearly.

How careful have you been reading the literature?

Hasselmann: I tend to read very diagonally. But when I find something inter-
esting then I read it very thoroughly. When I read diagonally I try to grasp
the basic idea.

Dirk Olbers: When you were going to Woods Hole, I was sitting in the Schliiter-
strafSe in your room and, there was a huge pile of reprints which had not at all
been touched by you. And I, of course, had time enough to look through all these
reprints and I was amazged how many things one could pile up without reading.
The papers were yellow and dirty from the sun and from the dust. It was clear
that you had never read anything from that pile.

Hasselmann: Not all things we plan to do but fail to are so embarrassingly
visible.

Dirk Olbers: You said, the first part of the Max Planck story were these more
fundamental conceptual aspects of understanding climate dynamics, and the
stochastic climate model was an important element to it. The second part was
something like the technical challenge, namely to construct a reasonable ocean
model which can be integrated over long times. These two efforts took your atten-
tion until about the early 80 s. The people engaged in these efforts were Peter
Lemke, Jiirgen Willebrand, Klaus Hererich, but also Claudia Johnson, Harald
Kruse, Volker Jentzsch and Gerd Leipold.

There was a three-level hierarchy. At the top was Klaus, and at the bottom all
the Ph.D. students, in the middle level, I think, Kruse had generated this word
Zwischenkapazitiiten’ (middle experts). We, Peter Lemke, Jiirgen Willebrand and
myself were the ZK's. So we were running from one Ph.D. student to another and
were engaged in trying to solve their problems with them.

In those times you would still know most developments in some detail that were
taken place. So you were intellectually participating, while at later time your
control, your participation became more distant.
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Hasselmann: I was always looking for experienced people to whom I could
transfer some of my responsibilities These either came new to the institute
or, more often, evolved from the scientists already there as they gained more
experience. Also, we later had a much broader range of activities, so that I
could not keep up to date with all activities all the time. In those days of the
ZK’s—a new term for me, a typical Kruse creation!—we used to have semi-
nars in my office to work out what the next steps should be in a particular
program. It was a much more intimate style of research. It was an exciting
period, but one which could not be maintained in the same way as the
institute became larger.

We had this weekly seminar and Klaus was really very much engaged. We had

created these two minutes seminar. Do you know what this means?

Hasselmann: Yes, I used to interrupt every two minutes.

No, you were allowed to interrupt the speaker only after two minutes. This was
really very lively.

Hans von Storch: I think that we are now in the early 80s and I remember
the Liitjenseer Wende-Parteitag. This was the first time I was confronted with
Klaus. The Fischer group of the University of Hamburg, of which I was part,
was invited to participate in building this climate model. You persuaded Erich
Roeckner to do something very wise, namely to replace his own atmospheric model
by the European Center’s model. Could you elaborate a bit on that as it was a
pretty important decision?

Hasselmann: It was clear at that time that we needed a good general
atmospheric circulation model as part of the climate model. One needs a
critically sized group to do this. The groups that had done this successfully
were GFDL, NCAR in the US and—in particular—ECMWE in Europe.
ECMWE was producing the world best-global medium range weather fore-
casts on an operational basis and had at that time the leading general
circulation model of the atmosphere. It had a large group of experts working
on the model. It was quite obvious that it was rather a waste of time to have
excellent people like Giinter Fischer and Erich Roeckner trying to compete
with this large group, trying to do the same thing.

So the obvious thing was to take the ECMWF experience and to improve
upon it using one’s own expertise. Everybody agreed, also Giinter Fischer and
Erich Roeckner, although perhaps with less enthusiasm. Both are extremely
competent modelers. After Giinter Fischer’s retirement, Erich Roeckner
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moved to the MPI, where he developed the original ECMWF model into
the—in our view—world-best climate model, under the later directorship
of Lennart Bengtsson. So I think the scientific reputations of both Giinter
Fischer and Erich Roeckner were enhanced by the decision. And it was, of
course, essential for the development of the Hamburg climate model.

Then we are in 1982, you then had the Large Scale Geostrophic ocean model, you
were to get the needed atmospheric model, you had a good conceptual framework,
but you had no computer. What did you do then?

Hasselmann: In 1979, the World Climate Research Program was created,
and one year later, in 1980, the German Climate Research Program. So there
was obviously a need for the German climate research community, and not
just the Max Planck institute, to have a good climate model.

But it was also clear that only the Max Planck Institute, together with the
Meteorological Institute, would be able to provide the model. However, since
there was a general community need for a state-of-the-art climate model, it
was also logical that the super-computer needed to run the model should be
provided for, and therefore be funded by, the community, in other words,
by the Federal Ministry of Science and Technology. This is what ultimately
happened, but the route there was not straightforward.

To spin up our modeling activities, we had first applied for a medium sized
computer from the Max Planck Society—in accordance with my gentleman’s
agreement with Reimar Liist. This we obtained in 1979, I believe a CDC
Cyber 173, but only after lengthy battles with lobbyists in the computer
committee of the Max Planck Society, who argued that we would be better
served by a remote access to the large computer at the Max Planck Institute
for Plasma Physics in Garching, near Munich. The next step was to upgrade
the Cyber 173 to our first supercomputer, a Cyber 205. This occurred around
1982. The investment was funded already by the BMFT, but the running
costs were taken still from the budget of the institute.

Our computer staff was not really sufficient to run a supercomputer,
and the few additional people we had taken on were already straining the
institute’s budget. Wolfgang Sell headed the computer staff, Dirk Schriever,
who had been responsible for data processing at the former Brocks institute,
organized the data archive, and we had a few operators.

But we also had a problem with developing the comprehensive climate
model. Giinter Fischer, who had headed the atmospheric modeling group of
the Meteorological Institute, had retired, and it was clear that his successor,
whoever it would be, would not be a numerical modeler.
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We found a good solution to both problems. I approached Reimar Liist
and reminded him of our second gentleman’s agreement. I explained that the
time had come when we really needed a third director to take care of the
atmospheric modeling activities. His response was positive—in principle. 1
then approached Frau Tannhiuser, the administrator of the German Climate
Research Program, and proposed that our supercomputer should be trans-
ferred from the Max Planck Institute to a new-to-be-created German Climate
Computing Center (the DKRZ), and that the BMFT should carry also
the associated staff costs. She also responded positively—in principle. There
followed a period of negotiations between the parties involved regarding
the distribution of costs, the distribution of computing time between the
Max Planck Institute and other users from the general climate research
community, legal formalities, etc.

The net result was that our computing staff was transferred from the Max
Planck Institute to the DKRZ, which freed a number of positions that we
could now offer to the new third director of the institute. The DKRZ was
founded in 1985, with Wolfgang Sell as Technical Director and myself as
Scientific Director. The third director of the Max Planck Institute, Lennart
Bengtsson, came a few years later, at the end of 1990.

Who, among other appointments, then got Eric Roeckner to move from the
Meteorological Institute of the University of Hamburg to the Max Planck
Institute?

Hasselmann: This was a very good move. But Lennart also had a lot of
experience in atmospheric modeling too, of course, as well as a great deal
of organizational experience. He knew the Centre’s model very well, and his
arrival, together with Roeckner’s expertise and hard work, gave us a big push.

He also hired Ulrich Cubasch at that time.

Hasselmann: That is right. Ulrich Cubasch used to be at the European
Center. He was very effective in analyzing the results of our simulation
experiments. Lennart Bengtsson also hired Lidia Diimenil, Klaus Arpe, and
Bennert Machenhauer, who developed a nested regional atmospheric model.
So he built up a very good group. The Hamburg version of the ECMWEF
atmospheric model, ECHAM was then coupled to our LSG ocean model,
including the carbon cycle, to create the ECHAM-LSG coupled climate
model. This was done in cooperation with a number of visitors, both to
Lennart’s group and to my group. Lennart had a continual stream of guests,
many of whom had previously visited the European Centre, while we had
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stimulating visits, for example, from Wally Broecker from the Lamont Obser-
vatory and Bob Bacastow from Scripps, who both collaborated with Ernst
Maier-Reimer in developing the carbon cycle model.

At the same time people like Dirk Olbers left. There was a change in the general
direction. It was more towards the dynamical, quasi-realistic complex models, less
dynamical conceptualization, more brute force implementation of experimental
tools.

Hasselmann: That’s true. We first had to demonstrate some basic concepts
regarding natural climate variability using simple models. But once that
had been achieved, there was obviously no point in pursuing the analysis
further with simple models. We had to first construct more realistic models.
So as soon as the LSG ocean circulation model had been created, Maier-
Reimer and Mikolajewicz computed its response to stochastic forcing, as I
mentioned. The next step would have been to apply these ideas to the full
climate system, the coupled ocean—atmosphere general circulation model.
But somehow we got side-tracked. I am glad to hear that Jin von Storch
has started looking at this problem with one of her Ph.D. students. But there
is much that still needs to be done. I think the distinction between the three
possible sources of natural climate variability, namely stochastic forcing by
short-time-scale atmospheric variability acting on the slow climate system,
internal nonlinear interactions on comparable time scales within the slow
climate system itself, and external forcing, for example by volcanic activity,
or by variations in the sun’s radiation or in the earth’s orbit, has still not yet
been properly clarified.

We were probably distracted from this straightforward goal by the many
interesting new problems that came up in connection with the modeling
effort. For example, we began looking at the feasibility of the prediction of
natural short-term climate variability on time scales up to a year. I worked
with Tim Barnet on this, applying purely statistical methods, based on linear
multi-time-lag regression models [50, 61, 64]. Later we applied also a real-
istic GCM model to El Nino predictions, and a reduced-complexity coupled
model of the type was used very effectively by Mojib Latif. Tim Barnett used
another, still simpler linear feedback model, also in collaboration with Mojib,
which worked quite well too. So we had opened another arena in which we
could apply relatively simple dynamical concepts without a full-blown global
climate model.

But we also became involved in improving the global climate model itself,
by extending the biology and chemistry representation in the ocean sub-
system, by improving the sea-ice model, by adding atmospheric chemistry,
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in collaboration with Paul Crutzen’s group at the Max Planck Institute in
Mainz, by including surface vegetation, and so forth. This is, of course, an
endless task.

Another question I pursued relatively early as a side-line in our modeling
activities was the projection of complex models onto simpler models using so-
called Principal Interaction Patterns (PIPs) and Principal Oscillation Patterns
(POPDs) [86, 89]. A basic difficulty of complex models is that, as they become
more realistic by incorporating more processes and degrees of freedom, they
become just as difficult to understand as the real systems they simulate. I tried
to devise methods for constructing simpler models that capture the dominant
processes that govern the dynamics of the full complex system in terms of
just a few basic interaction patterns—in the general nonlinear case, in terms
of PIPs, in the special case of a linear system with stochastic forcing, in terms
of POPDs.

Finally, we also became more strongly engaged in later years in IPCC activ-
ities, in scenario computations of anthropogenic climate change over the next
100 years.

All these tasks were quite fascinating and distracted from our original goal
of sorting out the different forms of natural climate variability. But now that
the question of anthropogenic climate change has become much more center
stage in the public awareness, I believe the distinction between anthropogenic
climate change and natural climate variability will rise to high priority in the
climate research agenda. We will have to look in earnest again at the structure
of natural climate variability. The increased public interest this problem is
apparent in the recent discussions over the possible impact of anthropogenic
change on the frequency and intensity of extreme events such as hurricanes,
flooding and droughts.

In that sense it had a revival or an important implication in the last years
of your directorship. It would not have made sense to think about detection of
anthropogenic climate change without a stochastic concept.

Hasselmann: I am not so sure that the stochastic concept as such is impor-
tant for the detection and attribution problem. The main point is that
you are trying to distinguish between the anthoprogenic climate signal—
or some other externally forced climate change signal, for example, due to
a volcanic eruption—and the internal natural climate variability. The origin
of the natural climate variability, whether through stochastic forcing by the
short-term climate variability or through nonlinear interactions within the
climate system itself, is irrelevant. The central issue is to distinguish between
an externally forced climate change signal and natural climate variability, on
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the basis of the frequency spectra of the two signals. This is another example
of applying a ready-made theory from another field—in this case signal
processing in communications—to a climate problem. I pointed this out in
a 1979 paper [54], but the paper lay dormant until the detection problem
became relevant in the mid 90’s, when a spate of papers [110, 125, 129, 133,
135, 138] demonstrated that the anthropogenic climate change signal had
now indeed become detectable above the natural climate variability noise.

In the 6Os and 70s, people would not necessarily have agreed that there is
variability for no specific reasons.

Hasselmann: [ think there were already two schools of thought at that time.
One school thought that climate variability must indeed be produced by
some external forcing mechanism, such as volcanic eruptions or variations
in solar radiation. But the second school recognized that you could explain
natural climate variability simply by the fact that climate is a nonlinear system
containing feedbacks. Such systems, for example, turbulence, are known to
exhibit random variations. Both mechanisms can contribute to climate vari-
ability. The stochastic forcing model merely points out that there exists a
particularly simple realization of the second mechanism, since the climate
system contains a ready-made source of natural variability in the form of the
turbulent atmosphere. All one has to do is separate the time scales, that is,
distinguish between the fast atmosphere and the rest of the climate system,
consisting of slow components such as the oceans, cryosphere and carbon
cycle. But the idea that internally generated natural variability can be expected
in a nonlinear system such as climate was already around at that time.

Hans von Storch: My understanding of stochastic variations is that we have very
many chaotic components in the system, so that the overall behavior cannot be
distinguished from the mathematical construct of noise. Therefore, we can describe
the nonlinear dynamics very efficiently as noise. In the same way as a random
number generator is also a deterministic algorithm on a computer.

Hasselmann: Well, I think, we find this in any nonlinear system.

But it would not necessarily look like noise if you have a few degrees in a system.
So for the Lorenz’ system you would not conceptualize the behaviour as noise.

Hasselmann: It depends on what you define as noise. If you define noise
simply as a statistically stationary stochastic process, then the Lorenz system,
in the appropriate parameter range, produces noise—although it is certainly
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not Gaussian, as assumed in many noise analyses. No, I think the essential
point about the stochastic forcing concept is not that one has noise, or that
the system has very many degrees of freedom, but that one can understand
the origin and structure of the noise in the climate system very simply by
separating the time scales. The origin of the noise is the short-time-scale
turbulent atmosphere. This then generates variability on much longer time
scales in the rest of the climate system. There is no need to understand the
detailed dynamics of the atmosphere. It is sufficient to know that the turbu-
lent atmosphere is characterized by a noise spectrum that is concentrated in
frequencies corresponding to time scales of hours and days, but—because the
system is nonlinear—also extends down to a finite level at very low frequen-
cies. It is this low-frequency range, corresponding to time scales of months,
years, decades and even longer—that can be treated as white, i.e. simply as
constant—that generates variability in the rest of the climate system, the slow
climate system.

In most of our initial applications of the stochastic climate model, we
considered some simple component of the climate system—for example, the
temperature of the mixed layer, or the sea ice extent—which we could linearize.
So there was a popular misconception that the stochastic model could be used
only to describe the response of a linear system to white noise forcing. But the
concept is valid generally for any climate model, whether linear or nonlinear,
as demonstrated by the application of Maier-Reimer and Mikolajewicz to the
LSG ocean circulation model. This misunderstanding is perhaps related to
the fact that some people may have had difficulties understanding my orig-
inal stochastic climate model paper. To treat the general nonlinear case, I used
the Fokker—Planck equation, the generalization of the Liouville equation of
statistical mechanics to a system including diffusion, as required for Brownian
motion. While most people can be assumed to have been familiar with the
Liouville equation, the Fokker—Planck equation was perhaps less well-known.

You outlined this whole set up of the Max Planck Institute with the different
models and couplings, ideas and so on. At the same time, we had a German
climate science program. From outside it looked as though MPI ran this program.
The MPI made many attempts to draw in people from outside, but other meteoro-
logical institutes were only marginally involved with respect to the global modeling
efforss. Is that the same as you see it?

Hasselmann: Yes. I think the explanation is in human nature. We certainly
tried to draw other groups into the program, but the problem was that to
run or contribute to the development of a complex global climate model
system, you have to be willing to get your hands dirty, you really have to
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become involved. You cannot just sit around and have some clever ideas.
You cannot work on a complex model some 500 km away. The people we
collaborated with came from India, Canada or somewhere else for a year or
so. Most Germans—most of them had a family at home—were not willing
to come for a longer visit. Another reason that our attempts were not very
successful is that most scientists do not get excited at the idea of becoming
involved in larger and somewhat anonymous activities.

So it was typical that in the German climate research program we had one
global climate modeling group stationed in Hamburg, at the Max Planck
Institute and the University Institute of Meteorology, and several smaller
groups distributed everywhere else, at the GKSS in Geesthacht, in Jiilich,
in Karlsruhe, in Bonn and Cologne, all working on regional climate models,
because they could do that on their own. I thought it was a waste of time and
resources producing five or six different regional models, all of similar quality.
We had a regional model in Hamburg, too, nested into the global model. This
was a typical case of unnecessary parallelism because people simply had prob-
lems in getting involved in a joint program. I tried to overcome this, but I
have to admit that I was not successful.

We were more successful with groups that were analyzing the outputs of
our models, for example in Cologne, Munich or, later, in Potsdam. But there
were rather few groups engaged in such activities. I believe the same problems
are encountered everywhere by groups developing large models. One cannot
yet effectively decentralize this type of work.

Concerning ocean models you see there was this division between LSG, which was
large scale, and the rest of the oceanographers in Kiel and also in Bremerhaven
who did eddy resolving models. But my impression was that you did not really

value these.

Hasselmann: Well, yes, I was not convinced that the eddy-resolving models
were really worth the effort.

They were or were not?

Hasselmann: I thought they were not. They burnt up a lot of computing
time. Essentially, they showed that there were eddies, which we knew anyway.
I was not convinced that the interaction between the eddies and the mean
flow could not be parameterized sufficiently well for climate modeling
purposes with a standard eddy transfer approach. Or, at least, the eddy-
resolving simulations had not come up with a better parametrization. I am
not convinced that we were discovering something basically new. What I have
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seen in talks to this day are beautiful pictures of the Gulf Stream and all these
eddies floating around, but what have we actually learnt? If one can demon-
strate that the impact of these eddies is radically different from what we have
been putting into our coarser-resolution models, then I will admit that we
have to start thinking of something radically different, or maybe even have
to give up working with non-eddy-resolving models. But I have not seen this
yet. What I have seen are mainly nice movie presentations that are good for
public relations.

What do you think about visualization?

Hasselmann: I have mixed views. I think there has been an unnecessary
polarization of viewpoints on this topic. The presentation of the results of a
complex time-dependent simulation in a visualized form that the non-expert
can quickly grasp can be very helpful. For somebody who has never seen
satellite or other data on Gulf Stream eddies, the simulation with a good
eddy-resolving model of the Gulf Stream can be very illuminating. On the
other hand, my experience is that the active scientist doing quantitative data
analysis seldom uses visualization. There can be a few cases in which it is
useful. I remember one case in which watching a video sequence helped
us discover an intermittent instability at a particular gridpoint that we had
missed in the snapshot pictures. So I think, even it is not used routinely, it is
certainly worthwhile to have a good visualization facility available.

Have you ever been in the caves, this three-dimensional visualization?

Hasselmann: I get sick in these things. I find them terrible. I experienced one
in the Tyndall Centre in Norwich. Maybe I am too sensitive, but the three-
dimensional projection did not seem to work properly, and I got giddy. After
a certain time I got really sick. Perhaps I was not sitting in the right location.
And maybe the techniques will improve with time. But I was not convinced
that the additional information of seeing the data in three dimensions rather
than two—in other words. with one eye closed—was terribly important for
scientific purposes and justified the technical effort. But again, it may be OK
for public relations, once the technique is sufficiently mature.

One climate component which has been tackled by the Max Planck Institute and
others as well is the ice sheet. But I've never really seen ice sheets incorporated in
climate models ar MPI. Is that something which is too complicated?
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Hasselmann: I don't think it is terribly complicated. There was probably just
not enough push on my part. We had Klaus Herterich’s ice sheet model. His
model described very nicely how ice sheets grew and melted and when they
start to surge.

I was interested in coupling an ice sheet model with an ice-shelf and a
sea-ice model. A coupled model of this kind would be very useful to address
the question of the stability of the Greenland or Antarctic ice sheet, whether
the ice sheet can break down through ice surges. And if this model had
been incorporated into our global climate model, we could have carried
out simulations to investigate the origin of climate variations on century
and millennium time scales, which still pose many open questions. The
Milankowitch theory explains only part of the variability. I think that is a
very important area of research, and it was probably my fault that I did not
apply enough leadership to ensure that such studies, using an ice sheet model
coupled with an ocean model and an atmospheric model, were pursued more
seriously. It would have required a stronger group than just one person, Klaus
Herterich, who later went on to a professorship in Bremen.

Was this overrun by the IPCC scenarios for the next hundred years?

Hasselmann: No, I don't really think so. This was carried out by other people,
in particular, Ulrich Cubasch [106]. The IPCC scenarios were, of course,
important for IPCC and the general international climate research effort, but
they were also important for us. They demonstrated what the models could
do. And they were important for the German Climate Research Program,
which had to justify its program to policy makers and the public.

We participated also in the international climate model intercomparison
project, which involved similar scenario computations. This was an important
exercise to identify the strengths and weaknesses of different climate models.

From a scientific point of view, this work was not very exciting, but I don’t
think it was in the competition with the ice-sheet modeling. I was probably
also distracted following up on other problems.

Hans von Storch: Perhaps it would be more honest to say we are now in a less
Jocused period of the institute? After 1985, you let the reins loose more and more
and at the end you became less and less interested in climate. That is my impres-
sion; [ would not criticize you for that. Lots of things happened in the institute
and this was one just one of these issues. There were many studies which were not

related to this big modeling building and the IPCC.
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Hasselmann: Yes, maybe that was the case, if you look at the many publi-
cations on different topics that were coming out the institute. We had also
expanded the research on the carbon cycle and tracers using inverse modeling
techniques, led by Martin Heimann, who came to us from Scripps in 1985.
With highly competent scientists around like Martin Heimann, who is now
director of the Max Planck Institute for Biogeochemical Cycles in Jena, I did
indeed let the reigns a little loose and let group leaders take over in many
areas—which I don’t think was a bad thing.

Global warming was not a dominant issue at the institute in the late eighties.
Lots of studies were done which had nothing to do with the overarching goal you
just described. People were just entertaining, enjoying themselves.

Hasselmann: I would not put it that drastically. They were exploring many
different interesting topics, and quite successfully. But we were also carrying
out a good deal of work on global warming too, for example in the scenario
computations you referred to. It is true that I myself did become involved in
problems other than global warming at that time. However, I was still inter-
ested in ice sheets, although, admittedly, not aggressively enough. We had
good contacts with Johannes Oerlemans, an international expert in ice sheet
dynamics from Utrecht, who visited us several times, and with Bill Hibler
from Canada, an expert in sea-ice modeling who stayed with us for a year.
As a result, we did incorporate a good sea-ice model into the global climate
model, but unfortunately not an ice-sheet model.

Perhaps I should honestly admit that I was also getting a little bored with
always having to organize things and was quite happy that the so-called ZK
had matured to a level of expertise and international recognition where I
could happily let them take the lead in many areas.

I remember in the first period, when we were developing our work on
stochastic models and so forth and also on the ocean modeling in the early
eighties, Fritz Schott had visited us from Miami and talked to many people
at the institute. He came to me afterwards and said that he had never been in
an institute where the Ph.D.s and post-docs were so closely guided as in the
Max Planck institute.

When did he say that?

Hasselmann: It must have been around the early eighties. I suppose that at
that time I was indeed guiding people more strongly than in most institutes
in the US, but I think that later on, I tended to let people loose to develop
on their own—make their own mistakes rather than mine.
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[ heard stories that it was really tough for Ph.D. students in the late seventies to
work with you.

Hasselmann: We had tough discussions. That is true. But it was never
personal. I tried to support the students as well as I could. I can’t remember
any student actually failing, although one student did decide after a year to
become a pastor. He thanked me later for motivating him indirectly to that
decision. I'm not sure how. Perhaps I was a little tough.

On the other hand, you were also riding a lot of horses. The climate business
was evolving and became useful—if we may call it this way—and this IPCC
engagement also and our efforts to come up with prediction schemes for El Nino
and things of that sort. This all went very smoothly and nicely and you were
guiding all these things. But you did other things as well! We others did not really
notice that but you were still engaged in wave aspects, still engaged in remote
sensing with respect to wave activity. Can you tell us about that a bit?

Hasselmann: Well, | had decided more or less to stop my ocean wave research
around the late 70s. But there were two developments that brought me
back into the subject. One was that ESA was preparing to build ERS-1, the
European follow-on of SEASAT, the US satellite that had operated for only
100 days in 1978, but had demonstrated the feasibility of measuring ocean
waves from space. ESA asked me to serve on the ERS-1 advisory panel. The
second development was that my wife Susanne—after a 15 year interrup-
tion bringing up children—had just completed her diploma in mathematics.
We wanted to do work together. I did not want her to work in the climate
area, because there she would have been in direct competition with other
members of the institute. So I suggested finding some area where we could
work together without overlap with the main work of the institute. Ocean
waves was a natural choice.

This was also good timing, because we now understood ocean wave
dynamics rather well, through JONSWAP, and we faced the challenge of
translating this knowledge into a numerical ocean wave prediction model.
Susanne, as mathematician, would be well able to do this. Also, we would
need a good global ocean wave prediction model to assimilate the global
wave height and two-dimensional wave spectral data that we hoped we
would be obtaining continuously in a few years from the altimeter and SAR
instruments aboard ERS-1.

So I renewed my activities in ocean wave research. Together with former
JONSWAP colleagues we formed the WAM (Wave Model) group, with the
goal of developing what was to be called the third generation wave model
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3G-WAM. The 3G was dropped later as too cumbersome. We first carried
out a comparative study of all existing ocean wave models [242], in which
we concluded that the so-called first and second generation wave models
were inadequate. First generation models, developed in the sixties, were based
on our incorrect understanding of the wave spectral energy balance prior
to JONSWAP. Second generation models included the nonlinear transfer in
accordance with the JONSWAP picture, but the parametrization was too
crude to reproduce the wave spectra for complex wind fields. We needed
a third generation model with an improved representation of the nonlinear
transfer. So Susanne and I first developed a more realistic approximation of
the five-dimensional nonlinear transfer integral that could be implemented
in a wave model [77, 78], and Susanne incorporated this in a first version
of the WAM model. The model was then tested and further improved by
other members of the WAM group [90]. Heinz Giinter from GKSS cleaned
up the numerics and documentation and ran the model at the European
Centre, while others tested various other aspects of the model. It is now used
world-wide in many operational forecasting centers and research institutes.
My work in the ERS-1 advisory committee also took a fair amount of
time. I frequently had to travel to ESA headquarters in Paris or to the ESA
Technical Centre ESTEC in Noordwijk in Holland. Through ERS-1 I met
many interesting people involved in remote sensing, such as Ola Johan-
nessen, director of the Nansen Center in Bergen, Norway. But ERS-1 also
involved interesting scientific challenges. One was developing algorithms to
retrieve the two-dimensional wave spectrum from the nonlinear ERS-1 SAR
image spectra [102]. Another was assimilating the resulting wave spectra
in the WAM model [120]. I worked on this together with Susanne. But
there were so many other interesting problems, particularly when ERS-1
was launched in 1991 and began producing data, that I also took on some
Ph.D. students, contrary to my original intentions. We had a small but very
active ocean wave and remote sensing group consisting, in different periods,
of Claus Briining, Susanne Lehner, Patrick Heimbach, Eva Bauer and Georg
Barzel. They worked independently of the climate groups, with relatively little
interaction apart from seminars and other general institute activities.

What abour Werner Alpers?

Hasselmann: Alpers was not a student of mine. He was a post-doc in the
Sonderforschungsbereich. He worked with me on the remote sensing of
ocean waves in my first ‘ocean wave period‘, before the Max Planck Insti-
tute was created. He then went to the University of Bremen as Professor
for Remote Sensing, and later returned to Hamburg, again as Professor for
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Remote Sensing. I worked together with him again after I revived my ocean
wave and remote sensing interests. But I stopped working on ocean waves
and remote sensing—this time, for real—after Susanne retired in 1996, and
I turned to other interests.

You became interested in what some people say was a very naive way of describing
economics, dabbling in economics. What was that?

Hasselmann: It came through my involvement with the media and public
audiences. In the late eighties and nineties, the media, general public and
politicians began to become increasingly aware of the climate change problem
and wanted to hear more from the climate experts themselves. So I was often
invited to interviews on TV or the radio, and to give talks to the general
public on climate. At the end of my talks I was always asked the same ques-
tion: What should we do? And I would say: Well, I do not really know. I'm
a climate scientist, not an economist or politician. But they would never
let go, and kept persisting until I came up some off-the-cuff answer. So 1
decided I had better find some better answers and began looking into the
problem of the impacts of climate change, and the possible economic and
policy responses. I could find little reliable information on climate impacts,
and was rather disappointed with the analyses of the economists, who were
using—in my view—inappropriate outmoded economic equilibrium models.
They were also distorting the critical issue of the proper discounting of future
climate change costs. And the political stage, of course, was beset by lobbyists
of all hues, which made it difficult to detect a signal in the noise.

So I began developing some simple coupled climate-economic models to
determine the optimal CO; emission path that minimizes the net economic
costs of anthropogenic climate change and climate change mitigation, with
emphasis on the intertemporal discounting issue [143, 146]. At the same
time Hans von Storch wrote some similar papers with Olli Tahvonen, an
economist from Finland, whom Hans von Storch had interested in the
problem.

I followed up this work with somewhat more realistic but still relatively
simple economic models based on non-equilibrium multi-agent dynamics.
Two nice Ph.D.s theses came out of this, by Volker Barth, Michael Weber and
Georg Hooss. As a side product, we created a climate computer game based
on our coupled climate-economic model that was implemented in a climate
exhibition for a year or so at the German Science Museum in Munich. The
game was quite popular.
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Coupled climate-economic modeling is still a hobby of mine today. I
believe there is an urgent need for the economic profession, in cooper-
ation with physicists and social scientists, to develop realistic dynamical
non-equilibrium socio-economic models that combine the climate change
problem with the general societal issues of globalization, employment, limited
resources, etc.

At the time I was becoming interested in these problems, in 1990, I was
asked, together with my colleague Hans Hinzpeter, to become a member of
an Evaluating Committee of the Academy Institutes of the former GDR. Our
task was to recommend what should become of the Academy Institutes in the
area of geophysics and the environment, now that the two German states had
become unified. We came across a young group doing interesting interdisci-
plinary work on various climate-change impact problems. We recommended
that they should be integrated into a new institute designated to study the
societal and economic impacts of climate change and climate change policies.
That was the origin of the Potsdam Institute for Climate Impact Research
that was created two years later in 1992. PIK developed a good coopera-
tion with the Max Planck Institute, analyzing many of our climate change
simulations.

We tried to establish a similar activity on a smaller scale also in Hamburg.
I suggested to the president of the University of Hamburg, Jiirgen Liithje,
at a cocktail party given by Reimar Liist in the Bobby Reich Restaurant
next to the Alster, that the university should support a group to study the
impact of climate change on the economy and society. This was becoming an
increasingly important area of research and would be a good bridge between
the climate activities at the Max Planck Institute and the strong economics
department of the university. Liithje straightaway talked to Michael Otto,
the head of a large mail-order firm and a well known sponsor of environ-
mental projects, and convinced him of the idea. Michael Otto offered to
endow a professorship for environmental economics for five years and asked
for proposals. The first time round the university proposal was not accepted,
as the university had not committed itself to provide the necessary follow-on
funds for the chair after the first five years had elapsed. But in a second round
the university made the commitment, and the chair was created. Richard Tol,
a very young scientist from the Vrije Universiteit Amsterdam who already had
an impressive list of publications, was elected to the professorship.

Unfortunately, an intense cooperation did not emerge with Richard?

Hasselmann: It is the old problem of getting two disciplines to work together.
Richard Tol turned out to be a rather traditional economist who looked rather
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skeptically on the attempts of physicists to get involved in economics. For
this reason I think not everybody that he could have collaborated with—
including myself—was enthusiastic. But Richard is very young and could
develop. So perhaps there may be more collaboration in the future—unless
Richard decides to accept positions he has been offered elsewhere, as has been
rumoured.®

When you retired in 1999, you did something, which—I thought—uwas rather
unexpected or unpredictable. You had already withdrawn to some extent from the
climate field but you engaged in a new issue. The first time you spoke about that
publicly was at your 60th birthday, when you gave a talk for something like rwo
hours about your approach to particle theory. You withdrew from the climate field,
which is quite something for a person with your authority and recognition in the
field. You said I do not mind, I am going on to something else that I am more
interested in.

So far you won all battles, you were the young attacker bringing down sclerotic
old ideas and replacing them with more modern ideas. This was well done, you
were successful in doing so and then you suddenly decided, no, I am doing some-
thing else now. I am really attacking something totally different and this would be
an uphill battle. You would start as newcomer with all the difficulties; you could
not really use your recognition in the field. How was that?

Hasselmann: Well, I realized that that would be the situation. I was not
surprised. I was a bit surprised at the level of denial—in some cases, even
antagonism—of the established particle physicists. Other physicists were
more open to my ideas. Of course, they were skeptical, but they were willing
to discuss, and in a few cases were even quite positive. But I was aware that
for most physicists I would be regarded as slightly crazy, since I was seen as a
climatologist who could clearly have no idea of particle physics. I was seen as
a dreamer without really knowing what I was talking about. This is perfectly
understandable. I have the same reaction to the strange people who some-
times drifted into my office without the slightest knowledge of climate and
explained to me why we were or were not experiencing global warming. It did
not bother me too much. In my career I have always found that the newer
the idea, and the more distant the field it originates in, the more skepticism
one encounters. Unfortunately, a skeptical reaction is no guarantee that you
have a good idea. It can indeed be a crazy idea. The only way to find out is
to press on regardless.

8 Richard Tol has in the meantime moved from Hamburg to the Economic and Social Research
Institute in Dublin.
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I've been looking at particle physics ever since the mid-sixties when I wrote
my Feynman diagram paper on wave-wave interactions in geophysical wave
fields. I was convinced that something was basically wrong in quantum field
theory. I did not know what it is, but I think many physicists would agree
that Einstein had a point in his criticisms of the conceptual foundations of
quantum theory. But, of course, everybody says that Einstein worked all his
life to find another approach, so why should somebody like Hasselmann be
able to solve the problem? Well, I thought it was worth trying. After all, we
can't all be paralyzed for ever by Einstein. As you say, I have won most of my
battles in the past, and what is the point of having some reputation capital if
you cannot spend it on something that’s fun?

I published a lengthy four-part paper [121, 122, 131, 132] on the basic
ideas of my metron theory in 1996 and 1997, expanding on the first talk I
gave on my 60th birthday in October 1992. This was in a journal on the
basics of physics, which I discovered later, however, was not taken very seri-
ously by most physicists. I have also published two other papers since then
[139, 157] and am right now writing up two further papers on my recent
results. Once the theory is published in accepted journals, it will become
either accepted or rejected. This is as it should be. I am not really concerned
about the outcome, which is beyond by control.

As I mentioned, besides this venture into a new field, I am also still
working on coupled climate-economic models. I created the European
Climate Forum, chaired by Carlo Jaeger, in which we are trying to bring
the stakeholders in the climate change debate—business enterprises, energy
companies, manufacturers, insurance companies, NGOs and so forth—
together with climate scientists and economists to study the climate change
problem, to analyze the various possible mitigation and adaptation policies
options.

But your heart is with particle theory?

Hasselmann: Yes, my heart is with the particles.

Dirk Olbers: I had the pleasure to attend your 60th birthday meeting and to
listen to your metron talk. I thought I understood most of what you said. My
impression was that in just a few years and we would see a new Nobel Prize
winner. Others thought the same, not only myself. Then I met you here and there,
and you always said that you were almost there, you only have to solve these very
complicated equations.

My problem with this answer was there was this equation and mathematicians,
they know that there are existence theorems, and they do not bother at all how the
solution looks. We have the Schridinger equation and we know for any complex
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molecule whatever you can in principle say that the wave function must exist.
What is the problem with this equation?

Hasselmann: The problem is that the basic metron equations, the Einstein
vacuum equations in a higher—eight—dimensional space, are nonlinear
equations without an external source term. The hypothesis is that besides
the trivial zero solution, the equations have nonlinear eigenvalue solutions of
a special soliton type, for which there exists no analogy that I am aware of in
other branches of physics. It is not at all clear whether or not the equations
have non-trivial solutions. In the Schrédinger equation for the linear eigen-
function of the hydrogen atom, in contrast, the electromagnetic field that
traps the eigenmode is given, as the electromagnetic field of the hydrogen
nucleus. In the metron model, the trapping field is not given, but is generated
by the trapped eigenmodes themselves, by their nonlinear radiation stress. It is
not at all obvious whether the two sets of interacting fields, the trapped eigen-
modes and the trapping field, a distortion of the higher dimensional metric,
are mutually consistent, as I had hypothesized. In my 60th birthday talk and
published papers, I demonstrated that solutions of this type do indeed exist
for a much simpler scalar analogue of the Einstein equations, but the problem
was to show that they exist also for the much more complicated Einstein
tensor equations in eight-dimensional space.

I believe that I can now indeed show that such solutions exist, by a numer-
ical perturbation expansion, but only if one postulates that space is discretized
at the smallest Planck scale. Or, alternatively, if one introduces an additional
diffusion term into the Einstein equations that becomes effective only on the
Planck scale.

Constructing the nonlinear eigenvalue solutions for the Einstein tensor
equations in eight-dimensional space was a complex task that took several
years. I did this together with Susanne, who wrote the complicated code
for the algebraic tensor manipulations. But there is still a long way to go.
I have to show that the metron solutions reproduce all the symmetries of
the Standard Model of elementary particles, including the 23 or so empir-
ical constants. And I have to show, too, that the metron model is able to
explain the enormous amount of empirical data on atomic spectra, scattering
cross-sections, superconductivity and so forth that quantum theory has been
able to explain in the last eighty years. So the metron model is really more a
program than a theory. But if the program is successful, it will automatically
unify gravity and microphysics and resolve the many conceptual problems
and formal shortcomings, such as divergences, of quantum field theory.
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You are referring to numerical solutions. Could it be that there is a convergence
problem? So that someone comes along and says this is a numerical solution, I do
not believe you.

Hasselmann: That is always a problem with numerical perturbation solu-
tions. But this is not my main concern. I have computed the solutions to
nine’th order, and they have every appearance of a well converging series.
Once I have written up my results and have them off my chest, I will be happy
to discuss existence problems with mathematicians. As an applied mathemati-
cian, I tend to be more sanguine about such issues. I have given many talks
on the metron model to physicists, and there was never a concern about the
formal existence of a numerical series that appeared to be converging. The
reactions always concerned the basic ideas, whether they were only odd or
outrageous.

I should like to give some more talks to different audiences with a social
scientist in attendance. He or she could analyze the different reactions of the
audience and correlate them with the various fields of the people that were
making comments. The closer the person was to elementary particle physics,
the more aggressive were the comments—not the more critical, which I
expected and would have understood, but the more aggressive.

I think one of the problems is that as physicists, we have all been brain-
washed into believing that quantum theory is an admittedly unusual, but the
only possible way of resolving the wave-particle duality paradox of micro-
physics. Philosophically, one has not been able to refute the fundamental
quantum theoretical rejection of the existence of particles or waves as real
objective entities in the classical sense. One can object only on aesthetic
grounds. Einstein objected strenuously, but did not offer an alternative solu-
tion. He is generally seen as having failed. It has even be argued, such as
in Bell’s famous no-go theorem, that it is in principle impossible to explain
quantum phenomena by classical theories. However, it has been shown—
although this is widely ignored—that these arguments are all based on the
existence of an arrow of time, which is not acceptable for microphysical
phenomena. Nevertheless, anybody who tries to propose a classical theory
is swimming against a mighty mainstream.

But, finally, must it be that one of the theories is correct and the other one is
incorrect? Or could it be that, as in the case of a spectral model or a grid-point
model, they are simply different ways of finding the same solution.

Hasselmann: I don’t think so. The way I see it is that the problem with
quantum field theory is that the theory captures only half the truth, the wave
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aspect of the wave-particle duality problem. In the metron picture, both parti-
cles and fields exist as real objects in the classical sense. Particles are the source
of the fields, which therefore do not exist independently, but only together
with their particle sources. The different types of fields—electromagnetic,
weak and strong—are basically the same as in quantum field theory. And
the interactions between the fields are also essentially the same. In addition,
the metron model has gravitational fields, since it is a unified theory encom-
passing all fields. But apart from the additional gravitational field, the field
content of the metron model is essentially the same as that of quantum field
theory.

The difference is that quantum field theory doesn’t have the concept of a
particle as a real existing object. It is thus forced to negate also the existence
of fields as real objects. Fields are interpreted only as abstract operators acting
on a Hilbert space of states. From these states one can infer probabilities
for the outcome of experiments—which must be described, nevertheless, in
terms of the particles whose existence one has just negated. This is the strange
construct that creates not only philosophical unease, but also the technical
difficulties of quantum field theory, the divergences and difficulties in unifi-
cation with gravity. So I don't see the two theories converging to simply two
mathematically equivalent pictures of the same physics.

Hans von Storch: I would suggest that you read Ludwik Flecks book “Die Entste-
hung einer wissenschaftlichen Tatsache”, because I think you are just in the centre

of the storm which this guy is describing.

Hasselmann: Maybe I should. I had not experienced such strong antagonism
before. I had expected scepticism, but not antagonism. I presented a talk
at a physical colloquium in Oldenburg, and a couple of people sprung up
afterwards and shouted that it was a scandal that somebody should give such
a talk in a physical colloquium. It was almost a religious reaction. I felt I was
in one of those pre-election political talk shows that sometimes get out of
hand.

I had not experienced such violent antagonism before. When I first
presented the nonlinear wave interaction theory, people like Bill Pearson
or Francis Bretherton emphatically said I was all wrong, but this was in
the normal civilized framework of people being skeptical and arguing. And
the established SAR experts were critical but not outright hostile when
I trespassed in their area to develop a theory for the SAR imaging of
ocean waves. Traditional economists also showed only mild irritation, or
simply smiled condescendingly, when I came up with alternative economic
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models. I suppose there was never this feeling that I was attacking anybody’s
foundations. The Oldenburg hecklers were—I suspect somewhat frustrated—
elementary particle physicists.

Hans von Storch: This is just demonstrating for me very clearly that science is a
social process. We are a social group, physicists of whatever, and we have certain
rituals or ways of defining authorities, who is right or wrong. You were confronted
with a different band that has different rules and their authorities try to defend
their status. So I find it very brave of you that you changed roads. You had been
in one band one of the chiefs. Then you suddenly decided that you would be one
of these silly unimportant footsoldiers in another band.

Hasselmann: I find it is a lot of fun. As I say, what is the point of having a
reputation if you cannot use it to play.

Hans von Storch: This Fleck book analyses what happens when science is in a
phase when people just try to repair their knowledge claims. They are inventing
new rules and refining old ones and so forth, even though the whole system is
already wrong. Then it takes a while until it breaks down.

Hasselmann: I personally am convinced that quantum common field theory
as it now exists will break down. That it has basic problems nobody can
seriously argue against.

[ presume that you do not say that it is no good. It is good for a certain range
of phenomena but then if you try to extend it as an explanatory tool to different
phenomena, then it fails, it then needs to be re-written fundamentally.

Hasselmann: There is no doubt that quantum theory and quantum field
theory work extremely well for a wide range of phenomena. But I think the
problem is different from, say, Newtonian physics needing to be replaced by
special relativity, or special relativity by general relativity. I believe that the
problem of quantum field theory doesn’t lie in the finite range of phenomena
it can describe, characterized by some parameter range. It lies rather in the
fundamental concepts as such, in the negation of the existence of real objects.
Conceptualization in terms of real objects endowed with particular properties
is, after all, the foundation not only of classical physics, but of all natural
sciences since humankind has started to think scientifically.

But regarding the introduction of new ideas, I take solace in the famous
physicist, I forget who it was, who observed that advances in physics are a
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natural phenomenon that takes care of itself. The old physicists die out and
the young ones are not afraid of new ideas. I am encouraged that young
physicists are much more open to my ideas.

I don’t think that this is a problem of physicists, I think this is a problem of all

scientists.

Hasselmann: Yes, of course, this is not limited to physicists or even scientists.
People obviously build up their view of the world, everything, the intercon-
nections, the values and so forth. And if that is being attacked, they feel
threatened.

Another question. What are perspectives on bringing numerical mathematics into
the field of climate sciences? Do we need that? Would you expect that we can come
up with better algorithms which will help us in a significant way?

Hasselmann: Well, I am not a theoretical numerical mathematician, but
an applied numerical mathematician. I simply apply whatever mathematics
offers to solve problems. In the particular area in which I work, I find that the
numerical techniques that people use have not been developed by mathemati-
cians for their particular application, but are general off-the-shelf methods
that have been adapted by meteorologists or physicists for their particular
application. When they find them inadequate, they improve them them-
selves, such as in the question of whether to use Lagrangian or Eulerian
propagation schemes in atmospheric models, or whether to use spectral or
grid-point representations. The modifications normally evolve from actual
practical applications. There have been very few, to my knowledge, really
original new ideas that mathematicians have applied to particular problems
in our area.

There had been some attempts to use multi-grid or adaptable grids and so
forth, but these are again off-the-shelf mathematical methods that the scien-
tists simply apply and adapt as the need arises. Often the theoretically more
accurate methods turn out to be computationally less efficient when applied
in vector or parallel supercomputers, so that in most of the larger climate
models one tends to find rather conventional numerical methods. I know
of no real examples where theoretical numerical mathematicians have been
called in to upgrade the numerical performance of models. But perhaps I am
no longer up to date.
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Hasselmann: Well, that is in fact just an example that underlines my point.
I chose the appropriate numerical algorithms, for example for the treatment
of the resonant delta-function factors in the integrand, and the mathematics
student implemented them on the computer. It was basically all off-the-shelf.

I have one more question about the relationship with the media or the way scien-
tist should/can/should not/cannot speak to the public through the media. You
started as a climate physicist because you were curious to try out certain things,
then you found it interesting to construct a wave model and things of that sort.
Suddenly you are in the midst of a great public concern and public interest and the
public is asking all kinds of questions. Could you tell us about how you experienced
that?

Hasselmann: Most scientists are not well prepared to do this job. But it is
an obligation for scientists to present their results to the public, as I think we
all agree. The only way to present the results effectively to a broader public
is through the media. This is particularly true if the results, as in the case of
climate change, affect the policies that a country or the society as a whole
needs to pursue.

Few scientists have the talent to interact with the media effectively. Fortu-
nately, at the Max Planck Institute we have had two people that could that
very well, and also liked doing it. One was Mojib Latif, who was in my
group and is now Professor at the Leibnitz Institute of Ocean Sciences in
Kiel. He is probably the publicly best-known climate scientist in Germany
today. Everybody has seen his clear expositions of the climate problem on TV.
The other is Hartmut Grafil, a co-director of the Max Planck Institute who
succeeded Hans Hinzpeter as head of the air-sea interaction and atmospheric
remote sensing group. Grafll was not only an equally effective communicator
with the media, but was also heavily involved in advising policy makers, as
chairman or member of various high level Federal advisory committees. For
these activities he received the prestigious German Medal of Merit. Through
the excellent communication activities of Latif and Grafll, much of the pres-
sure of interacting with the media, public and policy makers was taken off
my shoulders, although I also had to carry my share.

This was sometimes a little frustrating, as the media like to report things
that people like to read rather than what they should be reading, namely the
facts. These can be rather boring, particularly if they are always the same, as
they are for the slowly changing climate. So the media like to present extreme
ideas that are not supported by the science community as a whole. The result
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is that the public tends to be rather confused regarding the climate change
problem. But that is something that we have to live with.

Maybe one final question. It is quite personal. You sit on the beach in Sylt and
you look out on the ocean, on the waves and on the climate and so on. You see the
turbulence. You were in control of wave and climate studies in this early stage of
the Max Planck Institute with all these small growing Ph.D. students and then
this later stage. What do you think, what period was the most satisfying for you?
Were all of the same kind or is there anything which you said I was really satisfied
with this.

Hasselmann: I enjoyed all of these phases in different fashions. I was always
very satisfied when I discovered some new insight, or when something finally
worked.

For example, I was exhilarated when I carried out the computation of the
nonlinear energy transfer for the JONSWAP spectrum and compared it with
the growth data, and they agreed precisely. It took us ten years of work before
we achieved this result.

I was absolutely elated when I watched the launch of ERS-1 in Kouru in
1991. It was incredible that after all those many meetings in ESA, discussing
an abstract project in endless variations in innumerable committees, the
satellite really existed and was roaring up there into space.

And I was enthusiastic when ERS-1 began providing ocean wave images
with the SAR, from which we could retrieve two-dimensional wave spectra
using the algorithm we had developed. When Patrick Heimbach compared
the first three years of retrieved wave spectra in his thesis with the spectra
produced with the operational WAM model at ECMWE he found very good
overall agreement [140]. But he also discovered a slight shortcoming of the
model, in the propagation of swell, which needed to be brought into closer
agreement with the old results of the Pacific swell experiment. All this was
very pleasing.

I was also emotionally strongly moved on my 60th birthday surprise collo-
quium, when suddenly all the people I had worked with in different fields
from different countries over many years turned up and gave talks. I had
never realized until then how fortunate I had been in experiencing so many
rich friendships in my career.

But I also had many satisfactory experiences that did not have this delta-
function characteristic. For example, the strengthening and dissemination of
the stochastic forcing concept through a number of very nice Ph.D. theses
or post-doc papers, or the many influential detection and attribution papers
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that followed our first paper, in which we had come up with a quantita-
tive estimate of the—very small—probability that the observed recent global
warming could be attributed to natural variability. This led very soon to the
general acceptance that anthropogenic global warming was real and had been
detected.

In your list, you did not include the creation of the DKRZ.

Hasselmann: I did a lot of things that were simply my obligation as director
of the Max Planck Institute, or as the member of some committee, but these
were not things in which I was strongly involved emotionally. I pushed, for
example, for ERS-1, in various committees—well, I guess I was emotionally
involved there and did in fact battle with some lobbyists pushing other prior-
ities. But one of the things that were simply necessary and didn’t run into any
opposition was the creation of the Climate Computing Center. This was, of
course, a key component of the German, and later also the European, climate
program, but not something for which I personally deserve particular credit.

You said, there were always two roles you played. One is the wage earner, just
doing what you have to do; on the other hand you are the unruly scientist who is
Just following your curiosity. I guess the answers you gave just to those questions
was the unruly part.

Hasselmann: Well, they were both parts. In fact, the successful parts were
really the wage-earning parts. I believe most scientists, unless they are obvi-
ously geniuses, need to have a professional commitment to work in some
field in which they can be reasonably sure to produce results that justify
their salary. Climate, ocean waves and satellite remote sensing are three such
typical fields. It is clear what needs to be done—within a spectrum of viable
options—and if you work on the problems, you can expect to get useful
results.

On the other hand, the things that really interested me, like turbulence
theory or now quantum phenomena, were problems where it was not at all
clear that one would ever be successful. If I were a young physicist today
working officially in elementary particle theory, I would have great problems.
It is quite clear that there is not an obvious road to a successful solution.
But as a young scientist, you need to publish. So you have to jump on some
bandwagon which the establishment has created, such as string theory, which
joyfully leads everyone to nowhere.

So I think it is important—if you do not regard yourself as a genius—to
have a serious obligation to society to do some useful research. This gives you
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the freedom to engage also in problems that cannot be solved from one day to
the next, without the pressure of having to continually publish. But now that
I am retired, of course, I am completely free to pursue these hobbies anyway.

2.2 Supplement 26 June 2021

When and why did you, or your family, return to Germany after the war. How
did this happen?

My mother was suffering from MS and never really settled in England. She
was quite unhappy there. My father was offered the position of CEO with
the GEG (Grofleinkaufs Gesellschaft Deutscher Konsumgenossenschaften) in
Hamburg. He had already worked for the Cooperative Society in England for
several years. This was an opportunity for the family to return to Germany in
1948. They lived on the top floor of the only non-destroyed apartment block
known as the ‘Beim Strohhause’ block. All around there were only ruins. I
stayed in England for another year to complete my Grammar School Certifi-
cate. Had I been a British national, I could have received a scholarship for
Cambridge University but being German, this was not possible. I joined my
family in Germany in 1949.

On my train ticket it said that I had to get off in Hamburg Altona, so
I didnt get off the at Hamburg Hauptbahnhof and the next station was
Flensburg, which is right up north near the Danish border. This was my first
experience of Germany.

When did you know that you were destined to become a physicist? Did you

consider any alternatives?

I've always been interested in Physics. My first really exciting experience was
building a radio detector I couldn’t believe that I could hear music through
it. I pursued this interest on my own because my physics teacher didnt like
me and was not very inspiring. However, I was also very interested in art,
which I also pursued with a passion although my senior school exam results
in the subject were not good. I took this as a sign that I should go into
Physics. Having returned to Germany, I completed an internship at Menck
and Hambrook, which was a mandatory requirement for a German Diploma
in Physics at the time. I had some problems with my colleagues there: I heard
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them addressing each other with the familiar ‘du® and assumed that this was
part of the corporate culture there ... it wasn't—at least not for a trainee—
and they let me know it in their own way.

Having seen Oxford students wandering around in the park, pondering
and discussing things, I had gained the impression, that the life of a scientist
was very laid back. So, I only rarely attended the lectures at the Univer-
sity of Hamburg and, by the end of the semester, found that I no longer
understood a single word. So, for the first time in my life, I finally had to
knuckle down and study zealously. I met some very lively and stimulating
lifelong friends there including Wolfgang Kundt (Bonn), Gerd Wibberenz
(Kiel), Ewald Richter (HH).

2.3 Conversation in 2021 About Climate
Science Becoming a Political Actor

In June 2021, Klaus Hasselmann (KH) joined Susanne Hasselmann (SH),
Dirk Olbers (DO) and Hans von Storch (HvS) to discuss how climate science
had entered the social arena.!”

HvS: Ola Johannessen once asked how the initially rather academic subject
of climate change and climate dynamics became a dominant topic in polit-
ical discourse. In your interview you said that your Institute was founded at
the time explicitly with reference to the social importance of this topic and
Reimar Liist has made similar comments.

KH: Yes, thats right.
HvS: But in the early years it was rather abstract.

KH: Yes, that’s the way it was. Everyone expected us to immediately buy a
huge computer and start calculating. And it was clear to me that we had not
yet understood many of the basic questions about climate change and human
impact on the climate. I was particularly interested in clarifying the basics of
human influence on the climate. How can we distinguish between natural
and man-made climate fluctuations? Initially, that was my real motivation.

HvS: Dirk, you were an early member of the Max Planck Institute. Did you
realize at the time that this was the overarching topic?

9 There are three ways of saying “you” in modern German: du, Sie and ihr, whereby “du” is reserved
for close friends and family as well as other extremely informal relationships.

10 The discussion took place in German; translation by Dirk Olbers.
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DO: No, not at all. We all had our own little niches in which we tried to solve
various physics problems. Every now and then we would be requested to give
a lecture on questions such as what climate is and what we can expect. In my
opinion, this was initially explained in a relatively vague way. I gave lectures
in which I really explained the spectrum of atmospheric radiation, although
that probably didnt interest people, who just wanted to know whether it
would rain or not at a given location. But we didn’t know all that. We knew
the basic physics, but the effects on humans and on the regional climate were
unknown.

HvS: Klaus, who approached you about this topic? I know it was Reimar Liist
but there must have been others. Did certain politicians also approach you in
the seventies asking for clarification of this issue?

KH: The climate problem had gradually entered public discourse and the
political arena by the mid-seventies. The Institute was founded to address the
climate problem. That was Liist’s idea, and it was he who convinced me to
join him although I had nothing to do with the climate problem at that time.
However, I was on an advisory committee that also dealt with human impact
on the climate so, I was already familiar with the fact that climate was set
to become the subject of political and scientific interest. So, whilst the topic
was not new to me, I did wonder how I could best address it as a member
of the Institute. The answer to that was developed at a later stage but it was
certainly expected that I would take up this topic.

HvS: “It was expected”? By Reimar Liist or were there other?

KH: By the public. By Liist to a lesser degree: he always gave me a free rein
and I never felt pressured by him.

SH: It was mainly the Swede Bert Bolin who recommended Klaus. The
meteorologists were very much against it because he was better known as a
physicist and oceanographer. He actually had to prove to them that he under-
stood something about climate, because he didn’t understand anything about
it at the time and then quickly produced this simple stochastic climate model
in order to have a basis on which to work.

KH: My first challenge in the climate field back in 1975 was to assess human
impact on climate; to be able to distinguish man-made climate change from
natural climate variability.

HvS: Who were the leading meteorologists at that time?
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KH: Flohn was reasonable; but a meteorologist from Berlin was upset that a
non-meteorologist had been given a job in climate research.

DO: What surprised us very much at the time was that the Institute was
called the MPI for Meteorology rather than for Climate Research.

KH: I actually wanted to call it “for climate research” or something like that,
but Liist said it should be called “for meteorology” instead because that’s very
general and you never know in which direction things would go. It’s a tradi-
tion at the Max Planck Society that people drift into something completely
different from what they’re supposed to be doing, which is why he wanted to
leave it as open as possible.

HvS: So, in the first phase it was more academics like Bolin or Flohn
or people who knew about it who approached you, but probably not
heavyweight politicians?

KH: Not really.
HvS: When did politicians first take an interest?

SH: The first political interest in us was by Angela Merkel when she was
minister for the environment in the early to mid 90s.

HvS: And this contact with Mrs. Merkel—how did that go?
SH: She had a perfect understanding about everything to do with the climate.
KH: I don't really remember that.

HvS: Initially, there were the general academic questions on climate: how
does the climate work in the first place? and how can one analyse the climate?
The effect or impact was not a relevant topic, which was also dealt with at one
time. But then reunification of the two Germanys brought with it the oppor-
tunity to found the Potsdam Institute for Climate Impact Research (PIK) on
your recommendation.

Politically speaking, it all happened very quickly back then. And it was
a matter of transferring the strong aspects of GDR science into new forms.
There was also a significant GDR weather service meteorology department
at the Telegraphenberg in Potsdam. So, the idea was that something should
be created on the Telegraphenberg, and I think it was then that you and
others came up with the idea of founding an Institute for Climate Impact
Research there, which would complement the work being carried out at your
own Institute.
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KH: Yes, the idea was that we should do the basic science and they should
research the impact on society.

HvS: There was a paper by Nordhaus entitled “to slow or not to slow”, which
was quite important for me. And I think that was the moment when your
commitment to the question of climate and society became much stronger.

KH: Yes, it grew. I don’t know specifically when that was. Certainly, before
the foundation of the PIK. After all, I had suggested the foundation of the
PIK at that time to study the impact on society.

HvS: My perception is that at the end of the nineties or the beginning of the
2000s, the German public looked to the PIK, and no longer to the MPI for

information on climate research.

KH: Yes, in terms of impact research. The impact of humans on the climate
was the central question, not the climate itself as a scientific problem, as
a physical problem, but as a human problem. That was also the intention,
that the PIK should focus on a precise investigation into the anthropogenic
impact.

SH: You weren't interested in informing the public, you were always inter-

ested in basic research, and you were glad that Mojib [Latif] took care of that
on behalf of the MPL

KH: I was glad that we had Mojib Latif and Hartmut Grafll. They took care
of certain tasks that were important for the Institute. I had no desire to do
that myself.

HvS: That led to a perception that the most important researchers in
Germany were Grafdl and Latif. Mr Hasselmann was hardly known.

KH: That suited me down to the ground.

DO: Initially, this division of labour between the MPI and the PIK didnt
work properly because the PIK sometimes hired our doctoral students and
colleagues, who then ran the same models as we did, and tried to answer the
same questions. In this respect, the impression arose that rather than doing
climate impact research, the Institute was conducting basic climate research.
They were actually competing with us for a very long time. They were doing
exactly the same ice sheet models—everything the same. That went on for
ten years or so. Later on, research was actually conducted into such things as,
let’s say, the drought in Brandenburg in soil models and things like that. But
today that’s no longer the case.
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HvS: Yes, they have a very strong economic dimension with Edenhofer. They
also do that beautifully; I think the thing with the budget approach is down-
right ingenious. But, the tipping points, or the expectation that there will be
a whole series of them are a dominant element in public discourse.

KH: Schellnhuber always zeroed in on a specific buzzword and that then had
an effect in the discourse.

HvS: That is also correct from a communication perspective; it's how it

should be done.

KH: Well, he overdid it a bit at times and sometimes introduced a bit of
a weird aspect. I found the interaction between climate research, impact
research and climate impact research exciting. I was very interested in this in
general, but I was quite happy when the PIK really took it up and followed
up on it. I thought it was an important topic and it was also my intention
when I initiated the founding of the PIK.

DO: Were there any examples in other countries that already had similar
institutes?

KH: To some extent, Smagorinski’s group had done something similar. But,
no, as far as I know, there was no institute doing exactly the same thing.

HvS: What is your idea of the ideal policy consultation?

KH: Well, it would involve people actually listening to what I have to say.
That would be nice!

SH: For a long time, you were of the opinion that your role is to present the
research, the facts, and that what is done with them is someone else’s business.
But certain things, such as the photo of Cologne Cathedral under water on
the front cover of the Spiegel magazine etc., made you realise that that wasn't
working. That was when you started to develop these socio-economic models
and decided to make a contribution to the question of how to deal with the
problem and thought that politicians would listen to you. But it didn’t work
out that way.

Why did a young girl sitting down in front of the parliament in Stockholm
and going on a school strike start such a big movement? She came at it from
an emotional standpoint; you came at it from a scientific base. But public
demand is what influences the wider public and politics, and that goes via
the emotions.

KH: I hadn’t really considered the interaction between politics, the public
and the media. The fact that it was important had always been clear to me.
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The job of researchers is to clarify scientific connections. And I already knew
that the ways in which the results are then put into practice and enter into
the public domain to stimulate those mechanisms that are important in the
process was an important field, but it was not my field.

My idea was always to set up a research institute to study the interaction
between climate science and politics and society—the PIK.

HvS: Did the PIK succeed in this task?

KH: Yes, it has managed to do so in its own way and has come into the
public eye—sometimes a bit distorted. But the question of how to mediate
between scientific knowledge and policy implementation has already reached
the public. That is still an issue.

HvS: At some point, we also started discussing the philosophy of science in
Salzau. It turned out that none of us—except for Martin Heimann, who had
heard a lecture on the subject in Switzerland—had ever really thought about
it.

KH: I didn’t know that at all; I must have forgotten. I always had a great
respect for Heimann.

HvS: These questions did not figure in our curriculum at all.
KH: What questions?

HvS: History: the history of Science. Norms: what standards do we have?
What does “good science” actually mean? You view that in different ways.
But this whole philosophical dimension was non-existent at the MPI.

SH: That was already a question with Walter Munk, because American scien-
tists feel a greater responsibility to the public than the Germans, so there was
definitely a discussion with you on this topic.

KH: But I didnt discuss much with Walter Munk beyond science.

SH: Yes, yes, you had a lot of discussions about the fact that, as a scientist,
one is also obliged to write popular science books. You said that your time
was taken up with theoretical research and so on. But afterwards you got fully
involved in these socio-economic models.

HvS: Your later turn towards the metrons then also completely took you over.
KH: Yes, yes.

HvS: One could see the situation like this: Hasselmann laid the foundations
for understanding the climate problem and thus also for solving it. But when
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it came to actually translating this into a politically concrete situation, he then
said “nah, others can do that better—I'm now focusing on the only topic that
is really relevant, the metrons”.

KH: Yes, the metrons had always interested me in the past in addition to my
main work.

DO: You say the others can do it better—who can really do it better? I would
say that they have failed just as much as we have. After us came the sociolo-
gists, such as Harald Welzer, who has written an incredible number of popular
books, but they didn’t listen to them either, just as they didn’t listen to us.

SH: But that’s not a question for the physicists, it’s a question for the
sociologists and psychologists.

HvS: Have you ever met a politician who internalised your arguments to such
an extent that he wanted to implement something?

KH: Really from my ideas?

DO: Yes, about the climate problem, that he really wanted to do something?
Politicians also came to the AWI. I wrote a brochure for Riesenhuber. The
foreword, which he probably didn’t write himself, is published under his
name. My impression was that the essential thing for him was the photo
opportunity when you handed this thing over. But what was written in it
probably didn’t interest him in the slightest.

KH: There are a number of different forces at work to which mankind is
reacting. The climate problem is a long-term issue, but most people want
to achieve short-term success. That’s the main problem, that the long-term
problems are always kicked into the long grass and then neglected. When-
ever 'm supposed to do something for politics, I'm always a bit demotivated
because I think, “but we already said that 40 years ago”.

DO: Are the arguments of the sociologists, psychologists and economists who
talk about climate today any more effective than ours? I look at it like this:
we've done, let’s say, 40 years of climate research. We understood everything
and said everything we could say. Today, it’s the turn of other sciences to talk
about climate conditions on television. Most of the talk show guests are really
sociologists and economists. Not much has actually happened.

KH: Humans are so trained in all the conflicts they have to resolve that this
has to happen in the next 1, 2, or maybe 10 years. But here is a problem that
requires planning on time scales of 30—40 years. Mankind is simply not used
to that—with the exception of foreseers, who may be able to do it.
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HvS: I wouldn’t think so. So, if you think of the UN’s 16 Millennium Devel-
opment Goals, many of them are of this long-term character. Poverty for
example: people in India who have to live in cardboard boxes. That’s a long-
term problem. But we no longer pay any attention to it; we are no longer
interested in it. When it is said that the climate problem is the most impor-
tant issue of all, then this corresponds to our local social perception. We no
longer have that kind of poverty here—people living in cardboard boxes, for
example. Other Millennium Development Goals do not play a role for us
either. But in India they play a massive role. Since these are international
global problems, there is a competition of concern that we cannot handle
well.

KH: Yes, that’s right.

HvS: There is an aspect of the North—South conflict, the consequences of
colonialism. Climate is an important issue, I would say. But I doubt that it is
really recognised globally as the most important and we can’t judge or decide
that either. We can judge the climate problem wonderfully, but we cannot
judge the poverty problem.

KH: How to classify the climate problem and all the other issues facing
humanity is something we don’t really have a handle on. The climate problem
is treated in the abstract and not embedded in all the other problems that
global society is trying to solve at the same time. It’s not just clear-cut problem
solving. It's embedded in general politics.
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The Strands of Klaus Hasselmann’s Science

While Klaus Hasselmann began, as many theoretical physicists do, expecting
to find a solution to the “curbulence problem” (whatever that is), he noticed
that this would be a rather big challenge, and that it may also be good
to tackle easier problems. And that is what he did before returning to
the old dream when he retired, although he was not particularly successful
in attracting praise and recognition. His thinking was informed by the
dominance of a low-dimensional subspace, within which the dynamic lives
and acts, while it influences, and is statistically influenced by myriads of
factors in a high-dimensional space. This approach is sometimes obvious and
sometimes under the surface, but it is ubiquitous.
The different strands of Hasselmann’s interest and effort relate to:

. ocean wave theory and prediction

. remote sensing

. stochastic climate model

. reducing phase spaces

. climate and society

. building the modelling strategy of MPI
. METRONs—particle theory.

N QNN RN~

For each of the above areas we shall first provide a brief overview of the
topic, try to determine the significance of Hasselmann’s work for the field,
and provide a facsimile of a key publication, often his first on the subject.
These first papers were often rather complicated and sometimes difficult
to comprehend. In many cases, they were later followed by other versions
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characterised by a remarkable clarity. The reason why, wherever possible, we
present the first papers, is to provide the reader with a glimpse into Hassel-
mann’s thought processes. As a rule, if something is truly great then the
original ideas become simple. And indeed, Klaus was unwilling to update
his original stochastic climate model-paper, “because it is too simple”.

The numbered references below relate to the publication list in Sect. 5.

3.1 Ocean Wave Theory and Prediction: From
Basic Physics to an Integrated Wind
and Wave Data Assimilation System!

The challenge

There are two main challenges involved in ocean wave research:

1. One would like to better understand the basic physics, which is really
quite complicated: even today many aspects are not fully understood.

2. There is a great need for practical applications: reliable forecasts and
climatologies.

What was known in the 1950s?

Ocean wave research was booming in the 1950s,? with exciting progress being
made along several lines. The semi-empirical forecasting methods of Sver-
drup and Munk, based on wave height observations, came into wider use.
Visual observations were complemented by instrumental observations, both
in the laboratory and in the field. Bill Pierson introduced ocean wave spectra,
applying results from studies on random noise, and he developed practical
methods for ocean wave forecasting using wave spectra and statistics. Owen
Philips and John Miles made significant contributions to the understanding
of basic processes.

1 By Gerbrand Komen after some discussions with Luigi Cavaleri.

2 Details and references can be found in Hisashi Mitsuyasu’s excellent Historical Note on the Study
of Ocean Surface Waves (Journal of Oceanography, 58, pp. 109-120, 2002), and also in Klaus’ own
account [95].



3 The Strands of Klaus Hasselmann’s Science 105
Basic equations

Then, in 1960, Klaus Hasselmann published Grundgleichungen der
Seegangsvorhersage (Basic equations for sea state predictions) in German
in the journal Schiffstechnik (Maritime Engineering) ([3], see facsimile f1
below). The paper opens by noting that knowledge of the forces acting upon
developing ocean waves (“wind sea”) is insufficient, but also—more optimisti-
cally—that recent advances are encouraging in terms of attempts to develop
a reliable, general method of sea state prediction and that this should be
based on an equation that represents the energy balance that shapes the ocean
wave spectrum. This is then followed by what is now known as the energy
balance equation, aka the radiative transfer equation, which expresses the
rate of change in energy of a spectral component as a result of advection,
wind input, dissipation, and the exchange of energy between different wave
components due to nonlinear resonant interactions.

In the paper, Hasselmann expresses his surprise that this equation had not
been included in previous approaches. However, this is not quite correct,
because, in fact, Gelci and his colleagues had formulated and used a similar
equation in 1957 in a paper entitled Prévision de la houle. La méthode des
densités spectroangulaires, which was published in the Bulletin d’information
du Comité central d'océanographie et d'études des cotes. Obviously, this was not
known to Klaus at that time. Anyway, his treatment contained an important
new element, namely the inclusion of the wave-wave interaction term.

Some readers of Grundgleichungen (for example, Richard Dorrestein,
director of Oceanography and Maritime Meteorology at the Royal Nether-
lands Meteorological Institute) were surprised that the paper did neither
derive nor justify the correctness of the energy balance equation. In fact,
a decent derivation was not provided until 1975, when Jiirgen Willebrand
published his ‘Energy transport in a nonlinear and inhomogeneous random
gravity wave field’.

Grundgleichungen not only includes the basic equations, but also discusses
several applications in special situations, namely for fully developed wind sea
and for the “development phase, in which the non-linear effects are still negli-
gible”. Later it would become clear that this second application was rather
academic as nonlinear interactions were found to be strong for young wind
sea. Finally, the paper includes a section on finite depth effects, with an
application of generation in the Neusiedler See, a lake in Austria, south of
Vienna.

Grundgleichungen has a modest citation record. Nevertheless, its impact
has been enormous, as it not only provided a basis for further work, but also
set out an agenda for ocean wave research by stating that:
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e (...) more precise observations would be required (a theoretical calculation
might fail for the time being due to the turbulence problem) to determine
those terms used in the energy equation that are still uncertain with greater
precision.

e the method could be expanded with the aid of a suitable computer
programme for an electronic digital system, to calculate fast and accurate
sea state and swell forecasts for any wind fields identified on the weather
chart.

Klaus himself would actively pursue these objectives over the next few
decades, with help of the global wave research community which he
successfully mobilized. This is now history, with several well-written and
well-documented accounts.® Here a short overview will be given.

Nonlinear interactions

Grundgleichungen contained an explicit expression for the exchange of energy
between different wave components due to nonlinear resonant interaction,
the so-called Boltzmann integral, a five-dimensional integral containing the
products of wave spectra and a number of exchange functions. The exchange
functions were not included in the 1960, but appeared in follow-up papers
(6, 8,9] in 1962 and 1963, and in a comprehensive and more general account
which appeared in 1968 as “Weak-interaction theory of ocean waves” (21).
The Boltzmann integral is actually a 6-dimensional integral in
wavenumber space, constrained by the resonance condition, namely that the
frequency of the forced” component is equal to the sum of the frequencies
of the ‘forcing’ components. Its numerical integration is challenging because
wave spectra are typically sharply peaked. To obtain reliable results these peaks
have to be represented with a high degree of accuracy in high resolution.
Initial results were already available in 1961, indicating that energy from
waves near the peak of the spectrum was transferred to still longer waves,
but integrating the Boltzmann integral with sufficient accuracy and afford-
able computing costs remained a challenge for the next 25 years or so [198,
77,78, 114]. An initial successful application emerged in 1972 when it was

3 For example: Young and van Vledder 1993: A review of the central role of nonlinear interactions
in wind-wave evolution; Janssen 2007 Progress in ocean wave forecasting; The WISE-group (Cavaleri
et al.) 2007 Wave modelling—The state of the art. This in addition to Mitsuyasu’s 2002 Historical
Note mentioned in the previous footnote.
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found that nonlinear resonant interactions were essential for understanding
the spectral evolution observed during JONSWAP. Later applications from

1980 onwards were used in numerical wave prediction models.
JONSWAP

Klaus Hasselmann was involved in several large-scale field experiments. The
first was the Pacific swell propagation programme [18] with Walter Munk and
others. Another major campaign was MARSEN in 1979 in the North Sea.
Perhaps best known is JONSWAP, which Hasselmann coordinated, which
took place in the German Bight in 1969 following a pilot experiment in
1968. There were several objectives, such as measuring wave growth, wind
stress, atmospheric turbulence, and swell attenuation. The development of
sea states was studied by continuously measuring wave spectra along a line
extending 160 kms into the North Sea westward from Sylt under (fairly)
stationary offshore wind conditions.

One important result was the parametrisation of the observed spectra. The
starting point was an earlier parametrisation by Pierson and Moskowitz for
fully developed seas. The most remarkable difference was the strong enhance-
ment of the energy level at the spectral peak during growth. Mitsuyasu,
who had performed similar measurements at about the same time in Hakata
Bay, proposed a somewhat different parametrisation, however the JONSWAP
spectrum would be used more widely in later studies and applications.

A second important result of JONSWAP was the determination of the
fetch dependence of the spectral parameters, where fetch is defined as the
distance to shore. Ideally, one would like to perform these studies for a
constant wind blowing perpendicular from a straight coastline. In reality this
never occurs, which results in a lot of scatter in plots of measured wave param-
eters against fetch. This is usually somewhat hidden in log—log plots. Another
problem relates to the choice of scaling variable. Quantities such as wave
height and wavelength are usually presented in nondimensional form with the
aid of either the wind speed at a given height or the frictional velocity. The
choice is important when one extrapolates the JONSWAP results—which
were obtained for fairly moderate wind speeds—to higher wind speeds, as
the windspeed/friction velocity ratio is itself a function of wind speed.

Perhaps the most rewarding outcome was a better understanding of the
mechanism of wave evolution. Using computations of the Boltzmann integral
and simple parametrisations for wind input and dissipation it could be shown
that wind input mainly occurs at medium and high frequencies and that
the generation of low frequency waves—and the associated mean wavelength
increase with fetch (and wave age)—is due to nonlinear interactions.
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Models

The JONSWAP-results formed essential ingredients for the realisation of the
second objective set out in Grundgleichungen: “to calculate fast and accurate
wind sea and swell forecasts”.

Numerical wave models represent the wave spectrum on grid points and
simulate their evolution in small time steps. As numerical integration of
the full Boltzmann integral was prohibitively expensive, several ocean wave
models were developed in Hamburg and elsewhere in which the effect of
the nonlinear transfer was modelled by prescribing the spectral shape and
imposing the observed dependence of the spectral parameters on the wave
age. These models had skill and were used for many applications, but then an
international model intercomparison (SWAMP) found that different models
produced very different results in particular situations. An important step
forward was made by the development of EXACT-NL [76], a model that
used an approximation developed by Klaus and Susanne Hasselmann. Results
were presented in Miami in 1981 but were not published until 1985.

Hasselmann launched a new initiative in 1984 known as the WAM (Wave
Modelling) group in which an international team of researchers would collab-
orate on the further development of a model based on the Grundgleichungen.
This involved the further improvement of the source terms, a new more
rapid approximation to the Boltzmann integral, and implementation in many
different centres. At ECMWF much work was done by Susanne Hasselmann
and others at ECMWE in particular by Liana Zambresky, Peter Janssen and
Heinz Giinther, each of whom spent several years in Reading installing the
model on the CRAY-1, coupling it to wind fields, performing test and vali-
dation runs, introducing the model into the operational forecast cycle, and
setting up routine validation against observations. Visitors from the WAM
group (such as Anne Guillaume, Vince Cardone and Luigi Cavaleri and their
colleagues) also made significant contributions. The model became known
as the WAM model. Results were published in 1988, and later, in 1994,
in the monograph “Dynamics and Modelling of Ocean Waves” [244]. This
was all done under the continuous guidance of and was inspired by Klaus
Hasselmann.

There was a certain amount of consensus that models constructed on the
basis of fundamental physics, such as that described in Grundgleichungen, and
the WAM-model in particular, would be superior to more empirical models.
However, reality is complex: the WAM-model had some shortcomings, in
particular in the numerics, whilst some models that did not integrate the
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Boltzmann equation were very well tuned and performed quite well. In prac-
tice, the quality of wind forcing was often a limiting factor. In fact, WAM
was so reliable that it could detect errors in the atmospheric model used to
generate surface winds.

Towards an integrated wind and wave data assimilation system

In 1985, when work on the WAM model was under way, and remote
sensing from earth observing satellites became feasible, Hasselmann came
up with a new and ambitious vision [74, 79, 95], namely, to run a coupled
atmosphere/surface wave/ocean model, which could provide first-guess infor-
mation for the retrieval of useful information from satellites, and which
would assimilate all available observations in real time. This would then
provide the best possible forecasts as well as an archive for climate and other
research. This seemed like a pipedream in 1985, and some people were critical
because of its inductive structure, as it would use model results to interpret
measurements which were then used to validate the model. Nevertheless, it
became a reality in the nineties, and was highly successful, helping to improve
forecasting expertise and providing huge and useful datasets (ERA) for earth
system research.

Heritage

After 1994, Hasselmann put his energy in other endeavours, while ocean
wave research continued, building upon what he had already started.
“Dynamics and Modelling of Ocean Waves” [244] became a standard refer-
ence book and remained so throughout the years, when many groups
attempted to improve the representation of the various source terms. The
WAM-model is still in use for both forecasting and wave climate studies.

Klaus’ dream of an integrated wind and wave data assimilation system
became reality in 1998 when ECMWEF started running a coupled forecasting
system, where the atmospheric component of the Integrated Forecasting
System (IFS) communicated with the wave model through the exchange of
the Charnock parameter, which determines the roughness of the sea surface.

New ocean wave models, such as SWAN and WAVEWATCH, were devel-
oped. They are still essentially based on the Grundgleichungen as described by
Hasselmann in his 1960 paper.
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Grundgleichungen der Seegangsvoraussage

K. Hasselmann

Institut fiir Schiffbau, Hamburg

Das Problem der Emwicklung der Windsee, die von einem
zeitlich und rdumlich veriinderlichen Windfeld iiber einem
Meer erzeugt wird, ist bisher vorwiegend von der empirischen
Seite untersucht worden [1, 2, 4, 5, w a.]. Zur Aufstellung
einer exakten Theorie waren die Kenntnisse der auf den See-
gang einwirkenden Kriifte noch nicht ausreichend. Es erscheint
jedoch fraglich, ob im komplizierten allgemeinen Fall rdum-
lich und zeitlich verinderlicher Windfelder eine befriedi-
gende Seegangsvoraussage erreicht werden kann, ohne auf die
wichtigsten Grundvorginge der Se.eganga:ntwldilung einzu-

stellt. Es iiberrascht etwas, daB diese Gleichung in den bis-
herigen empirischen Ansiitzen durchweg nicht mit herangezo-
gen worden ist. Auch ohne genaue Kenntnis der einzelnen

Terme der Energurgleudnng lassen sich aus der Struktur der
leidh blei Taikiaiia

ergibt s:di eine sehr elnfadle Anlwnrl aul die vieldiakuherle
Frage nach der relativen Bedeutung von . Feich” und ,Dura-
tion* bei der Aushildung der Windsee.

Fiir die Entwickl ph in der die nichtli Effekte
noch vernachlissighar sind, ldBt sich die Energiegleidiung so-

gehen, Im wesentlichen lassen sich drei H
auf den Seegang heiden: die Anfachung durch Wind-
kriifte, die Dissif durch turbul Reibung und die
nichtlinearen Einfliisse, die durch die endliche Steilheit des
Seegangs bestimmt sind. Einen wichtigen Beitrag zum Ver-
stiindnis der Windkrifte lieferte O. M. Phillips [6] durch seine
Erkldrung der Seegangsentstehung als Folge der Einwirkung
statistischer Druckschwankungen auf die Wasseroberfliche.
Der EinfluB der Turbulenz auf den Seegang ist im einzelnen
noch ungeklirt, jedoch wird allgemein angenommen, daB die
erhihte Dissipation mfo]ge der Turhulenz in erster Niherung
durch einen koeffizienten
berud:smhngl werden kann. Das vielleicht grﬁllle Hindernis zu
einer exakten Seegangstheorie waren jedoch die bisher un-
geklirten nichtlinearen Effekte, welche vor allem bei der Aus-
bildung der ausgereiften Windsee eine entscheidende Rolle
spielen. Es lassen sich zwei unabhiingige nichtlineare Effekie

unterscheiden:

1. der Vurgans der Wellenbrechung, bei dem die Wellen-
ittell in  Turbul verwandelt und
glewhaemg infolge der erhbhten turbulenten Reibung

fort integ Einige charakieristische Lisungen werden
diskutiert. Insbesondere ergibt sich, daB auch relativ kleine
Gebicte grofier Windstirke einen hohen Seegang erzeugen
kbnnen, falls die Wanderungsg, igkeit des Gebien
gerade halb so groB ist wie die Wm:lgzmﬁwmdlgkcll. inner-
halb des Gebiets. Der stationire Endzustand des Spektrums
fiir ein ausgedehntes Windfeld wird ebenfalls kurz diskutiert,
die Lisung dieses Problems wiirde jedoch iiber den Rahmen
dieser Arbeit hinausgehen.

Mit Hilfe eines geeig Red gramms fiir eine elek-
tronische ngttalunlsge lieBe sich die Methode ausbaven, um
schnelle und genaue Windsee- und Diinungsvoraussagen fiir
beliehige, durch die Wetterkarte bestimmten Windfelder zu
berechnen. Hierzu muﬂlcn al]crdmgs noch genauere Beob-

h (eine th g diirfte vorerst an dem
Turbulenzproblem scheitern) zur ||uhcren Bestimmung der
noch unsicheren Terme in der Energiegleichung vorliegen.

I. Formulierung des Problems: Energiegleichung

Der von Windkriften angefac Imiibige Seeg
auf cm:m Mtl.r luBt suh hcl:annllwh vnllslandlg durch cm

schneller dissipiert wird, und cin B (R‘ : ) charakierisie-
2 :"’ “'d""’h":l“f‘g“ Wed’“l‘";k““s"“ z“'"d’:: ::"5:::; renf), in dem der Wellenzahlvektor X F. gsrichtung
Fenen RO iten. Lo | b O . nnd Wc-l]cnlange )= 2a/k der Wellen angibt und t der zwei-
o £ des BANE le Ortsvel auf der Oberfliche ist. (8| =k;
trums fiihren. 2 Komponenten von X: ky, k., k;). Das Problem der Sugangn—

Die Wellenbrechung ist lich auf eine Instabilitit zu- formuli wir dnnn folgendermaBen :
{ﬁkff“[ﬁ';:"‘ o 1 dom Wellsappes s wenn die 1 einem Oberflichengebict © mit (allgemein zeitlich ver-
n‘: © “h lu.:ftmllsfg]l; B e 7 der Hiuf i o inderlichem) Rand 3 ist das Spektrum F (8; r, 1) zu bestim-
d;““s“l st 2 st sowie zumindest cine Abschgt. ™ 18t = to. In @ ist das Windfeld fiir t = t; und zur Zeit

zung der dabel verlorengehenden Wellenenergie diirfte mit L, des Ant’mgupcktrun?

iiblichen | hzufiihren sein. Eine F(®;nt) =F,(%;1) (1)
Theorie, die den Energi ch im S um in- o ben. Auf R gelten stiickweise eine der folgenden bei-

folge der nldltlmearen Wedchselwirkungen hesd:rml:t ist be-
reits vollstiindig durchgefiihrt worden und wird in einer wei-
teren Veriffentlichung ausfiihrlicher dargestellt werden').
Ohwohl di: G 1phi die die Entwickl des
fl d ch noch nicht in allen Einzel
!lellen gekkrl sind, ermutigen die jiingsten Fortschritte in
dleaen Fragen doch zu dem Versuch, an Hand der exakien
Igleich des Seegangs eine zuverlissige, allgcmeme
der S zu entwickel
punkt einer exakten Theorie muf zwangsliufig eine Gleldlung
bilden, die die Energiebil des Seegangsspektrums dar-
D In ciner kirzlich erschienenen Arbelt von O. M. Phillips (1]
werden 'ébenfalls nichtlineare Wi ung uon
sich jedoch m

Die
die Wechselwirkun bis zur dritten Ordnung zwischen
diskreten Well, ggn, wihrend im Fall eines mm.nuanm kon-
tinuierlichen ktrums der xmrvmmnnpor: durch Wechsel-
wirkungen bis zur fﬂn{iﬂ Ordnung zwu en drel verschiedenen
Spektralkomponenten hervorgerufen
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den Randbedingungen:
1. Randbedingung:
tt) = Fy (X;r, 0 fiir (0 (X)-n) —U,S0und 120
2)

F(&;

wo n=  Hullere Normale des Randes,
v(X) =  Gruppengeschwindigkeit = K l/ :
(g = Erdbeschleunigung)
U, = Normalgeschwindigkeit des Randes

und Fy eine bekannte Funktion ist.
2) Die i

nommen nur im Falle

vollstdndig durch das Spektrum beschrieben.

des sind streng ge-
Ein solehes

Rnuﬂh‘mktmm liegt sicherlich vor, mge die nichtlinearen
Effekte v chldssigbar sind. Es ldft sich jedoch ﬂum im nicht-
linearen nll dag die

spektrums von cinem Rauschspektrum klein hlelhﬂl
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2, Randbedingung
F#ir,0=a0F @5,
fiir (Kn) <0 3)
wo N'= K —2n(fn)

der am Rand reflektierte Wellenzahlvektor ist.

Die erste Randbedingung gilt fiir Rinder auf dem offenen
Meer. Sie gibt die Wellenenergie vor, die fiir t 2 t, von auBlen
her in @ einstromt. Die zweite Randhedmgung g|I| fiir die
Reflexion an Kiisten. Um Fall 1 im fol
zu vermeiden, betrachten mr nur den wichtigsten l-ull daB
der Reflexionsfaktor & (X) i isch verschwindet. Die 2. Rand-
bedingung geht dann iiber in den Spezialfall

Fy=10, U, =0 der 1. Randbedingung.

Zu diesen Anfangs- und Randbedingungen ergibt sich nun
aus der Energiebilanz des Spektrums eine partielle Differen-
tialgleichung, durch die F () dann eindeutig bestimmt wird.
Sie lautet:

a F (%)

3t +o(%)-grad F = a(X;r,

W0+ PR ey F(X) —
— 4w k*F (%) + N, + Ns. )

Der Konvektionsterm auf der linken Seite der Gleichung ist
die Divergenz des dem Spektrum F (X) zugeordneten Energie-
stroms © (i) - F ().

Der erste Term auf der rechten Seite stellt die Anfachung
durch die Druckschwankungen iiber der Wasseroberfliche dar
(Phillips [6]). Das bei Phillips durch ein Autokorrelationsinte-
gral nusg:dmdelc Ergebnis 1ibt sich durch Einfiithren des von

Well 1 und Freq bhingigen Spektrums P (X, w) der
Druckseh kungen p in chaulict Form bringen:

a
u(R) = 4k PR, —ay) mit oy = }gk. (3)

P (%, w) dk, dk, dw ist der Anteil, den die Druck-Fourierkom-
ponenten A (', w) ¢! | &7+ ot deren Wellenzahlen X baw.
Kreisfrequenzen o’ in den Intervallen k, < k,” S ky + dk,,
ky Sk Sk, +dky, baw. w S 0" S w + dw liegen, zum
mittleren Quadrat des Drucks beitragen.

Der zweite 'lerm auf der rechten Seite beriicksichtigt die

1l hi de Anfachung infolge von Sheltering,

Instabilitit im Sinne von J. W, Miles [3] usw. Im Gegensatz

zum ersten Term, der nur von der Turbulenz des Windes ab-

hiingt, sind diese Effekte (zumindest in erster Niherung) dem
Wellenspektrum proportional.

Der dritte Term stellt die Dissipation infolge der turbulen-
ten Viskositit v, dar (die zihe Reibung ist vernachlissigbar).
Der Term N; repri t den nichili Einflu der
Brechung, Zur Zeit ldBt sich iiber diesen Term wung aus-

Ty und Ts sind K lizi A hfunkti die
hier nicht niher angegeben werden. Sie enthalten als Fak-
toren Diracsche d-Funktionen der Form

Blo@ +8 —8) —o(®)—o®) +o)).

Die der Einfachheit halber als vierfache Integrale dargestellten
Ausdriicke auf der rechten Seite von (6) sind somit in Wirk-
lichkeit nur dreifache Integrale iiber Hyperflichen der Form

o + R —f) —o @) —o®) + o @) =0
im - 8" Raum (0 (%) = o, = Vik).

2, Formale Integration der Energiegleichung

Bezeichnen wir die Summe der lokalen Einwirkungen auf
der rechten Seite von (3) kurz mit L (8; t, t), so lautet die for-
male Lisung der Energiegleichung mit den zugehbrigen An-
fangs- und Randbedingungen:

t
FiR;r,p=[L{(R;r—(—1)o(H),)d" +
4
+ F(f;e—(q—t) v (X)) (M

t, (Begrenzung durch die Duration)

te, WO 1, = max 1 (<),

fiir welches £ — (t— 1) v (%) auf N liegt.
(Begrenzung durch den Fetch)

Gleichung (7) besagt, daBl das Spektrum F (;r, 1) be-
stimmt wird durch das Integral der lokalen Einwirkungen
L (R) iiber den Weg, den eine Wellengruppe mit der Wellen-
zahl ¥, die zur Zeit t am Ort ¢ eintrifft, von einem bekannten
Anfangspunkt t—v () (t—t,) aus zuriicklegt. Falls der zuriick-
verlingerte Weg der Wellengruppe bis zur Anfangszeit t, inner-
halb des Gebiets (3 bleibt, so ergibt sich der Angangswertin (7)
aus der Anfangsbedingung (1). Falls der zuriickverlingerte Weg
dagegen bereits zu einer Zeit 1, = t, auf den Rand R st5B,
so ergibt sich der Anfangswert in (7) aus der 1. Randbedin-
gung (2) (Im Falle der 2. Randbedingung (3) miibte der Weg
natiirlich an R reflektiert und weiter zuriickverfolgt werden).
Dieses Ergebnis ist kaum uberra.sdlend und hntle aud'l ohne
explizite Aufstell der Energiegleid wer-
den kénnen. Dennoch ist (7) bisher nur fiir die Dunungswr !
aussage angewandt worden [5]. Hier handelt es sich um das
reine Dispersionsproblem mit L (X) =0, und (7) reduziert
sich auf

mit 1} = max

Fftirn)=F(@®{;r—v®) t—u),). 8

Identifizieren wir im allgemeinen Fall L (%) =0 das Ge-
biet ®) mit cinem scharf begrenzten Sturmgebiet, so erkennt
man aus (7), daB zwischen dem Einflul des Fetch und der
Dauver des Sturms kein prinzipieller Unterschied besteht.
Diese Griofen machen sich in der gleichen Weise allein durch

sagen. Es ist wahrscheinlich, daBl er ebenso wie die R
terme vorwiegend im kurzwelligen Bereich des Spekirums von
Bed g ist, jedoch lich stirker als linear mit dem
Spektrum zunimmt. Fiir unsere jetzige, mehr prinzipiclle
Untersuchung ist die exakte Form dieses Terms ohne Belang.

Der Tcrm Ng reprasenuext udﬂ]eﬂllvh den Emlluﬂ der nicht-
li ver i Kompo-

nenten dl.m Spektrums. Er lauter:
Ne = [SSSF @) FE) FE + 8 —
_.'KjTl(R 5t“ R4 R — 8 dk dk, dk, " dk,”

—F(ﬁ)Ij'.I.‘thﬁ}FtR ) To (%, &', ®7) dk,’ dk,” dk,” dk,”
®
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die Beg g der Einwirkungsd von L (X) bemerkbar.
Wir werden daher auch spiter aus der Spektrumsvoraussage
fiir ein unendlich ausgedehntes Sturmgebiet, das zur Zeit
t = 1, plétzlich entsteht, sofort die allgemeine Lisung fiir ein
beliebiges (im Innern jedoch konstantes) Sturmgebiet mit zeit-
lich veriinderlicher Umrandung ableiten kinnen.

Die Gleichung (7) stellt zunéchst nur eine formale Integra-
tion der Energiegleichung (4) dar; denn der Ausdrudk L (%)
hiingt noch von dem Spektrum F (%) ab. Eine allgemeine Li-
sung diirfle wegen des sehr komplizierten nichtlinearen Terms
Nz nur au.l' numerischem Wege mit Hilfe elektronischer
R ack =1 sel“ !m fal 4 3 Wll‘
daher ]ed1g1|d| swe: (allerdings widitige) Grenzfille: 1. die
vollausgereifte Windsee, 2. die Entwicklungsphase, bei der
die nichtlinearen Effekte noch vernachldssigbar sind.

=182 -
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3. Die ausgereifte Windsee
Unter der ausgereiften Windsee versteht man den Seegang,
der sich fiir t— o hei einem unendlich ausgedehnten, kon-
stanten Windfeld einstellt. In (4) verschwindet also die linke

Mit g ten Annal iiber die Abhingigkeit der Koef-
fizienten u{ﬁ'} und B () von der Windstiirke liGt sich aus
(10) die Entwicklung des Spektrums fiir ein belichiges Wind-
feld berechnen. Um emlge pnnnpwlle Eigenschaften . der

her ken wir uns im folgenden

Seite. Fiir den relativ uninter Fall eines schwad
Windfeldes, bei dem das Spekirum so klein bleibt, daB die
nichtlinearen Terme vernachlissigt werden kinnen, erhilt man
sofort
_el®)

H b (B (%) <4 v k® vorausgesetzt). (9)
v

B

Die allgemeine Lisung fiir den Fall, daB die nichtlinearen
Terme nicht vernachlissighar sind, kénnen wir in d:esum Rah-
men nur qualitativ diskutieren. Die A hi T,
und Ty des nichtlinearen Terms Ny sind beide positiv. Das
erste Integral in (6) beschreibt die Energi hme des Spek-
trums an der Sle]le f durch die Wechselwirkungen zwischen
den Wellenk an drei and Stellen des Spek-
trums. Die Zunahme ist unabhiingig vom Wert des Spektrums
an der Stelle . Das zweite Integral stellt den Energieverlust
des Spektrums F (%) durch unmittelbare Wechselwirkungen
der Komp der Wellenzahl & mit den Komponenten an
jeweils zwei weiteren Stellen des Spektrums dar. Der Energie-
verlust ist dem Wert des Spektrums an der Stelle & propor-
tional. Die nichtlinearen Wechselwirkungen werden also die
Tendenz haben, scharfe Spitzen des Spektrums zu glitten und
die Energie gleichmiBiger iiber das Spektrum zu verteilen. Es
ist zu erwarten, daB sich analog zum nichtlinearen Kaskaden-
prozel der Turbulenz ein mittl Energi bildet,
der von den energiereichen langwelligen zu den energiearmen
kurzwelligen Gebieten des .Speklrums flieBt. Im stationiren

F(R =

Endzustand wiirde sich dann wahrscheinlich ein Gleichgewicht
instell ischen der Energiezufuh u(R}+ﬁ{ﬂ)F(R).m
langwelligen Gebiet, dem nichtli port Ng

]edoch auf den Fall u{ﬁ"} B (%) unabhingig von t, t. (10)
wird dann:
a(f)
vk — ﬁ(ﬁ)
+F (e — (—1) 0 (), 1)

F(Rie = (1 —elf B8 —dv 0 (t—10) 4

(1)

Wir betrachten nun zwei spezielle Anfangs- und Randwert-
probleme:

Fall 1: Das Gebiet ® ist unendlich; es ist F, (5, r) = 0.
Dies entepricht dem Fall eines plitzlich aufkommenden Windes
iiber einem anfangs ruhigem Meer. Hier ist t, = t,. Setzen
wir t, = 0, so wird (11):

a{ﬁj

F(R;nt= Fg(f;n = B(R}

(1— elBif)— 4 K Yy

(12)

Fiir p (%) << 4 v, k* geht die Lisung fiir t—0o© in die statio-
nire Lisung (9) iiber. Gewihnlich werden sich jedoch bereits
vorher nichtlineare Effekte bemerkbar machen. Fiir f () >
4v, k? nimmt das Spektrum exponentiell zu, und fiir f (%) =
4v, k? erhilt man die linear anwachsende Lisung

Fa(f, 1) =a(f): (13)

Fall 2: Das Gebiet @ wird durch zwei zur y-Achse par-
allele Geraden begrenzt, die sich mit der Geschwindigkeit U,
in x- R;datung {ortbewegen (Bild 1). Innerhalb & ist die
Wind, i it U= const; auberhalb & i:t U =0,

von lingeren zu kiirzeren Wellen, und den Energieverlusten
— 4% k*F (%) + N, durch turbulente Reibung und Wellen-
brechung, die vorwiegend im kurzwelligen Bereich erfolgen.

Der nichtli E 4 ist der dritten Potenz des
Spektrums und somit der sechsten Potenz der mittleren Wel-
lensteilheit des Seegangs proportional. Wege.n dloaer sehr star-
ken Abhidngigkeit der nichtli Wechsel von
der mittleren Wellensteilheit wird der Ubergang von der Ent-
wicklungsphase, in der die nichtli Effekte hlissig-
bar sind, zum dren Endzustand des S fiir ein
bestimmtes Spektralgebiet sehr rasch erfolgen. Durch Kom-
bination der hier betrachteten Grenzfille der linearen Ent-
wicklungsphase und des nichtlinearen Endzustandes diirften
sich somit auch im allgemei Fall hi Seeg:
anssagen erzielen lassen.

4. Die lineare Entwicklungsphase des Seeganges

Unter Vernachlissi der nichtli Terme libt sich
dic Losung der Energiegleichung auf Quadraturen zuriick-
fithren:

t

_——J‘ (R ——1) o), 1)

£,
i (®; e,y

a(ﬁ;:-——(l—l'}l’{-ﬁ}‘t)dl +F(R;r—(—1) b))
t

v omit y (8,0 '=H-P{ [dvk?—
1

— B(Rsr—p () p—1)1)dr (10

und t; wie in (7).
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d.h.oesist Fy (50,1 =0.

Wird t, = — ¢ gesetzt, so erhiilt man dann in einem mit
 mithewegten Bezugssystem ein stationdres Problem. Fithren
wir in diesem System Koordinaten x; und xp gemif Bild 1
ein, so wird (11):

Fa (R; Lu)fiir v (> U,
Fif;r,g=F (®;x) = v"; x
Fy (R‘: I:i-' _Tx)fﬁr v, () <U,

(14
wo Fy durch (12) gegeben ist.

Das Spektrum Fy fiir das beschrinkte, sich mit der Ge-
schwindigkeit U, bewegende Windfeld liBt sich somit auf das
Speklrum Fy [ur das I:neml]ldll:, zur Zeit t = 0 plétzlich auf-

de Windleld zuriickzufiik Dies gilt allgemein
fiir ein konstantes Windfeld mit sich beliebig verindernder

/,
—""r

mit Wander
U, und Windgeschwindigkeit U

Bild 1 BT
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Umrandung . Die ,Duration” t in Fy wird lediglich durch
die Laufzeit T ( in unserem Spezialfall (14) also

X x2

—————— b ——_—) ersetzt, die
Vx (R] U — vy (R)
von der Wellengruppe der Wellennhl § bendtigt wird, um
vom Rand des Sturmgebiets ihren ,Fetch® x; bzw xp bis zum
betrach Punkt zu durchlaufen. Diese Zeit ist fiir jede
Wellengruppe verschieden. Fiir U, > 0 ist sie sogar fiir ein
Spektralgebiet (vy (%) = U,) von dem luvseitigen Fetch x;
und fiir das andere Spcktrx]geblct (v (%) <<U,) von dem
gen Fetch xs abhiingig. Fiir Well hl K mit
v, (%) = U, wird die Laufzeit t unendlich. Das Spektrum
wurd dort a]su (in der linearen Niherung) unendlich baw.,
falls (9) zutrifft, ein hohes Maximum haben. Wir bezeichnen
diese Erscheinung als Gruppenresonanz, im Gegensalz
zur Phnsenresonan:, dm bei der Anfachung der Wellen
durch die turbul Dr hwank iiber der Wasser-
oberfliche eine entsdleldend.e Rolle splelt

Es ist aufschlull , das Z irken der Gruppen-
und Ph nither zu ¥ Wir beschrii
uns dabei der Einfachheit halber auf den Fall eines linear
zunehmenden Spektrums Fy (%, t) nach (13). Zunichst fassen
wir die Ergebnisse Phillips [6], die wir hier an Hand des
Spektrums P (%, w) etwas anschaulicher formulieren kénnen,

chmals kurz Die Zunahme des Spekirums F (i)
ist der Spektraldichte der Druckschwankungen an der Re-
sonanzstelle (%, —wy) proportional. An dieser Stelle haben
die Fourierkomponenten A (X, w) exp. [i ({r) + iwt] des Drucks
dlc gleiche Phasengeschwindigkeit wie die Oberflichenwellen

her Wellenzahl. Durch diese R regung wird von
den Druckwellen stindig Energie auf die Oberflichenwellen
iibertragen. Von den verstimmten Druckwellen mit Frequen-
zen 3= * wy, werden dagegen nur sehr kleine Oberflichen-
wellen konstanter Amplitude erzeugt. In einem natiirlichen
Windfeld entfillt nun der grifte Teil der turbulenten Druck-
energie auf Wellen, deren Phnsenges&mnd:gkml in Wmd
richtung nur wenig von der Wi u
d. h., die Wellen sind in einem sich mit der Wndg:s&lwmdxg-
keit bewegenden Bezugssystem praktisch stehend. Im drei-
dimensionalen X, w-Raum wird die Spektraldichte P (%, @)
also auf die Umgebung der Ebene @ = — Uk, konzentriert
sein. (U parallel zur x-Achse).

Beschréinken wir uns zur Veranschaulichung der wesent-
lichen Zusammenhiinge auf den Schnitt dieser Ebene mit der
Ebene k, = 0 (betrachten wir also nur Wellen, die sich in
Windrichtung fortpflanzen), so liegt die maximale Dichte von
P(%,0) auf der Geraden o = — Uk, k, =0 (bzw. das
Maximum von P (k, —w) auf der Geraden w = Uk, k, =0,
Bild 2)*). Zur Erregung der Oberflichenwellen triigt nun ledig-

L

Bild 2
der

P (ky, —w)
Wind-

bei
geschwindigkeiten U
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lich die Spektraldichte P (kx, — wi,) lings der Eigenfrequenz-
kurve wy, = Vgkx bei. Die Wellenerregung wird also dort
am stirksten sein, wo die Eigenfrequenzen die Gerade der
gribten Spektraldichte schneidet, z. B. fiir u = 10m/s bei
k=01 m™, @ = 1sec™! (Bild 2). Nach (5}, (13) wird das
Spektrum Fy (k,, 1), also vermutlich in der Nihe dieser
Wellenzahl (ks),, ein Maximum aufweisen und in R:dztung
biall Der quali
Eliahic & 1 B

grifierer und kleinerer k,
Verlauf von Fy (ky, t) (2u einer
zeit T) fiir U= 10 m/s ist in Bild 3 wledergegeben Dle
Kurve lieBe sich fiir wirkliche Voraussagungszwecke an Beob-
achtungen anpassen, fiir die jetzige Betrachtung ist der Ver-
lauf im 1 jedoch lich. Aus dieser

menen Kurve Fy sind nun nach (14) die Spektren Fy (ky, x))
fiir den Fall des begrenzten, mit konstanter Geschwindigkeit
U, wandernden Windfelds berechnet worden. Simtliche Spek-
tren sind auf den Fetch UT/2 bezogen. Dies entspricht einer
Laufzeit T fiir die der maximalen Spektraldichte (Fa), zu-
geordneten Wellengruppe (ksx)y. Fiir U, =0 haben die
Spekiren Fy; und Fy dihnlichen Verlauf; es wird lediglich der
kurzwellige Bereich von F,; wegen der relativ lingeren Lauf-
zeit der kurzen Wellen stirker betont. Fiir U, = — U/2 ist
Fy im Hauptbereich des Spektrums nur etwa halb so grof
wie Fy, da die Laufzeit der Wellen bei kx = (kx)y, um diesen
Faktor verkiirzst wird. In beiden Fillen wird die Laufzeit
allein durch den 1 Fetch x; 1 Der Fall
U, = U/2 zeigt nun zum ersten Mal die Erscheinung der
Gruppenresonanz, Fiir ky = (ks),, wird die Laufzeit und
damit das Spektrum F; unendlich. Die Anhebung des Spek-
trums macht sich auf beiden Seiten der singuliren Stelle noch
besonders bemerkbar, da die Stelle der Gruppenresonanz hier
gerade mit der Phasenresonanz zusammenfillt. Im letzten
Fall U, = U ist die Gruppenresonanzstelle ins langwellige
Gebiet bei ky = (ky),/4 verschoben. Die Singularitdt beein-
flubt dort nur ein relativ schmales Spektralgebiet, wihrend
sich das Spektrum im iibrigen Gebiet nur unwesentlich von
F, unterscheidet. Fiir noch grifere U, wiirde die Singularitidt
noch weiter nach links und F; im Hauptspektralgebiet unter-
halb der Kurve F, liegen. In den Fillen U, = 0 ist das Spek-
trum auf der linken Seite der singuliren Stelle durch den
luvseitigen Fetch x; und auf der rechten Seite durch den lee-
seitigen Fetch xo begrenzt. Bei der Anwendung der normier-
ten Kurven in Bild 3 auf einen konkreten Fall werden die

beiden Aste der Kurven daher mit — unter Umstinden
stark — hied Faktoren multipliziert. Im Fall U, =0
hat das Spektrum F; somit im all i keine Khnlichkei

mehr mit dem Spektrum F;.

1) An Steue der Geraden wiirde sich bel genauerer Berucusiui-
tigung
u:helvulch eine lefcht nach unten gekriimmie Kurve ergaben

Fik,)
(il £k ] |

? ar

kw82

Bild 3 Seegangsspektren Fy (£, X)) in einem begrenzten Wind-
feld mit Windgeschwindigkeit U = 10 m/s bel verschiedenen Wan-

U
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3. Wellenbildung hei endlicher Wassertiefe

Die Betrachtungen der ietzten Abschnitte lassen sich unmit-
telbar auf den Fall endlicher Wassertiefe iibertragen. Die Be-
ziehungen fiir Phasengeschwindigkeit, Gruppengeschwindig-
keit usw. miissen hierzu lediglich durch die entsprechenden
Bezichungen bei endlicher Wassertiefe ersetzt werden. In den

isten der naheli len A | fille der Wellen-
bildung in Kiistennihe oder auf Binnengewiissern ergibt die
endliche Tiefe jedoch nur geringe Korrektionen, da die von

gruppen, Dennoch seien sie hier nochmals betont, da sdami-
lidhe bisher vorgeschlagenen empirischen Voraussagungs-
formeln, soweit sie den Einflubl des Fetches und der Duration
beriicksichtigen, hiermit in Widerspruch stehen,

2. Die Ausfiihrung der Integration diirfte im allgemeinen
Fall wegen des komplizierten Terms Ny, der den Einflub der
nichtlinearen Wechselwirkungen zwischen verschiedenen Spek-
tralkomponenten  wiedergibt, nur mit Hilfe elektronischer
Rechenanlagen miglich sein. Hierzu fehlt ferner nech eine

(hr Tiefe abhingigen lingeren Wellen die betreffenden Ge-
ser im allgemeinen so schnell durchlaufen, dab sie der
verinderten Windeinwirkung, Dimpfung usw. nur kurzzeitig
ausgesetzt zind. (Die unmittelbaren Einfliisse der verander-
lichen Wassertiefe auf die Welleneigenschaften werden hier
natiirlich nicht betrachtet.) Eine Ausnahme bildet jedoch der
Extremfall des Neusiedler Sees, der bei einer Oberfliche von
cinigen Hundert Quadratkil n eine durchschninlic

Wassertiefe von nur ca. 1 m aufweist. Trotz seiner geringen
Tiefe ist dieser See fiir seine auBerordentlich starke, bereits
bei geringen Windstirken entstehende Wellenbildung be-
kannt. An Hand unserer vorhergehenden Bclrad!tungen k?.’m

Abschitzung des den Einflub der Wellenhrechung darstellen-
den nichtlinearen Terms N;. Fiir die Entwicklungsphase des
Seegangs, in der die nichtlinearen Terme des Spektrums ver-
nachldssigbar sind, it sich dic Energiegleichung jedoch
durch Quadratur lésen. Der Fall eines konstanten Windfeldes
mit variabler Berandung kann auf den Fall cines zur Zeit
1 = 0 plétzlich entstehenden, unendlich ausgedehnten, kon-
stanten Windfeldes zuriickgefiihrt werden. Die Spektren fiir
den ersten Fall sind im allgemeinen stark von der Wande-
rungsgeschwindighkeit des Gebiets abhingig. Bewegt sich das
Windleld in Windrichiung, =0 werden die Wellen, deren
Grupg hwindigkeit mit der Wanderungsgeschwindigkeit
des Windfeld fiillt, und die sich somit sehr lange

nen wir diese nun sehr einfach erkliren. Im
ldBt sich die Wellenbildung auf zwei Ursachen zuriickfiihren:

1. Bis auf relativ kurze Wellen ist die Phasengeschwindig-
keit fiir simtliche Wellen allein durch die Wassertiefe h be-

Vgh. Die Eigenfrequenzkurve wi, = Vigky in

Bild 2 ist somit durch die Gerade wi, = kx }gh zu ersetzen.
Bei einer Windgeschwindigkeit U = ¢ fillt nun diese Eigen-

stimmt: ¢ =

im Windfeld aufhalten, | ders stark ausgeprigt (Gruppen-
resonanz). Dielokale Anfachung durch Windkriifte ist dagegen
vorwiegend auf Wellen beschrinki, deren Phasengeschwindig-
keit mit der Windgeschwindigkeit fallt und die somit
einer Phasen rl‘ﬂununxh:dmgung geniigen. Fillt die
Gruppenresonanzstelle gerade mit der Phasenresonanzstelle
zusammen, d. h., ist die Wanderungsgeschwindigkeit eines
Windgebiets gerade halb so grof wie die Windgeschwindig-

frequenzkurve gerade mit der Geraden der len Spek-
traldichte der Druckschwank Im G

keit selber, so wird sich selbst bei relativ kleiner Ausdehnung
des Windgebi eine sehr starke Windsee ausbilden.

zu den Meereswellen, bei denen stets nur ein
Spektralbereich der Drucksdhwankungen zur Wellenanfachung
}.milria'gt werden in diesem Fall Ohcrﬂidlenwellrn von dem

Wellenld bereich des D ktrums angereg!.

3. Obwohl die Integration der Energiegleidhung nur fiir
einige charakteristische Beispiele durdhgefiihrt worde, 160
sich die Entwicklungsphase des Seegangs im Prinzip fiir jedes
beliehige, als Funktion des Orts und der Zeit vorliegende

Bei einer mittleren beellele von 1 m tritt diese R be-
reits bei der sehr kleinen Windgeschwindigkeit von 3,1 m/s
auf.

2. Wegen der kleinen Fortpflanzungsgeschwindigkeit ist
die Laufzeit 1 (%) fiir simtliche Wellen sehr groB. Wihrend
auf anderen Binnenseen vergleichbarer GroBe die Ausbildung
der energiereichen, ]angwe]llgen Komponenten wegen ihrer
relativ groBen Grupy digkeit und des begr
Fetches stark  unterdriickt

wud, erreichen  die  Gruppen-
geschwindigkeiten simtlicher Wellen in diesem Fall hischstens

die kritische Geschwindigkeit ¢ = Jgh.

Zusammenfassung

Aus der Untersuchung der Energiegleichung I_iir das See-
gangsspektrum hat sich folgendes Bild der S
stehung ergeben:

1. Das Spektrum F (%) am Ort v zur Zeit t wird durdh ein
Wegintegral iiber die Summe der lokalen Einwirkungen
L (%; 1) bestimmt, Das Integral wird ausgefithrt iiber den
Weg ' =r—(t—t)v (X}, den eine Wellengruppe der
Wellenzahl X, die am Ort € zur Zeit t eintrifft, von einem An-
fangspunkt tr; =t — (t—1;) v (%) aus zuriicklegt. Der An-
fangswert des Spektrums am Ort ry zur Zeit t wird als be-
kannt vor t. Als Anfangswert dhnlich F, = 0)
kann entweder ein Wert auf dem Rand R oder ein zur An-
fangszeit 4, bekannter Spektralwert im Innern des betrach-
teten Seegebiets @ in Frage kommen, Das Spektrum ist im
ersten Fall durch den Fetch, im zweiten Fall durch die Dura-
tion bestimmt. Diese Zusammenhiinge verstehen sich fast von
selbst auf Grund der Fortpflanzungseigenschaften von Wellen-
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Windfeld ermitteln. Hierzo miiBie allerdings die Abhingig-
keit der Koeffizienten o t\i]. B (%) und v, — die letzsten beiden
sind in der Entwickl jedoch vor ichtlich vernach-
lassighar — von den Windverhilinissen durch Messung der
wurbulenten Druckschwankungen oder durch Vergleich von
berechneten  und  gemesszenen Seegangsspektren niher er-
mittel werden,

(Eingegangen am 28, Oktober 1960)
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3.2 Remote Sensing*

From the beginning of his career, Hasselmann has been working on ocean
waves. His Ph.D. thesis from 1957 dealt with the “Propagation of the von
Schmidt head waves”. He later published 3 papers in the Journal of Fluid
Mechanics “On the nonlinear energy transfer in gravity-wave spectrum, parts
1-3” in 1962-1963 [6, 8, 9]. When he was working with Walter Munk
at IGPP, Scripps, he co-authored a paper with Munk and others about the
“Propagation of ocean swell across the Pacific’, which was published in
1966 [18]. By 1970, Hasselmann and M. Schieler had already published a
“remote sensing paper” in which they discussed “Radar backscatter from the
sea surface” [26]. Hasselmann and his colleagues [45—49] published several
important papers in 1978, which concerned radar measurements of wind
and waves, which were followed by several papers about the same topic over
the following years. This culminated in the international Marine Remote
Sensing Experiment, MARSEN, in the North Sea between the 16th of July
to the 15th of October 1979 whose objectives were: “(1) to investigate the
use of remote sensing techniques for oceanographic applications and (2) to
utilise remote sensing techniques in combination with in-situ oceanographic
measurements to investigate oceanic processes in finite-depth water in the
near-shore zone”. MARSEN was a well-integrated experiment in which six
remote sensing aircraft took part including the NASA CV-990 with the
JPL SAR with Omar Shemdin. 60 scientists from 6 countries took part in
this very important experiment which was headed up by Hasselmann [67].
The results of the experiment were set out in several papers, 14 of which
were published in a Special Issue of the JGR in 1983. One very important
paper from the MARSEN Experiment entitled “Theory of SAR ocean wave
imaging: A MARSEN view” appeared in the JGR in 1985 and was published
by Hasselmann’s international team. The paper included a proposal for a new
SAR imaging model, which would be fundamental for SAR imaging of the
ocean surface from satellites SARs in the future [75].

Hasselmann had already become a key member of the ESA High Level
Advisory Committee (EOAS) by 1980 (see below). Working with ESA,
Klaus Hasselmann and his wife Susanne published a fundamental paper “On
the nonlinear mapping of an ocean wave spectrum onto a SAR image spec-
trum and its inversion” [102]. A facsimile of this paper is presented below as
an example of one of the major contributions the Hasselmann family made
to the future of the retrieval of the ocean wave spectrum from the ERS-1 C

4 Prepared by Ola M. Johannessen, Guy Duchossois and Evert Attema.



116 H. von Storch

band SAR on the global scale. Klaus and Susanne continued to contribute
to the field of global SAR ocean wave spectrum research, but they drifted
more and more into climate research. It appeared that their final contribu-
tion to ERS SAR Wave Mode was an extensive review entitled “The ERS
SAR wave mission mode: A breakthrough in global ocean wave observations”,
which was published in “ERS missions —20 years of Observing Earth, ESA
SP-1326.2013” by Klaus Hasselmann as lead author and 15 co-authors [176].

In the latter half of 1970 Hasselmann was invited to join ESA’s thematic
Scatterometer Expert Group-SEG and later, in 1981, he became a member
of the High-level Earth Observation Advisory Committee (EOAC), which
was founded by the ESA Director General. Of course, he was invited because
he had seen the opportunity of using SAR from aeroplanes or satellites
for ocean, wind and wave observations and had headed up the MARSEN
Experiment in 1979. This expert group and committee provided outstanding
scientific support for and made recommendations to ESA in various areas
such as the definition of priority mission objectives, payload composition
priorities, instrument performance specifications, in-orbit calibration require-
ments, the development of data processing algorithms, and geophysical
product validation approaches. As a key contributor to this ESA Expert
groups, Hasselmann played a major role in terms of the development of the
mission objectives and the choice of the ERS-1 payload.

EOAC was given the following mandate by the ESA DG:

e To review and, if necessary, revise, the mission objectives of the European
remote-sensing satellite programme as defined in the 1970s.

e To put forward an optimal configuration for the payload of the first ERS-1
mission.

The initial mission objectives, defined in the 1970s, had focused on
the commercial and operational exploitation of remote-sensing applications.
However, at the beginning of the 1980s, these objectives began to evolve
within the Earth observation community, with the advent of worldwide
programmes to study the oceans and the climate, such as the World Climate
Research Programme (WCRP), the World Ocean Circulation Experiment
(WOCE), and the Tropical Ocean Global Atmosphere (TOGA), which
sought to answer the increasing concerns of the world scientific community,
political decision-makers, and the general public over the issues of climate
change and possible interactions with human activities. The new situation
also required a deeper scientific understanding of the climate system, and
hence also the main components of this system, namely the oceans, the
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polar regions, the continental land masses, and the atmosphere including the
interactions between them—a field in which Hasselmann was also an expert.
The EOAC recommended the following payload for ERS-1.

e The Active Microwave Instrumentation (AMI), combining a SAR mode
and a wind scatterometer mode in the C band. The SAR wave mode was
to determine the wave spectrum from 5 X 5 km mini-images collected
globally every 200 km along the ground track of the orbit which was the
result of Hasselmann’s involvement. It would also collect high-resolution
SAR images (25 m resolution) above continental and coastal regions, and
polar ice caps.

e A radar altimeter operating in the Ku band.

e A laser retro-reflector system for precise restitution of the satellite orbit.

Hasselmann also contributed to the selection of an “unusual” orbit
scenario combining several successive orbit cycle periods (3 days, 35 days
and twice 168 days repeat cycles), which would satisfy the various research
communities (ice, ocean circulation, SAR land imagery, geodesy).

Following the launch of ERS-1, the exploitation of the resulting data via
complex processing algorithms, some from the Hasselmann team dealing
with the global spectrum of waves, led to the organisation of many ERS-1
symposia by ESA with ever increasing participant numbers (400 participants
in Cannes in 1992, 500 in Hamburg in 1993, 700 in Florence in 1997...)
and with specialised workshops on downstream application demonstrations
(200 participants in Toledo in 1994, London in 1995 and Zurich in 1996...).
These ERS-1 symposia provided Hasselmann with opportunities to present
the results of his team’s work on wave mechanisms and global ocean wave
spectra retrieved via the 5 x 5 km SAR images [e.g., 108, 115, 123, 124].

Hasselmann’s expertise and ability to analyse and propose solutions to
issues raised for ERS-1 was exceptional. He was the object of a general
admiration by the entire ERS-1 team and was invited by ESA to attend
the successful launch of ERS-1 in July 1991 in Kourou, Guyana. This
was an opportunity for ESA to thank him for his dedication and valuable
contributions to the success of this mission.

ERS-1 and its successor ERS-2, which was launched in 1995, paved the
way to the successful Envisat mission, which was launched in 2002. Together,
these three missions provided some 20 years of continuous data as recalled
during ERS’ 20th anniversary celebration at ESRIN Frascati in 2011 which
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was attended by some of the pioneers including Hasselmann [176]. These
early missions were the precursors of the current joint ESA-EU Copernicus
programme and the Sentinel mission series, making Europe a world leader in
Earth observation and environment monitoring.

As previously mentioned, Hasselmann was an extremely important
contributor during the early days of the ERS development. He was a fast
talker with strong opinions. Not everybody could follow all of his compli-
cated theories. Within his own scientific “bubble” he may not have been
accustomed to much opposition in a debate, but he would always be open
to accepting the opinions of his opponents if supported by correct theories
and/or empirical evidence.

In addition to the political support for the ERS mission, Hasselmann was
also very important within the scientific community. This was badly needed
because, in the early days, reactions within the ERS scientific user community
were very negative and even hostile. Today, following decades of successful
application development, all opposition has clearly vanished.

Hasselmann’s dedication is demonstrated by the following anecdote: in a
SEG meeting he complained about the slow speed and high cost of industry
studies, something “he could do in a couple of days with some of his
students”. ESA said: “great, let’s do it. You have a week after which we’ll come
to your Institute on Friday to review the results”. We found Hasselmann in
his office submerged in paperwork, computer printouts, and graphics—but
not quite with a conclusive answer despite his own efforts as well as those of
his wife and some students who had reportedly spent several days and nights
carrying out the research.

The SEG was a special group which included experts from ESA and scien-
tific institutions as well as from industry. To avoid the complications involved
in defining formal responsibilities, industry was no longer represented in the
C/D phase. All members, especially of the SEG, were pioneers who had never
been involved in a similar project before. The SEG host would normally
present issues to the team asking for answers and/or recommendations. The
SEG, including Hasselmann, actively participated in the discussions about
such things as the required image size and the tracking distance between them
needed to calculate the global ocean wave spectra.
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Scatterometer Expert Group (SEG) meeting with industry representatives in
1980: from left to right David Offiler (UK Met Office), Tim Tucker (UK
National Oceanography Centre), Werner Alpers (University of Hamburg), Evert
Attema (Technical University Delfi—Ilater with ESA), Gert Dieterle (ESA),
Alf Long (ESA), Gerbrand Komen (KNMI), Klaus Hasselmann (Max Planck
Institute for Meteorology), Laurence Gray (CCRS), Juan Guijarro (ESA), Dave
Lancashire (formerly Marconi Space Ltd., currently Airbus Defence and Space)
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On the Nonlinear Mapping of an Ocean Wave Spectrum Into a
Synthetic Aperture Radar Image Spectrum and Its Inversion

Kraus HASSELMANN AND SUSANNE HASSELMANN

Max-Planck-Institut fir M

A new, closed li integral t fi

gie, burg, Germany

relation is derived describing the mapping of a

two-dimensional ocean wave s

into a syntk

P radar (SAR) image spectrum. The

general integral relation is expanded in a power series with respect to orders of nonlinearity and
velocity bunching. The individual terms of the series can be readily computed using fast Fourier
transforms, The convergence of the series is rapid. The series expansion is also useful in identifying
the different contributions to the net imaging process, consisting of the real aperture radar (RAR)
cross-section modulation, the nonlinear motion {velocity bunching) effects, and their various interac-
tion producl-s The Iowt:.t term of the cxpans:on with respect to nonlinearity order yields a simple

q relation ing of the dard linear SAR modulation expres-
sion multiplied by an additional nonli Gaussi imuthal cutoff factor. The cutoff scale is given
by the rms (vcjocuy hing) displ The same culoﬁfacmr applies to all terms of
the power series The li relation is d using a dard first-guess

wave spectrum as regularization term. This is needed to overcome the basic 180" mapping ambiguity
and the loss of information beyond the azimuthal cutoff. The inversion is solved numerically using an
iteration technique based on the successive application of the explicit sclution for lhe qns_w]mear
mapping approximation, with interposed corrections i ng the full nonli pping exp .
A ward application of this technique, h o B 1} yiclds isti inuities of
the best fit wave sp in the ition region ing the low 1 wave number domain,
in which useful SAR information is available and the wave spectrum is modified, from the high
azimuthal wave number region beyond the az.lmuthal culoff where the first-guess wave spectrum is
retained. This difficulty is by ap t L d In the first step the
energy level of the wave spectrum is adjusled and the wavc numbcr plane rotated and rescaled,
without altering the shape of the spectrum. Using the resulting globally fitted spectrum as the new
first-guess input spectrum, the original inversion method is then applied without further constraints in
a second step to obtain a final fine-scale optimized spectrum. The forward mapping relation and
inversion a.ls,omhms are illustrated for three Seasat cases representing different wave conditions
corresp g to weakly, mod ly, and ngly li imaging conditions.

1. INTRODUCTION

Sea state can be completely characterized statistically by
the two-dimensional directional wave spectrum Fik) de-
scribing the distribution of wave energy with respect to the
wave propagation wave number k. All statistical properties
of an ocean wave field at any given location and time can be
derived from this function. Unfortunately, however, the
two-dimensional wave spectrum has proved notoriously
difficult to measure. Verifications of wave models, which
routinely compute the space-time distributions of F(k), have
therefore been based largely on one-dimensional frequency
spectra derived from wave buoys or wave stafls. More
recently, directional wave buoys, which provide at least
some integrated information on the directional distribution,
have been more frequently deployed, but even these data
have been limited to relatively sparsely distributed locations.
Measurements of the full two-dimensional spectrum have
been obtained only at selected sites and for restricted time
periods using large wave-staff arrays [e.g., Donelan et al.,
1985], or special remote sensing systems onboard aircraft
[Plant, 1987], such as Radar Ocean-Wave Spectrometer
(ROWS) [Jackson, 1981; Jackson et al., 1985a, b), the
surface contouring radar [Kenney et al., 1979; Walsh et al.,
1985, 1987, 1991], or photography [Holthuij 1983).

Copyright 1991 by the American Geophysical Union.
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The sparsity of directional wave data (together with the
limited availability even of one-dimensional frequency spec-
tra or integrated wave height data) has not only handicapped
the verification of wave models, but has also deterred wave
modelers from seriously addressing the problem of assimi-
lating wave data into their models.

This situation could change dramatically in the 1990s. We
look forward in this decade to exicnsive, in some cases
continuous, global measur of the two-di ional
‘wave spectrum from synthetic aperture radars (SARs) flown
on satellites such as ERS 1 and 2, Radarsat, shuttle missions,
and polar platforms. These data will be augmented by global
significant wave height measurements from radar altimeters
on ERS 1, 2, Topex-Poseidon, Spinsat, and other satellites.
Furthermore, global sea surface wind data from satellite
scatterometers and altimeters will provide improved wind
fields as input for wave models. The simultaneous assimila-
tion of these wind and wave data into global wave models
and atmospheric forecast models offers exciting new oppor-
tunities and perspectives for wave modelers, but also pre-
sents major challenges to the wave- and weather-forecasting
community.

This is exemplified by the SAR wave data. The potential of
space-borne SARs for imaging two-dimensional ocean wave
fields from space has been convincingly demonstrated by
Seasat (cf. Alpers [1983], Beal et al. [1983), and other papers
in the Seasat issue, Journal of Geophysical Research, vol-
ume 88, 1983) and the shuttle SIR-B mission [cf. Alpers et
al., 1986; Briining et al., 1988; Monaldo and Lyzenga, 1988].
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The theory of the SAR imaging of a moving ocean wave
surface is now also rather well understood (cf. MARSEN
SAR review [K. Hasselmann et al., 1985], referred to in the
following as MSR). The theory has been verified in a number
of field experiments with air-borne SARs as well as in Seasat
and SIR-B hindcast studies. Nevertheless, the routine inter-
pretation and application of SAR wave data is still generally
regarded as a major unresolved problem because of the
inherent complexities of the basicall li imagi
process.

A fundamental difficulty is that not all of the wave spectral
information is mapped into the SAR image plane. Since SAR
images provide only a snapshot of the i sea
surface, they can determine the wave propagation direction
only to within a sign. (The ambiguity can be removed,
however, by correlating successive looks of the same scene
[cf. Rosenthal et al., 1989; Vachon and Raney, 1989]. A
more serious loss of information is incurred by the nonlinear
distortion induced by motion effects. These result in an
azimuthal high wave number cutoff of the spectrum. The
nonlinearities also produce significant shifts of the spectral
peak and other distortions of the spectrum [Alpers and
Briining, 1986; Briining et al., 1988, 1990].

Most of these limitations, if properly understood, can be
suitably dealt with if the SAR ocean wave image data are
assimilated into a wave model. However, this is feasible only
if there exists an accurate, operationally feasible method of
computing the SAR image spectrum for a given wave spec-
trum, together with an associated technique for inverting the
mapping relation. An essential first step toward the applica-
tion of SAR wave data in wave models must therefore be the
derivation of an efficient and accurate method for computing
the mapping from a surface wave spectrum into a SAR
surface image spectrum. Subsequently, a method must be
devised for dealing with the loss of information incurred in
the forward mapping relation and recovering the wave
spectrum from the measured SAR image spectrum. Both of
these questions are addressed in this paper.

Since the basic imaging mechanisms are known, a straight-
forward method of solving the forward mapping problem is
to compute the SAR image for any given i
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sampling uncertainty of the “brute force’” Monte Carlo
approach.

Although the transformation is strongly nonlinear, the
notorious closure problem of strongly nonlinear statistical
systems does not arise, as the Gaussian property of the input
wave field is not affected by the nonlinearities. This enables
the expectation values of all higher-order nonlinear functions
of the input wave variables occurring in the general relation
for the output image spectrum to be reduced to closed
expressions of the input wave spectrum.

The final integral transformation relation can be expanded
in a Fourier transform series, which can be rapidly evaluated
using fast Fourier transform (FFT) algorithms. The expan-
sion also provides useful insights into the contributions to
the net imaging process from the separate cross-section
modulation and surface motion terms, together with their
various interaction combinations.

Finally, with the availability of a closed, noise free,
rapidly computable transformation expression, it is now
possible to address the inverse problem of deriving the wave
spectrum from the SAR spectrum. Because of the loss of
information beyond the azimuthal cutoff and the 180° ambi-
guity, a rigorous inverse mapping solution does not exist.
However, regularization can be achieved in the usual man-
ner by minimizing a cost function which penalizes not only
the deviation between the observed and predicted SAR
spectrum, but also the deviation between the modified wave
spectrum and a first-guess wave spectrum. The iterative
inversion method developed in this paper generally con-
verges within three or four iterations. The computations
should be sufficiently rapid for application in an operational
SAR data assimilation system.

The paper is structured as follows: section 2 reviews the
different imaging mechanisms and defines notation. The
basic nonlinear mapping relation is derived in section 3.
Section 4 describes the inversion method. The results of
sections 3 and 4 are illustrated in section 5 for three selected
SAR images from Seasat, taking as first-guess input spectra
the wave spectra derived from a global wave hindcast using
the WAM third generation wave model [WAMDIG, 1988].
Section 6, finally, summarizes the principal results and

realization of the sea surface pixel-by-pixel for each (mov-
ing) scattering element of the surface. Monte Carlo compu-
tations of the spectrum of the SAR image for a given
two-dimensional wave spectrum using an ensemble of such
deterministic mapping computations have been carried out
by Alpers [1983), Alpers er al. [1986], Alpers and Briining
[1986], Lyzenga [1986], Briining er al. [1988, 1990], and
Hasselmann et al. [1988]. The transformation of the input
wave spectrum into the output SAR image spectrum is
determined in this method by generating an ensemble of
individual surface wave field realizations for the prescribed
surface wave spectrum, computing the image pixel-by-pixel
for each realization, carrying out the Fourier transform for
each SAR image, and finally forming the SAR image vari-
ance spectrum by averaging the modulus squared Fourier

plitudes over the ble of realizati

In this paper we follow an alternative approach to develop
a new, closed nonlinear integral mapping relation directly for
the spectra. The closed relation circumvents the need for
deterministic pixel-by-pixel transformation computations of
individual images and is free of the inherent statistical

1 of the study. An appendix describes the gener-
alization of the pure velocity bunching theory presented in
section 3 to higher order processes such as lerati
smearing.

2. SAR IMAGING OF OceaN WaVES

After many years of debate, a rather wide consensus has
emerged regarding the principal mechanisms governing the
imaging of a moving ocean wave surface by a SAR (cf.
MSR). The backscattered return may be represented gener-
ally as a superposition of the statistically phase uncorrelated
returns from a continuous ensemble of small-scale backscat-
tering surface Although open g still re-
main regarding finer details of the backscattering mecha-
nism, it is generally agreed that in the range of incidence
angles between 20° and 60° typical for satellite and most
research aircraft SAR operations, the backscattered return
from cach surface element (facet) is dominated by Bragg
scattering from short ripple waves. The ripple waves in turn
are modulated in their ori energy, and motion by
longer waves, thereby enabling the SAR to image normal
wind-generated ocean waves.
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The three basic modulation processes arise through (1) the
change in the local incidence angle (tilt) of the facet through
the long wave slope, (2) the hydrodynamic interaction be-
tween short and long waves, which modulates the energy
and wave number of the short Bragg scattering waves, and
(3) the advection of the backscattering facet by the long
wave orbital velocity, which produces a Doppler shift in the

return signal and ind an hal displ of the
scattering element in the image plane.
For all p it can be 1 that to first order the

backscattering ripple waves and the modulating ocean waves
are widely separated in wavelength scale. On the basis of
this two-scale description, a rather complete theory of SAR
imaging of a random ocean wave field can be developed
[Alpers and Rufenach, 1979; Swift and Wilson, 1979; Valen-
zuela, 1980; Alpers et al., 1981; Raney, 1981; Tucker, 1985;
MSR].

An important feature of the theory is that SAR imaging is
typically nonlinear. Although the hydrodynamic and tilt
modulation can usually be approximated as linear processes,
the so called velocity b hi hani iated with
the orbital motion of the long waves is frequently strongly
nonlinear, particularly for wind seas and short waves. Ve-
locity bunching arises through the variations in the azimuthal
displacements of the imaged backscattering elements in-
duced by the variations of the orbital velocity within the long
wave field. The alternate bunching and stretching of the
apparent scatterer distribution in the image plane produces
an image of the long waves, even in the hypothetical case
that the backscattering cross section itself is not modulated.
When the displacements are small compared with the char-
acteristic wavelength of the long waves, the mechanism can
be treated as a linear process, characterized by a velocity
bunching modulation transfer function (MTF), in analogy
with the hydrodynamic and tilt MTFs. For larger displace-
ments, however, the process becomes nonlinear, and when
the displacements significantly exceed a wavelength (for
example, for short wind waves traveling in the azimuthal
direction), the image can become completely smeared out.
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alr, )=a{l + E my exp ik r — w!) + c.c. (2)
k

where & denotes the spatially averaged specific cross sec-

tion, w = (gk)'? is the gravity wave frequency, and the

cross-section modulation factor my and wave amplitude ¢,

are linearly related through the RAR modulation transfer

function TX,

my = il 3)

(Note that the MTFs refer here to the wave height compo-
nents, {y and not, as often defined, to the wave slope |k/{y.)
A discrete Fourier sum notation has been chosen rather
than continuous Fourier, or more ngorously, Fourier-
Stieltjes, integrals, as we shall be considering later deriva-
tives with respect to individual Fourier components. The
discrete representation avoids the rather cumbersome func-
tional derivative notation required for i I
The B ¢ z
end of the analysis.

For the general theory presented in the next section, Tff
need not be further specified. However, for later numerical
applications, T needs to be evaluated in more detail by
decomposition into its tilt and hydrodynamic modulation
components,

is carried out at the

(4)

For a Phillips k~* high wave number spectrum, the tilt
MTF can be approxi i for large dial ic
(which for seawater are of the order of 80), by the expres-

sions [cf. Wright, 1968; Lyzenga, 1986]
T'(k) = 4ik; cot 8 (1 + sin® 8) "

Tf=1L+ 71}

8 = 60°
[&)]
T'(k) = 8ik(sin 26)"

for vertical polarization (V'V) and for horizontal polarization
(HH), respectively, where @ is the radar incidence angle and

Since the velocity bunching nonlinearity normally gl
domi aver any li ities of the tilt or hydrody-
namic modulation, we shall simply ignore the latter to avoid
unnecessarily complicating the analysis, although higher
order tilt and hydrodynamic modulation terms (to the extent
that they are known) can in principle be readily included [cf.
Hasselmann et al., 1990].

In the following it will be convenient to regard the SAR
wave image as produced by two consecutive imaging pro-
cesses: the frozen surface (or real aperture radar, RAR)
imaging mechanism, governed by the hydrodynamic and tilt
modulation, and the additional motion effects, which are
specific to a SAR and do not affect the RAR image.

The Frozen Surface Contribution

In the fr k of linear ion theory, the surface
elevation {(r, 1) and the variations of the local (specific)
4 ing cross ion ofr, ¢) sensed by a RAR may
both be represented as a superposition of propagating wave
components,

{(r,r}=2 ¢y explilk - r—wi]) +complex conjugate (1)

kj the of the i wave vector in the
radar look direction.

The hydrodynamic MTF can be derived from a two-scale
model of hydrodynamic short wave-long wave interactions.
A simple relaxation type source term, characterized by a
damping factor w, is normally introduced to describe the
response of the short waves to the long wave modulation [cf.
Keller and Wright, 1975]. Feindt [1985] found that a better
agreement with laboratory measurements could be obtained
by including an additional feedback term, ck ized by a
complex feedback factor ¥, + iY;, representing the long
wave modulation of the wind input to the short waves. This
yields a hydrodynamic MTF

o —i (4

Th = W;’ (4.S)kw[k—;+ Y, + iY.) (6)
Coordinates are chosen such that the x axis points in the
SAR flight (azimuthal) direction and the y axis forms a
right-handed coordinate system with x (thus y points in the
positive or negative look direction [ for a left or right looking
SAR, respectively).

To first order, both RARs and SARs produce quasi-
instantaneous images of the surface at a fixed time, 1 = 0,
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say. We shall ignore for simplicity the distortion effects due
to the fact that a side looking radar does not, in fact, take an
instantaneous snapshot but builds up an image from a
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@h=2 F=2 3 (tw an
k k
(12)

sequence of consecutively imaged range strips. Thus, mov-
ing waves are imaged with slightly Doppler displaced “‘wave
numbers of ter.” This ightforward geometric ef-
fect applies equally for a RAR and a SAR and should be
distinguished from the SAR motion effects summarized in
the following subsection. It can be important for more slowly
moving aircraft SARs but is generally negligible for space-
borne SAR imagery. In the same spirit, we shall ignore
effects arising from the time delay between individual images
in multilook images, which can be used, for example, 1o gain
information on the wave propagation direction, as men-
tioned above.

Since both RARs and SARs p

a®y =2 P =2 af1d
k k

where the angle brackets denote ensemble means, the linear
relation (10) yields

1
P =S AT ot ITS) Foyd (13)

Morvion Effects

We consider now the modification of the frozen image

images of the surface at time + = 0, say, the Fourier
decomposition of the image modulation intensity I(r) (after
subtraction of the mean) has the form

I(r) = >, Iy exp (ik - 1) o))

where
Iy = (I_)* 8)

The structural difference between the Fourier representa-
tions (1), (2), and (7) is sometimes overlooked. In contrast to
the standard two-dimensional Fourier form (7), equations (1)
and (2) really represent three-di | wave b
frequency spectra. They can be represented as two-
dimensional distributions, h b the fr i
are constrained to lie on the two free gravity wave disy

induced by the surface motion. This is normally described by
two effects: the azimuthal displacement £ of the apparent
position of a backscattering element in the image plane, and
an azimuthal smearing or broadening Ax of the image of the
(theoretically infinitesimal) backscattering element.

According to standard SAR imaging theory, the azimuthal
displacement £ of the backscattering element is proportional
to the range component v of the long wave orbital velocity
with which the backscattering clement is advected,

£=pv (14)

where
B = (slant range p)/(SAR platform velocity U) (15)

The orbital velocity v is defined here as the time average
over the period during which the scattering element is
viewed by the SAR. Normally, the SAR illumination time is

surfaces w = =Vgk. Thus in (1) and (2) Fourier components
of opposite sign in k rep different waves traveling in
opposite directions, and are not related, in contrast to (7),
where the components are related through (8). (For the same
reason, (1) and (2) includ i conju-
gate sum, whereas in (7) the complex conjugate wave
number pairs are already included implicitly in the single
sum over positive and negative k.)

For a RAR, the image intensity is directly proportional to
the specific cross section. Thus if the image modulation is
normalized by the mean image intensity, we have

a second explicit ¢ i}

I*(r) = o(r, 0)/& — 1 (9)

and (1)~(3), (7), and (8) yield

=1k + @/ (10)

‘We have not explicitly introduced the RAR (SAR) system
transfer function into (9) and (10). This may be represented
simply as an additional multiplicative factor in the right-hand
side of (10). We shall assume in the following that the system
transfer function has already been incory 1 in the defi-
nition of TX.

‘We have also not considered clutter effects. To first order,
these may be represented simply as an additional clutter
noise spectrum superimposed on the image spectrum con-
sidered here [cf. Alpers and Hasselmann, 1982].

In terms of the ocean wave and RAR image variance
spectra Fy, PJ, defined by

small ¢ d with the wave period, so that to first order,
v may be set equal to the instantaneous orbital velocity in the
center of the viewing window.

From classical surface wave theory [Lamb, 1932],

v= E Tily exp (ikr) + c.c.
k

(16)

where the range velocity transfer function is given by

ky
Ty =—w|sin @ —+icos#@ (7

]

We have neglected for simplicity the small additional
Doppler shift due to the finite phase velocity of the Bragg
scattering ripples. This can be readily included in the theory
but encumbers the notation. We shall also neglect the
Doppler shifts due to the dynamics of the ripple waves,
which are smaller than the phase velocity terms by another
order of magnitude, and would appear formally in a smearing
term (cf. MSR).

The smearing term Ax is normally represented as the sum
of a second-order acceleration term and a velocity spread
term (cf. MSR).

‘The acceleration smearing arises through the variation of
the instantaneous orbital velocity during the SAR viewing
interval. This yields slightly different effective displacements
£ for the beginning and end of the SAR illumination period.
The term is lly an order of itude smaller than the
velocity spread term [cf. Alpers and Rufenach, 1979; Alpers
et al., 1981; MSR]. To simplify the presentation, it will not
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be considered in this section. However, the extension of the
theory to include this effect is basically straightforward and
is presented in the appendix.

The velocity spread term is identical in physical origin to
the azimuthal displ term. It is Iy i duced
as a separate term primarily for conceptual purposes [cf.
Tucker, 1985; MSR], although the distinction also has im-
portant practical implications for Monte Carlo simulations.
In the present theory, however, there is no need to treat the
velocity spread term scparately from the general velocity
bunching formalism. The term has nevertheless played some
role in the discussion of the azimuthal cutoff of SAR images,
which will be idered in the ing section, and is
therefore briefly described here.

The velocity spread term arises through the introduction
of a second separation scale, the SAR resolution scale Lgyp,
into the SAR imaging model. The scale Lgug is typically of
order 20 m and is therefore an order of magnitude larger than
the basic separation scale Ly, of the standard hydrody-
namic interaction and Bragg backscattering two-scale
model. The scale Ly,g lies between the wavelength of the
Bragg scattering ripples and the long waves and is thus
generally of order 1 m. Since the SAR is unable to distin-
guish between individual backscattering facets within a SAR
resolution cell, the entire ensemble of backscattering facets
within a resolution cell is mapped into a single image pixel.
The mean azimuthal displacement of the pixel is given by
€ = B, where 7 is the mean orbital velocity of the cell facet
ensemble. The deviations £ — Z of the individual facet
displacements relative to this mean value then produce the
*velocity spread”™ smearing of the image of the resolution
cell.

In Monte Carlo simul this ion smearing
can be treated as a statistical process which can be repre-
sented simply as an effective degradation of the SAR system
MTF. The long wave spectrum can then be subdivided at the
scale Lgap, and only waves with scales greater than Lgag
need be included explicitly in the simulation. The mapping
computations can therefore be carried out at the relatively
coarse resolution of the SAR rather than at the much finer
resolution scale Ly, of the backscattering facets.

In the present analysis, however, the subdivision of the
wave spectrum at the SAR separation scale Lgug is unnec-
essary, since the theory can be carried through uniformly up
to the high wave number cutoff (L) ! of the backscatter-
ing-hydrodynamic two-scale model. We may therefore re-
gard the SAR image directly as the superposition of the
(statistically independent) images of all subresolution scale
backscattering facets, without clustering these elements
together to larger entities of the dimension of the SAR
resolution cell.

The relation between the SAR and RAR images in the
present ‘‘pure velocity bunching” model is obtained by
simply mapping each facet at position r' into its correspond-
ing position r = r' + &r') in the image plane,

(r) = I R(r)8[r = ¢' = E(r")] dr' (18)

where £ = af, a denotes the unit vector in the azimuthal (x)
direction, and

PSRy =1+ I%%(r)
is the total normalized image intensity,

(19)
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Integrating out the & function, (18) yields
dr'
i) = {f*(r: d—” (20)
3 r=r=gr)

The Jakobian velocity bunching factor

dr’ dE'(e)| !

—_— = + 21

dr dr’ @n

represents the variation in the effective density of backscat-
tering elements in the image plane due to the compression or
stretching of the originally homogeneous distribution of
facets. As pointed out, this enables the SAR to image ocean
waves even in the hypothetical situation in which the RAR
transfer function vanishes, i.e., !R(r) =0.

For the case

ag’

<=1 22
Fec (22)

(21) can be expanded in a power series and truncated after
the linear term. Equations (20) and (21) yield then for the
SAR image amplitude spectrum, applying (14) and (16),

B =1+ T80+ (T 0%) (23)
where the velocity bunching modulation transfer function

T = —ipk, T}

= =Bk wlcos 8 — i sin 8 k/k) (24)
Thus in the linear approximation
B =Tl + (T3 0* @3)
and the image variance spectrum is given by
F, F_

PE =T8RS+ TS @6)

with the net SAR imagi dulation transfer fi
Ti=1f+ T3 @n

The condition (22) is generally satisfied for swell. How-
ever, in many situations, in particular for short wind seas,
the inequality does not hold or is even reversed [cf. MSR;
Brining et al., 1990]. Moreover, even for sea states for
which (22) applies in a spectrally averaged sense, the ine-
quality breaks down for short azimuthally propagating
waves. Thus in all cases, (18) and (20) represent a strongly
nonlinear transformation either for all or at least part of the
spectrum, and we must address the general problem of
deriving the fully nonlinear transformation relation between
the surface wave spectrum and the SAR image spectrum.

3. GeNERAL NONLINEAR MAPPING RELATION

To determine the dependence of the SAR image Fourier
components I§ on the wave Fourier components in the
general nonlinear case, we first apply a Fourier transform to
the basic mapping relation (20):
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1
Idr exp (—ik - r){f”(r’)

I¥=—
kA

ol
LLY |

=% I de'I®(r') exp {—ik - [r' + £(r')]} (28)

Here A denotes the finite rectangular area of the sea surface
corresponding to the discrete Fourier representation (in the
final expression, A — =),

Substituting the Fourier representation (7), (10) for I® into
(28), we obtain

=Al I dr’{l + 2 (TREw + TRzt

&
- exp ik’ -r’]exp [—ik-r" —ik-E(r')] 29)

This yields for the SAR image variance spectrum
P= A )

=<A'3 ” de’ dr”

cexp {—ik - (r' — ") — ik - [E(r') — E(r")]}

-{l + 2 (TR + TR )™ }
<

-{l + 2 (TR T’_‘wf-..-le“""'"n (30)

The nonlinearity of this integral expression appears solely
in the factor
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appearing in the exponent of Ny may be written in the form
8¢ =2 (Kilut ) (36)
| o

where
Ki= = BTi(e™ " — ™77 (37

(l:f {Id} (I6]] Splitting off from the sum (36) the subset § of
| wave comp which appear in the products
(32)-(34), and denoting the residual sum £’ by R, we have

= (KELE+ KEft+ Kowbow + Koyl + 00)

+ 2 (Kiely= + €.0)
=

=S+R (38)

Since § is infinitesimal, we may expand Ny, = exp
(—ik,A£) in a Taylor series

Si
Ny=e~ '“'(|—;ks K2+ ) (39)

2
The rest sum R contains only wave components which are
statistically independent of the wave component factors X
appearing in (32)~(34). Thus the expectation values in these
expressions may be factorized in the form

(5%x)
)

(Ni-X) = <e"*"')(<x> — ik (SX) — k} (40)

The first term (X} in (40) vanishes, since (&) = 0, ({ir &)
=0, {{-{* ) = 0 (except for the subset k' + k” = 0, which
has zero integral measure in the limit of a continuous
spectrum). The second term (SX) is proportional to the
wave spectrum, while the third term ($2X) represents a
quadratic wave spectral product. Since X is either linear (32)
or quadratic ((33) and (34)), only the first two terms in the
expansion (39) contribute to (40). (In the general theory
including acceleration smearing presented in the appendix,

Ny = exp {~ik - [£(r') - £(r")]} 31
The term occurs in the following mean product bi
tions:
Ef=(Ne fw)  EQ=WNe- i) 6D
Eff% =Ny fufed Efe= (N ledte) (33)
Efi= (N {%le) Effe=(N %% (G4)
To ' these expressi we d Is Ny into a

sum over a set of terms each of which is composed of two
stahshca]ly lndependenl factors The first factor consists of
the specific wave
ccmpcnems whtch appear in the prruducts (32)-(34). The
second factor ins the remai p of the
wave field. Since for a Gaussian wave field all wave compo-
nents are statistically independent, the second factor in each
term is statistically independent of the first factor, and the
mean products (32)—(34) can therefore be immediately eval-
uated.

The Fourier repr
difference

hal dienl "

of the azi

Ag = &(r') — £(r") (35)

hs r, the full (39) is needed.)

The first factor {¢ ~*®) in (40) may now be replaced
3,gnm by {Ng}, slnce lhe two expressmns differ only by the
ts §. The term can be
evaluated by again making use of the Gaussian property of
the wave field. Since A£is a linear function of the wave field,
the variable is normally distributed, and one obtains by
direct integration over the probability distribution

(N} = (exp (—ik,A£)) = exp (—kHAEY2)

From (36), we have further

(41)

(agh =2p* J 17512 F()[1 = cos k(r' — r'] dk

=281 = @} - 1) 42)

where

F(r) = (o(x + r)v(x)) = I F(K)[Tji%e™ " dk  (43)

is the orbital velocity covariance function and

125



126 H. von Storch

HASSELMANN AND HASSELMANN: MAPPING OF OCEAN WAVE SPECTRUM

£ = () = puY) = s’j T Fk) dk (44)

is the mean square azimuthal displacement of a scattering
1 We have introduced at this point the continuous
spectral notation

Fy
F(k) g (27) PAF, (45)

After some straightforward algebra to evaluate the mean
products within the parentheses in (40), equation (30) yields,
together with (42)(44), the closed nonlinear spectral trans-
form expression

PS(k) = (2m) % exp [-ki£'%]
. J‘ dre ™" exp [k2¢" 20?7 I(n)]

% {1+ fR(r) + ik BLA) — R (=)
+ (kB = RO (=r) = PO
(46)
where PS(k) =
SR(r) = (P(x + o R(x))

PJ/Ak and

1
== J {FOO)ITR? + F-W)|TR|e™ " dk  (47)

Ry =

(I®(x + r)u(x))
1
=3 J (FU)TRTY* + F(-k)(TE)* T Je™ " dk  (48)

represent the autovariance function of the RAR image inten-
sity 7®(x) and the covariance function of I%(x) and v(x),
respectively.

Apart from the second exponential factor, the integral (46)
has the form of a Fourier transform. It can be reduced to a
series of Fourier transforms by expanding the exponential in
a Taylor series,

exp [k2' 2?7 ()]

=[1+ k2% 4] (49)
This yields a spectral series expansion of the form
- 2n
PS(k) =exp (—k26'Y) 2, 2, (kB)"PLK)  (50)

nelm=2n-2

where the index n indicates the nonlinearity order with
respect to the input wave spectrum and the index m the
order with respect to the velocity bunching parameter 8
(which is seen to occur always in combination with the
azimuthal wave number k,). Explicitly, the spectral expan-
sion terms are given by

Plo= n.,{'ﬂft—?} (51)
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l'[.-‘*"(ri—f“’(—r)]f"(r)""} P

3 i
Pn,in—l_nu[ n—1)!

Pf.?u—1=n{ I],fﬂil')f"ff}"_1

———[f**(x) = (0]

21'
-[f""(—r; - o1 0" (53)
where (2, is the Fourier transform operator
nn=tzw)-2fdr exp (=ik - r) (54)

(for the integers 0, —1 the factorial function is defined as
0!'=land [(=1)1]"" = 0).

We have left out a term Py in the sum representing an
irrelevant & function contribution at k = 0 associated with
the mean image intensity.

An expansion with respect to nonlinearity only can be
obtained by summing over the velocity bunching index m for
fixed nonlinearity order n,

P¥(k) = exp (—k2€'2)(PY(K) + P3(K)
cHPRK) ) (55)

The linear term P is found to be identical (as it must be)
with the linear SAR spectrum of (26).

It should be noted that the terms P35 (k) in (55) do not
rep the direct expansion of P¥(k) in powers of the
input wave spectrum, as the common (nonlinear) azimuthal
cutoff factor exp (—k2£'?) has been taken out of the sum.
This is an important feature of the theory.

The first term in the expansion (55) yields the quasi-linear
approximation

P3i(k) = exp (—ki€" P (k) (56)

The significance of the azimuthal cutoff factor is well
illustrated by this term. The approximation Py (k) of purely
linear SAR imaging theory, without the cutoff factor, always
breaks down for high azimuthal wave numbers, even for
very low waves, since real wave spectra (and therefore also
the computed linear SAR image spectra) fall off as a power
law at high wave numbers, rather than exponentially, as
required by (55). In contrast, the lowest order quasi-linear
approximation, including the azimuthal cutoff factor, repre-
sents a uniformly valid approximation for the entire spec-
trum.

In a hindcast study of 34 Seasat SAR spectra covering a
wide variety of sea states (C. Briining et al., manuscript in
preparation, 1991), it was found that the quasi-linear form
(56) yielded an acceptable first-order description of the SAR
spectrum for about half of the cases analyzed and captured
the qualitative features of the spectrum (although with
displaced peaks, etc.) in all cases. The robustness of the
quasi-linear approximation will be used in the next section to
develop an iterative scheme for inverting the fully nonlinear
transformation (55).

The decomposition of the quasi-linear spectrum P;‘; into
its contributions of different velocity bunching order yields
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Fig. 1. Ori
ing, and net RAR and SAR MTFs in the complex plane for a given
wave component and different sign combinations of the SAR flight
and look directions: (a) k; = 0, k, = 0, k; > 0 (left looking SAR);
(b) change in sign of flight direction (k, < 0, k, < 0, k; < 0); (c,

of the tilt, hydrod velocity bunch-

d) same as Figures la and 1b for a right looking SAR (k, = —k,).

Py=PR+PR+PY (57)
where the pure RAR speclrum Pq;, the pure quasi-linear
velocity bunching spectrum P iF, and the quasi-linear inter-

ference spectral term .P,‘,' are gwen by

P:wf Plso
Pal ¢ = exp (—kig')) (kaB)Piy (58)
L (k.B)PT,;
Applying (26) and (27), this may be written
- . F .. Fa
Po S Hy ¥ Hoy (59)
(for any index R, int, vb, or §), where
HyY |7&?
gin (TR & TR Ty
aree [ = %P (R D gt T (60)
k
LH 7§

The orientations in the complex plane of the various MTFs
which determine the filter factors Hy are indicated in Figure
1. The MTFs apply for a given surface wave and
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be strongly dependent on the ori of the SAR look
and flight directions. This has been confirmed by aircraft
SAR measurements [e.g., Hasselmann et al., 1989].

The strong dependence on the viewing geometry is at first
sight perhaps surprising, since the moduli of the individual
velocity bunching, tilt, and hydrodynamic transfer functions
are invariant with respect to the four viewing combinations
shown in Figure 1. The modulus of the net RAR transfer
function is also only weakly dependent on the look and flight
direction (through the imaginary component of the hydrody-
namic MTF, which, in contrast to the imaginary tilt MTF, is
invariant with respect to the look and flight direction).

Since the moduli of the separate filter functions Hf and
H® for pure RAR and pure velocity bunching imaging,
respectively, are approximately or exactly independent of
the sign combinations of the viewing geometry, the strong
viewing geometry dependence of the net SAR filter function,

(61)

Hy = Hf + HM + H®

must come about through the interference filter function
H™,
This is illustrated by the plots of the four filter functions
HE, H™, H® and H¥ shown in Figure 2. The cutoff scale
was chosen as & = 70 m, or k¥ = (£)~' = 0.014 m™",
corresponding to the Seasat value g = 113.5 and a Pierson-
Moskowitz [Pierson and Moskowitz, 1964] fully developed
wind sea spectrum for a wind speed at 10 m height of 10 m/s
({v*)" = 0.62 m/s). The damping factor in T (equation
(6)) was set at p = 0.5 57", and no wind input modulation
terms were included (as in the Seasat computations in
section 3).

The filter function H* is seen to be exactly symmetrical
with respecttoa cha.nge insign of k, or k,, the filter function
H{ is exactly symmetrical with respect to a change in sign of
k., and approximately symmetrical with respect to a change
in sign of k,, while the filter function H™ is exactly
antisymmetrical with respect to the transformauon ky, —
=ky. The net filter function Hy is therefore approxxmately
symmetncs] with respect to a change in sign of k,, but has
pronounced asymmetries with respect to the transformation
k, = —k,.

The general structures of the filter functions shown in
Figure 2 are independent of the parameters chosen. It will be
useful to keep Figure 2 in mind later in discussing the origin
of the various distortions and asymmetries found in com-
puted and observed SAR image spectra.

As pointed out, the common azimuthal cutoff factor ap-
plies not only to the quasi-linear spectral terms but also to
the entire series expansion (50) or (55). This has a useful
practical implication. The azimuthal cutoff of an observed
SAR spectrum is usually a relallvely well-defined feature. Its
experimental d i depend of the details of

various sign combinations of the SAR look and flight direc-
tions. Figure la applies to a wave component traveling in
the positive quadrant of the xy plane (k, > 0,
k, > 0) and a left looking SAR (k, = k,). Figure 1b applies
for the same left looking SAR viewing the same wave
component but for a SAR platform flying in the opposite
direction (k, < 0, k, = k; < 0). Figures lc and 1d
correspond to Figures la and 16, respectively, for a right
looking SAR (k; = —k,). The resultant SAR MTF is seen to

the ping p . yields an important integral property
of the wave spectrum, the mean square orbital velocity (cf.
(44)).

Beal et al. [1983], Lyzenga [1986], and Monaldo and
Lyzenga [1986, 1988] have verified experimentally the pro-
portionality of the azimuthal cutoff scale to the rms orbital
range velocity component, or some related integral property
of the wave field. Previously, this finding has been difficult to
interpret theoretically. The SAR two-scale model using the
SAR resolution scale as separation scale yields a cutofl
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factor due to velocity spreading which is determined by the
rms orbital velocity in the subresolution short wave spectral
band between the SAR resolution scale and the facet scale.
Tucker [1985] computed the contribution of this velocity
spread smearing and obtained an azimuthal cutoff factor
which was indeed identical to our form, but with {" replaced
by the rms azimuthal displacement (the *“*velocity spread’’)
of only the short subresolution scale waves. The present
closed theory implies that thc nonlinear velocity bunching
hanism in the *‘deterministic’” wave region,
below the SAR resolution wave number, not only distorts
the spectrum in this region, but must also contribute to the
azimuthal cutoff. When this effect is combined with the
velocity spread term, one obtains the simple result that the
net azimuthal filtering can be represented by a common
Gaussian cutoff factor which acts on all terms in the nonlin-
car spectral expansion.
We conclude this section by summarizing again the basic
three computational steps needed to determine the SAR
spectrum according to (50):

1. Computation of the three autovariance and covariance
functions f*(r), f*(r), and f®*(r) using the Fourier transform
relations (43), (47), and (48).

2. Computation of the covariance product expressions
appearing in (51)~(53).

3. Computation of the Fourier transforms (51)-(53). If
only the final SAR spectrum is of interest, without regard for
the separate contributions from different nonlinearity order,
the covariance products of different nonlinearity order n for
given velocity bunching order m (power of gk,) can be
collected together and Fourier transformed in a single oper-
ation.

Since only Fourier transforms are involved, the computa-
tions are rather fast (less than 1 s on a CRAY-2, for 128 x
128 pixel scene using full FFT representations). Good con-
VErgence was I‘Jun‘na!ly attained even for strongly nonlinear

tra with a tr at nonlinearity order n = 6. The
higher order terms contribute mainly to the resolution of the
(normally not very important) details near the azimuthal
cutoff (cf. section 5).
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4. INVERSION

A unique formal inversion of the forward mapping relation
cannot exist in view of the 180° ambiguity of the SAR image
and the loss of information beyond the azimuthal cutoff. The
standard procedure for resolving such underdetermined in-
version problems is to introduce a regularization term which
makes use of additional information from a first-guess wave
spectrum F(k).

Following this approach, we define the optimal fit wave
spectrum F(k) as the spectrum which minimizes the cost
function

[F(k) - F(K)]]?
M = 2
J= I [P(k) - B(k)]® dk + p I [7[3 ooy dk
(62)

where P(k), P(k) are the observed and fitted SAR spectra,
respectively (the index § has been dropped, as there is now
no need to distinguish between the SAR and RAR spec-
trum), p is some suitably chosen weight reflecting the
relative confidence ascribed to the observed SAR spectrum
and the first-guess wave spectrum (which will normally be
provided by a wave model), and a small positive constant B
has been introduced into the normalizing denominator in the
second integral to avoid numerical infinities for Fik) = 0
(formally, infinities in nor
they merely express an infinitely hard side condition).

Equation (62) can be generalized by introducing wave
number depend ights within the integrals or a nondi-
agonal metric. The rationale for such generalizations is
normally provided by maximum likelihood considerations.
Since the required input for these generalizations (the error
covariance matrix for the combined data set P(k), F(k))
cannot be readily estimated in our case, these options were
not further pursued.

H , to enl the agr of the cc d and
observed SAR spectra in the neighborhood of the SAR
spectral peaks, we considered also the alternative cost
function

lizing factors are as

J'= J [P(k) — P(k)]*P(K) dk

[F(k) = F(K)])?
+ J’ {m} dk (63)

with an additional factor P(k) in the first integral. It should
be stressed that at this time both cost functions (62) and (63)
should be regarded only as rather arbitrarily selected candi-
dates which will need to be further tested and possibly
modified in more extensive studies.

The solution of the general nonlinear variational problem

aJ

——=0 64
3F ) o
was obtained by an iterative technique which made use of
the approximate quasi-linear mapping relation (56), as fol-
lows.

Starting from a first estimate F'(k) = F(k), let F"(k),
P"(k) represent the approximate solution after n iteration
steps, where P"(k) is the associated SAR spectrum for the

HASSELMANN AND HASSELMANN: MAPPING OF OcEaN WAVE SPECTRUM

wave spectrum F"(k) in accordance with the fully nonlinear

mapping relation (55),
P" = M (F") (65)

C now an imp
F*"*l=F"+ AF" (66)

by assuming, in a first step, that the increment AF" leads to

a modified SAR spectrum
P"*'=P"+ AP" (67)

for which the change AP" is related to AF" through the
approximate quasi-linear transformation (equations (56) and
(26)),

1
AP™(K) = 5 exp (=kz&, T ()| *AF"(K)
+|T5(—Kk)|*AF"(—-Kk)]  (68)
Substituting these new estimates for F, P into (62), one

obtains

J=I[AP'—(P—P"J]3du

+ “f [AF" — (F—F"] dk (69

The solution of the variational equations for J with respect to
AF", with AP" given by (68), can be immediately found:

[A- (W8P + p8Fy) — B (W_ 8P + néF )]

aF? [AuA -y - Bi)

(70)

where
&P = P(k) - P"(k) = P(~k) — P"(—k) (71)
&Fy = Fik) - F"(k) (72)
Ay=Wi+2p (73)
By = W, W_, (74)

and

Wy = |T()|* exp (~kFE'?) (%)

Having determined AF" and the new wave spectrum
F™'', the iteration step is then completed by computing the
associated SAR spectrum, using the fully nonlinear transfor-
mation relation P"*' = M_(F"*").

The technigue can be applied equally well to the form (63).
In computing the perturbations AF", AP", the additional
factor P in the first integral in J is set equal in this case to P".

The iteration scheme was found to converge in all cases
studied, including cases with strongly nonlinear and poor
first guesses, provided p was not chosen too small, namely,
= pg, where

po=0.1P2 (76)
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In most applications, we chose p = pg. The constant B was
set at 0.01F 5, .

In the Seasat cases di d in the following section, the
SAR calibration was not known. This can be readily accom-
modated in the inversion formalism by including the depen-
dence on the unknown calibration factor explicitly in the
expression for J and the cost fi imult
neously with respect to both F and the unknown calibration
factor. The minimization with respect to the calibration
factor can be given analytically and was carried out after
each iteration step.

Other unknown or poorly known parameters a; (for ex-
ample, in the hydrodynamic MTF) can be treated in the same
way. If first-guess estimates a; of these parameters exist,
deviations from these values can be penalized by adding
standard penalty terms to J of the form I‘.J- pila; = ﬂj)z_

The basic inversion formalism can be generalized also in
other ways. In practice, it was found that a straightforward
application of the inversion method just described yielded
wave spectra which successfully reproduced the observed
SAR spectra, but were nonetheless clearly unrealistic. The
inversion modified the wave spectrum within the wave number
region [k,| < k™8 valid SAR infc but left
the first-guess wave spectrum unchanged in the high azimuthal
wave number region beyond the cutoff. Although entirely

i with the i ded ion of the cost fi ion, the
resultant spectra exhibited dislocations along the transitional
azimuthal cutoff bands which were obviously spurious.

The origin of these problems is clearly the lack of dynam-
ical constraints in the inversion formalism. In reality, the
development of dislocated spectra is prevented by nonlinear
wave-wave interactions, which maintain an approximately
universal spectral shape in the wind sea region of the
spectrum [cf. Hasselmann et al., 1973, 1976; Komen et al.,
1984]. The difficulty would not arise if the inversion tech-
nique were imbedded in a general wind and wave data
assimilation scheme in which all modifications of the wave
spectrum were attributed to modifications in the wind field.
These would y ensure dy ically i
changes in the wave spectrum through the application of a
wave model. This is the ultimate goal of the imil
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After minimizing the cost function with respect to the
parameters ¢y, A, B, the original minimization procedure
without was then applied in a second stage.

‘The first stage normally yielded a close fit to the SAR
spectral peak, while ensuring continuity of the overall spec-
tral distribution. The second stage then provided further
fine-scale adjustments within the azimuthal wave number
band for which detailed SAR information was available.
Since a reasonable first-order fit was achieved already in the
first stage, the second stage no longer produced significant
disl in the hal cutoff region.

As pointed out earlier, the energy scale parameter A can
be determined rather reliably (for given B, ¢y) from the
observed azimuthal cutoff scale {7, which is independent of
the details of the SAR spectrum. In practice, the least

q inimizati was therefi lied in the
first stage only to the parameters ¢y and B, while A was
determined explicitly from ¢y, B, and {" using the relation
(44) for the azimuthal cutoff scale.

5. SomE ExaMPLES FROM SEASAT

The computation of the forward transformation relation is
illustrated in Figure 3 for a typical Seasat case. The case was
sclected together with the two other cases discussed in this
section from a larger set of SAR image spectra analyzed in
the course of a wave hindcast study using the WAM third-
generation wave model [WAMDIG, 1988; Hasselmann et
al., 1988].

The individual panels show the hindcast WAM wave
spectrum, the SAR spectrum computed from the WAM
spectrum, and some typical spectral terms of the nonlinear
spectral expansion. The case is only weakly nonlinear, so
that only little of the azimuthally traveling short wave energy
is lost in the SAR image, while most of the wave energy
propagating in the range direction is retained. The quasi-
linear approximation, consisting of the sum of the first three
quasi-linear contributions is seen to yield a fairly good
approximation of the fully nonlinear image.

The splitting of the single-wave spectral peak into two
peaks in the SAR image spectrum is a common feature in
SAR images of predomi ly range traveling waves. It

program of the Wave Modeling (WAM) Group. However,
for the present intermediate level of inversion, without direct
coupling to the wind field, some form of dynamical con-
straints are needed. These were introduced using the follow-
ing simple two-stage procedure.

As the high wave number region of the spectra is strongly
coupled to lower wave numbers through the nonlinear
transfer, we restricted the modification of the spectrum in
the first inversion stage to transfor which apply
uniformly to the entire wave spectrum. The si such

arises | the velocity bunching MTF, which normally
dominates over the RAR MTF, vanishes in the range direc-
tion (cf. section 3 and Figure 2).

The asymmetry of the SAR response about the look
direction due to the interference term (cf. Figure 2) is evident
in the quasi-li and fully nonli SAR spectra and in the
interference term itself. In general, all terms with odd
powers of (k,B8) contribute to the asymmetry. As pointed
out in section 3, the asymmetry is dependent on the look and
flight directions, so that different SAR image spectra are

btained, for ple, if the same wave field is viewed from

transformation is a rotation ¢y in the wave number plane
bined with scale A, B in the energy and wave
number, respectively.

F'(k) = AF(k")

an
where

ky = Bk, cos &g — ky sin ¢)

ky = Blk, sin ¢q + k, cos ¢y)

(78)

the upwind or downwind direction [Hasselmann et al.,
1989]. In comparing Figures 2 and 3, it should be noted that
the SAR spectrum is formed from both positive and negative
k contributions (cf. (26)). Thus in contrast to the filter
functions of Figure 2, which apply for only one wave
component, the spectra of Figure 3 are symmetrical with
respect to the transformation k — —k.

The higher order terms in the expansion are proportional
to the product of a high power of (k, 8) with the exponential
azimuthal cutoff factor and are therefore normally strongly
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y axis in the negative look direction (right looking SAR).

peaked along the azimuthal cutoff band. These terms do not
contribute significantly to the structure of the SAR spectrum
in the neighborhood of the spectral peak, so that the effective

convergence of the series in the main part of the spectrum is’

rather rapid (see also Figure 5, discussed below).

Figure 4 shows a comparison of the observed SAR spectra
and the computed wave and SAR spectra before and after
inversion for the three Seasat cases. Through the combined
effects of the azimuthal cutoff, the strongly varying modula-
tion transfer functions (cf. Figure 2) and the nonlinear
distortions, the observed and computed SAR spectra (first
and third columns, respectively) show relatively little simi-
larity with the hindcast first-guess wave spectra (second
column). The first-guess SAR spectra computed from the
hindcast wave spectra reproduce the azimuthally banded
structure of the observed SAR spectra but heless still

The three cases were selected to illustrate different de-
grees of nonlinearity and different directions of wave prop-
agation relative to the SAR look direction. The first case is
weakly linear, with pred ly range prof i
waves, The second case is moderately nonlinear and repre-
sents a wave field propagating at an angle between the range
and azimuthal directions. The third case, finally, is strongly
nonlinear and was chosen also as an example of a more
complex sea state, consisting of a superposition of swell and
wind sea components propagating at nearly 90° relative to
one another. The azimuthally propagating major swell com-
ponent is seen to be almost entirely lost due to the azimuthal
cutoff.

The individual modifications introduced into the best fit
wave Sf hrough the two-step inversion procedure

ized in Table 1) can be clearly recognized.

show significant deviations.

The fourth and fifth columns show the best fit wave
p and the iated puted SAR spectra derived
by the inversion method. The agreement between the best fit
and observed SAR spectra is now scen to be markedly
improved. The parameters of the hydrodynamic MTF (6)
were chosen in all cases as u = 0.5 s and y = 0. This is
consistent with field and laboratory measurements [cf.
Keller and Wright, 1975; Plant er al., 1983; Feindt et al.,
1986; Schrater et al., 1986], but no attempt was made to
optimize these parameters. The inversions were based on
the peak-enhanced cost function (63).

I. The spectra have been rotated and the wave number
scales adjusted to reproduce the positions of the SAR
spectral peaks.

2. The energy scales have been adjusted (together with
the wave number scales) to reproduce the observed azi-
muthal cutoffs. This effect is evident in the changed azi-
muthal limits between the first-guess and best fit SAR
spectra (columns 3 and 5 of Figure 4).

3. The subsequent modifications of the detailed struc-
tures of the spectra, acting separately on all components of
the wave spectra, have resulted mainly in some sharpening
of the spectral peaks, which were generally too broad in the
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Fig. 4. Observed Seasat SAR spectrum, first-guess (hindcast) wave spectrum,

d first-guess (hindcast) SAR

spectrum, and best fit wave and SAR spectra for the case shown in Figure 3 (top row), for August 19, 0620, 60°N, 6°W
(second row) and for September 30, 0000, 60°N, %W (bottom row).

original wave spectra. (The finite 30° resolution of the WAM
model, together with the discrete interaction approximation
of the nonlinear transfer source function [cf. §. Hasselmann
et al., 1985], are known to result in somewhat too broad
peaks in the model spectra.)

The third example illustrates a basic limitation of the
present simplified approach, in which a single linear coordi-
nate transformation is applied to the entire spectrum in the
first stage of the inversion. The coordinate transformation
was governed in this case by the wind sea region of the
spectrum, represented by the broad higher frequency peak in
the range direction. The peak needed to be rotated about 30°
to the left to achieve coincidence between the computed and

two-stage inversion procedure will be ultimately superseded
by a comprehensive data assimilation scheme in which the
measured SAR spectrum is used to modify the wind field
rather than the wave spectrum directly.

The convergence propertics of the spectral expansion (50)
for the three cases considered are indicated in Figure 5.
Terms of different nonlinearity order n for a given velocity
bunching order m (which appear in the same Fourier trans-
form contribution) have been collected into a single term.
The curves show the maximal spectral values for each
mth-order spectrum of the expansion. Since these values, as
already mentioned, tend to lie near the relatively unimpor-

observed SAR peaks. However, the rotation modified also
the azimuthally pre ing swell ¢ of the original
hindcast wave spectrum, although the swell hindcast was
presumably not directly affected by errors in the wind sea
hindcast. This deficiency could in principle have been over-
come by considering a more sophisticated class of transfor-
mations. However, this was not pursued further, since, as
has been pointed out, it is anticipated that the present

tant hal cutoff limits for the higher order expansion
terms, the effective convergence is in fact better than implied
by the figure. In practice, good convergence was achieved in
all cases studied with a truncation of the series at m =
12(n = 6, 7).

6. CoNCLUSIONS
The new closed, nonlinear integral transformation relation
derived in this paper, together with its expansion in a

TABLE 1. Inversion Parameters of Seasat SAR Spectra
Seasat Latitude, Longitude, Time, Py
Case Swath deg N deg W Date uT deg B A
a 794 57 9 Aug. 21 0740 64 1.2 0.75
b 762 60 6 Aug. 19 0620 Ex) .1 1.6
c 1359 60 9 Sept. 30 000 =28 1.5 1.3
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5. It provides the ncccssa.ry basis for i |nverl|ng the trans-
fi ion using dard inverse modeli

Because of the 180° ambiguity of the spew'a] mapping
relation and the loss of information beyond the azimuthal
cutoff, an inversion of the wave-to-image transformation will
in general be feasible only if a first-guess wave spectrum is
available. This implies that the interpretation and application
of SAR wave image data will normally require the applica-
tion of a wave model.

The inversion technique developed in this study provides
an optimal wave spectral estimate for a given first-guess
wave spectrum and observed SAR spectrum. The examples
shown demonstrate that SAR ocean wave images can indeed
provide valuable information to correct modeled wave spec-
tra.

No attempt was made at this stage to correct for possible
deficiencies in the wind field driving the wave model, which
will normally be the principal cause of discrepancies be-
tween observed and predicted SAR spectra. The present
inversion technique requires additional ad hoc assumptions
to replace the dynamical constraints which would be intro-
duced automatically if the inversion method were integrated
in a general wind and wave data assimilation scheme. The
inversion technique presented here should therefore be
regarded only as an intermediate step toward the develop-
ment of such a b ive data ion system.

APPENDIX: EXTENSION TO ACCELERATION
SMEARING AND GENERAL DISPERSIVE
MarPING

hi r

The pure velocity b theory pr in ion 3

o

respect to velocity bunching order m. Plotted are the
values of each spectrum. Squares denote the partial sum, dots the
contribution of the last term in the sum. Solid and open points refer

is di sive: an i | cross-section element o(r')
dr’, which in the absence of motion effects would corre-
spund to an image elemem ®(r) dr = olr') dr'/a, is

to even and odd m, respectively. The convergence in the neight
hood of the spectral peak oflhe nel SAR spectrum is faster than
i by the individ 1 values.

spectral series with respect to nonlinearity and velocity
bunching order, p a ber of ad

1. It can be computed rather rapidly using fast Fourier
transforms and is free of the statistical sampling errors of
Monte Carlo methods. It should thus make feasible the
operational processing of SAR wave images which will be
obtained from future satellites such as ERS-1, 2, and Radar-
sat.

2. It provides a clearer insight into the imaging mecha-
nism by identifving the different contributions from the RAR

dul and li velocity bunching p and
their various interference terms.
3. It yields a simple exp for the azimuthal cutoff

in the form of a Gaussian filter factor which acts on all terms
in the series expansion. The azimuthal cutoff scale is given
by the rms azimuthal velocity bunching displacement. The
observed azimuthal cutoff therefore yields a useful integral
constraint on the wave spectrum.

4. The lowest order quasi-lincar term of the spectral
series expansion, consisting of the product of the standard
linear SAR spectrum and the azimuthal cutoff factor, yields
a useful first-order approximation of the fully nonlinear
mapping relation,

pped one-to-one into a displaced i
15(r) dr = I®(r') dr’ (A1)
in the SAR image plane, where
r=r"+§g(r') (A2)

and £ = aBv (equation (14)).

In the general SAR theory of ocean wave imaging for
arbitrarily moving scattering elements, the mapping is dis-
persive (cf. MSR): an infinitesimal element on the sea
surface is mapped into a finite patch in the SAR image plane.
The form (Al) must accordingly be generalized to the
integral relation

i) = J PRe)Mir —'; ¢') dr’ (A3)
The mapping function M(r — r'; r') represents a finite width
distribution with respect to the primary spatial separation
variable r — r’ and depends in general also on the details of
the motion history of the scattering element at r’. To a good
approximation, the shape of M is given by the shape of the
Doppler spectrum of the backscattered return signal (MSR).

In the nondi ive velocity t hing model, the Dop-
pler spectrum is a line spectrum, and M therefore reduces to
a & function,

Mr—r';r)=ér—r - &r)] (Ad4)
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In the general case, the time dependence of the backscat-
tering el cannot be repr d simply as the constant
advection of a frozen scatterer, and the Doppler spectrum
and mapping function M have finite width.

For Bragg scattering, the assumption of a constant advec-
tion velocity given by the instantaneous orbital velocity in
the center of the viewing window nevertheless remains a
good first approximation. The pure velocity bunching theory
is therefore normally generalized by expanding the change in
orbital velocity during the SAR viewing interval —7/2 <1 <
72 in a Taylor series,

vir, 1) =v(r, 0) + ra(r, 0) +--- (A3)
where a(r, 0) = [dv(r, 1)/dt],.o represents the orbital
acceleration (in the range direction) in the center of the
viewing window. It is assumed that 7 is small compared with
the wave period.

The linear drift of the orbital velocity during the SAR
illumination time leads to an approximately uniform azi-
muthal smearing of the scattering element in the image plane
over the interval £ — Bla|#2 < x < £ + Bla|+/2. The
mapping function in this case becomes

M=t 1) = 8y —y')n(ﬂ]rmmfr'
Blalr

(A6)
where H(xn) denotes the top hat function
|
Hm)=1 |n] e

(AT)
1
Hn)=0  |n|>3

In place of (A6), a Gaussian distribution

M%(r—r';r')
= 3 Lx=x" = &)
o, 112 1 — -y
=(2x) " Ax) 7! exp { 260 ]3()' ¥}

(AB)
with the same rms width

Brla(r')|

Ax(r') = 200"

(A9)

as the top hat form (A6) is sometimes used [cf. Alpers and
Briining, 1986]. This simplifics the treatment of acceleration
smearing within the framework of a more general analysis,
including the effects of the antenna pattern and the matched
filter and other SAR system characteristics.

The distinction between (A6) and (A8) is immaterial in the
present context. We shall show that if the function M is
known, regardless of the model used, the surface wave-SAR
image spectral mapping relations can be derived as before in
closed form.

Starting from the general form (A3), the expression (28)
for the Fourier components of the SAR image now becomes
(for k # 0, so that /(r) may be replaced by i(r))
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5 ! 5
=7 j dri¥(r) exp (—ik - r)

1 3
= ; J‘J dr d'r’fﬂ{r’)M{r -r';r') exp (—ik-r)
(ALD)

or

1
= Y J de' IR (e)Gy(e') exp (—ik-£')  (A1D)

Ghir‘}=J.dpM(p: r') exp (—ik-p)  (A12)

The nonlinearity of the imaging relation (All) arises
hrough the dependence of the weighting function Gy(r’) on
the local wave field at r'.

For the two forms (A6) for M* or (A8) for M?, we obtain
the weighting functions

Giir') = exp [—ik - &(r')] (3) 72k, | Ax] (A13)

—kZAx?
GZ(r’J==xp[—ik-€{r'J]exp( > )
(Al4)

Thus the velocity bunching mapping factor exp [—ik - &(r')]
in (28) is replaced now in the general case by a mapping
factor

G = exp [—ik - E(r')]D" (A15)

which contains an additional azimuthal acceleration smear-
ing term

sin [(3) 2k, ) ax]]
C )"k Jax|

" (A16)

—kfzuz)
(A17)

D9 = exp (

The further analysis proceeds as in section 3, with the
velocity bunching weighting function exp [—ik - £(r')] re-
placed by the general weighting function Gy. The expression
(30) for the SAR image variance spectrum becomes

pi= A"(II dr' dr” exp [~ik(r' — )]

-N.D(r'w(r"]{l + 2 (TREy + Tf;.;t.-)e"‘""}

-{1 +2 @+ r’_‘.-:_.-ne-"‘"*'p (A18)

The expression differs from (30) only through the inclusion
of the acceleration smearing factors D(r")D{r").
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To evaluate the expectation value occurring on the right-
hand side of (A1), the same technique may be applied as
before. The product D(r")D(r") is first expanded in a power
series with respect to the wave Fourier amplitudes. For the
forms (A16) or (A17), this is forward. The expecta-
tion value of the product of Ny with the various wave
amplitude products occurring in the rest of the integrand in
(A18) is then again computed by expanding NV with respect
to the particular infinitesimal wave amplitude components
appearing in any given product.

The only difference between the extended theory and the
previous pure velocity bunching theory is that the wave
amplitude products with which Ny is now correlated are no
longer limited to linear and quadratic expressions, as in
(32)=(34), but consist of an infinite serics. Since it was
already found convenient, both theoretically and computa-
tionally, to expand the closed integral expression (46) for the
pure velocity bunching case in a spectral power series, the
present extension involves no significant algebraic or com-
putational overhead. The expansion algebra can be readily
d in the (cc coded) algebra used r.u gener-
ate the expansion (50) with respect to velocity b g and
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wind-generated waves, Philos. Trans. R. Soc. London, Ser. A,
315, 505-562, 1985.

Feindt, F., Radar-Rickstreuexperimente am Wind-Wellen-Kanal
bei sauberer und filmbedeckter Wasseroberfliche im X-Band (9.8
GHz), Ph.D. thesis, Hamburg Univ., Germany, 1985,

Feindt, F., .I Schrater, and W. Alpers Measurement of the ocean

ion transfer function at 35 GHz from a
sea»base.d platform in the North Sea, J. Geophys. Res., 91,
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SWAP), Erginzungsh. Disch. Hydrogr. Z., Reihe A(B), no. 12,
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wave prediction model, J. Phys. Oceanogr., 6, 200-228, 1976.
Hasselmann, K., R. K. Raney, W. J. Plant, W. Alpers, R. A.
Shuchman, D. R. Lyzenga, C. L. Rufenach, and M. J. Tucker,
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vlcw J. Geophys. Res., 9\9 46594686, 1985,
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spectra and altimeter wave height data asum.llnuon syste.m for
ERS-1, MPI Rep. 19, Max-Planck-Inst. fiir A
Germany. 1988,
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nonlinearity order. The structure of the expansion remains
basically unchanged except for the appearance of a third
expansion parameter, the ratio of the SAR illumination time
7 to the mean wave period.
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3.3 Stochastic Climate Model®

The difficulty in modelling the climate system is not only due to the variety of
physical processes involved, but also to a large extent to the fact that the inter-
acting components are characterised by rather different internal timescales:
the atmosphere—several days, sea ice and the oceanic surface layer—several
months, the deep ocean—several centuries, and the continental ice masses—
many millennia. Even if all processes influencing climate variations were
completely understood, the fact that the different sub-systems respond over
different timescales would still cause considerable problems in numerical
modelling.

All models of the individual sub-systems, such as atmosphere, ocean, or
ice, with realistic geographical resolutions have been designed for a single
timescale range so as to prognostically describe the typical fluctuations of
these components. The influence of more rapid processes than the prognostic
regime is parameterised by the prognostic variables using the temporal average
over the rapid processes. Any components that vary on longer timescales than
the prognostic regime are treated as constant boundary values or external
parameters.

In many of the climate models used at in the 1960/70 s, the atmo-
sphere was not explicitly included and was therefore placed in the model’s
statistical-diagnostic regime and was represented only through temporally
averaged terms. However, in his seminal paper on Stochastic Climate Models
published in Tellus in 1976 ([18]; see facsimile below) Klaus Hasselmann
pointed out that the atmosphere’s influence is not limited to these temporally
averaged terms and that its variability must also be considered. This results
in differential equations for the slow components of the climate system,
which include stochastic forcing terms. These short-term atmospheric vari-
ations cause (analogous to the Brownian motion) long-term fluctuations in
the slow subsystems, which explains the observed red spectrum of the slow
climate variables. The theory of Brownian motion has been discussed in many
applications since Einstein’s paper in 1905 but had not yet been applied to
geophysical systems, such as the climate system.

5 Prepared by Peter Lemke.
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In his stochastic climate modelling approach, Hasselmann made use of a
time-scale separation: a slowly varying dynamic climate variable under the
influence of short-term atmospheric variations represented as white noise.
Applications of stochastic climate models typically use linearized dynamic
equations that describe small fluctuations around an equilibrium state. This
approach represents a First Order Markov Process, which is characterised by
a memory-term and white noise forcing, and it results in a red spectrum for
the slow climate variables.

In two follow-up papers co-published in 1977 with Claude Frankignoul
[39] and Peter Lemke,® the applicability of the concept was demonstrated
through an analysis of sea surface temperatures and thermocline variability
and with a global energy balance model. A large variety of different applica-
tions of this stochastic approach followed over the subsequent years.

One may of course ask if all this was really new. To some extent it was not,
as certain ideas typically float around within the scientific community. In his
interview, Hasselmann himself refers to J.M. Mitchell and his 1966-paper”:
“the same concept on the generation of different frequency domains of climate vari-
ability by the successive forcing of longer timescales by shorter timescales”. Another
physicist thinking about such concepts was Chuck Leith, but in hindsight
these approaches have not received much attention and did not cause the
great epistemological step forward that Hasselmann’s physical approach and
construction did.

¢ Lemke, P, 1977: Stochastic climate models. Part 3. Application to zonally averaged energy models.
Tellus 29, 385-392.

7 Mitchell, J. M., Jr. 1966. Stochastic models of air- sea interaction and climatic fluctuation. (Symp.
on the Arctic Heat Budget and Atmospheric Circulation, Lake Arrowhead, Calif., 1966.) Mem.
RM-5233-NSE The Rand Corp., Santa Monica.



3 The Strands of Klaus Hasselmann’s Science

Stochastic climate models

Part I. Theory

By K. HASSELMANN, Maa-Planck-Institut fiir Meteorologie, Hamburg, FRG

(Manuseript received January 19; in final form April 5, 1976)

ABSTRACT
A stochastic model of climate variability is considered in which slow ehangeaofcllmat.-e
are oxplamad as the integral response to et random excitation by short period
“weather” disturbances. The coupled ocean-at h h land system is

divided into a rapidly varying “‘weather” system (esaantm]ly the atmosphere) and a
slowly responding “climate” system (the ocean, cryosphere, land ion, ete.). In
the usual Statistical Dynamical Model (SDM) only the avers.ge transport effects of
the rapidly varying weather companents are parameterised in the climate system. The
resultant prognostic equations are deterministic, and climate variability can normally
arise only through variable external conditions. The essential feature of stochastic
climate models is that the non-averaged ‘“‘weather” components are also retained.
They appear formally as random forcing terms. The climate system, acting as an in-
tegrator of this short-period excitation, exhibits the same random-walk response
characteristics as large particles interacting with an ble of much ller par-
ticles in the analogous Brownian motion problem. The model predicts ‘red” variance
speetra, in qun]:tntlve agreement with observations. The evolution of the climate prob-
ability distribution is described by a Fokker-Planck equation, in which the effect of
the random ther ex ion is repr ted by diffusion terms. Without stnblhalng
feedback, the model predicts a continuous inerease in climate variability, in analogy
with the continuous, unbounded dispersion of particles in Brownian motion (or in &
homogeneous turbulent fluid). Stabilising feedback yields a statistically stationary
climate probability distribution. Feedback also results in a finite degree of climate
predictability, but for a stationary climate the predictability is limited to maximal
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skill parameters of order 0.5.

1. Introduction

A characteristic feature of climatic records is
their pronounced variability. The spectral analy-
sis of continuous climatic time series normally
reveals a continuous variance distribution en-
compassing all resolvable frequencies, with
higher variance levels at lower frequencies.
Combining different data sources of various
time scale and resolution (recorded meteoro-
logical data, varves, ice and sediment cores,
global ice volume) the increase in spectral
energy with decreasing frequency can be traced
from the high frequency limit of climate varia-
bility (approximately 1 eycle per month, fol-
lowing the definitions adopted in GARP Pub-
lieation 16, 1975) down to frequencies of order
1 eycle per 10® years (ef. GARP-US Committee
Report (1975), Appendix A). An understanding
of the origin of climatic variability, in the entire

Tellus XX VIII (1976), 6
31 — 762896

spectral range from extreme ice age changes to
seasonal anomalies, is a primary goal of climate
research. Yet despite the long interest in the
ice-age problem and the more recent intensifica-
tion of climate research there exists today no
generally accepted, simple explanation for the
observed structure of climate variance spectra.

Various attempts have been made to link
climatic changes to variable external factors
such as the solar activity, secular changes of
the orbital parameters of the earth, or the in-
creased turbidity of the atmosphere following
voleanic eruptions (cf. reviews in GARP Pub-
lication 16). A persistent difficulty with these
investigations is that the postulated input—
response relationships, if they exist, are not suf-
ficiently pronounced to be immediately obvious
on inspection of the appropriate time series.
Thus a detailed statistical analysis is necessary,
for which the data base is often only marginally
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adequate. Summaries of solar-climate relations
extracted by statistical techniques may be
found in King (1975) and Wileox {1975); a criti-
cal analysis of the statistical significance of
some of the claimed correlations has been given
by Monin & Vulis (1971).

Climate variations have also often been dis-
cussed in terms of internal atmosphere-ocean
cryosphere-land feed-back mechanisms, Posi-
tive feedback amplifies the response of the
system to changes in the external parameters
and, if sufficiently strong, can produce unstable
spontanecous transitions from one elimate state
to another. Feedback mechanisms have gener-
ally been formulated in terms of highly simpli-
fied energy-budget models containing only a
few “‘climate” wvariables, such as the zonally
averaged surface temperatures, the area of the
ice sheets and the albedo of the earth's surface.
A basic difficulty of unstable feedback models
(apart from-- or possibly because of-—their high
degree of idealization) is that they tend to pre-
diet climatie variations as flip-flop transitions
and therefore fail to reproduce the observed
eontinuous spectrum of climatic variability.

In this paper an alternative model of climate
variability is investigated which predicts the
basie structure of climatic spectra without in-
voking internal instabilities or variable external
boundary conditions. The variability of elimate
is attributed to internal random forcing by the
short time scale “‘weather” components of the
system. Slowly reponding components of the
system, such as the ice sheets, oceans, or vege-
tation of the earth’s surface, act as integrators
of this random input much in the same way as
heavy particles imbedded in an ensemble of
much lighter particles integrate the forces
exerted on them by the light particles. If feed-
back effects are ignored, the resultant “Brown-
ian motion” of the slowly responding compo-
nents yields r.m.s. climate variations—relative
to a given initial state—which increase as the
square root of time. In the frequency domain,
the climate variance spectrum is proportional
to the inverse frequency squared. The non-
integrable singularity of the spectrum at zero
frequency is consistent with the non-stationarity
of the process. The spectral analysis for a finite-
duration record yields a finite peak at zero fre-
quency proportional in energy to the duration
of the record.

In order to obtain a statistically stationary

K. HASSELMANN

response, stabilising negative feedback proces-
ses must be invoked. Thus from the viewpoint
of the present model, the problem of elimate
variability is not to discover positive feedback
mechanisms which enhance the small variations
of external inputs or produce instabilities, but
rather to identify the nogative feedback pro-
cesses which must be present to balance the
continual generation of elimatic fluetuations
by the randomn driving forces associated with
the internal “weather” interactions.

Following the derivation of the random-walk
characteristics of a stochastically driven elimate
system in Sections 2 and 3, the basic Fokker-
Planck eguation governing the evolution of
such a system is presented in Seetion 4. Special
solutions for a system with linear feedback are
given in Section 5, and the results are then ap-
plied to the analysis of climate predictability in
Section 6.

Some of the concepts underlying the present
stochastic model have been expressed previously
by Mitchell (1966) in his investigation of sea-
surface temperature (SS8T) anomalies. An ap-
plication of the present model to SST data and
to temperature fluctuations in the seasonal
thermoeline is given in Part 2 of this paper
(Frankignoul & Hasselmann, 1976). In Part 3,
the effect of introduecing stochastie forcing into
sunple statistical dynamical models of the
Budyko-Sellers type is investigated (Lemke,
1976).

2. Relationship between GCM’s, SDM’s
and stochastic forcing models

It is useful to mtroduce a formal notation
which is independent of the individual model
structure, Let the instantaneous state of the
complete systematmosphere-ocean-cryosphere—
land be described by a finite set of diserete
variables g = (z,, 2, ...). The state vector 2 may
be taken to represent the fields of density, ve-
locity, temperature, ete. of the various media,
as defined at diserete grid points and levels, or
as given by the coefficients of some suitably
truncated functional expansion. The evolution
of the system will then be deseribed by a series
of prognostic equations

dz
= = i) (2.1)

Tellus XXVIII (1976}, 6



3 The Strands of Klaus Hasselmann’s Science

STOCHASTIC CLIMATE MODELS. I

where w; is a known (in general complicated
nonlinear) function of 2. For the following we
ignore the parameterization problems associated
with the projection of the complete system on
to a finite set of parameters; we assume that
for our purposes the prognostic egs. (2.1) ac-
curately describe the evolution of the system
for all times of interest.

A basic assumption of most models is that
the complete system z can be divided into two
subsystermns, z =(x, y), which are characterised
by strongly differing response times 7,, 7,. Thus
writing eq. (2.1) in terms of the two subsysterns,

daxy
— = wy(X, ¥)

2.2
™ (2.2)
d
= o y) (2.3)
it is assumed that

de ! dy\ 7"
O(z'(a-i) ) = t,{r,-ﬂ(y;(a() ) (2.4)

The fast responding components x; may be
identified with the normal prognostic “weather”
variables used in deterministic numerical weath-
er prediction or General Cireulation Models
(GCM’s), whereas the slowly responding “‘cli-
mate” variables y, may be associated with
variables such as the sea surface temperature,
ice coverage, land foliage, etc. which are nor-
mally set eonstant in weather prediction models
but represent essential prognostic variables on
climatic time scales. 7, is typically of the order
of a few days, whereas most climate variables
have response scales 1, of the order of several
months, years or longer. Thus the inequality
(2.4) is generally well satisfied.

With presently available computers it is not
possible to integrate the complete coupled sys-
tem (2.2)-(2.3) over periods of climatic time
seale O(r,). High resolution GCM’s are normally
used to integrate the subset of equations (2.2)
over an intermediate period r; in the range
7, <7;<7, for which the “climatic” variables
can be regarded as constant, but which is still
sufficiently long to define the statistics of the
weather variables x for a given climatic state
¥. Thus although GCM’s provide important in-
formation for climate studies, they are not
suitable for the simulation of climate variability
as such.

Tellus XXVIII (1978), 6
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Dynamical investigations of climate varia-
bility have been based in the past largely on Sta-
tistical Dynamical Models (SDM's), which ad-
dress the subset of egs. (2.3). In the usual ap-
proach it is argued that for the time scales 7,
of interest in (2.3), the rapidly fluctuating
terms in the prognostic equations can be ig-
nored, so that (2.3) can be averaged over the
period 7,, thereby removing the weather flue-
tuations while still regarding y in the right hand
side of (2.3) as constant,

d
?“;* = (o, ¥ 2.5)

Formally, it will be more convenient in the
following to regard the average <{...) as an
ensemble average over a set of realisations x
for given y. It is assumed that ergodicity holds,
80 that ensemble averaging and time averaging
are equivalent.

Since v, is in general & nonlinear funetion of
x, the average rate of change (v;> of y, will
depend on the statistical properties of x as
well as on y. To close the problem, the statistics
of x must therefore be expressed in.terms of y
through the introduetion of some elosure hypoth-
esis. For example, in zonally averaged energy
budget models of the Budyko (1969)-Sellers
(1969) type the meridional heat fluxes by stand-
ing and transient eddies must be parameterised
in terms of the mean meriodional temperature
distributions.

Although this class of model may be termed
statistical in the sense that an averaging opera-
tion and a statistical closure hypothesis are in-
volved, the reduced eq. (2.5) is in fact deter-
ministie rather than statistical. It is known that
the asymptotic solutions of nonlinear deter-
ministic equations containing a relatively small
number of degrees of freedom can already ex-
hibit non-periodic, random-type oscillations
similar in character to observed weather or
climate fluctuations {cf. Lorenz, 1965). How-
ever, simple models with these features appear
to have been investigated primarily in relation
to weather simulation. Most of the better known
simple 8DM’s prediet a unique, time-independ-
ent asymptotic state for any given initial
state, These models appear inherently incapable
of generating internally time variable solutions
with continuous variance spectra, as required
by observation. In the past climate variability
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has therefore been explained in the framework
of classical SDM’s as the response of the system
(2.5) to variations of external boundary con-
ditions, such as the solar radiation and the tur-
bidity of the atmosphere, rather than through
internal interactions.

By a natural extension of the SDM, however,
one can obtain an alternative climatic model
which yields continuous variance spectra with
the observed “‘red” distribution directly through
internal interactions. (This, of course, does not
exclude the possible significance of additional
externally induced climatic changes). Return-
ing to eq. (2.3), let 8y =y(t) —y, denote the
change of the climate state relative to a given
initial state y(t=0) =y, in a time <7, suffi-
ciently small that y can still be regarded as
constant in the foreing term on the right hand
side of the equation. The change may be divided
into mean and fluctuating terms, dy = (dy> +y’
where the ensemble average is taken here over
all x states for fixed y, (not y). The mean change
¢y follows from (2.5),

{By> = (vt

(for this term it is irrelevant whether the aver-
age refers to fixed y or y,). The rate of change
of the fluctuating term is given hy

(2.8)

r!',y: .
g = (X, ¥) - {vp =v; (2.7)
where (> =0 and ¥} =0 for ¢ =0.

The statistics of vj(f) are defined through the
statistics of the weather variables x(t) for given
¥o- It is assumed that x(t), and therefore v(t),
represents a stationary random process.

Equation (2.7) is identical to the equations
describing the diffusion of a fluid particle in a
turbulent fluid, where yI represents the coor-
dinate vector of the particle and v the turbulent
(Lagrangian) veloeity It is well known from
this problem (Taylor, 1921, Hinze, 195%) that
for statistically stationary v;, the integration of
{2.7) yields a non-stationary process i, the co-
variance matrix {y;y;> growing linearly in time
t for t>1,. Taylor pointed out in his original
paper that this result could be interpreted
physically as the continuum-mechanical anal-
ogy to normal molecular diffusion or to Brown-
ian motion. In faet, for >, it is immaterial
for the (maecroscopie) statistical properties of
41, involving time scales >1,, whether the fore-
ing is continuous or discontinuous.

K. HASSELMANN

The nonstationary response y; to stationary
random foreing ) in the stochastic model im-
plies that elimate variations would continue to
grow indefinitely if feedback effects were ig-
nored. These, of eourse, will begin to become
effective as soon as the integration is carried
into the region { =0(r,). The properties of the
random walk model in the ranges ¢ <r, and ¢ -
O(r,) will be discussed in more detail in the fol-
lowing sections.

The relationship between GCM's, SDM’s and
stochastic forcing models may be conveniently
summarized in terms of the Brownian motion
analogy. The climate variables y and weather
variables X may be interpreted in the analo-
gous particle picture as the (position and mo-
mentum) coordinates of large and small par-
ticles, respectively. The analysis of elimate
variability in terms of SDM’s is then equivalent
to determining the large-particle paths by con-
sidering only the interactions between the large
particles themselves and the mean pressure and
stress fields set up by the small-particle mo-
tions (plus the influence of variable external
forces). Numerieal experiments with GCM's
correspond in this picture to the explicit com-
putation of all paths of the small particles for
fixed positions of the large particles. Even if
the large particles were allowed to vary during
the computation, it would normally not be
feasible to carry the integrations sufficiently
far to consider appreciable deviations of the
large particles from their initial positions. Fi-
nally, the approach used in the stochastic foreing
model corresponds to the classical statistical
treatment of the Brownian motion problem, in
which the large-particle dispersion is inferred
from the statistics of the small particles with
which they interact. In contrast to the Brownian
motion problem, the variables x in the real
climate-weather system are, of course, not in
thermodynamic equilibrium, so that the sta-
tistical properties of x cannot be inferred from
the statistical thermodynamical theory of
energotically closed systems, but must be evalu-
ated from numerical simulations with GCM’s
(or from real data). A great reduction of com-
putation is nevertheless achieved through a
statistical treatment, since relatively little sta-
tistieal information on X is actually needed, and
this can be obtained from GCM experiments of
relatively short duration 7, <r,.

At first sight it may appear surprising that

Tellus XXVIII (1976}, 6
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a statistical reduction of the complete climate-—-
weather system is possible at all without ar-
bitrary closure hypotheses, since one is ac-
customed to regarding systems involving tur-
bulent geophysical fluid flows as basically ir-
reducible, strongly nonlinear processes. The re-
duetion in this case is a consequence of the
time-scale separation (2.4). This property is
lacking in the usual turbulent system. How-
ever, the condition is familiar from “‘weak-
turbulence’ theories for plasmas (cf. Kadomt-
sev, 1965) or from similar theories of weakly
interacting random wave fields in solid state
physics, high energy physics and in various
geophysical applications (cf. Hasselmann, 1966,
1967). In essence, the property (2.4) enables
statistical closure through the application of
the Central Limit Theorem, whereby the re-
sponse of a system is completely determined
statistically by the second moments of the input
if the foreing consists of a superposition of a
large number of small, statistically independ-
ent pulses of time seale short compared with
the response time of the system.

3. The local dispersion rate

For times ¢ in the intermediate range 7, <
t<t, the integration of (2.7) yields linearly in-
creasing covariances in accordance with Tay-
lor’s (1921) relation

Yy = 2Dyt (3.1)
where
o0
Du“‘ﬁ'I. Pylr)de (3.2)
~m

and P (r) -\<u;t£+1)v;{s)) denotes the covari-
ance function.

Physically, the dispersion mechanism may
be interpreted as the response to a large num-
ber of statistically independent random changes
Ay, =v;. At induced in y, at time increments
At of the order of the integral correlation time
of v}.

It is useful to represent the dispersion pro-
cess also in the Fourier domain. Writing

+e]
vt} = f
-
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the solution of (2.7) may be expressed as the
Fourier integral

yile) = r Y,(w)e‘“‘dm—r Yiw)do  (3.4)
- -0

where

Yilw) =

Vilw) (3.5)
in

The second, time independent termn on the right
hand side of (3.4) arises through the initial con-
dition y; =0 for ¢ =0.

For a stationary process, the Fourier com-
ponents are statistically orthogonal,

V(@) Vi) = 8w - o) F (o)

where F(w) denotes the (two-sided) cross
spectrum of ¥;. The Fourier components ¥ (w)
are then also statistically orthogonal, and the
cross spectrum of yi(t) is given by

F,
Gyylw) = ;L{:“ﬂ

(w+0) (3.6)

The existence of a non-integrable singularity
in G at @ =0 is consistent with the non-sta-
tionarity of y;. The fact that the non-stationary
contribution to y; is concentrated at zero
frequency can be confirmed by evaluating the
contribution to the covariance from a narrow
band of frequencies — Awm <w < Aw centered at
zero frequency. Noting that the second integral
in (3.4) represents a zero-frequency contribu-
tion, this is given by

2(1 —coa wt)

Fylw) = 5 do (3.7)

<y; .'i;)a.u i J‘

The weighting function 2(1 —cos wt)/w* has a
maximum value equal to t! at w =0 and a peak
width proportional to 1/t. Thus its integral is
proportional to ¢, and in the limit of large ¢, as
the peak becomes infinitely sharp, the funection
can be replaced by the d-funection expression

K1 00008 oetdles) (e>1) (3.8)
For large ¢ (3.7) therefore becomes
iy = 2atF 4(0) (3.9)
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covariance

response input

6, = F lw?

(b}

LBy W —s
tl

Fig. 1. Input and response functions of stochasti-
cally forced climate model without feed-back; (a)
eovariances, (b) spectra.

The subseript Aw has now been dropped, since
the contribution to (yjy;> from frequencies
|w| ~Aw is constant and therefore becomes
negligible compared with the nonstationary
contribution for large t.

Equation (3.9) represents a special case of
the resonant response of an undamped linear
system to random external forcing. The general
result for such systems states that the energy
of the response is concentrated in spectral lines
at the eigenfrequencies of the system, and that
the energy of each line increases linearly with
time at a rate proportional to the speetral den-
sity of the input at the eigenfrequency (ef.
Hasselmann, 1967). Equation (3.9) corresponds
to the case of a system with a single normal
maode of frequency o =0,

The equivalence of the expressions (3.1), (3.2)
and (3.9) can be recognised using the Fourier
transform relation

1
Fiy(w) = é:!r Pylr)e fwr g
7 ©

It follows from (3.10) that normally, for
F;(0) £0, the spectrum of any stationary pro-
cess v; becomes white (constant) for sufficiently
small frequencies (in other words, one need
consider only the first term of the Taylor ex-

(3.10)
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pansion of the spectrum). Generally, thereexists
some cut-off time lag O(z;) such that P, (v)~0
for t >71,. For frequencies o -<r4'.’, the expo-
nential in (3.10) ean then be set equal to one,
so that F(w)=~ F(0). Tn this range equation
(3.6) may then be replaced by

0
Gylw) = --:L(, ) (r,' €o<e) (3.11)

The left side of the inequality follows from the
restriction to integration times t<r, which
limits the definition of the spectrum to fre-
quencies large compared with 7'

The main features of the random walk re-
sponse in the time and frequency domain are
indicated in Fig. 1.

In most chimate applications the reponse will
lie in the low frequency range w <t;' where the
input spectrum can be regarded as white and
equation (3.11) is applicable. For the genera-
lization of the theory in the next seetion it is
important to note that the constant level of the
input spectrum at low frequencies can be deter-
mined from relatively short time series of the in-
put, the record length required being governed
by the time scale of the input, rather than the
time seale of the response. The length of the time
series necd only be long enough to evaluate the
covarianee funetion for time lags up to the cut-
off time lag of order r,. For example, in the
problem of the generation of S8T anomalies by
random fluxes at the sca surface (considered
in Part 2 of this paper), the statistical structure
of the atmospheric input can normally be ade-
quately determined from time series of a few
weeks duration (ignoring the seasonal signal).
From this the statistical properties of the ran-
dom walk response according to (3.1), (3.2),
and (3.11) ean be evaluated for much longer
time periods, of the order of several months.
The upper limit t = O(r,) of the response time
is determined ultimately by the breakdown of
the uncoupled random walk model when inter-
nal feedback effects begin to come into play.

The dispersion coefficients D, ean be in-
ferred indireetly, without reference to weather
data, from the rate of growth of the covarian-
ces <yiyy> as evaluated from climatic time series.
Alternatively, if the stochastic foreing is known
as a function of the weather variables, the zero
frequency level of the spectral input can be
determined directly from weather data, By

Tellus XX VIII (1976), 6
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either method, application of the random walk
model, for example, to ice sheet data or 88T
anomalies indicates that the r.m.s. rate of di-
vergence of climate from its present state by
random weather forcing is eonsiderable: with-
out stabilising feedback the random walk mod-
el predicts that changes in the extent of the
ice cover comparable with ice-age amplitudes
would oceur within time periods of the order
of a century. The inclusion of feedback is thus
essential for a realistic climate model. The gen-
eralisation to a model including arbitrary in-
ternal coupling is earried out in the next see-
tion,

4. The Fokker-Planck equation for a

general stochastic climate model

The inequalities 7, <¢<t, limiting the range
of validity of the random walk model without
feedback are characteristic of a two-timing
theory. With respect to the rapidly varying
components of the system the theory represents
an asymptotic infinite-time limit, but at the
same time the analysis is valid only for infini-
tesimal changes of the slowly varying eom-
ponents. The standard way of removing the
restriction t <7, is to interpret the infinitesimal
changes of the slowly varying components as
rates of change, thereby obtaining a differential
equation which is wvalid for all times, provid-
ed the original conditions on which the local
theory was based continue to remain valid.

Since ¥y represents a random variable, the
appropriate differential equation should be
formulated for the probability density distribu-
tion p(y,¢) of climatic states in the climatic
phase space y. For a system in which the mean
value and covariance tensor of the infinitesimal
changes dy, =y,(t) —y,, in an infinitesimal time
interval d¢-<r, are both proportional to 8t (the
effects of the higher moments can be shown to
be small on account of the two-timing condi-
tion (2.4)) the evolution of the probability dis-
tribution ply,t) is governed by a Fokker-
Planck equation (cf. Wang and Uhlenbek, 1945)

ap @ a ép
—+—(6p)——(D —)-0 (4.1
a oy ay \ oy, )
where

iy
I LI ) (4.2)
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with y; =dy, — ¢dy,> as before,

and ﬁ‘=<6y{)fdt—6nwl’ay, or, from (2.6) and
(3.1), (3.9)

p 2
B o> —a_ Fy(0) (4.3)
£l

Provided the two-scale approximation remains
valid, eq. (4.1) describes the evolution of an
ensernble of climatie states with an arbitrary
initial distribution for arbitrary large times.
The propagation and diffusion coefficients ?3{,
Dy will generally be functions of y, both di-
rectly and through their dependence on the
statistical properties of the weather variables
X. The equation includes both direct internal
coupling through the propagation term v, and
indirect feedback through the dependence of
the diffusion coefficients on the climatic state.

In practice, the expectation wvalues and
spectra in (4.2) and (4.3), defined as averages
over an X-ensemble for fixed y, will normally
be determined from time averages, rather than
through ensemble averaging. In order that the
average values can be regarded as local with
respect to the climatic time scale 7, but still
remain adequately defined statistically with
respect to the weather variability of time scale
7,, the averaging time 7' must satisfy the two-
sided inequality r,<7 <7,. The inequalities
imply that the spectral density F,,(0) at “‘zero
frequency’ in eqs. (4.2), (4.3) must be inter-
preted more accurately as the level of the spec-
trum in the frequency range 7,'<w<r;'-—as
was already pointed out in connection with eq.
(3.11). The variance spectra of v, for lower fre-
quencies @ =0(r;') must be attributed, within
the framework of the two-timing theory, to
the slow variations of the mean variables {v,>
on the climatic time scale. Since (v, depends
on the loeal climatic state, the increase of the
variance spectra of the climatic variables y,
towards lower frequencies will normally be as-
sociated with a corresponding increase of the
variance spectra of v, (and the “weather’ vari-
ables z;) in this range. This is not in conflict
with the basic premise of a white input spec-
trum at “low” frequencies. Essential for the
application of the two-timing concept is that
there exists a spectral gap between the “weath-
er’” and “‘climate” frequency ranges in which
the input spectra are flat (cf. Fig. 2).
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Fig. 2. Input and response of stochastically forced
(single component) climate model with linear feed-
back; (a) covariances, (b) spectra. In the ranges
T, <t<7, and 7, '<w=r;' the models with and
without feedback are identical. In the range w <7 !

the spectrum F(w) cannot be regarded as part of
the “weather input”, but is coupled to the climate
response,

The presence of the diffusion terms in (4.1)
implies that climate evolution is necessarily a
statistical rather than a deterministic phenom-
enon. Even if a well defined elimate state is
preseribed initially in the form of a é-function
distribution for p, the diffusion term immedi-
ately leads to a finite spread of the probability
distribution p at later times. Without the difi-
fusion term, an initial §-function distribution
would retain its d-function character and simply
propagate along the characteristics dy,/dt =v,
in the climatic phase space.

The analytical integration of eq. (4.1) for an
arbitrary nonlinear climate model with several
degrees of freedom will normally not be pos-
sible. However, solutions can be constructed, for
example, by the Monte Carlo method, in which
eq. (2.5) and (2.7) are integrated numerically
(without the restriction ¢<t,) for an ensemble
of realisations using an appropriate statistical
simulation of v;. Within the approximations of
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the two-timing theory, 1:; can be represented
very simply as a zero'th order Markov process.

For the special case of linear feedback and
constant diffusion coefficients, equation (4.1)
can be solved explicitly. These solutions are ap-
propriate for climatic systems with small ex-
cursions. However, several properties of the
linear case discussed in the following two sec-
tions may also be expected to apply qualita-
tively to more general climate models.

Although eq. (4.1) deseribes the evolution of
p(¥, t) in closed form (given the x-statisties for
given ¥), the probability distribution p(y,¢)
provides only a partial statistical description
of the random process y(f). A complete statis-
tical desecription would require, for example,
the set of joint probability distributions
P(¥1 s ¥p) of the climate states for any set of
times {,, ..., t,, or the set of all moments (y,
. Yp» for all p>0. Generalised Fokker-Planck
equations similar to (4.1) can be derived also
for multi-time probability distributions, but
these will normally be of less immediate inter-
est. In practice, Monte Carlo methods of solv-
ing (4.1) actually generate the complete statis-
tics of the process y, as well as yielding p(y, ¢),
so that the generalised Fokker-Planck equa-
tions need not be considered explicitly.

5. Linear feed-back models

(a) Solution of the Fokker-Planck equation

For small excursions of the climatic states
about an equilibrium state y =0, say, the dif-
fusion and veloeity coefficients in (4.1) can be
expanded with respect to y. Since the feedback
terms must vanish for the equilibrium state, the
coefficients are given to lowest order by

D;; = const (5.1)

v, = Viyy, Vi =const (5.2)
For a stable equilibrium state, the matrix V
must be negative definite.

The general solution of (4.1) for an arbitrarily
preseribed initial distribution p(y, t =0) = pa(y)
may be constructed by superposition from the
Green-funetion solution for an initial 4-function
distribution pe(y) =8y, — ¥ys) - Oy, — ¥ne) At an
arbitrary point y,. This is given by the normal
distribution

Tellus XXVIII (1976), 6
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p(y. ) = (22)" 2| R| 72

R
xoxpil =g (= [yad) (9, - [y;])) (5.3)

where the mean [y,] and covariance tensor B, =
[{w; —[¥ 1. (y;—[y,))] are time dependent func-
tions satisfying the differential equations and
initial conditions

d[y]

Tl Vidwl, [yl =y, for =0 (5.4)
dR,
E'-’u 2D+ Ry Vi + By Vo Ryy=0for t=0
(5.5)

The square parentheses [ ] denote averages
over the ensemble of climatic states y. Equa-
tions (5.4), (5.5) can be verified by substitu-
tion of (5.3) in (4.1) or can be derived directly
from (2.5), (4.1), (4.2) and (4.3). In matrix no-
tation, the solutions may be written

(¥l = ey, (5.6)

R = Ry-e"'Rye" (5.7)
where 1+ denotes the transpose of V and R
is the asymptotic stationary solution of (5.5),
2Dy + (B Ve + (Bgly Vg = 0 (5.8)
R, and the corresponding asymptotic equilib-
rium distribution p, (with [y], =0) are inde-
pendent of the initial state y,.

The expressions become particularly simple
if the matrix V is diagonal, V, =64, (paren-
theses around the index indicate that the index
ig excluded from the summation convention).
Normally, this can be achieved by a suitable
linear transformation of y to new coordinates.
Equations (5.6), (5.7) then become

(W] = yeexp (At) (5.9)

Ry, = (Ryp)yll —exp (A +ip)t) (5.10)
2Dy

(Roly= — (5.11

M)u A+ Aipy )

(b) Spectral decomposition of the variance
The Gaussian form (5.3) of the probability
distribution p(y, t) could have been inferred
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directly from the Central Limit Theorem, with-
out invoking the Fokker-Planck equation. The
theorem states that, under very general condi-
tions, the response of a linear system driven
by a statistically stationary input consisting of
a continuous sequence of infinitely short, sta-
tistically independent pulses is Gaussian, in-
dependent of the detailed statistical structure
of the input. This property holds not only for
the probability distribution p, but generally
for the multi-time joint probability distribu-
tion. Thus the statistical structure of the pro-
cess y is completely specified if the first mo-
ments (given by (5.6)) and the second moments

Syt +7) = [yl +7) —[y (e + )N - (w,()

= [y,()N] (5.12)
are known.
The latter are given by the solution
Sit, ) =e""R(t) (r = 0) (5.13)
of the differential equation
?ﬁfa‘:'—” - Vly @>0) (5.14)

under the initial condition S,I{t, T =0) = R,,(t),
with R(f) given by (5.7). Equation (5.14) fol-
lows from (2.5), (2.7) and (5.2), noting that in
the two-timing limit vy(r + 1) = (v,(t + 1) — (v (t +
7)») and y,(t) are statistically uncorrelated for
1t =0, since the correlation time scale of the
random foreing is regarded as infinitely short
compared with the correlation time scale of the
response. This argument does not hold for r <0,
since y,(t) in this case includes the response to
v; at the earlier time ¢ +7. However, the solu-
tion for T =0 ecan be obtained from (5.13) by
interchanging the indices and redefining the
time variables.

Of particular interest is the asymptotic sta-
tionary solution

S(r)=limS(t, v) =" Ry (5.15)
a0

which can be compared with the statistical
properties of observed, quasi-stationary cli-
matic time series. If the second moments of the
input (i.e. D) are specified, it is known from
linear systems analysis that S(r) completely
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determines the lincar response characteristics
(transfer functions) of the system.

The relation corresponding to (5.15) for the
climate cross speetrumn (7 can best be derived
by direct substitution of the Fourier integral
representation (3.3) in the basic climate equa-
tion

dy, ’
=== V,y+v
e yly+

One obtains
GU{w) = TmT; "etl0) (5.16)
where T =(iwl — V)~ (I =unit matrix). For
diagonal V', eq. (5.16) becomes

Fi,(0
Gylw) = —— o S (5.17)

(e = Ay} (oo + 24¢)

Equations (5.15), (5.16) may be compared with
the corresponding relations (3.1), (3.11) for a
system without feedback. The deviation covari-
ance {y; y;} considered in section 3 should be
compared in the case of a stationary y-process
with the expression [y 451 = [y, ~ ¥1,0) (4, ~ .0))
(also known as the “structure funetion”, cf.
Tatarski (1961)). This can be expressed in terms
of the covariance function as

Lyiwi] = (S5(0) =8 ,(7)) + (S,(0) =S, (7))  (5.18)

The general form of the funections ¢y, (y:y;)
and [y; y;] for a system with and without linear
feed-back is shown in Fig. 2. For r, <7 <7, and
ri','<m <z;' the behaviour of both systems is
identical, but for v ~Q(r,) and w - O[r;'} the
unbounded response of the system without
feedback begins to diverge from the bounded
response functions of the linearly stabilised
system.

6. Climate predictability

The evolution of the probability distribution
ply, t) as governed by the Fokker-Planck equa-
tion (4.1) determines the degree of climate pre-
dictability. If the climate state y, at time ¢ =0
is known, the initial probability distribution p,
is a d-function. For a fully predictable system,
p(y, t) remains a d-function for all times ¢ >0,
As pointed out in Section 4, however, the dif-
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fusive term in (4.1) results in a broadening of
the probability distribution for ¢ -0, and elim-
ate prediction therefore always entails some
degree of statistical uncertainty.

A simple quantitative measure of the pre-
dictive skill ean be defined in terms of the mean
climatic state [y,] and the covariance matrix
By =y —[wd) (y; =[y;])]. The mean may be
regarded as the climate “‘prediction™. (In the
case of a linear system, this is identical with
the most probable elimatic state, but in general
the most probable state and the mean state will
differ.) In order to introduce a measure of skill
as a simple number, the distance §, of the pre-
dicted chmate state from the initial state and
the r.m.s. deviation ¢ from the mean must be
defined in terms of some suitable positive de-
finite matrix M"”,

Oy = {M [y — v, o) (W)~ 45,0 P

e = {M, Ry}

(6.1)
(6.2)

The usual definition of the skill parameter is
then given by the ratio “'signal to signal-plus-
noise’’,

5,

ne (& +o0)"

(6.3)

For small times t-<7,, the predicted change 9,
increases linearly with time

dy = (M v 005 )i (6.4)
whereas the r.m.s. error grows as #i,
e~ (20, M )it (6.5)

Thus initially the skill parameter s, ~t!; the
random deviations from the initial state in-
duced by the stochastie foreing dominate over
the deterministic changes produced by the in-
ternal coupling within the clinatic system, and
the predietive skill is small.

For very large ¢, 4, and ¢ will normally ap-
proach the limiting values

"slcc, : {Mru“yf]m 5 -:*h,o}([y,jw = y;_o)}'
€ ™ (ﬂflj(Rw}u}*

appropriate to the stationary equilibrium dis-
tribution p_(¥)—assuming such a distribution

Tellus XXVIII (1976), 6
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Fig. 3. Predicted climate changes &, relative to
initial state and &, relative to asymptotic state,
statistical error &, and skill parameters g,, s, and
s=min(#,, 8,), for a linear (single component)
climate system. The initial value is chosen as y, =
{Rx)t =1 (in this case s, and d; happen to coincide).

exists—and the skill parameter s, will become
constant.

The predicted climatic state for large ¢ is
simply the stationary elimatic mean state [y],.
This prediction may be regarded as trivial in
the same way as the prediction through per-
sistence for small ¢ is trivial. Since the contribu-
tion from straight persistence was subtracted
in the definition of s,, it apears more appropriate
to introduce an alternative skill parameter

R NI (6.6)
for large t, where
3y = {M [y, ~ [y (4] — ¥ )} (6.7)

is the deviation of the predicted climatic state
from the stationary climatic mean. The net
skill parameter may then be defined as s =min
(81, 82).

The behaviour of s(f) in the intermediate
range ¢ =0(r,) between the limiting regions in
which either s, or &, is very small depends in
detail on the structure of the climate model.
The general properties of s(t) to be expected in
this range may be inferred, however, from the
solution for a linear system, cf. Fig. 3. Provided
the initial deviation from the stationary climat-
ic mean is of the same order as the variability
of the stationary asymptotic distribution (for
each degree of freedom separately), the maximal
value of the net skill parameter generally lies
in the neighbourhood of 0.5. This is due to the
fact that the relaxation times for 4, and £ are
of the same magnitude, since both are governed
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by the same internal feedback processes. Thus
both 6, and ¢ increase at approximately the
same rate (after the initial period ¢t<r,), and
the non-trivial (i.e. non-persistent) component
of the prediction and the statistical error al-
ways remain of comparable magnitude.

These results may be expected to carry over,
at least qualitatively, to nonlinear systems,
provided there exists & unique stationary equi-
librium distribution —i.e. provided the system
is transitive in Lorenz' (1968) sense. In fact,
the basic properties of the skill parametors s,,
8, outlined above are largely independent of
the detailed dynamies of the climate system
and follow simply from the fact that the evolu-
tion of the system corresponds to a first-order
Markov process. The predietion problem be-
comes more complex in the case of intransitive
systems, in which more than one stationary
distribution may exist (for example, for dy-
namically disconnected regions of the climate
phase space) or for nearly intransitive systems,
characterised by two or more quasi-stationary,
weakly interacting distributions. However, the
discussion of these more complex cases must
necessarily remain rather academie without ref-
erence to a specific climate model and will not
be pursued further here.

7. Conclusions

The principal features of the stochastic eli-
mate model discussed in this paper may be
summarised as follows:

{1) The time scales of the “weather system’
and “‘climate system’’ are well separated.

{2) As a consequence of the time-scale separa-
tion, the response of the climate system to the
random foreing by the weather components can
be deseribed as a continuous random walk or
diffusion process (first-order Markov process).
The response can be completely characterised
by a diffusion tensor, which is proportional to
the constant spectral density of the random
foreing at low frequencies,

{3} The evolution of the climate system is de-
scribed by a Fokker-Planck equation for the
climate probability distribution; the propaga-
tion and diffusion coefficients of the equation
depend on the instantaneous climate state, both
directly and via the weather statistics.

{4) Without stabilising internal feedback



150

H. von Storch

484

mechanisms, elimate variability would grow in-
definitely.

(5) Despite the stochastic nature of climate
variability, the internal feedback terms in eli-
mate models imply a finite degree of predict-
ability. However, the maximal predicitive skill
for a statistically stationary climate system is
generally no larger than 0.5 and is always
significantly less than unity.

The discussion in this part of the paper has
been restriected to the general structure of
stochastic models, without reference to a spe-
cific model. It should be pointed out, however,
that the extension of a typical SDM of, say,

K. HASSELMANN

the Budyko-Sellers type to a stochastic model
requires no basiec modification of the internal
structure of the model, but simply the addition
of random driving terms. The relevant statisti-
cal properties of the stochastic foreing functions
can be obtained directly from numerieal ex-
periments with GCM's or from meteorological
data. Thus some of the general properties of
stochastic climate models described in this
paper can be tested rather easily by comparing
observed climatic variability with theoretical
predictions obtained with existing SDM’s after
incorporation of appropriate stochastic foreing
terms (Lemke, 1976).
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CTOXACTUYECKHUE MOJEJIN KJIMMATA

PaceMoTpiBaeTcs cToXacTHueckan Moelb H3-
MEHYHBOCTH KJIHMAaTa, B HOTDpD“ MeJleHHBe
M3MEHeHUA KauMmaTa OOBACHAKTCA Kak MH-
TErpajibHAA PeakIinA Ha HenpephiBHOS CJ']}"IE[“-

Hoe  BOAOYHIEHHE KOPOTKONEPHOANBIMK 110~
rOAHBIMI  BOaMymennamu.  Baaumogelicreyio-
mMad  cHCTEMA  OKeaH—aTMocepa—kprochepa—

cyma pasjgejderca Ha OBICTPO M3MEHHWILYOCH
AMOTOIHY 10 cHeTeMy (aTMocepa) u Ha MeTeHHo
OTHAHKAKIUYOCA  IHMATHYECKY IO CHOTEMY
(okean, Kpuocdepa, pacTHTENBHOCTH CYUIM K
T. 1.). B oOBMHON cTaTHCTHYECKH-AHHAMUYECKON
smojgean (CIOM) tonsko cpeaune sderta nepe-

Hoca OBCTPO MEHAKWMXCA NOTOIHHX KOMIO-
HEHT NAapamMeTpU3YITCH B KiIMMaTHueckolt cu-
creme.  PeayibTHpylomme  NpOrHOCTHHECKHE
YPABHEHHHA JLTEPMUHUCTHYHE W KIMMATHYECKHE
Bapuann  o0LYHO MOTYT BOSHMKATE TOJBKO
npu waMeHeHun BHewHuX yeaopudt, Cywecrsen-
Holt ocofeHNOCTRI0 CTOXACTHUECKHX KJIMMATH-
HeCKHX Mojeseil ABITAETCA TO, YTO HEOCpeHeH-
HBE ¢MOrOHbBIeY KOMIOHEHTH TAKHE COXpa-
uawTea. QopMansHo OHH MOABIAKTCH KAk
eaydaliuele BEHY#igawime cuas,  Kaumatu-
qecKan cucTema, AelCTBYOWAA Kak MHTerpaTop
aTOr0 KOPOTKOMEPHOZHOTD BoalymaeHun, npo-

Tellus XXVIII (1976), 6
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ABNAET TE e CaMble XAPAKTEPHCTHRH peaKLHH
cayuaitHoro OaysmigaHMA, KaK KpyNHHe va-
CTHILB, B3aumojeHcTBylmMe c aHncambGuem ro-
pasgo Golee MeAKMX YacTHL B AHAJOTHYHON
aagade Gpoynonckoro apumennn. Mopens npej-
CKA3HIBAET ¢KpacHBes CINEKTPH HameHeHui na-
paMeTpos B HAMECTBEHHOM coraacuu ¢ Habuw-
AeHMAMH. OBOMIOLMA pacnpejeleHna BepoAT-
HocTelt KIMMATAa ONHCHBAETCA ypaBHEHHeM
®okkepa-Ilnanka, B Kotopom addexrt cayqafi-
HOro MNoOrogHoro Boa30yM#eHHA ONMCHBAETCA
auddyanonnpmu yiaenamu. Bea crabunuanpymw-
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welt obpaTHolt CBA3M MOjedb NpelCKasHBaeT
HENnpepuBHOE YBeJIHYEHHE H3MEHUMBOCTH HKIM-
MaTa 10 AHAJOTHM C HeNpephBHON HeorpaHu-
YeHHOH aucnepcueft yacTuil npn GpoyHOBCKOM
ABHMKEHMM (MIM B OJHOPOJHOM TypOy:ieHTHOM
noroke). Crabunnaupynowan ofpaTHad CBA3L
AaeT CTATHCTHYECKH CTAalMOHApHOoe pacnpefe-
nenne sepoATHoctell kaumara. OfpaTHan cBA3b
NPOABIAETCA TaKe B KOHEYHOW CTeNeHH mpef-
CKasyeMOCTH KJIHMATa, HO TpeICKasyeMocTh
OrpAHHYHUBAETCA MAKCHMAIBHON BeAMYHHON na-
paMeTpa yMeHMA NpejckasuBaTe nopsanka 0,5.
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3.4 Reducing the Phase Space: Signal-to-Noise
Analysis and Detection and Attribution®

Some would argue that the most significant part of Hasselmann’s legacy
would be the introduction of the stochastic dimension in the dynamical
and analytical concept of the climate system. The first paper that received
a great deal of international attention was the one in which he introduced
the “stochastic climate model” [38] in 1976 (see Sect. 3.3). Indeed, this first
paper”’ (see facsimile in Sect. 3.3) made use of scale separation—a long-term
dynamic, given by a climate variable—under the influence of short-term vari-
ations summarised as white (or red) noise. One can see this as a separation of
two parts of the phase space, one defined by long-term fluctuations, and the
remainder as short-term fluctuations. After setting out a few assumptions and
discretisation, the prototype of the concept was encapsulated in an autore-
gressive first order process, with the conclusion that even in the absence of
any force acting upon the slow dynamics, the system would show variations
on all time scales because of the presence of the white noise of the short-term
variability.

In the 1980s, Hasselmann formulated a more general concept!® of
“Principal Oscillation Patterns” (PODPs) in an—again barely comprehen-
sible, but never published—manuscript and asked Hans von Storch to “bring
it to life”. He did so, but only after simplifying or “vulgarising” the concept,
such that a workable version finally emerged, even if the basic idea was
less clear [94]. Hasselmann saved the original concept by introducing a
new term: “Principal Interaction Patterns” (PIPs), which, however, never
became popular—at least so far. His 1988 paper on “Principal Interaction
patterns” [86] (see facsimile below) spelled out the idea that it would be
possible to divide the phase space into two sets, one with a finite number
of dimensions, within which the core of the dynamics would play out. The
basis spanning this space, were the PIPs. The rest, spanned by very many if
not an infinite number of dimensions would contribute to the core dynamics,
but in a kind of slave mode — either independent noise, or noise conditioned
by the state of the PIPs (colloquially referred to as “parametrization”). This

8 Prepared by Hans von Storch incorporating comments by Peter Lemke.

? As was the case with several of Hasselmann’s early papers, this one was written in very complicated
manner, and was hardly comprehensible for many people. He would sometimes set out a very clear
version of the then matured concept at a later date. But in case of the stochastic climate model, he
declined to do so, replying that it would be “too simple,” when Hans von Storch suggested that he
should do so in the late 1990s. However, developing a complicated but powerful approach, which
eventually transforms into something perceived as simple, is the hallmark of a genius.

10T believe that he had always had it in mind, although he had hardy spelled it out explicitly.
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concept, of a low-dimensional dynamically active part of the phase space, and
the high-dimensional part essentially operating as (conditional) noise is at the
core of his conceptualization of the stochastic climate system.

Hasselmann had thus introduced a new paradigm,!! certainly worthy of
a Director of a Max-Planck Institute, which enabled an understanding of
climate variability based on a split between signals (related to specific causes)
and background “noise”. But the concept led to another practice in the anal-
ysis of climate variability and responses, i.e., the challenge of separating the
two components; to find the relevant signal within the sea of noise. To achieve
this, Hasselmann introduced the “detection and attribution” concept [54],
which involved a 2-step process. First, in the detection-step, the relevant
change is examined to see if it falls within the range of natural variability.
This is done via a conventional statistical hypothesis test. If the result of
the first step is the successful rejection of the null hypothesis “consistent
with unprovoked variability”, then the change is compared to one or several
theories derived from numerical experimentation, theoretical arguments, or
independent statistical analysis in a second step. If a good fit is found, then
the conclusion is drawn that the relevant change can be attributed to the
relevant factor(s). This attribution takes the form of a non-rejection of a null-
hypothesis and, as such, represents a weaker argument than the successful
detection. Hasselmann added another level of complexity by suggesting that
one should optimize the potential signal, allowing for an a priori expectation
of a favourable signal-to-noise ratio, but this elegant component was hardly
ever used.

Again, the original paper posed a challenge for the reader, but Hasselmann
wrote an updated version about 15 years later, which was extremely clear and
easy to comprehend [110]. Later still he followed this with a version in which
he employed Bayesian concepts [138].

The concept was used successfully for investigating whether an external
signal, as suggested by climate model simulations, would be detectable in
the observational record of global temperatures, and to attribute the change

1 yon Storch, H., J.-S. von Storch, and P. Miiller, 2001: Noise in the Climate System—Ubiquitous,
Constitutive and Concealing. In B. Engquist and W. Schmid (eds.) Mathematics Unlimited—2001
and beyond. Part 11. Springer Verlag, 1179-1194.
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to human emissions [125,135] since the beginning of industrialization. The
technique was adopted by the IDAG!? group at various corners of the
academic world and eventually became a corner stone in IPCC reports: the
fingerprint of human activity in changing the global climate.

The insight that there is internal variability, i.e., variability unrelated to an
external force, or sometimes simply called “noise” had already been floating
around in scientific circles: in the early 1970s scientists in the USA had
already noticed the omnipresence of internal variability, but not the construc-
tive role played by this noise in the formation of gradual variations and
signals. The need to discriminate between signal and noise when evaluating
the outcome of numerical experiments with global atmospheric models was
introduced in the early 1970s.!? The challenge of detecting a human signal in
the observational record had gradually been addressed by others in the 1980s,
notably by Jerry North,'# Ben Santer, and Tom Wigley. '

12 Pennell, W., T.P. Barnett, K. Hasselmann, W.R. Holland, T. Karl, G.R. North, M.C. MacCracken,
M.E. Moss, G. Pearman, E.M. Rasmusson, B.D. Santer, W.K. Smith, H. von Storch, P Switzer and
EW. Zwiers, 1993: The detection of anthropogenic climate change. Proceedings of the Fifth Symposium
on Global Change Studies. Amer. Met. Soc., Jan. 17-22, 1993, Anaheim (California), 21-28 (DOI:
https://doi.org/10.13140/2.1.1970.2567).

IDAG, 2005: Detecting and attributing external influences on the climate system. A review of
recent advances. J. Climate 18, 1291-1314.
13 Chervin, R. M., Gates, W. L. and Schneider, S. H. 1974: The effect of time averaging on the
noise level of climatological statistics generated by atmospheric general circulation models. J. Atmos.
Sci. 31, 2216-2219.
14 North, G., K. Y. Kim, S.S.2. Shen, and J.W. Hardin 1995: Detection of Forced Climate Signals.
Part I: Filter Theory. /. Climate, 8, 401-408.
15 Santer BD, Taylor KE, Penner JE, Wigley TML, Cubasch U, and Jones PD, 1995: Towards the
detection and attribution of an anthropogenic effect on climate. Climate Dynamics, 12: 77-100.
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PIPs and POPs: The Reduction of Complex Dynamical Systems Using

Principal Interaction and Oscillation Patterns

K. HASSELMANN

Max-Planck-Institur fiir M logie, Hi i, Federal Republic of Germany

A general method is described for g simple d; maodels to app

dynamical systems with many degreeu of fmedom The m:lmnque can be applied 1o interpret sels of
observed time series or lati with high 1 models, or to relate observation and
simulations. The methed is based on a projection DF the complete system on 1o a mil:l number of
“principal interaction patterns” (PIPs). The i uflhe PIP are tn be g d
by a dynamic model oonlalnmg a small number of The ion of the
dynalmcu] model, which in the general case can be both nonlmear and |1me-dependenl is carried out

with the of the optimal set of interaction patterns. In the linear case the
PIPs reduce to the eigenoscilations of a first-order linear vector process with stochastic forcing [pnncapel
oscillation patterns, or POPs). POPs are linearly related to the “principal prediction patterns™ used in

linear fmeca!lmg appllcutlons The POP analysis can aJso be applied as a d]a;nml.u: tool to compress

the i in the high P matrix repre-
senting the pl d ol’the system.
1. INTRODUCTION mulated implicitly in terms of such interaction patterns. How-
To gain insight into the behavior of lex dy jcal ever, the identification of the basic interaction structures in

systems with many degrees of freedom, a standsrd strategy is
to devise simpler analog systems which contain only a few
degrees of freedom but nevertheless succeed in capturing the
principal dynamical properties of the full system. In the case of
climate modeling, some form of system reduction is essential il
one wishes to model the many interactions between the differ-
ent climate subsystems which span many orders of magnitude
of different time scales. A high-resolution model, such as a
general circulation model (GCM), cannot be integrated long
enough to cover more than a small fraction of the time scales
occurring in natural climate variability, so that a trade-off
must be found between the number of degrees of freedom of
the model and the spectral bandwidth of the simul Apart
from the need to remain within finite computational restraints,
system reduction is also the standard approach to “under-
standing” the system. Various reduced systems have been pro-
posed, for example, to deduce the overall response character-
istics of the global climate system or to explain particular
phenomena, such as the El Nifio/Southern Oscillation or at-
mospheric blocking.

The simplest and most commonly used method of system

d is scale tr The Ived comp of
the system beyond the cutofl scale are normally parameterized
in the form of mean interaction terms and a residual sto-
chastic forcing contribution. The latter can often be the domi-
nant term responsible for the time variability of the reduced
system [cf. Hasselmann, 1976].

In this paper an alternative method of system reduction is
considered, based on the observation that the dynamical be-
havior of complex systems often appears to be dominated by
interactions between only a few characteristic “patterns”. A
number of hypotheses which have been proposed to explain
climate fluctuations in terms of internal feedback processes
rather than short time scale stochastic forcing have been for-

Copyright 1988 by the American Geophysical Union.
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observed data or in the lation data of high |
maodel runs has often proved elusive.

In the following discussion a general method for construct-
ing reduced dynamical models is introduced which addresses
this problem. The models combine internal linear or nonlinear
interactions within the i system with residual stochasti
forcing, both of which can contribute to the natural variability
of the system. The basic techni is straigh ward: the re-
duced dynamical model is constructed by finding the optimal
model, within a given model class, which best fits the data in a
generalized least squares sense. In defining the model class for
the fitting procedure, the interaction patterns, parameter
values of the dynamical model, and statistical structure of the
stochastic forcing are not specified. The optimal model fit then
yields the set of “principal interaction patterns” (PIPs), the
model parameter values, and the (cross) spectra of the sto-
chastic forcing. In the linear case the PIPs reduce to (damped)
normal modes (principal oscillation patterns, or POPs).

The approach may be regarded as a combination and ex-
tension of standard methods of expanding statistical fields
with many degrees of freedom in terms of empirical orthog-
onal functions (EOFs) or “principal prediction patterns™
(PPPs) and the autoregressive moving average (ARMA) tech-
nique of constructing dynamical models for systems with a few
degrees of freedom.

EOFs yield an optimal representation of the covariance
structure of fields at a given time, but they are not designed to
reveal the structure of the time evolution or the internal dy-
namics of the system. Principal prediction patterns provide an
optimal representation of the linear prediction ol one field in
terms of another field [cf. Davis, 1976; Barnetr and Preisendor-
Jfer, 1987]. If the two fields represent the same physical field
taken at different times, the prediction represents a [orecast,
and the principal prediction patterns therefore contain some
time evolution information. However, this cannot normally be
translated into an explicit dynamical model without further
assumptions. Although EOFs and PPPs can be used, and
occasionally have been used, to construct reduced dynamieal
models, they are not optimized for this purpose.

11,015
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ARMA methods, on the other hand, have been developed
specifically to construct dynamical models. In its standard
form [cf. Box and Jenkins, 1976; Kashyap and Rao, 1976], the
technique is basically linear and applies for systems with rela-
tively few degrees of freedom. The method can be readily gen-
eralized to li ¥ and to with time-

HasseLmann: PIPs anp POPs

where F is some nonlinear, time-dependent function of @ (the
time dependence is suppressed in the notation). The dimension
n of the system is assumed to be high: for numerical high-
resolution models, n is typically of order 10*-10°, while for
observational data, n may be of order 10%.

attempt now to construct a simplified dynamical model

dependent model par For many climat deling ap-

plications, the nonlinearity and annual modulation of the
system are indeed essential characteristics which need to be
included at the outset in the formulation of the reduced dy-
namical model. The main restriction of such a generalized
ARMA approach, however, is still the limitation to a few de-
grees of freedom. The ARMA technique as such contains no
provision for projecting the full system onto a smaller set of
dominant patterns. This aspect is addressed in the present
study.

Although the primary motivation for the paper is to con-
struct reduced dynamical models, the POPs technigue for the
linear case may also be applied simply as a diagnostic tool
(just as the ARMA technique can be applied to estimate spec-
tra using maximum entropy methods). A complete description
of the space-time dependent covariance structure of a statis-
tically stationary field requires the specification of the com-
plete cross-spectral covariance matrix for each frequency band
of the spectrum or, equi ly, the plete sets of 1
EOFs for each frequency. The POPs essentially identify those
regions of the spectrum which can be described by the same
patterns for an extended frequency interval. They therefore
provide a simul s optimi of the rep ion of
the second moments of the field with respect to both the spa-
tial and frequency dependence.

Alternative techniques for combining spatial structure infor-
mation with reduced time-dependence information have been
proposed in which an extended EOF analysis is carried out
for an enlarged set of time series, consisting of the original
time series argumented by a finite number of time-lagged time
series [cf. Weare and Nasstrom, 1982] or by the Hilbert trans-
forms of the original time series [cf. Wallace and Dickinson,
1972; Horel, 1984]. The main difference in the POP technique,
comg d with these hods, is that it ties the different pat-
terns more closely into the structure of the spectrum (see also
section 4).

Another diagnostic application of the POP method is the
determination of the perturbation eigenmodes of complex
model systems, e.g, an ocean circulation model (E. Maier-
Reimer et al., paper in preparation, 1988). I the model is
driven by white noise stochastic forcing, a POP analysis of the
response automatically extracts the system's normal modes,

The general nonlinear PIP formalism is developed in sec-
tion 2, while the simplifications resulting for POPs in the
linear case are discussed in section 3. The relation between the
complete cross-spectral matrix representation of the second
moments of the field and the POPs expansion is considered in
section 4. The conclusions are summarized in section 5.

2. PRINCIPAL INTERACTION PATTERNS:
THE GENERAL CASE

Consider a system rep d by the state vector @ = (@,
@y, -+, @), whose evolution is governed by a set of first-order
equations

d®
= = F@ M

appr (1) which involves a significantly smaller
number of degrees of freedom m, where m is perhaps of order
2-10. The reduction is carried out in two steps.

First, the dimension of the state vector is reduced by ap-
proximating @ as a superposition @ of m time-independent
principal interaction patterns, p,.

Q=P +p 2
where

&= zp, 3

and p is the residual error,

For this section and section 3, it is convenient to introduce
a matrix notation in which, in an extension of Dirac's bra-ket
notation, the structure of a matrix is depicted by left and right
lelimiters, indicating the di ions of the left and right indi-
ces of the matrix, respectively. A transposed matrix is repre-
sented by a mirror image delimiter pair; a matrix multipli-
cation contains two adjacent mirror image delimiters. Thus
the state vector @ is represented as the one column matrix
@, = | D), the set of p p, as the igular matrix
P, = | p). the set of coefficients z,_ as the one-column vector
z,, =(z) (or as the transposed row vector {z)), and the sym-
metrical n x n matrix in (4) as M= | M | (see Table 1). Fol-
lowing standard practice, we shall replace the delimiter pair
represented by double verticals in matrix multiplications by a
single vertical delimiter.

‘The matrix form of (3) is then given by

18> =|p)=> (3)

The coeflicients z,(r) for a given set of patterns p, are deter-
mined, in the standard manner, by requiring that the square
modulus {p|M|p> of the error p with respect to some suit-
ably defined metric M is minimized. One obtains

(2> =(d| M| “@

where |d) is the set of adjoint patterns to | p), defined as the set
of vectors within the space spanned by | p), which are ortho-
normal (with respect to the matrix M) to the set | p),

diMlp)=() (=4,) (5)
or explicitly,
ld)=1pAN~") (6)
where
(N)=(p|M|p) m

In statistical applications, in which @ is regarded as a par-
ticular realization taken from a statistical ensemble of states,
the metric M is usually chosen as the inverse of the covariance
matrix of @. If @ is Gaussian and is defined such that its
expectation value vanish rfaces of {O|M|D) in
@ phase space then correspond to surfaces of constant prob-
ability density. This choice of M has the property that it maxi-
mizes the statistical significance of patterns extracted from @
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TABLE 1. Notation
(Right) Delimiter Associated Dimension)
1
1 n, equal to the dimension of state vector @
) m, equal to the number of patterns p,, v =1, ... m

| dimension of predictand field ¥

Column Vectors

Vector Index Matrix Index Bra-ket
Vector Notati Notati Notati Definition
€ L8 &y 14 state vector
L3 b, b, 1) modeled state vector
P , P 1ph error of modeled state vector
z z, 2, (z) pattern expansion coefficients
c (B € {c) patiern coefficients
W W, I L3 predictand field
P I Pu 1p} single expansion pattern
q q, qn q) single projection pattern
q q, dn 19} 1) = iMiq)
Index Bra-ket
Matrix Notation Notation Definition
M M, 1M1 metric used for pattern expansion
M M, 1M metric used for PIP model error minimization
M Mg 1M1 metric used for PPP model error minimization
p. P p) set of expansion patterns
d, d, Id) set of adjoint patterns: (d/Mip) = (I
N N (N} (p/Mip)
D s (D) linear model matrix
q. G 1q) set of projection patterns: 1g) = |d) (D7)
K il 1K predictand-predictor covariance matrix
C C, ICI predictor covariance matrix
K K 1K1 ICTIKTIM)

which are associated with specific externally generated “sig-
nals”, as opposed to the internal background noise of the
statistical ensemble of states @ [cf. Hasselmann, 19797

In the second step of the reduction procedure, a set of m (in
general nonlinear, time-dependent) evolution equations

d:;—' =Gfziay, a5 )b, (8)

is postulated for the coeflicients z (1) of the expansion (4). The
reduced model (8) is specified a priori only as a member of a
model class: the evolution equations contain a number of free
parameters a,, %, - - o, which still need to be determined. In

ddition to the deterministic evolution functions G, the evolu-
tion equations contain an (unknown stochastic) forcing term
n,, representing the residual errors of the reduced dynamical
system. The class of model G, must be specified a priori in
accordance with some preconceived notion or hypothesis re-
garding the type of dynamical process governing the evolution
of the system.

The unknown model parameters ; and PIPs p, arc now
determined simult 1y by mini the error

o= (¢b— &) M| b — b)) ©

between the rate of change & = d®/dt of the true system and
the rate of change @ = dd/dr of the approximate system, as
determined from (3), (4), (6), and (8), but without inclusion of
the unknown noise term n,. The braces in (9) denote expecta-
tion values {or, if the system cannot be regarded as a sto-
chastic process, as the time integral over the period for which
the reduced model is applied).

The metric M of the scalar product in (9) may be defined
differently from the scalar product (4). For example, it may be
appropriate to choose the matrix M as the inverse of the
covariance matrix of t, rather than ®.

Substituting (£) into (3), we obtain

&= {(GNpIMIpNG) — 2¢d|M|pNG) + <bIM|dd}  (10)

Variation of & with respect to «; and p,, respectively, then
yields as the determining equations for our model

1 de 26 &
Eﬁzj:o:{(mlmp 5;>—<°'“'F{'&T,>} an

3315910 = 0 = (E<OXp| — <SDIM 159K}
* {[(Glpl M|p) = <b|M|p)] % 5(:)} (12)

where, according to (4), (6)
Bzy = (N""Mép| M| D — (NT1)
‘UpIMIp) + (pIMISPIIN " Np M@y (13)

Equations (11) and (12) are in general nonlinear and can be
solved only by iterative techniques. In practice, the determi-
nation of the optimal solution will be less forbidding than the
structure of the equations appears to imply. For a prescribed
set of patterns, the minimization with respect to «; can
carried out using ion routines in dard
libraries (the di of the p vector a; is
to be small). Conversely, for given «; the matrix equation (12)

q
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for the deter of the | patterns can also be
solved iteratively, for example, by considering small pertur-
bations about a reference set of patterns and then applying
linear techniques. For a linear model, (12) reduces to a
straightforward matrix eig problem section
3). The full minimization problem can thus be solved by mini-
mizing iteratively with respect to p, and . Alternatively, the
full parameter set p,, ; can be dct:rmmed smu!lancously.

HasseLmann: PIPs anp POPs

Through a (complex) lincar transformation, the form (14)
can normally be diagonalized (we shall ignore degenerate
cases where this is not possible). We denote the linear pat-
terns, p,, of the optimal model after diagonalization, which
represent the cigenmodes of the linear system (14), as principal
oscillation patterns. The POPs occur as comp]cx conjugate
pairs, if the cig lues are lex (d d oscillations), or
as smgl: real patterns for rcal cigenvalues (exponentially

using recently developed adjoint gr
for optimizing systems with many degrees of I‘reedurn [ef.
Navon and Legler, 1987].

d d modes).
Before considering the POPs lurther, it is helpful to relate
the present approach to the alternative, but essentially equiva-

It has been assumed that the class of models is for
such that the optimal solution which minimizes ¢ is uniquely
| ined. This will g lly require some restriction in the
form of the dynamical model. For example, an alternative
representation equivalent to (3) can be obtained by any linear
transformation of the set of patterns within the space spanned
by the patterns. If the resulting linear formation of the
coeflicient vector z, yields a model which still belongs to the
class of models defined by (8), the optimal model is clearly
defined only to within an arbitrary linear transformation, In
this particular case the solution can be made unique by re-
quiring, for example, rhat the I1near terms in the Taylor ex-

of the dy are diagonal. For the case
of a linear system, the principal interaction patterns reduce
then to principal oscillation patterns, which are defined as the
normal modes of the system. Alternatively, the representation
can be made unigue by introducing the patterns successively,
keeping the previously defined patterns fixed when the next
pattern is determined.

The general technique outlined in this section can clearly be
meodified in various respects. The set of adjoint vectors |d)
need not be defined through (4) and (5), but can be determined
simultaneously with the PIPs as part of the minimization con-
dition on & Furthermore, the model can be required to satisfy
additional side conditions, either rigorously or approximately,
which can be included with appropriate weighting in the defi-
nition of the error function & In most applications the model
will be constructed for a particular time seale range. This can
be taken into consideration by passing the original data ®(r)
through an appropriate filter. Alternatively, the minimizing
function itself can be defined as a weighted integral over the
frequency domain (this procedure lends itsell most readily to
linear models).

3. PRINCIPAL OSCILLATION PATTERNS:
THE LiNEAR CASE

The evolution equations (8) for the reduced dynamical
system are given in the linear case by
22 _ oKe> + > (14

or, invoking (4),

@ = | pXDXd | M| @) + residual forcing

it (15)

where (D) = D, represents a constant matrix. The elements of
(D) correspond to the parameters a, in the general formulation
of section 2. Since the square matrix (D) will normally be
nonsymmetrical, the transpose matrix (D7) = D, is indicated
explicitly by an superseript T in the following discussion to
avoid ambiguity in the delimiter notation.

lent, in terms of principal prediction patterns
(PPPs). For this purpose, we introduce a set of “projection
patterns” | q) = q,,. defined by
lq) = |dKDT) (16)
where |d) is the set of adjoint patterns given by (6).
Equation (15) then takes the form
d
719> = pg| M| @) 17

Since, for a given set of patterns | p) (and nonsingular (DJ),
the patterns |g) are uniquely determined through (16) if (D) is
given and vice versa, the model can be optimized with respect
to the set of parameters | p), (D), as in the original formulation
of the model or, alternatively, with respect to the pattern sets
|p). |q). The latter approach corresponds to an expansion in
terms of PPPs.

PPPs are normally introduced in the more general context
of deriving an optimal linear prediction of a predictand field
¥ ='¥, from a predictor field ¢ = ¢, using an expansion of
only a fimite number of predictand and predictor (projection)
patterns [cf. Davis, 1976; Barnett and Preisendorfer, 1987]. The
dimensions of ¥, and ¢, can be different. We denote the field
¥ in matrix notation as | ¥). In our particular case, however,
¥ = @, so that the predictor and predictand fields have identi-
cal dimension.

In the general problem one seeks an optimal prediction

|1 = | ple(n)y

for the predictand field ¥ in terms of m constant patterns
P=P.=1phv=1, - m where the coeflicients c(f) = (c>
of the expansion are derived from the predictor field ® by a
projection

(18)

ey =g M|} (19)
using m projection patterns g, = g, = |ghv=1,---.m
Thus
1'¥) = 1 plg| M| D) (20)

The pattern sets | p) and | g) are determined by minimizing
the mean square error

e={(¥Y =¥ |M|¥ ¥ =min 21

defined with respect to some metric | M'| = M. (This will
generally differ from the metric M| = M,; in (9), introduced
in section 2, since ‘¥, and ¢, have different dimensions. How-
ever, in our application we may set M’ = M).

The condition (21) alone clearly does not specify the pattern
sets | p), |q) uniquely, sinee {20) and (21) are invariant with
respect to an arbitrary linear transformation | p’) = | piL),
|@') = |giL 'T). However, we may make the solution unique
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by requiring that the pattern pairs p,, q, are introduced in
sequence (and, say, by suitably normalizing the patterns p,). In
this case, we need consider only one pattern pair, p,, q, = p, g,
at a time and can thus drop the index v (i.e,, we may replace
1 p) by | p. The pi 1 field ¥ is  at each step as
the original field minus the field already predicted from the
patterns introduced previously.
The {local) minimization of & yields the relations

%;;>=<qw|r—|x"1+|C|M|q><p1]|M'|=0 (22)
%%=<PIM'IE IK|+ 1 p}<qIMICTIMI =0 (23)
where

Kl =K, = {¥.6} (24)
and

ICl=Cy={dt)} (25)

Multiplying (22) and (23) from the right with | M"| ", and
{|C|M|)™", respectively, one obtains two coupled eigenvalue
equations for | p» and

@ =IMlq> (26)
namely,
|K|gy=#|pr=0 27
IRlpy=2lgy=0 (28)
where
A =LgIClg» (29}
A=Lpl M (30)
and
IRl =1C"" KT | M| (31)

Separation of | p)> and |§) then yields the pair of eigenvalue
equations

IKIE|p>—4lpy=0 (32)
IKIK|g—4lg>=0 (33)

with the same eigenvalues
A=A (34

for | p» and |43, The values &', i follow from A after intro-
duction of a suitable normalization for | p), say, for example,
A" =1 (equation (30)).

The matrices | K|K | =[|K|C KT |I[IM|]and |K|
K|=[C™'] K"|M'|K[] in the eigenvalue equations
(32) and (33) consist of quadratic products of symmetrical,
positive definite matrices, indicated here by the square paren-
theses. It follows that the eigenvalues are real and positive and
that the eigenvectors are also real. The eigenvectors them-
selves are in general not orthogonal but are related to an
equivalent orthogonal set by a linear transformation.

The absolute minimum of & is given by the eigenvector pair

11,019

ward procedure is accordingly the following: (1} determine the
sequence of PPPs by solving (32) and (33); (2) evaluate the
linear model coefficient matrix D by inverting (16); and (3)
diagonalize (14) by transforming to the (complex) eigenoscilla-
tions of the linear system (14).

The inversion of (16) in the second step is readily carried
out by making use of the orthogonality of the vector sets |p)
and | d). One obtains, applying (517),

(D) = (g1 M|p)

Although this approach is presumably the simplest when
dealing with purely linear systems, it may be more convenient
to resort to the general nonlinear formalism when the linear
model is to be investigated within a hierarchy of nonlinear
models in which the lincar model occurs as a limiting case.
The dynamical model would then be formulated at the outset
in terms of a model which is diagonalized in the first-order,
linear approximation.

In the diagonalized reference frame the POP expansion of
the field @ is given by

(35)

© =Y A(0)p,lf) + complex conjugate (36)

where the complex amplitudes A, satisfly the standard damped
harmonic oscillator equation
dA

——iQ A, =N 3
= A, A0 (37)
0, =w, +iu,

The residual forcing term N (1), frequencies £, and patterns

P,= P..[" + l’p,m (38)
are iy plex. For eig des with zero i
@, , the pl jugate pattern pair p,, p,* re-

duces to a single, real pattern p,'"’ representing an exponen-
ually decaying mode ~exp (—pu,t).

In general, both real and imaginary patterns p,'"', p,'*" will
be continually excited by the residual complex stochastic fore-
ing N (). Each excitation pulse gives rise to a damped oscil-
lation, in which the originally excited pattern p,'", say, is
transformed into the pattern p,'® after a quarter period =/2w,,
returning back to the original pattern with opposite sign after
another quarter period, and so on. Depending on the form of
the patterns p,'"' p,'*), the oscillation can appear as a standing
wave, a traveling wave, a local pulsation, or as various combi-
nations of these. The general oscillation represents a damped
amphodromic wave of the form considered extensively in the
harmonic analysis of tides or in the eigenoscillation theory for
ocean basins.

In contrast to the nondynamical expansion in terms of
EOFs, the amplitudes of different POPs are generally corre-
lated. This applies also for the amplitudes of a PPP expansion,
and it must be expected to hold generally for any expansion
procedure based on dynamical models. Even when the differ-
ent system P are dy Iy di pled by trans-
forming to normal-mode coordinates, as in the POP repre-
sentation, correlations between the different modes are intro-
duced by the residual forcing N (t) in (38), which cannot be

with the largest cigenvalue A, and the of predictor
patterns is accordingly given by the ordered sequence of eigen-
solutions of (32) and (33).

To derive the POPs for a linear model, the most straightfor-

d to be uncorrelated.

A more detailed discussion of POPs, in the context of a
meteorological application, is given by von Storch et al. [this
issue].
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4. ReLaTion BETween POPS anp CROSS-SPECTRAL
EOF AnaLysis

In applications to a multivariate, stationary, stochastic pro-
cess @), the POPs analysis is not only useful as method of
constructing optimal linear dynamical models, but also pro-
vides a simple di ic ool for g the
information required for a complete characterization of the
second-moment statistics of the process into a manageable set
of numbers and patterns.

The second moments of a statistically stationary process
@ (1) can be characterized by the covariance function

R(t) = Ryf0) = (@t + 100}

or equivalently, by its Fourier transform, the complex cross
spectrum F,{e).

The cross spectrum may also be formed directly from the
Fourier rep of the pi itself,

Dfr) = J'm(w] exp (iex) des (39)

through the relation
{$*(@)$fw)} = Ffe)(o — o)

where ¢*(w) denotes the complex conjugate, and the reality
of @, requires

(40)

") = df—a) @1
Fifw) = Fif —w) = F" —w) (42)

At each frequency w, the cross spectrum Fy; may be diago-
nalized by transforming from ¢4w) to the coeflicients ¢ fw) of
the expansion with respect to the complex EOFs, e (w) [cf
Brillinger, 1981]:

lw) = (43)

T enclw)
1
where the EOFs satisfy the eigenvalue equation

Y Fiep =i, (44)
i

The set of variables cfw) provides a completely orthog-
onalized representation of @,(1),

e, ey} = 8,480 — )i o) 5)

Thus the spectrum 2 (w), together with the set of EOFs e (),
may be regarded as the most
of the second-momentum structure of 0,,{:] Howwr‘ the in-
formation content is still formidable, as a different set of EOFs
and eigenvalues is required for each frequency band.

The POP analysis may be regarded as an attempt to inter-
polate both the EOF pattern structure and the EOF energy
levels across the frequency spectrum. Translating (37) into the
frequency domain and again using lower-case symbols for the
Fourier transforms, the POP amplitude cross spectrum for a
given noise cross spectrum is given by

tion

{mf —c)n,(e)}

{al—olaol} =0 ox, - o)

(46)
(the quadratic products must be formed here using the nega-
tive frequency amplitudes rather than complex conjugate am-
plitudes, since (41) and the second part of (42) do not hold for
the complex processes A (1) and N(1)).

Up to this point the second moments of the POP ampli-
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tudes have simply been expressed in terms of the second mo-
ments of the forcing. Il we require the same number of POPs
to describe the process as spectral EOFs, and if the forcing
cross spectrum is as complex as the response, clearly nothing
has been gained. However, it is the basic premise of the pres-
ent dynamic model expansion, as in the general ARMA ap-
proach, that the dominant structures in the spectrum may be
attributed to a relatively small number of dynamical processes
represented explicitly in the model, rather than to the external
stochastic forcing which is left as a residual after one has
identified the d internal p Thus it is assumed
that the residual forcing is white in the frequency domain, or
is at least thly varying, exhibiting no marked resonances
of the type rep i by the denc in (46). In this
case, the structure of the cross spectrum can be characterized
by thc (relatively few) POP patterns, the positions of the

POFP freq €, in the complex frequency
plane and the strengths and cross correlations of the effective
forcing at these frequencies.

The advantage of the POP technique as a method of com-
pressing the detailed information contained in the complete
cross-spectral matrix clearly comes to bear only for relatively
broad spectra containing many frequency bands, In the limit
of a single-lrequency, very narrow band spectrum, the set of
POPs reduces to the set of complex EOFs at that I'mqucncy

An alternative technique for P 1g the i
content of a broadband cross spectrum is tc apply a complex
EOF analysis in the time domain to a set of time series con-
sisting of the original time series and their Hilbert transforms
[Britlinger, 1981; Horel, 1984]. This is equivalent to treating
the entire cross spectrum formally as a single-frequency band,
ie., to averaging over the (one-sided) cross spectrum. Both
techniques yield similar sets of reduced patterns, but the POP
analysis, in addition, provides information on the frequency
structure of the spectrum by identifying the spectral peaks (the
POP eigenfrequencies) and peak widths (the inverse damping
time scales) associated with different patterns. In the limit of
the single-frequency, narrow-band spectrum, the Hilbert trans-
form method again bcccmes equivalent to the POP and the

| EOF anal; q

5. CoNCLUSIONS

A general method has been described for constructing opti-
mal reduced dynamical models for systems with many degrees
of freedom. The technig bi the app h used in
empirical orthogonal function or principal prediction pattern
analyses, in which systems with a large number of degrees of

jom are 1to a few d patterns, with ARMA
methods for constructing simple dynamical models [rom data,
Both methods have been generalized to nonlinear and time-
dependent systems.

The simultaneous determination of the optimal set of prin-
cipal interaction patterns and the optimal dynamical model
describing the evoluuon of the PIP amplitudes yields a cou-
pled i lue problem for the PIPs and a stan-
dard mlmmlzallon problem for the dynamical model parame-
ters. The full nonlinear problem can generally be solved nu-
merically by a Newton method, i.e, by iterating a local linear
minimization problem.

In the linear case the PIPs reduce to principal oscillation
patterns, which represent the eigenoscillations of the reduced
linear dynamical system.

As a diagnostic tool, the POPs provide a smoothed repre-
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of the cr pectral covariance matrix of the full
system in the frequency domain. The extensive information
contained in the complete cross spectrum is reduced to a finite
set of patterns characterized by a finite set of complex reso-
nant frequencies.
Examples and applications are given in the papers of von
Storch et al. [this issue] and E. Maier-Reimer et al. (manu-
script in preparation, 1988).
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3.5 Climate and Society!®

The insight that climate change is not merely a natural science issue, and
its link to policy making and coordinated climate action shaped Klaus
Hasselmann’s interest in socioeconomic modelling and modelling human
decision-making, both in the context of climate action. These modelling
activities resulted in several publications, and also in his active contributions
to recent major research projects.!”

Hasselmann was quite skeptical about certain dominant approaches and
paradigms of mainstream economics, arguing that their basic assumptions
do not adequately reflect the ways in which economic stakeholders interact
and shape decision making, and seeing these conceptual shortcomings as a
reason for their limited ability to describe and predict real-world economic
processes—especially when things go worse than usual. For instance, during
the 2008 global economic crisis Hasselmann was highlighting the need for
rethinking certain paradigms of economic modelling in his talks and papers,
as no mainstream models had been able to foresee and predict the coming
crisis.

In particular, Hasselmann was skeptical about computable general equi-
librium (CGE) models. His criticism of this was primarily based on two
objections: on one hand, at the conceptual level, he argued that real-world
economic processes were fundamentally out of equilibrium; on the other, he
referred to the technical difficulties involved in calibrating and validating the
model, and questioned the extent to which economic data could effectively
support overly complex multi-regional, multi-sector applied CGE.

Hasselmann also adopted a critical position towards another cornerstone
of mainstream economic modelling, intertemporal optimisation, which is
common to the majority of economic growth models and, accordingly,
broadly used in relation to the economics of climate change and in integrated
assessment models (IAM). From a conceptual perspective, in his opinion,

16 Prepared by Dmitry V. Kovalevsky, with some additions by Hans von Storch.

17 This includes EU FP7 COMPLEX Project “Knowledge Based Climate Mitigation Systems for a
Low Carbon Economy” (2012-2016, Grant Agreement No. 308601), where models developed by
Klaus Hasselmann and his colleagues following the actor-based system dynamics approach proposed by
Klaus Hasselmann were an essential element of a project model suite for assessing climate mitigation
options.
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neither individual nor collective decision making follows the mechanism
that has been translated to the mathematics of intertemporal optimisation
schemes. In addition, following the publication of the influential Stern
Review in 2006, a lively discussion emerged concerning the economics
of climate change particularly in relation to the high sensitivity of IAM
to the value of discount rate, a fundamental parameter of intertemporal
optimisation models, and therefore about the ‘correct’ value of this param-
eter. Hasselmann also participated in this debate, and it made him even
more concerned about the extent to which the intertemporal optimisation
approach could serve as a solid basis for informing climate action.

Concerns about excessive complexity and the related difficulties of cali-
bration and validation mentioned above with respect to CGE, were also the
reasons for Hasselmann’s mixed feelings towards certain innovative modelling
approaches, such as agent-based modelling (ABM), that have been very
popular since the 1990s. Whilst acknowledging that ABM is conceptually
much more satisfactory than, say, CGE, in the attempt to describe the
decision-making processes of various stakeholders, he questioned whether
a high level of disaggregation of ABMs with their extremely large popu-
lations of individual agents is really justified, and whether such strongly
disaggregated models can be reliably supported by the available data.

Given his creativity and independence of mind, Hasselmann followed
his own, original way when it came to modelling the dynamics of coupled
climate-socioeconomic systems for the reasons outlined above. He used the
term actor-based system dynamics modelling to describe his approach to the
construction of socioeconomic models. In essence, his approach involves
describing a socioeconomic system via a dynamic model that includes a
few interacting aggregate actors, pursuing their own, often conflicting, goals.
Mathematically, the system is described by ordinary differential equations,
and stakeholder decision making is also parameterised within this mathe-
matical scheme using actor control strategies. Unlike in CGE, the socioeco-
nomic dynamics are described as fundamentally lacking equilibrium. Unlike
intertemporal optimisation models, this one is mathematically a dynamic
system, and the maximisation of any goal functions is avoided. Unlike in
ABM, there are only a few aggregate stakeholders included in the model,
rather than a very large population of individual actors, which in turn reduces
the dimensionality of the model.
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Some of actor-based system dynamics models developed by Hasselmann
are of moderate complexity, with relatively few variables and parameters.
Some of the simplest models of this kind could, in principle, be designed
to partially allow analytical treatment. Despite the fact that analytical work
carried out using paper and pencil is still very much respected, for example,
in the realm of mainstream economics, Hasselmann sees actor-based system
dynamics modelling as a substantially numerical approach. He developed
these models for simulations and numerical experiments, not for the elegance
of abstract thinking. For Klaus Hasselmann, the narrative told by a model
and the results of ‘what-if” simulations are ultimately important, as opposed
to rigorous propositions and their proofs so popular in the realm of mathe-
matical economics.

Another important element of the actor-based system dynamics approach,
to which Hasselmann continuously draws attention in his papers, is a strategy
for developing a hierarchy of model families. A hierarchy should start with
designing the simplest possible root model and this model should be thor-
oughly explored via simulations to determine its strengths and limitations.
Based on this experience, the complexity of the model can then be increased
by adding new actors and processes. This yields one or several models at the
next level of the hierarchy, after which the model building process is reiter-
ated. However, as Hasselmann stresses, there is no need for such a model tree
to grow infinitely high: the complexity of models should not go beyond the
level at which they are no longer supported by the available data.

Hasselmann’s early thoughts on the topic of coupled climate-
socioeconomic modelling are reflected in his 1991 conference paper “How
Well Can We Predict the Climate Crisis?” [99], a facsimile of which is repro-
duced below. The term “climate crisis”, which appears in the title, was already
in use when the paper was published but was not at all as widespread as it
currently is: its permanent inclusion in the climate change related lexicon
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came at a much later date. Whilst most of the paper is devoted to the natural
science-related aspects of climate change, the first and the last sections are
particularly relevant to the current topic.

The introductory section calls for the development of a comprehensive
Global Environment and Man (GEM) model and sketches out its concep-
tual design. He later renamed it “Global Environment and Society” (GES).
It includes a review of the building blocks from which a GES model could
be assembled which are, paradoxically, already available and the yet missing.
In the subsequent parts of the paper, Hasselmann also discusses the required
improvements in some of these building blocks, which are yet to be made.
Another remarkable point in the Introduction is the stress he places on the
interplay between climate and environmental change problems.

GLOBAL ENVIRONMENT AND SOCIETY (GES) MODEL
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Klaus Hasselmann’s GES model

In the concluding section, Hasselmann makes several important points
relating to the development of GEM-type models that have later been
explored in more detail in his own socioeconomic modelling studies, and
that one can now see were (and still are) important points for many other
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researchers in this field. Hasselmann highlights the dynamical and multi-
time-scale nature of the GEM system, both in its natural science and human
parts. He argues that the inherent uncertainty of all GEM model components
calls for the development of GEM-like models as statistical optimisation
models. Hasselmann reminds us that the development of GEM should not
be seen as “curiosity-driven science”, but rather that its ultimate objective is
to inform climate-related policy making. Finally, he warns that the limits of
our knowledge and the uncertainties inherent in the model that are alluded to
above are not an excuse for postponing co-ordinated climate action or waiting
for a “perfect” model instead.

The GES approach has met with some critical reactions, one of which
involves the question as to whether it would even be possible to define a
“global welfare function”. Another was that the system reduced society, and
the variety of cultures to the choice of a global welfare function, whilst the
determination of policy and measures, conditional upon the welfare function,
would be a matter only for experts. It was argued that the objective determi-
nation of the adaptation and of the abatement costs would not be possible,
but that these costs would go through a filter of—possibly interest-led—
experts, modified by a variety of different social constructs, so that society
would not respond to the state of the environment but to the perception of
the state of the environment.'®

These comments did not target the concept or mathematical implemen-
tation of actor-based system dynamics approach proposed by Hasselmann;
rather, they broadly apply to the overall architecture and design of such
models of the economics of climate change and integrated assessment models,
and therefore, so far remain unanswered by the majority of mainstream
models used in this area.

18 yvon Storch, H., and N. Stehr, 1997: The case for the social sciences in climate research.—Ambio
26, 66-71.
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Hasselmann, K., 1990: How well can we predict the climate crisis?
In: H. Siebert (ed) Environmental Scarcity - the International Dimension.
JCB Mobhr, Tiibingen, 165 - 183

Klaus Hasselmann

How Well Can We Predict the Climate Crisis?

1. Interrelation between Climate Models, Economic Models and
Comprehensive Global Environment and Man (GEM) Models

In our attempt to model the system earth and human interactions within this system,
climate models may be regarded as a simple black box. The input to the black box
is man’s impact (primarily the emission of greenhouse gases), the output is global
warming (Figure 1, panel a). Most of the economic models discussed at this
conference may be represented as another black box, with one input, market or
policy instruments, and two outputs, greenhouse gas emissions and the costs
incurred by greenhouse gas abatement measures (Figure 1, panel b). Some of the
models presented here have also addressed the decision-making process. This may
be represented by a third black box, with economic costs as input and market and
policy instrument strategy as output (Figure 1, panel ¢).

All of these models may be regarded as sub-models of a comprehensive Global
Environment and Man (GEM) model, which represents the ultimate goal of our
joint modelling efforts (Figure 1, panel d). The full lines in panel d denote
sub-components which have been largely developed. The broken lines indicate
missing feedback links or inadequately developed sub-system models. The task of
the decision-makers (bottom right box) in such a GEM model is to agree upon the
definition of a global “cost-to-mankind” function. The task of the technical and
political administration (top right box) is then to minimize the given cost function
through the implementation of an optimal mix of market and policy instruments.
For this purpose, the interactions between the climate/environment system and
human activities (left bottom and top boxes) must be determined. This will require
aclose collaboration between the climate and environment research community and
economic analysts.

The construction of anintegrated GEM model requires not only the improvement
of climate models — discussed in this paper — and economic and decision-making
models — discussed in other contributions to this conference volume — and their
ultimate coupling, but also a significant extension of the models. Economic models,
forexample, need to be extended to include the socio-economic impacts of a climate
change. These can be properly modelled only through the inclusion of an additional
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Figurc 1 — Integration of Climate Models (Panel a), Economic Models (Panel b)

and Models of the Decision-Making Process (Panel c) in a Compre-
hensive Global Environment and Man (GEM) Model (Panel d)
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feedback loop, the climate and global change loop, and an additional output term,
the socio-economic costs ensuing from climate and global change (compare broken
feedback lines in panel d with panels a, b). The latter is required because the cost
minimization sector (top right, panel d) requires two inputs, the costs due to
greenhouse gas abatement policies and also the costs arising from the climate
change resulting from a business-as-usual scenario. Only if both inputs are provided
isitpossible to meaningfully define anoptimal political response strategy consisting
of a mix of prevention and adaption strategies. These additional linkages will nced
to receive more attention if we wish to improve our understanding of the opcration
of the GEM model as an integrated system.

Another necessary model extension is the generalization of climate modcls to
complete earth system models. This goal is being actively pursued in the inter-
national Global Change Programme. The merging of climate and general en-
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vironmental research in this programme represents in many respects a natural
development: it has never been possible to strictly separate the problems of climate
and environmental change. Atmospheric chemistry models, for example, arc
needed for climate research because ozone, chlorofluorocarbons (CFCs), methane,
nitrous oxide and other atmospheric trace gases represent important greenhouse
gases. But the same models are also needed independently of the climate problem
because stratospheric ozone shields the biosphere and human beings from danger-
ous ultraviolet radiation, because high tropospheric ozone levels are harmful to
health, and because most of the gases mentioned interact with other trace gases in
complex biogeochemical cycles that directly determine the concentration of many
atmospheric pollutants. A similar linkage between applications to climate and
environment in general is found in models of the hydrological cycle, atmospheric
and ocean transports, changes in the biosphere, soil erosion and many other
processes.

In summary, it may be anticipated that many of the specific aspects of climate
modelling that I shall attempt to review in this paper will be merged in the course
of the developing Global Change Programme with other disciplines. It is hoped that
within this general context this review will contribute toa closerinteraction between
climate modellers and the socio-economic modelling community.

2. The Greenhouse Effect

The greenhouse effect is an important component of the earth’s radiation balance.
Natural trace gases in the atmosphere (mainly water vapour, carbon dioxide, ozone,
methane and nitrous oxide) absorb — in the same way as the glass in a greenhouse
— most of the thermal infrared (IR) radiation emitted from the earth’s surface,
reemitting the absorbed radiation both out to space and back to earth. The back
radiation results in an increase of the earth’s global mean surface temperature
relative to an atmosphere without greenhouse gases by about 35° C. Natural
greenhouse gases are therefore essential for the maintenance of life on our planet.
However, the accelerating increase in greenhouse gas concentrations since the
beginning of the industrial era due to man-made emissions is expected to lead to a
further temperature increase of 2-5° C in the next 50-100 years. This is of the same
order as the temperature increase since the last ice age and represents a major change
in the climatic conditions on which present human society depends.

There exists a general scientific consensus on the strength of the additional
man-made greenhouse radiative heating and on the order of magnitude of the
expected climate change. However, quantitative estimates of the detailed impact of
this additional radiative forcing on the climate system are more uncertain. I shall
try to summarize in the following what aspects of the response of the climate system
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to man’s activities are believed to be fairly well understood, and where our principal
uncertainties still lie.

3. The Climate Heat Engine

To assess the reliability of climate model predictions, let me first briefly review the
structure of the climate system that these models attempt to simulate. The climate
system is driven by the sun’s radiation. If the earth were a perfectly conducting,
perfect black body, which absorbed all of the sun’s radiation, it would heat to a
uniform temperature of 4° C. At this temperature, the thermal radiation emitted by
the earth would exactly balance the absorbed solar radiation. Fortunately, the earth
is not a black body (Figure 2):

—First, the earth absorbs only 70 per cent of the incident solar radiation; the
remaining 30 percentis reflected, principally by clouds, but also by the earth’s
surface itself. The equilibrium black body radiation temperature correspond-
ing to this reduced absorbed radiation is —20° C.

— Second, the occurrence of natural greenhouse gases in the atmosphere raises
this temperature again by 35° C, to a habitable mean global temperature of
15°C;

— Third, the earth is not a perfect heat conductor, nor a perfect heat isolator. The
temperature distribution on the earth is governed not only by radiative
processes but also by the horizontal heat transport via the atmospheric and
oceanic circulation systems. Without this redistribution of heat from the
tropical belt to polar regions through winds and ocean currents, the tropics —
which receive significantly more solar radiation than the polar regions —
would be approximately 20° C warmer than observed today, and the polar
regions would be 30-40° C colder. The atmospheric and oceanic circulation
systems therefore play a major role in maintaining the present habitable
temperature distribution over most of the earth. The poleward heat transports
by the atmosphere and the ocean are of comparable magnitude. Thus both
systems need to be included in a realistic climate model.

Figure 3 shows schematically the major processes and sub-systems which need
to be considered in a complete description of the climatic system. In addition to
circulation models of the atmosphere and the ocean, a complete climate model must
include also models of the cryosphere, the biosphere and the biogeochemical cycles.
The cryosphere (consisting of the components sea ice, ice shelves, continental ice
sheets and snow) affects the earth’s climate through the storage of water (principally
in the form of ice sheets), through the high reflectivity (albedo) of snow and ice,
and through the shielding of the heat and moisture flux from the ocean to the
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Figure 2 — Principal Energy Fluxes Determining the Energy Balance of the

Global Climate System
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atmosphere by sea ice. The biosphere has a strong influence on the concentration
of CO, in the atmosphere — the second most important natural greenhouse gas
(following water vapour) and the most important anthropogenic greenhouse gas —
and also affects the climate through the land vegetation cover, which modifies the
albedo and the heat and moisture transfer. The biogeochemical cycles, finally,
control the atmospheric concentrations of other important greenhouse gases such
as ozone, methane and the CFCs.

With the exception of the biogeochemical cycles, reasonably realistic three-
dimensional models of all of the climate sub-systems have now been developed.
The typical horizontal resolution of atmospheric and oceanic general circulation
models used for climate research is of the order of 500-1,000 km, while the vertical
structure is generally described by 1020 separate layers [ Washington, Parkinson,
1986]. Three-dimensional global carbon cycle models based on atmospheric and
ocean circulation models [Maier-Reimer, Hasselmann, 1987; Bacastow, Maier-
Reimer, 1990] and ice sheet models have a similar resolution.

Modelling biogeochemical cycles is an area of active current research. However,
the complexities of the biogeochemical system, involving several hundred different
chemical species interacting through a wide variety of radiation-dependent photo-
chemical processes, are so great that realistic models that can be incorporated into
existing three-dimensional global climate models will probably not be available for
several years.
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Figure 3 — The Principal Processes Governing the Dynamics and Interactions

between the Five Major Climate Sub-Systems: Atmosphere, Ocean,
Cryosphere, Biosphere and Land Surface, and Biogeochemical Cy-
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Despite significant progress in the modelling of most climate sub-systems, the
various sub-system models have nevertheless not yet been systematically coupled
together to produce integrated climate models. It is only quite recently that a few
modelling groups (National Center of Atmospheric Research, Boulder; Geophysi-
cal Fluid Dynamics Laboratory, Princeton; Max Planck Institute of Meteorology,
Hamburg; and the Meteorological Institute of the University of Hamburg) have
begun to carry out climate simulations with realistic coupled ocean-atmosphere
models.

Nearly all published predictions on future global warming have been based on
simulations with atmospheric general circulation models alone, without considering
the remaining climate sub-systems. The usual approach s to first estimate the future
CO, concentrations in the atmosphere for a given future CO, emission scenario
using a carbon cycle model, and then to use the computed CO, concentration as
input for a subsequent simulation with an atmospheric general circulation model.
An attempt is then sometimes made to determine the possible cffects of the
computed changes in the atmospheric climate on the ocean circulation, the bio-
sphere and the cryosphere — for example, to determine the rise in the global sea
level (estimated as 1 m + 0.5 m for a CO, doubling). However, these estimates are
normally not derived from realistic three-dimensional models, and the effects of
these changes on the original computations of the atmospheric CO, concentration
and the resulting atmospheric climate change are not considered.
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The main reason for the sparsity of coupled model simulations lies in various
computational difficulties arising from the disparity of the time scales of the
different sub-systems. Whereas the atmosphere responds to a change in external
forcing within a few days or weeks — maximally a few months — the response
time of the ocean (whose density is a thousand times greater than that of the
atmosphere) lies in the range of hundreds to a few thousand years. A separate
numerical simulation of either the atmosphere or the ocean over a time period of
the order of the natural equilibration time of the sub-system is computationally
feasible. Comparable computation times are required for both systems. The shorter
response time of the atmosphere is accompanied by a smaller numerical integration
time step of the atmosphere model, so that essentially the same number of integra-
tion steps is needed to compute the equilibrium response of either the atmosphere
or the ocean. When the atmosphere is coupled to the ocean, however, the atmo-
spheric model must be integrated — with its inherently much smaller time step —
over the longer time periods characteristic of the ocean response time scale in order
to follow the slow evolution of the coupled system. This greatly exceeds the
available capacities of even present-day supercomputers. The few numerical simu-
lations with coupled ocean-atmosphere models which have been carried out so far
have therefore been limited to the study of the transient response of the climate
system over a relatively short integration time period of the order of a few decades
to a century and were unable to investigate the transition to the final equilibrium
state.

The same difficulty arises when the atmosphere is coupled to the biosphere,
whose time scales are comparable with those of the ocean, or the continental ice
sheets, which have still longer time scales of the order of several thousand years.
Various techniques have been proposed to overcome the basic time-scale mismatch
problem — such as iterative integrations, or intermittent (“burst”) coupling tech-
niques. However, these are still in the development stage and have not yet been
systematically tested. Further work in this area is needed.

4. Some Results of Climate Model Simulations

Extrapolations of the measured increase in CO, and other greenhouse gas concen-
trations in the atmosphere (Figures 4 and 5) indicate that the “equivalent CO,
concentration” (the net effect of all greenhouse gases expressed in terms of an
equivalent CO, increase) will double within the next 50-100 years if greenhouse
gas emissions continue to grow at present rates. Approximately half of the green-
house gas forcing is seen to be due to CO, (predominantly from fossil fuel use by
the industrialized nations, with a small contribution of about 20 per cent from
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Figure 4 — Measured Increase in the Concentration of Carbon Dioxide, Methane,
Nitrous Oxide and CFC 11 since the Beginning of Industrialization
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tropical deforestation), while the CFCs and methane constitute most of the re-
mainder.

Figure 6 shows the equilibrium global warming for summer and winter (North-
ern hemisphere) computed with three different atmospheric general circulation
models (A—GCM:s) for a doubling of present CO, levels. The global mean warming
for all three models is about 3° C. All three models show higher temperatures in
higher latitudes than in the tropics, particularly during the winter.

The atmospheric models used for such computations are essentially the same as
those used for numerical weather prediction, but are run at a lower resolution
(500-1,000 km, rather than 100 km for weather forecast models, which are inte-
grated for only a few days). They simulate the full time-dependent dynamics of the
atmosphere, including clouds, precipitation, monsoons and all transient tropical and
mid-latitude weather phenomena. However, such simulations must still be regarded
only as order-of-magnitude estimates in view of the significant differences between
different models, particularly on the regional scale. The discrepancies can be
attributed to different representations of poorly known physical processes.

One of the main sources of uncertainty is the treatment of clouds. Clouds strongly
affect the climate through two properties: the high reflectivity (albedo) of clouds,
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Figure 5 — Estimated Contributions of Different Greenhouse Gases to Climate
Warming in the 1980s
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Source: IPCC [1990].

which cools the earth’s surface by shielding it from the sun’s radiation, and the
greenhouse effect of the water vapour and liquid water in clouds, which increases
the surface temperature. The net change in surface temperature can be of either sign,
depending on the physical properties, latitude and height of the clouds. For low
clouds the albedo effect is normally dominant, while for high clouds the greenhouse
effect is more important. In general, changes in cloud cover in the order of 10 per
cent can produce changes in the global mean temperature which are comparable to
the changes induced by a CO, doubling. Unfortunately, we are not yetable to predict
changes in cloud cover to this accuracy.

Figure 7 illustrates the sensitivity of climate models to cloud parameterizations
determined in a model intercomparison study of 14 A-GCMs of comparable
resolution [Cess et al., 1989]. The ordinate represents a measure of the change in
global temperature induced by a given change in the external forcing of the
atmosphere — for example a change of the CO, concentration, the solar constant
or the sea surface temperature. The abscissa denotes a parameter characterizing the
“climate effectiveness” of clouds. Without entering into the details of the defini-
tions, the essential point illustrated by the figure is that one and the same forcing
(in the particular experiment shown, a change in the sea-surface temperature) can
produce changes in the global mean temperature which differ by factors of more
than three for models using different cloud parameterizations but otherwise com-
parable physics and numerics.

The second major source of uncertainty in climate simulations using only
atmospheric general circulation models is the effect of changes in the ocean
circulation. Since the poleward ocean heat transport is comparable to that of the
atmosphere, the neglect of changes in such a first-order process necessarily invali-
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Figure 6 — Global Warming (Surface Air Temperature) for the Northern Hemi-
sphere for a Doubling of CO,, Computed with Three Different Atmo-
sphere GCMs (Geophysical Fluid Dynamics Laboratory (GFDL),
Goddard Institute of Space Studies (GISS), National Center of Atmo-
spheric Research (NCAR))
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Figure 6 continued

b) Winter

GFOL
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Source: Adapted from Schlesinger and Mitchell [1987].
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Figure 7— The Global Sensitivity Parameter A Plotted against the Cloud Feed-
back Parameter A CRF/G for 14 GCM Simulations (The solid line
represents the best-fit linear regression)
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dates any attempts to make detailed quantitative predictions with equilibrium
A-GCM simulations, First results with coupled ocean-atmosphere general circula-
tion models [Washington, Meehl, 1989; Stouffer et al., 1989; Sausen et al., 1990]
show, in fact, significant differences compared with A-GCM results,

Figure 8 summarizes, for example, the evolution of the temperature field for a
sudden doubling of CO, at time t = 0, computed with the Hamburg coupled
ocean-atmosphere-GCM [Sausen et al., 1990; Cubasch et al., forthcoming] over a
100-year period. The changes of the zonally averaged annual mean surface tempera-
tures are shown as a function of latitude and time (Hovméller diagram). Figure 9
shows the global distribution of the change in the annual mean surface temperatures
averaged over the last ten years of the integration. The figures demonstrate that

—the global warming is delayed by the heat uptake of the oceans by several
decades;

— the delay is particularly pronounced in the southern oceans, which cover a
large fraction of the earth’s surface and where heat is more readily mixed into
the deeperocean (along the Antarctic Circumpolar Current) than in the tropics
or the North Pacific, for example;

— the regional patterns of global warming generally differ significantly from the
equilibrium response patterns computed with A-GCMs alone; however,

—some features of the regional response, such as the enhanced warming in the
mid-continents, are common to both A-GCMs and coupled O-A-GCM
simulations.



3 The Strands of Klaus Hasselmann’s Science

Figure 8 — Evolution of Zonally Averaged Surface Temperature as a Function of Time Computed with a Coupled
Ocean-Atmosphere Model for a Sudden Doubling of CO; at Time t=0

o YA

4 7 Q P LS
ilililllllllIIIIII[IIIIIIIIIFJIII[IJIIIiIIIIIIKIIIIIIKIIIi!IIIIIII!IIIIII‘IIlTIlIIIIIIII'IIIIII[II
10 20 ao 40 50 60 70 80 90 100
YEARS

Figure 9 — Global Warming of Surface Temperature Computed with a Coupled O Atmosphere Model Averaged over
Integration Years 91-100 after a Sudden Doubling of CO, at Time t=0

180W 150W 120W O0W BOW 30w 0 30E BOE 90E 120E 1G60E 1BOE
e | e S e R T e P BT S S ) B PR Y1

180W 150W 120W 90W BOW 30w V] 30E GOE 90E 120E 1S50E 1BOE
Source: Cubasch et al. [forthcoming).

179

LLx

RLL



180 H. von Storch

179

Although surface temperature is the most commonly used variable for sum-
marizing global warming, other variables such as precipitation, soil moisture or a
drought index characterizing the occurrence of long periods without precipitation
are generally more useful climate indices for socio-economic impact studies.
Unfortunately, these variables exhibit a still higher scatter between different models
than the surface temperature does. Nevertheless, certain general features appear to
be common to most models, including A—-GCMs and coupled O—-A-GCMs, such
as a tendency for dry areas to become dryer and wet areas to become wetter, an
overall increase in the global mean precipitation due to the higher water content of
the atmosphere and a more rapid overturning of the hydrological cycle.

5. Greenhouse Gas Predictions

Until we are able to carry out simulations with integrated climate-chemical cycle
models, model computations of the climate change due to a given increase in
atmospheric greenhouse gas concentrations require as input estimates of the future
greenhouse gas concentrations derived from known or assumed anthropogenic
emission sources. The future atmospheric concentrations of non-CO, greenhouse
gases cannot yet be reliably derived from chemical cycle models and are therefore
normally estimated by the straightforward extrapolation of present trends. However,
for CO, fairly realistic carbon cycle models have been developed which can be used
to compute future atmospheric concentrations for given emission scenarios.

Figure 10 shows, as an example, four predictions of future atmospheric CO,
concentrations for four different scenarios of future CO, emissions, computed with
the Hamburg carbon cycle model [Maier-Reimer, Hasselmann, 1987]. An impor-
tant conclusion from these simulations is that the future atmospheric CO, concen-
tration depends not only on the total amount of CO, emitted into the atmosphere
but also on the rate at which this emission occurs. This is due to the time-dependent
absorptionof CO,in the ocean (the largest CO, reservoir in the carbon cycle system).
Up to the present, about half of the CO, which has been emitted into the atmosphere
has remained in the atmosphere, while the remainder has been absorbed by the
oceans. This airborne fraction of approximately 50 per cent is reproduced by the
two scenarios (a) and (b), which represent 4 and 2 per cent exponential-logistic
growthextrapolations of the past CO, emission curve. The zero growth rate scenario
(c) and the decreasing emission scenario (d), however, yield significantly lower
airborne fractions. The lower emission rates lead therefore not only to a smaller
total amount of CO, released into the atmosphere but also to a significantly smaller
fraction of the total input that remains in the atmosphere.

This bonus is due to the slow transfer of CO, into the main CO, reservoir in the
deep ocean. If a small increment of CO, is introduced into the atmosphere, the
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Figure 10 — Annual CO, Emissions and Atmospheric CO, Concentration Com-
puted with the Hamburg Carbon Cycle Model for the Four Emission
Scenarios a—d
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carbonsystem adjusts to a new equilibrium in which the CO, increment s ultimately
partitioned between the atmosphere and the ocean in the ratio 0.15 : 0.85. However,
this asymptotic chemical equilibrium is attained only in the course of several
hundred to a thousand years after the additional CO, has penetrated into the deep
ocean. For the zero growth rate and decreasing emission rate scenarios (c) and (d),
the equilibrium airborne fraction of 15 per cent can nevertheless be approached
asymptotically. However, for the exponential growth rate scenarios (a) and (b), the
large deep-ocean reservoir is unable to keep up with the continually increasing
input, and a significantly higher airborne fraction is maintained.

The time constant for CO, storage in the deep ocean, which controls the airborne
fraction, depends rather sensitively on the rate of deep-water formation. This occurs
in today’s oceans in the high-latitude regions of the North Atlantic and the southern
oceans (particularly in the Weddell Sea). Numerical simulations with ocean general
circulation models have demonstrated that relatively small changes in the air-sea
heat transfer or surface evaporation and precipitation distributions, which together
with the wind drive the global ocean circulation, can significantly modify the rate
of deep-water formation in these areas. Maier-Reimer and Mikolajewicz [1989],
for example, were able to explain the sudden resurgence of the ice sheets during the
brief Younger Dryas interruption of the last post-glacial warming approximately
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11,000 years ago by a rapid change in the Atlantic circulation that triggered a
reduction of deep-water formation in the North Atlantic through the influx of light
surface melt-water from the ice sheets. Simulations with coupled ocean-atmosphere
models suggest that a similar reduction in the rate of deep-water formation could
be induced by the surface ocean warming in high latitudes accompanying a general
global warming. This would seriously impede the ability of the ocean to transport
CO;-saturated surface water into the deep ocean.

This feedback process within the coupled ocean-atmosphere carbon cycle system
could lead to a potentially serious global warming amplification that has not been
considered in past non-interactive carbon cycle and climate change simulations. It
underscores that the prediction of future atmospheric CO, concentrations should
not be treated separately from the prediction of future climate change: an integrated
coupled ocean-atmosphere carbon cycle model is clearly needed. Simulations with
such a model are currently being planned in Hamburg,

6. Impact of Climate Models on the Construction of Global
Change and Global Environment and Man (GEM) Models

Let me return to the beginning. What inferences can be drawn from the general
structure of climate models that I have tried to briefly review for the construction
of extended global change models and the integrated GEM models outlined in
Figure 1?

Perhaps the most important inference is that the climate system encompasses a
broad spectrum of natural time scales. The response of climate to anthropogenic
forcing cannot be treated, even in a first approximation, as an equilibrium response
problem. The anthropogenic input is inherently time dependent, and the climatic
response characteristics are strongly dependent on the form of this time dependence.
Since the socio-economic system also contains a broad spectrum of natural time
scales, a GEM model must from the outset be conceived as a time-dependent,
dynamic system.

A second important result is that the predictions of climate model simulations
are always characterized by a finite band of uncertainty. This is the case even if the
input (for example in the form of an assumed greenhouse gas emission scenario) is
regarded as precisely defined. Thus the inputinto a socio-economic model provided
by a climate (or global change) model, and the resulting costs computed as output
by the socio-economic model and used further downstream again as input to the
cost-minimizing sector of the GEM model (see Figure 1), must be regarded as
probabilistic rather than deterministic. Since the socio-economic and cost-minimi-
zation model sectors will also contribute their own uncertainty bands, the problem
of minimizing the “total cost-to-mankind function” must necessarily be formulated
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as a statistical optimization problem. From the point of view of formal mathematics
the statistical cost minimization problem is fortunately not less well-defined than a
deterministic optimization problem.

However, significant research work is clearly still needed before a reasonably
realistic GEM model can be formulated which can be used as the basis for such an
optimization procedure. We should nevertheless not lose sight of the ultimate goal
of applying climate models together with socio-economic impact models in a
general decision analysis and policy definition framework, even while struggling
with the complex intricacies of global climate models. This framework should
provide the guiding principle for our long-term climate modelling strategy.

In conclusion, I should like to emphasize that despite the many uncertainties in
the quantitative details of present climate predictions — on which this summary
has naturally focused — and despite the present lack of adequate models with which
to assess the socio-economic impacts of the predicted climate change, there exists
no serious doubt within the scientific community that the predicted global warming
is real; that the estimated orders of magnitude of the predicted climate change are
reliable; and that if no corrective measures are adopted, we may expect within the
next 100 years the warmest climate ever experienced in the history of mankind. It
would be unwise to delay remedial action only because our predictions today —
and in the foreseeable future — must be qualified with finite uncertainty bounds.
We cannot afford to wait for the perfect GEM model before making political
decisions. Policy and model development should be pursued as parallel, interactive,
iterative processes.
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3.6 Strategy in Climate Modelling at MP1'°

As computers became more powerful, comprehensive modelling of the Earth’s
climate system developed rapidly and increasingly came to be considered as
a key tool for gaining a better understanding of the climate system. Progress
had been made in the use of global weather prediction models in particular
at ECMWE, which was established by a number of European member states
in 1979. The parameterisation of many physical and fine scale dynamical
processes requires systematic experimentation in operational daily predictions
to define a well-functioning forecasting model. To use such a well-tested
global model for climate simulation and forecasting and in much longer inte-
gration was found to be a most useful and a practical strategy, as many aspects
of the weather forecast model could naturally be adjusted to climate research.

Following discussions between Klaus Hasselmann and ECMWF it was
agreed that this was the approach to be taken. The ECHAM model was than
combined with different ocean models developed at MPI and the University
of Hamburg in such a way as the exchange of energy and momentum fluxes
between atmosphere and oceans could be handled consistently. Different
subsystems, such as that for atmospheric transport and the full carbon cycle
were subsequently added and integrated into the coupled atmospheric-ocean
model.

Thus, from the 1990s onward, the MPI had a comprehensive set of climate
models that constituted a numerical laboratory for all kinds of climate studies
including climate change simulation studies made available for all IPCC
assessments. The system was set up in a systematic and flexible way, which
made all sorts of climate studies possible. It was not only used by scientists
at the MPI and the University of Hamburg but also by a large number of
research groups in Germany as well by associated European groups and by
visiting scientists from all over the world. Important studies to understand
and predict the ENSO phenomenon as well as tropical and extra-tropical
cyclone were carried out successfully. We were happy to learn that the
ECHAM model was found to be one of the most realistic ones in several
evaluation studies, as its results came closest to the observed climate.

19 By Lennart Bengtsson.
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Of particular importance were the diagnostic systems developed by Klaus
Hasselmann and his group, the aim of which was to identify anthropogenic
climate change through a multi-dimensional search for a climate change “fin-
gerprint” in the modelled data sets. This turned out to be a powerful tool for
enabling the detection of climate change as early as the late 1980s. It played
a very important role for the IPCC in its bid to convince the world that
anthropogenic climate change is really happening. Today, 30-years later, the
signal of climate change is obvious for everybody.

One crucial factor in the successful modelling work was the positive,
unbureaucratic, and open atmosphere that was due in large part to Klaus
Hasselmann’s clear mind and stimulating personality.
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Summary
Responsibilities of the German Climate Computing Centre

Humanity is confronted today with the threat of a drastic change in global climate due
to increasing emissions of greenhouse gases and other human activities. In order to
develop effective climate-protection strategies, possible future climate changes and
their consequences for society must be understood and quantified. This can be achieved
only by means of complex model simulations using high-performance computer
sysiems.

Reliable climate models must be based on detailed knowledge of the physical, chemical
and biclogical processes which control the climate system. This requires also an
understanding of  natural climate variability, which is superimposed on the
anthropogenic climate change signal over a broad range of time scales.

Natural and anthropogenic climate change, climate impact studies and climate
protection strategies are closely interrelated and can be addressed successfully only
through an integrated systems analysis approach.

The establishment of the German Climate Computing Centre (Deutsches
Klimarechenzentrum, DKRZ) in 1987 as one of the few dedicated high-performance
climate computing centres world-wide (together with the National Center for
Atmospheric Research - NCAR - and the Geophysical Fluid Dynamics Laboratory -
GFDL - in the USA, the Hadley Centre in Britain, and the French Centre Meteo-
France) laid the foundation for effective climate research in Germany. The international
standing of German climate research today can be attributed in large part to the
computational work carried out at the DKRZ.

However, the German Climate Computing Centre faces considerably more
difficult challenges in the last decade of this century than was the case at the time
of its establishment eight years ago.

These result from

recent advances of climate modelling together with the increasing public
awareness of the climate problem; these have created a strong demand for
reliable predictions of future climate,

which are urgently needed as a basis for policymaking, in particular with regard to the
negotiation of international commitments for the reduction of CO5 emissions within the
framework of the Climate Convention (Berlin Mandate),

the related need to provide climate input data for climate impact studies,

which require greatly increased spatial resolution of climate model simulations down to
regional scales;
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- the substantial additional computing time required for climate impact research,

resulting in particular from the Berlin Mandate and the anticipated high costs of an
effective climate protection strategy (the Enquéte-Commission "Protection of the
Atmosphere" of the Bundestag estimates Germany’s share alone at 300 billion DM);
this requires a major expansion of climate research into new fields;

the requirements of the international "Global Change" Programme,

of which climate research represents an essential element, and which will demand an
extension of the present climate model hierarchy to the significantly more complex and
computer-intensive areas of atmospheric chemistry, biogeochemical cycles, hydrology
and ecology;

the increasing role of the DKRZ as a centre of expertise,

which follows from the evolving networking of climate research and the growing
demand of external users for active participation in complex climate simulations carried
out at DKRZ;

the concomitant increasing demand for high-performance computing resources
by European research partners within the framework of the ECCN (European
Climate Computer Network),

which arises through the reputation of the DKRZ as a European centre of expertise and
which can be projected to expand if the DKRZ, with support from Hamburg’s climate
research institutes, continues to play a leading role in the European climate research
community;

the rapid developments in the computer market,

particularly the forthcoming introduction of considerably more powerful moderately,
highly or massively parallel computers, which will require support of a new
programming paradigm and a stronger commitment of the DKRZ in the area of
scientific computing,

the need for effective access to climate data,

particularly in support of the increasing number of users seeking simple and efficient
access to the enormous quantities of data being produced by ever more powerful
computer systems,

- the need for efficient data communication lines

in order to connect an increasing number of clients more effectively to the DKRZ.
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Consequences

Computer Performance

In order to meet these challenges, the computing power of DKRZ will need to be
increased by at least two orders of magnitude within the next decade. This will become
technically feasible through the development of new highly and massively parallel
computers. The annual investments for the new computer generation are estimated to
be of the order of 8-10 million DM (at today’s costs). The high-performance compute-
server used for large-scale simulations will need to be complemented by computer
systems for data services, model development, model diagnostics and visualization,
together with a high-speed communications network connecting the individual systems.
These additional components, which are essential for an efficient utilization of the high-
performance compute-server, will require an additional annual investment cost of 3-4
million DM. The operating costs of the computer system and the present level of
services should require only a moderate increase compared to the present level of
expenditures, which is of the order of 13 million DM. The enhancement of the data and
model support services, together with the planned new scientific computing activities,
could cost an additional 2-3 million DM per year. The total costs are high, but it must
be realized that high-performance computers represent an indispensable tool for
modern climate research - comparable to accelerators in particle physics or satellites in
space research.

Although a trend towards a decentralization of computer resources can be observed in
several research fields, in climate research the need for high-performance computers for
carrving out complex simulations with high-resolution global climate models will, if any
thing, increase in the foreseeable future. The future computer requirements in climate
research will need to be met at three levels. The DKRZ facilities serve on the first level
mainly as a powerful resource for elaborate large-scale simulations with high-resolution
climate models, planned and carried out cooperatively by several institutes. A second
level of computer systems, located in various climate research institutes, should be used
for advanced simulations carried out at the individual institute level, while a third level
of workstations should be used for the local processing of simulation results and the
development of model components, algorithms, diagnostic software etc.

Global Change and Climate Impact Research

The incorporation of problems related to global change and climate impact within the
scope of DKRZ responsibilities will automatically enlarge the field of DKRZ users.
Because of the close interrelationship between research in climate and climate impact,
the DKRZ would welcome the Potsdam Institute of Climate Impact Research (PIK) as
a fifth shareholder. In order to enable PIK and other external research groups involved
in these broadened research activities to use the DKRZ resources effectively, they
should be connected to DKRZ via high-speed data links. The investments which have
already been made in the national and European communication infrastructure could
yield a far greater return for science through an appropriate financing policy for a
scientific data network.
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Evolution to a Service and Expertise Centre

By the turn of the century, DKRZ will have evolved from a computing centre with a
primarily technical and operational orientation into a combined service and expertise
centre. For the successful application of sophisticated climate models, consisting in
general of a number of coupled complex subsystem models, climate researchers not
directly engaged in model development must be advised by experts at DKRZ who are
thoroughly acquainted with the models. The advisory role will gain in importance as
DKRZ becomes more involved in the field of global change and with the increasing use
of DKRZ by external research groups. In addition to providing general modelling
support, the DKRZ user support group should also carry out routine modelling tasks,
both to relieve basic research groups from these activities and to maintain the expertise
of the group. These could include, for example, scenario computations of global
greenhouse warming or model intercomparisons.

Scientific Computing Group at DKRZ

In the course of the evolution into a centre of expertise, a Scientific Computing Group
should be established at DKRZ. Its principal task would be to test and implement
algonithms and computing methods suitable for the coming generation of parallel
computers and to assist users in the optimization of their models for the new parallel
systems. Such an advisory service by a Scientific Computing Group familiar with new
algorithms will be required also for future procurements of parallel computer systems
selected to optimally satisfy the DKRZ needs.

Scientific Computing Network

The new DKRZ Scientific Computing Group will need to cooperate closely with similar
groups at the Potsdam Institute for Climate Impact Research (PIK) and the Alfred-
Wegener-Institute for Polar and Marine Research (AWT) in Bremerhaven. Work in this
field should be coordinated through a Scientific Computing Network, in which, in
addition to DKRZ, PIK and AWI, all institutes involved in climate and global change
research would participate. Joint projects carried out within this network would be
directed by scientific project coordinators reporting to the institutes involved in the
project. Responsibilities would be divided between institutes and project coordinators
in accordance with established matrix structures for such cooperative projects.

Joint Large-Scale Simulations

New forms of coordination need to be introduced at DKRZ in order to carry out
extensive simulation experiments in the form of joint undertakings by a larger number
of institutes. The increasing importance of such large joint simulations - also within the
European context - requires organizational structures similar to those developed for
experiments at high-energy particle-accelerator installations. The European Climate
Computer Network (ECCN) and a proposed European Concerted Action Project
"Cooperative Climate Simulation Experiments" may be regarded as first steps in this
direction.
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Institutional Structure

These developments demand reconsideration of the terms of reference, structure, and
financing of DKRZ. The experience in the past has been good both with respect to the
present institutionalized close interaction between the DKRZ and its supporting
institutions, i.e. covering basic research and applications, and with respect to the legal
status of the DKRZ as a limited corporation, jointly financed by the German Ministry of
Education, Science, Research and Technology (BMBF) and the DKRZ shareholders.

This organizational structure was designed to meet the original responsibilities of
DKRZ. It was largely oriented towards establishing an optimal balance between the
diverse interests of the participating partners in basic and applied research. It had the
great advantage during the initial evolution of the DKRZ of offering a high degree of
flexibility. This would almost certainly not have been possible with other conventional
institutional structures (e.g. "Blue List" Institute or Large Research Facility).

In considering the future organizational structure and financial security of the DKRZ,
the positive experience gained with the present organizational and legal status should
be kept in mind, especially with regard to the ability of reacting flexibly to new
situations and the evolving, not necessarily parallel interests of the various DKRZ
partners.
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Relation to Problems of Global Climate and Environment

The costs for the DKRZ should be viewed in relation to the considerably greater
national expenditures for modern climate and environmental research, including the
international systems of earth-observing satellites and global observational networks.
Without high- performance computers and complex models, the enormous flood of
data provided by these systems cannot be effectively evaluated and interpreted.

The total expenditures for climate and environmental research are in turn infinitesimal
compared with the price of adapting to global warming or of preventing or ameliorating
climate change. This is of the order of hundreds of billions of DM. The far smaller
expenditures for reliable climate and climate impact studies as input for the
development of optimized climate-change prevention and adaptation strategies promise
an exceptionally high return for investment. But a cost-benefit analysis hardly seems
appropriate in this context. Humanity is confronted today with far-reaching decisions
which will have an irreversible effect on the lives of all people. We cannot experiment
with the earth, and it is too complex to be reproduced in the laboratory. The only
available prognostic tool is the computer model. Climate model simulations are
therefore indispensable if the impending far-reaching political decisions are to be
founded on a rational scientific basis.

Although present-day climate models provide invaluable information regarding the
expected future change in climate, the spatial resoiution and physical-chemical-
biological foundations of the models must be improved considerably in order to provide
fully relevant data for detailed political planning purposes. In addition, extensive studies
are required to clarify the interrelationships between climate change, climate change-
impact and climate-protection strategies. As a leading industrial nation with a
proclaimed vanguard role in climate-protection policy, and as host to the secretariat of
the Berlin Mandate for establishing a climate-protection protocol, Germany should
continue to provide the best available computational and technical conditions for
climate model simulations on which political decisions will necessarily strongly depend.
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3.7 Metrons—Particle Physics?’

Inspired by his work on interactions between ocean surface waves and other
wave phenomena, which he approached using perturbation theory with the
aid of Feynman diagrams in the 1960s, Klaus Hasselmann went on to
develop a unified deterministic theory of fields and particles thereby realising
Einstein’s dream of a deterministic description of all elementary particles and
their interactions [121, 122, 131, 132]. Quantum theory is regarded only as
a first approximation.

The theory is based on solutions to an extension of Einstein’s vacuum equa-
tion with an additional attenuation tensor using solitons or solitary waves,
which he set out in papers published in 1996 and 1997. These solutions
were then verified in computational models.

In his twelve-dimensional theory (four space—time and eight extra dimen-
sions, representing interacting non gravitational wave lengths as well as
electromagnetic, strong, and weak forces.) he takes a classical view of real
particles and their guiding force free waves (de Broglie waves). He sees solu-
tions in which solitons are trapped by waveguides, in accordance with the
theory proposed by Theodor Kaluza and Oskar Klein, as being exemplary.

His theory was rejected by particle physicists. Reactions ranged from polite
smiles to pronounced aggression, as already stated above in the interview
between Hasselmann, Olbers, and von Storch (Sect. 2.1). So, he started
writing a book: The Metron Model: A Classical Unified Theory of Fields and
Particles. We present the first chapter below, which contains the basic theory
and a short description of the following chapters in an overview section.

Chapters 5-8 have not yet been completed. The manuscript can be down-
loaded in its present state. The model programmes, which are written in
Fortran V, are also available from Susanne Hasselmann.

Maybe someday, when the careers of young physicists no longer depend
on the sheer volume of their publications but rather on their originality,
some young physicist may feel inspired to flesh out and complete the metron
theory: this is the hope of Klaus and Susanne.

20 Prepared by Susanne Hasselmann.
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Chapter 1

The Metron Concept

1.1 Introduction

The basic paradoxes faced by physicists in the early part of the last cen-
tury produced two fundamental revolutions in our understanding of physical
reality. The paradoxes were resolved, however, through two diametrically op-
posite conceptual innovations that have yet to be reconciled within a unified
theory. This book is an attempt to overcome the long-standing dichotomy
by introducing a new perspective on the interrelation between particles and
fields.

The paradox of the Galilean invariance of the speed of light was resolved
by Einstein through the recognition that the concepts of space and time
could not be accepted as self-evident a priori, but must be defined explicitly,
together with the properties of the other physical objects with which they
were to be combined in a physical theory. The approach was then gener-
alized further by Einstein to explain gravitation as a geometric property of
spacetime. In contrast, the second paradox, the simultaneous observation
of both wave-like and corpuscular features in microphysical phenomena, was
resolved by Born, Heisenberg, Jordan, Bohr, Pauli and other proponents of
quantum theory by the opposite premise that microphysical objects could
not be precisely defined. Meaningful was not the concept of a precisely de-
fined real existing particle or field, but only the ability to statistically predict
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the outcome of experiments. The experiments themselves, as emphasized by
Bohr, must nevertheless still be described in terms of the microphysical ob-
jects that had been declared before to defy precise definition. The search
for an escape from this apparent logical circularity has spurred innumerable
ontological and epistemological investigations and a continual debate among
philosophers of science. !

Despite their diametrically opposite ontological foundations, both general
relativity and quantum theory have been extremely successful in explaining
a wide array of physical phenomena. Quantum theory, and its relativis-
tic generalization, quantum field theory, in particular, have reproduced an
extremely diverse ensemble of experimental data, many with impressive ac-
curacy. And it has withstood for more than eight decades all attempts to
demonstrate that the theory is axiomatically inconsistent. Indeed, the much
discussed critical thought experiment of Einstein, Podolsky and Rosen [25],
suggesting that quantum theory was incomplete, is widely (mis)interpreted
today, in conjunction with the experimental verification of Bell’s [4] inequality
theorem on the EPR experiment, as demonstrating that classical theories are
basically incapable of explaining the phenomena of entanglement exemplified
by the EPR experiment. It will be shown later, however, that entanglement
is in fact a necessary consequence of any microphysical theory, whether clas-
sical or quantum theoretical, that satisfies the general accepted requirement
of micro-physical time-reversal symimetry.

It is therefore understandable that most unification approaches, such as
supergravity,[29],[58], string theory [35],(63],[69],[44],[71], quantum loop grav-
ity [70],[11] or the AdS-CFT correspondence [19], seek to incorporate grav-
ity in a broader mathematical framework that accepts the basic tenets of
quantum field theory. Nevertheless, in the following the opposite route is
explored: the explanation of quantum phenomena in terms of real existing
particles and fields representing solutions of a higher-dimensional generaliza-
tion of the Einstein equations.

The difference between the standard quantum theoretical and alternative
classical picture developed in the following can be illustrated by the stan-
dard example of the double-slit particle diffraction experiment, which, in
Feynman’s words,[26], "is impossible [....] to explain in any classical way,

1See, for example, [5],[10],[20],[22],[28], [48],[53],[60]-[62] ,[72],[76].
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and which has in it the heart of quantum mechanics. In reality, it contains
the only mystery [of quantum mechanics|.” A monochromatic beam of par-
ticles incident on a double-slit diffraction screen appears on the one hand
(for sufficiently low beam intensities) as an ensemble of individual particles:
each individual particle can be localized, with acceptable accuracy, both be-
fore the particle passes through the diffraction screen and after striking a
detector screen some distance behind the screen. On the other hand, the
statistical distribution of a large ensemble of diffracted particles is found to
correspond to that of an incident periodic wave field, rather than that of an
ensemble of localized particles. How can this contradiction be resolved?

Quantum theory asserts simply that it cannot be resolved. At least, not
within a classical theory in which both fields and particles are defined as si-
multaneously existing real objects. Feasible is only a probabilistic description
of particles and fields in terms of quantum states, in which the simultaneous
exact specification of complementary properties establishing precisely both
the corpuscular and the wave-field properties of an individual quantum state
is explicitly excluded.

It is generally accepted that this interpretation of physical reality does not
lead to logical contradictions. In particular, the much discussed question as
to which of the two slits a particular particle has actually passed through is
simply rejected as meaningless. For it cannot be answered without modifying
the experimental set-up (for example, by closing one of the two slits). On
the other hand, Einstein was not the only physicist who was uncomfortable
with the implication that it is meaningful to speak of the physical state of
a system only if it is directly amenable to measurement [60] - as evidenced
by the never-ending discussions over the fate of Schrodinger’s cat [67] or
Einstein’s question "When is a moon not a moon?”.

The explanation of the double-slit experiment proposed in the following is
more straightforward. The existence of objects exhibiting both corpuscular
and wave-like features is simply accepted as a fact. If physics is to remain
within its classical explanatory foundations, there must therefore exist a the-
ory that explains the existence and structure of real objects exhibiting such
dual properties. It is postulated that the sought-for objects represent soliton
solutions of some appropriate set of nonlinear field equations. A natural can-
didate for the proposed field equations, following Kaluza [49] and Klein [51],
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is Einstein’s theory of gravity, suitably generalized to the metric of a higher-
dimensional space to include the electromagnetic, weak and strong forces in
addition to gravity. The dependence of the metric on the higher dimensional
coordinates is severely restricted, however, following again Klein, to be either
constant or limited to a small number of prescribed periodicities. Thus the
model world remains fundamentally four dimensional. Consistent with this
restriction, "extra space” will normally be referred to in the following as a
fibre, and full space, composed of four-dimensional spacetime plus the fibre,
as a bundle [73], [34].[47].[2]. Nevertheless, the extra-space picture will also
occasionally be invoked, for example in the derivation of inter-particle forces
as higher-dimensional geodetic accelerations.

A plausible structure of the hypothesized metric solitons (or metrons) is not
difficult to conceive. Consider, for example, the soliton representation of
an electron. Assume the soliton contains a strongly nonlinear spherically
symmetric core with a spatial scale of order x~'. From this there emanate
two fields, corresponding to the classical gravitational and electromagnetic
fields of a point-like particle, decreasing asymptotically as 1/r with the dis-
tance r from the particle core. Assume further that the gravitational and
electromagnetic fields are produced by nonlinear interactions of a further soli-
ton field that is periodic with respect to time and the fibre variables and is
trapped within the soliton core. The periodic core field falls off exponentially
as exp(—rr)/(kr) beyond the core region. It represents a time-symmetrical
standing wave; there is no energy loss through radiation to infinity.

Finally, let the periodicity w of the core field with respect to time be given
by de Broglie’s basic wave-particle duality relation, hw = me?, where m is
the particle mass. The periodic core field and the gravitational and elec-
tromagnetic fields can then be identified as the fermion, graviton and boson
components, respectively, of a composite particle exhibiting both corpuscu-
lar properties, in the form of a localized core, and field properties, composed
of the non-periodic gravitational and electromagnetic fields and the periodic
fermion field.

This simple soliton picture can then be generalized to describe more com-
plex objects, leading. finallv, to a detailed representation of the observed
clementary particle spectrum. Common to all metron particle models is the
existence of mutually supporting periodic core fields, representing fermions.
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and non-periodic (or, in some cases, periodic) fields, representing bosons and
gravitons.

Once the existence of such composite objects is accepted, the wave-particle
duality paradoxes of micro-physics can be readily resolved. In interactions be-
tween well separated particles, the exponentially decreasing periodic fermion
field is too small to be observed. Moreover, for non-relativistic particles, the
frequency of the field is too high to have a significant direct impact on the
path of a particle. However, in interactions of a particle with some other ob-
ject at smaller separations d < x~!, the particle’s periodic field scattered by
the other object interacts back on the original particle field. Since the veloci-
ties of the particle and scattering object differ, the frequencies of the primary
and scattered fields also differ, resulting in the generation of a low-frequency
difference-interaction field. This creates the typical wave-like interference
patterns observed in particle diffraction experiments.

Applied to the double-slit diffraction experiment, the path of a diffracted
soliton is well defined, but depends on the initial random scattering impulse
received by the particle (the "hidden variable”) on its passage through the
screen. The subsequent interaction with the diffracted field then creates the
diffraction pattern. Each individual particle does indeed pass through only
one of the two slits, but the path taken before and after passing through a
particular slit depends on the interactions of the particle’s periodic core field
with the net diffracted field produced by both slits.

A similar classical picture can be invoked to explain also the double-slit
diffraction experiment for photons. However, in contrast to quantum the-
ory, in which the material-particle and photon diffraction cases are treated
as essentially identical, requiring only an interchange of the concepts "mate-
rial particle” and "photon”, the simple metric soliton picture sketched above
cannot be applied directly also to the photon diffraction case. The model con-
tained a periodic core component, identified as a fermion field, together with
non-periodic gravitational and electromagnetic far fields, but no massless pe-
riodic electromagnetic field that could be identified with a photon. In the
metron picture, photons are not represented as massless solitons, but rather
as the far-field interactions between separated particles undergoing atomic
transitions or other changes of state, following Einstein [24]. To explain
the photon double-slit experiment, the metron model therefore needs to be
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extended first to atomic theory. The wave-particle duality paradox can then
be readily resolved also for the photon diffraction case by interpreting the
photon as the time-symmetrical electromagnetic field connecting the atomic
state that emits the photon, before the screen, with the atomic state that ab-
sorbs the photon, behind the screen. Apart from the time-symmetrical rather
than the usual time-asymetrical treatment of the electromagnetic field, the
analysis is then identical to the standard photon diffraction case.

According to the classical picture, an atom consists of a discrete set of elec-
trons orbiting a central kernel. Considering only the Coulomb forces that
balance the individual electron’s centrifugal forces, one would anticipate a
continuum of possible orbits, which should furthermore gradually collapse
due to radiation damping. How can one then explain the observed discrete
structure of atomic spectra? This results in the proposed soliton model from
the additional interaction of the orbiting electron with the low-frequency field
produced by the quadratic interaction between the electron’s primary peri-
odic field and the secondary periodic field scattered at the atomic nucleus.
The resultant low-frequency difference-interaction field depends in general
on the orbit. There exist, however, special orbits — or, more precisely, dis-
crete stationary positions of the electron — for which the force resulting from
the difference-interaction of the back-scattered fermion field with the origi-
nal fermion field exactly balances the electromagnetic attraction between the
opposite electric charges of the electron and atomic kernel. This difference-
interaction force replaces the centrifugal force of an orbiting electron. The
electron is at rest; there exists no centrifugal force, and therefore no radiation
damping. Starting from an arbitrary initial orbit, the electron drifts through
radiation damping into these stable equilibrium positions.

The thereby resurrected modified version of the original Bohr orbital model
is at the same time closely related to modern quantum field theory: the field
equations of the difference-interaction field are found to be identical to the
field equations of quantum electrodynamics.

Applied to the photon version of the double-slit diffraction experiment, the
analysis of the interactions between the incident and diffracted photon fields
then follows closely the corresponding analysis for finite-mass particles. The
coupling between the initial photon-emitting and final photon-absorbing
states is represented by a time symmetrical Lagrangian.
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Similar interactions involving the fermion fields of the proposed composite
particle model also vield straightforward classical explanations of Compton
scattering, the photo-electric effect, and Planck’s law.

The representation of elementary particles as solutions of the higher dimen-
sional Einstein equations, finally, vields a simple geometrical explanation of
the basic U(1) x SU(2) x SU(3) symmetries of the Standard Model of quan-
tum field theory: the symmetries follow from the invariance of the Einstein
equations with respect to coordinate transformations.

1.2 Historical development

The metron model may be regarded as a synthesis of a soliton model with
the pilot-wave concept of de Broglie and Bohm ([17], [18],[7], [45]). Soliton-
particle models were popular at the turn of the 19" century (see, for example,
[1], or Lorentz’s [55], [56] model of the electron). However, interest in solitons
was lost when the mounting paradoxes of microphysics undermined the belief
that particles could be represented by something as simple as a classical
soliton, leading instead to the creation of quantum theory. (The soliton
solutions developed in the following will, indeed, no longer be simple, but will
exhibit successive levels of complexity comparable, finally, to the Standard
Model of quantum field theory — as, of course, must be expected, if quantum
field theory is to be translated into an analogous classical picture including
gravity).

The de Broglie-Bohm model, despite its attractive classical foundation, suf-
fered from the basic shortcoming that the guiding pilot wave that produced
the wave-like interference patterns was introduced ad hoc as an additional
field, independent of the particle representation. In the present soliton model,
the relevant periodic fermion field is an integral component of the soliton
particle itself, fully integrated within the basic particle dynamics. The inter-
actions between the primary and scattered fermion fields that produce the
interference patterns also differ fundamentally from the relevant interactions
in the de Broglie-Bohm model.

Essential for the metron model is that fermions, bosons and gravitons are not
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regarded as independent particles, but as different components of a single
particle. A photon emitted from an atom, for example, is represented, in
the spirit of Einstein [24], as the electromagnetic far-field expression of an
electron undergoing a transition from one atomic orbital state to another,
rather than as an independent particle. The distinction is immaterial in
many applications, but is important, for example, for the explanation of
entanglement (see Chapter 3).

The proposed classical soliton model presents a picture of physical reality
that clearly differs in its very core from the established quantum theoreti-
cal picture that evolved from the fundamental " Dreiméennerarbeit” of Born,
Heisenberg and Jordan [8] and the equivalent alternative formalism proposed
independently by Schrédinger [66]. The subsequent generalization of these
non-relativistic approaches to a relativistic theory by Dirac [21] required then
the re-interpretation of the fields as operators, leading to a higher level of
abstraction and the need to remove the resultant divergences in the pertur-
bation expansions through formal renormalization methods. Quantum field
theory has since been extended and elaborated through a host of further
developments, including parity-violating weak interactions, strong interac-
tions, the generation of fermion and weak-interaction boson masses by the
Higgs mechanism, and the representation, finally, of the elementary particle
spectrum in terms of the Standard Model.

Nevertheless, despite these impressive achievements, quantum field theory
suffers from two fundamental shortcomings: the need to remove divergences
through rather artificial renormalization techniques, and the exclusion of
gravity. From the viewpoint of the present approach, both problems have
the same origin: quantum field theory represents an ingenious theory of
incomplete information®. Its successes derive from its ability to capture the
field properties of quantum phenomena. Its difficulties stem from its inability
to represent the associated corpuscular features through its rejection of the
concept of real existing particles.

An alternative classical theory that strives to overcome the shortcomings of
quantum field theory faces two challenges: first, the derivation of the spec-
trum of elementary particles from the soliton solutions of the proposed field

In the more explicit words of Holland[45): " Quantum mechanies is the subject where
we never know what we are talking about.”
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equations; and second, the quantitative explanation in terms of this alter-
native particle picture of the basic microphysical phenomena that motivated
the creation of quantum theory. The first task focuses on the individual soli-
ton solutions of the field equations, the second on the interactions between
the computed soliton solutions. The conclusion of the exercise should be the
translation of the accepted picture of quantum field theory into a classical,
divergence-free representation of real existing particles and fields, including
gravity.

This is clearly an ambitious program that one cannot expect to complete
and present in a single publication. The basic concepts were developed in
an earlier four-part paper ([37] - [40]; see also [41], [54] and progress reports
[43], [42]). However, in these first papers, the postulated soliton solutions
were not explicitly computed, their structure being inferred only from an
inverse analysis; numerical computations were limited to a simpler scalar
analogue of the proposed field equations illustrating the basic soliton trapping
mechanism. In the following, these earlier investigations are extended (and
in important points revised) by providing numerical solutions of the fully
specified field equations and establishing more clearly the relation of the
proposed metron model to standard quantum field theory.

The development of the metron model in the following chapters alternates
between the above two goals: the representation of elementary particles,
and the application of the elementary particle models to explain quantum
phenomena. The complexity of the models increases as the theory evolves,
reflecting the analogous historical development of quantum theory and quan-
tum field theory. However, all models are based on the generalized Einstein
equations and therefore exhibit general-relativistic invariance from the start.

1.3 Metron properties

Before entering into the detailed development of the model, it is useful as
orientation to summarize briefly the principal properties of the model:

9
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P1. Elementary articles represent soliton solutions of the generalized higher-
dimensional Einstein vacuum equations

Ry + A =0 (1.1)

where Ry and Ajpys denote, respectively, the Ricei tensor and a general-
ized "cosmological” or — in the more appropriate terminology of the later
definition, eq.(2.12) — attenuation tensor.

The solitons represent spherically symmetric perturbations relative to a con-
stant background metric 7, = diag(l,-1,-1,-1;—-1,—-1,...,—1,1), in
which the extra-space signature (—1,—1,...,—1,1) mirrors the signature
(1,—1,—1,—1) of spacetime.

The solitons are composed of periodic and non-periodic components. Follow-
ing Kaluza [49] and Klein [51], all components are assumed to be independent
of or periodic with respect to the extra-space coordinates. The extra-space
periodicities are prescribed, with separate wavenumber components k; rep-
resenting the charges of the electromagnetic, weak and strong forces.

Formally, the restriction of the extra-space dependence to a few prescribed
periodicities reduces extra-space to a template for deriving field equations
in four-dimensional spacetime. The extra-space coordinates no longer ap-
pear in the final field equations. As mentioned previously, it is therefore
more consistent to refer to the restricted extra-space as a fibre defined over
physical spacetime as base space, and to the full higher dimensional space as
a bundle It will nevertheless remain useful to refer occasionally to the con-
cept of an - albeit restricted - higher-dimensional space. The symmetries of
the Standard Model, for example, follow from the coordinate invariance of
the higher-dimensional Einstein equations, and the far-field forces between
well-separated particles will be derived later from the geodetic particle ac-
celerations in extra-space.

The periodic soliton components exhibit periodicity also with respect to
time, the wavenumber ky (in the particle restframe) corresponding to the
particle mass. Thus the four forces of nature are represented by four sepa-
rate wavenumber constants. In contrast to the fibre periodicities, the mass
wavenumber kq is not prescribed, but is determined by interactions with an
homogeneous fibre-wave field, which plays an analogous role to the Higgs
field of quantum field theory.

10
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The periodic fields fall off exponentially ~ exp(—#«r)/(kr) with distance r
from the particle origin, where £~ represents the particle scale. In addition
to the periodic fields, the solitons contain non-periodic fields generated by
quadratic interactions of the periodic fields. The non-periodic fields consist
of two classes: fields that decrease asymptotically as 1/r with distance r from
the origin, in accordance with the classical gravitational and electromagnetic
ficlds of a point-like particle, and fields that (due to the attenuation term in
eq.(1.1)) decrease exponentially at twice the rate of the periodic fields.

Thus the metron soliton is composed of three classes of fields: periodic com-
ponents, identified as fermions, non-periodic fields decreasing asympototi-
cally as 1/r, identified as gravitational and boson fields, and exponentially
decreasing non-periodic components, termed kaluzons. The kaluzon fields,
first discovered by Kaluza [49], have no counterpart in quantum field theory.
However, it is shown in the next chapter that, although not observed as far
fields, they are the key fields enabling soliton solutions®.

Each fermion, boson or kaluzon component of each particle is identified with
a different metric component characterized by a different pair of metric in-
dices. The dimension of the full metron space accordingly increases with
the complexity of the successive models introduced in the following chapters,
reaching 25 finally for the metron equivalent of the three-family Standard
Model.

P2. The soliton structure of metrons is governed by the interactions be-
tween the fermion and kaluzon components. The fermion field represents an
eigenmode trapped in a wave-guide created by the kaluzon field. The two
fields are mutually supporting: the eigenmode generates the kaluzon field,
that in turn traps the eigenmode.* The attenuation term in eq.(1.1) confines
the kaluzon fields to the relatively small region of the particle core, bevond
which the kaluzons are in effect non-observable.

It is an irony of history that the kaluzon fields presumably contributed to the difficul-
ties in publishing Kaluza’s seminal paper. As noted by Einstein, the fields — if unattenu-
ated, as assumed by Kaluza — would greatly exceed all other fields. )

“In the metron rest-frame, both the fermion and kaluzon fields represent local, spher-
ically symmetric fields. The term "wave-guide” is nevertheless used, since in a moving
frame the fermion represents a propagating wave group of finite extent that is trapped in
a guiding "world tube”.

11
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Analagous difference-frequency interactions of the fermion component gener-
ate also the electromagnetic and gravitational fields of the metron solution.
However, the electromagnetic field has the wrong sign to trap the eigenmode,
while the gravitational field has the right sign but is too small.

P3. If follows that in the metron model particles, in the traditional sense
of localized corpuscular objects, and fields, as extended, distributed entities,
represent different features of the same real existing objects. These are re-
ferred to in the following simply as particles, or, where misunderstandings
could arise, as metron particles.

All particles of quantum field theory have counterparts in the metron model.
However, in contrast to the fermion and boson particles of quantum field
theory, which are treated as separate fields represented by operators acting
in an abstract Hilbert space, their metron counterparts represent the different
field components of a single real particle.

This implies, in particular, that photons, weak interaction gauge bosons and
gluons (as well as gravitons) represent classical fields originating in the core
regions of particles, rather than independent particles.

P4. The observed disrete nature of the photon follows, as argued by Ein-
stein [24], from the discrete structure of the atomic spectra or particle states
from which the photon was emitted - i.e. from the transition of an electron
from one discrete orbit to another.

P5. Interactions between particles satisfy time-reversal symmetry. The time-
symmetrical coupling between past and future states of separated particles
is the origin of "entanglement”, as observed in the EPR experiment. En-
tanglement is a universal phenomenon common to all microphysical theories,
whether quantum theoretical or classical, that satisfy time-reversal symme-
try, including in particular the metron model.

P6. The metron equivalent of Heisenberg’s uncertainty principle follows
from the structure of the basic core components of the metron soliton.
These exhibit both localized and periodic properties with respect to space-
time (in the particle restframe: localized with respect to x, periodic with
respect to t). Thus all components of the four-dimensional wavenum-
ber and spacetime-location of a particle cannot, by definition, be simul-

12
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taneously specified with arbitrary accuracy. The indeterminacy product
0 (location) x4 (wavenumber) is proportional to the Planck constant, as in the
Heisenberg relation.(Mean locations and wavenumbers of individual metron
particles remain, of course, well defined, but in practice cannot be determined
accurately due to the unavoidable interaction of the measurement process
with the object of measurement. Relevant is that a particle is always com-
pletely specified conceptually as a well defined composite object, including
its inherent coupled spacetime location and momentum widths, independent
of the measurement process).

P7. An important assumption of the metron model is the existence of a
spacetime-independent background fibre-wave field. This is the origin of the
particle mass, the chirality of the weak interactions, the coupling between left
and right chiral leptons, and the mass of the weak interaction gauge bosons.
It plays a role similar to the Higgs field of the Standard Model.

The generation of the particle mass through interactions with the fibre-wave
field explains the exceptional role of the very much weaker gravitational force
in relation to the other three fundamental forces. While the electromag-
netric, weak and strong force are defined directly via their prescribed fibre
wavenumbers, the relevant wavenumber k; characterizing the particle mass
and gravitational force is a derived constant proportional to the prescribed
(weak) fibre-wave field.

P8. The different structures of the fermion and boson components of the
metron solution are consistent with the Pauli exclusion principle of quantum
theory. Fermions are nonlinear eigensolutions, concentrated in the metron
core and falling off exponentially outside the core region. Since two particles
cannot occupy the same position, the fermion fields of different particles
cannot be superimposed in the regions in which the fields are non-negligible
— as expressed by the Pauli exclusion principle. Boson fields, in contrast,
represent wave-guide fields that fall off as 1/r beyond the particle core; the
fields from different particles can therefore be meaningfully superimposed at
positions distant from the individual sources of the fields (cf. Figure 1.1).

P9. The symmetries of the Standard Model follow in the metron model
from the invariance of the Einstein equations with respect to coordinate
transformations, the SU(3) x SU(2) x U(1) symmetries corresponding to
particular classes of coordinate transformation that respect the invariance of

13
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the prescribed background metric and fibre wavenumbers.

P10. The existence of three generations of elementary particles is repro-
duced in the metron model, in analogy with the Standard Model, by simply
introducing three generations of metric components, each generation being
characterized by different sets of tensor indices. (The anticipation, expressed
in earlier publications, that the second and third generations correspond to
higher nonlinear eigenmodes, could not be confirmed.)

P11. The metron model distinguishes between three types of particle inter-
actions: internal interactions, far-field interactions and collisions. Internal
interactions describe the basic soliton dynamics of an individual particle.
These have no counterpart in quantum field theory, which postulates the ex-
istence of various types of particles a priori. Far-field interactions represent
interactions between particles that are sufficiently separated that their core
regions do not intersect. The metron model reproduces in this case the classi-
cal gravitational and electromagnetic far-field interactions between point-like
particles, while explaining also the interference phenomena characteristic of
microphysical processes (see next item).

Collisions, finally, correspond to the case in which the interacting particles
penetrate each other’s core regions. These are computed in the metron model
using wave-wave interaction diagrams rather than Feynman diagrams. The
latter reduce the higher products of creation and annihilation operators ap-
pearing in the representation of collision processes to products of number
densities by applying the relevant commutation or anti-commutation rela-
tions of the associated field operators. In contrast, the analogous higher-
order interaction diagrams that arise in the classical metron representation
are reduced to products of number densities by invoking the statistical inde-
pendence of the interacting field components ([36]). In contrast to quantum
field theory, the perturbation expansions for the metron model encounter no
divergences.

P12. Quantum phenomena at lower energies are explained in the metron
picture by the interaction of the particle’s periodic fermion field with other
matter. The interference patterns of the single or double slit particle diffrac-
tion experiment referred to above, for example, are explained in the metron
model by the quadratic interaction of the primary fermion fields of the parti-
cles with their secondary fields scattered at the screen slit(s). This produces

14
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Figure 1.1: Near- and far-field components of metron solutions. Full line:
eigenmodes (fermions), decreasing exponentially for large r; dashed line:
wave-guide fields (massless bosons), decreasing asymptotically as 1/r.

a field with a low difference wavenumber that modifies the particles’ trajec-
tories, creating the observed interference patterns. The discrete structure of
atomic spectra can be similarly explained by the interactions of the primary
periodic core fields of orbiting electrons with their secondary fields scattered
at the atomic nucleus. Similar explanations in terms of particle-field inter-
actions can be given for the photo-electric effect, Compton scattering and
Planck’s law.

Not investigated in the present analysis are the cosmological implications
of the metron concept. This restriction is imposed by the representation of
particles as perturbations relative to a constant background metric and the
assumption of a background fibre wave field that is independent of spacetime.
The embedding of the present analysis in more general coordinate systems
relevant for cosmological investigations is left for future investigations.

In summary, the metron model translates the basic results of quantum field
theory, ranging from atomic scales to elementary-particles, into a classical
picture of real existing particles, encompassing all four forces. Its starting
point of combining corpuscular and field properties in a single real object

15
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is orthogonal to the foundations of quantum field theory, which negates the
objective existence of real particles and fields due to the assumed irrecon-
cilability of the existence of corpuscular and field properties in the same
physical object. The following representation of the metron model therefore
pursues an inverse path to the historical development of quantum theory and
quantum field theory. Starting point is the generalization of Einstein’s equa-
tions to derive elementary particle models, after which the discrete structure
of atomic spectra and other quantum phenomena are investigated as second
step.

However, a straightforward leap from the Einstein equations to the Standard
Model of elementary particles is clearly not possible. Beginning from the
generalized Einstein equations it is therefore first shown that these support
soliton solutions displaying both particle and wave properties. This first
simple particle picture enables already a resolution of the entanglement phe-
nomenon, which has been widely (incorrectly) argued to rule out classical
explanations of microphysical phenomena. It also permits a first simple rep-
resentation of the basic single and double-slit particle diffraction experiments.
From this starting point the metron model is then successively generalized,
vielding first a representation of atomic spectra and other quantum phenom-
ena, and culminating finally in the level of detail of the Standard Model of
elementary particles.

The relation between the iterative development of the metron model in the
following chapters and the historical development of quantum field theory
and quantum field theory is summarized in the next section.

1.4 Overview

In Chapter 2, numerical computations are first presented for some simple
scalar particle models. Section 2.3 describes the general mode trapping mech-
anism. The simplest example of a soliton with mass and electric charge, but
without attenuation of the kaluzon fields, is presented in Section 2.4. In
Section 2.5, the far-field forces acting between separated particles are then
derived from the geodetic acceleration of a wave group, identified with the
periodic soliton, propagating in a slowly varying gravitational field in higher-

16
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dimensional space. In addition to the correct expressions for the gravitational
and electromagnetic far fields, the model yields unrealistic super-strong kalu-
zon fields. The kaluzon far fields are removed in Section 2.6 through the
inclusion of an attenuation tensor, eq.(2.12), yielding an acceptable model of
a scalar charged particle. After a comparison of the model with data for the
electron in Section 2.7, the model is generalized in Section 2.8 to a simplified
scalar model of a nucleon composed of three scalar quarks coupled through
gluon fields.

Although lacking important further properties such as the particle spin and
the parity breaking weak interactions, the scalar particle models are already
sufficiently realistic to demonstrate in the following two chapters that a clas-
sical theory of real existing particles incorporating both corpusucular and
wave-like field properties is able to explain quantum phenomena that are
normally cited as defying a classical explanation.

In Chapter 3 it is shown that entanglement, contrary to the prevalent view,
is not a defining feature of quantum theory, but follows simply from the rela-
tivistic generalization of Newton’s third law: actio = reactio. Entanglement
is a necessary consequence of any microphysical theory, whether classical
or quantum theoretical, that satisfies the basic requirement of time-reversal
symmetry. This is demonstrated in Section 3.2 for the simplest case of the
photon realization of the EPR experiment and is then generalized in Sec-
tion 3.3 to the original particle version of the experiment.

Applying the same simplified scalar particle models, it is shown in Chapter 4
that in the standard single or double-slit particle diffraction experiments, the
interaction of the particles’ period fermion field with the period field scattered
at the single or double slit reproduces the observed diffraction patterns to
the same level of accuracy as quantum theory.

In Chapter 5 the particle models are then developed in full detail, reflect-
ing the complexity of the elementary particle spectrum as summarized in
the Standard Model. This requires the introduction of particle spin (Sec-
tion 5.1), weak interactions (Section 5.2). strong interactions (Section 5.3),
and a background wave field corresponding to the Higgs field (Section 5.4).
The Higgs field is not only the origin of the particle mass, but also determines
the particle’s stability or instability. In Section 5.6 these results are gen-
eralized to three particle families, while the last Section 5.7, finally, derives

17
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the symmetries of the Standard Model from the coordinate invariance of the
higher dimensional Einstein equations.

With the availability of a real-particle interpretation of the Standard Model,
the metron model can be applied in Chapter 6 to provide alternative interpre-
tations of a number of basic quantum phenomena. Examples chosen are the
computation of atomic spectra (Section 6.1), the photo-electric effect (Sec-
tion 6.2), Compton scattering (Section 6.3) and Planck’s law (Section 6.4).

Chapter 7 returns again to the dynamics of elementary particles. The in-
vestigation of far-field interactions of Chapter 2 is broadened to the more
complex case of near-field interactions, or collision processes, in which the
interacting particles penetrate each other’s core regions. The interactions can
be divided into elastic processes (Section 7.1), in which the same particles
are found before and after the collision, and inelastic processes (Section 7.2),
in which particles are created or destroyed. In both cases, the far-field ap-
proximation (Section 2.5) of an undisturbed periodic soliton propagating in a
slowly varying higher dimensional space is no longer applicable. However, to
the extent that a perturbative approach is permissible, the interactions can
be computed using a classical version [36] of the Feynman diagram approach.

The interacting fields (solitons) are represented as a statistical ensemble of
quasi-periodic wave components. The wave spectra represent the probabili-
ties of observing a given wave component (soliton) at a particular time and
location. The evolution of the wave spectra is determined by a transport
equation derived from the higher-dimensional Einstein-Hilbert Lagrangian.
In both the Feynman diagram and the analogous classical formulation, one
is faced with a statistical closure problem: the reduction of the expectation
values of the higher-order products of field amplitudes that arise in the per-
turbation expansions of the particle interactions to the expectation values of
the quadratic products of field amplitudes that characterize the initial input
fields. In the quantum theoretical case, the closure is achieved through the
commutation and anti-commutation relations of the creation and annihila-
tion operators. In the classical case, the closure follows from the Gaussian
hypothesis: the assumption that fields exhibiting different spacetime period-
icities are statistically independent. The hypotheses apply in both cases only
for the evolution forwards in time, not for the reconstruction of the past, in
accordance with the Boltzmann hypothesis.

18
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The classical interaction diagrams summarizing the structure of the resulting
transfer integrals are similar to the quantum theoretical Feynman diagrams.
However, they differ in a key feature: they contain no closed-loop terms with
associated divergences. There is therefore no need for renormalization.

The last Chapter 8 summarizes the present status of the metron model and
ventures an outlook on future developments.
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Personal Accounts by Colleagues
and Co-workers

During his long career, Klaus Hasselmann has been a boss and teacher but
also a colleague to many people. Therefore, we have asked quite a few of these
people about how they remember their time with him. Specifically, we asked:

How did you meet Klaus?

What is the legacy of Klaus’ scientific work in your field?

Is there a personal advice from Klaus that helped you in your career?
How did Klaus™ thinking influence your scientific work?

We left it open to the addressees of our survey as to whether they would
prefer to answer these questions or if they would like to discuss their experi-
ence in a different way. The people whom we approached and who gave us a
wealth of answers were:

e Susanne Hasselmann, Klaus’ wife and research partner during his scien-
tific work on ocean waves and particles,

o Dirk Olbers, Jiirgen Willebrand, Peter Miiller, and Peter Lemke—first
generation of co-workers during the early years of Hasselmann’s move into
the field of climate science,

e A second generation of co-workers at the Max Planck Institute that
included Martin Heimann, Christoph Heinze, Mojib Latif, Hans Graf,
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Gabriele Hegerl, Jin-Song von Storch, Hans von Storch, Patrick Heim-
bach Jorg Wolff, Ben Santer, Ulrich Cubasch, Achim Stossel, Robert
Sausen, Dmitry V. Kovalevsky, Carola Kauhs,

e Colleagues who shared his interest in ocean waves and remote sensing:
Gerbrand Komen, Luigi Cavaleri, Kristina Katsaros, Peter Janssen, and
Ola M. Johannessen,

e Colleagues, who assisted Hasselmann in constructing the network of
competence: Lennart Bengtsson, Jiirgen Siindermann, Klaus Fraedrich,
Udo Simonis, and Hartmut Grafil.

Placing the various characters into these categories is not always perfect;
indeed, in many cases, people would fit in several categories rather than just
one. However, this placing them in these categories is sufficient to provide a
rough overview.

We allow these people to speak their minds in the following sections and,
as the reader will soon learn, discussions with Hasselmann could sometimes
be stormy, but were always honest, and constructive, so that the overarching
conclusion is: respect for a great scientist and a great person.

4.1 Susanne Hasselmann: Klaus—Scientist,
Husband, Father, Grandfather,
Great-Grandfather

We met in 1955 in Hamburg. Klaus had just finished his diploma in physics
and started his Ph.D. work in Géttingen. I was a student of mathematics and
physics in Hamburg. I was fascinated by the intensity with which his mind
constantly worked. Any problem was trivial for him and could be solved in
two or three lines of formulas. He was full of humor and very fond of sports.
All in all, a very attractive young man.

We married in 1957, because a little apartment had been offered to us.
One has to keep in mind that it was only 10 years after the war and Hamburg
had been bombed immensely. So a two room (14 m? and 16 m?) was divine
for us. Within the span of one month, Klaus finished his Ph.D., started a
position as an assistant at the Institute for Shipbuilding in Hamburg, and
got married. Our plan was that I would finish my diploma. However, times
were different then. Only three girls from my school started university after
the High School Exam. Women got married and had children.

Therefore, when our daughter was born, I stayed home. However, I could
take part in Klaus’ work. We were happy. For instance, when he thought he
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had solved the Turbulence Problem, even if the next day showed an error
in the computations. Or after long walks in the park, he announced that he
would have to go one order higher in the computations. And out came the
wave-wave interaction theory.

He was invited to a conference in Easton, Maryland, on wave dynamics
in 1961. There he was able to offer the link that scientists had been looking
for years. So he was invited to several places in the US and was offered jobs.
Meanwhile, I was at home with two little kids, one newborn and the other
with a very bad case of the measles. However, he was so happy on the phone
about the sun and the blooming bougainvillea in California and the lively
science there that I could only prepare myself and the family for years of
packing and travelling. One has to keep in mind that science in Germany at
that time was underdeveloped and the scientific community here was gener-
ally old and stuffy. For a young man at that time, gaining entry into a lively
scientific atmosphere was just wonderful.

However, for the children it was not easy, especially for our oldest daughter.
Three and a half years of California, back to Hamburg, then six months
in Cambridge, England, followed by two years in Woods Hole, where the
JONSWAP data were worked on, because there were no efficient computer
facilities in Hamburg.

Much later, we were invited to a party at a friend’s house in Hamburg.
Every guest was asked to introduce him/herself with a picture on a black
board. Klaus drew himself sitting on a rocking chair, smoking a pipe and
flying over the globe. I added myself to the same picture, gripping with one
hand the rocking chair and holding suitcases and three children in the other.

However, to see the first curve of the wave-wave interaction in the
JONSWAP spectrum and seeing Klaus’ theory verified was an experience
that we enjoyed immensely. And taking part in all this was worth the
inconveniences for the family.

His work on the stochastic nonlinear interaction on ocean waves and other
wave phenomena in geophysics in the 1960s, for which he used Feynman
diagrams, led to ideas of a new Elementary Particle theory, which he followed
up with deep interest on the side. However, I saw how much this theory
worked in him. Therefore, when the directorship of the Max Planck Insti-
tute for Meteorology (really for Climate Research) was offered to him, I
was against accepting the offer. However, he knew that this would give him
complete freedom for research and he accepted the position. For the inaugu-
ration he quickly developed a stochastic climate model, which he was able to
present.
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In the mean time I had finished my Mathematics Diploma and was
thinking of my future career. For Klaus it was clear: I would work with
him. I could follow up the wave-wave interaction and develop a global wave
model. However, working at his institute would mean seeing more of him,
which was, of course, a good thing. Money for my salary came from ONR.
It certainly was an experiment for a woman to work in the institute that her
husband was directing. However, the colleagues were very friendly and even
found advantages to this arrangement. For example, if you had any problem
that needed to be conveyed directly to the top, just mention it if Mrs Hassel-
mann happens to be in the room. Or, people would call me to say that they
had sent Klaus a message weeks earlier and that they needed a response. Etc.

Another question was, how does that work to be his wife and his coworker?
Is she only his programmer? We are different. We complemented one another.
He presented me with a new theory and I did the untying of the knots, which
means that I corrected his mathematics and formed it into something that
could be programmed for the computer. For example, the eight-fold integral
of the nonlinear interactions. To compute one spectrum cost lots of computer
time. The coupling coefficients had to be separated from the integration.
Then the integration had to be reduced to the main contributions, etc.
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If he had a new idea, he asked me to try it out. After that he followed it
up with other coworkers or myself.

The longest and most difficult job was the Metron Theory. It took almost
20 years of my retirement time. It is disappointing, that physicists refused to
even think about it.

The title above was: Klaus, Scientist, husband, father, grandfather and great
grandfather. Therefore, I have to say something about the family. Most people
live a life period first for the family, then profession, then grandchildren and
if they live long enough great grandchildren. When we lived in Hamburg
in the 1950s, Klaus was very close to his daughter. She adored him (today
daddy goes to the institute, tomorrow Meike goes to the institute). In the
evenings, he played a puppet show for her. She had admired him all her
life and became a very successful scientist herself. She was three years old,
when we moved to California in 1961 and was losing him. This was hard,
however understandable from both sides and I had to make the best of it.
When we had almost lost her, Klaus finally made the decision for the family
to move back to Germany. The years to come were travelling years. He tried
his best besides Science to be a father and bravely chauffeured the family every
Saturday from Woods Hole to the New England Conservatory in Boston.
He cuddled with his youngest daughter, enjoyed his son’s musical talent. Best
was when he could have long discussions with his oldest daughter. When
she reached puberty, he managed many occasions with his humor. She was
a lictle talking waterfall. At one dinner, she asked, “What would you do if
I would not talk to you anymore?” And he answered, “We would take you
to the psychiatrist and ask how we could keep this status.” Everyone laughed
and the situation again was under control. His humor spread in the family
and his fondness of discussion was transferred to his children, too. The older
they became the more he could take part in their lives. And he was happy
when his son, who never was interested in school much, later after becoming
a professional musician, taught himself science to perfection.

It was fun later on to also have professional contact with our children. Our
older daughter told me about her research into gene manipulation in the fight
against AIDS, and I told her we could put this problem in a system of linear
differential equations and compute her free parameters on the computer. We
published two papers together on the topic [163, 164].

And with our younger daughter, who creates exhibits about nature and
the environment, we could work on climate change or on ocean wave
development.
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With music we had a problem. Klaus played the flute. However, he
thought he did not have to practice. The better the children became on their
instruments, the more this became a problem: so they sent him off to practice.

When we had grandchildren, he became a storyteller. He created the char-
acter “Little Joe,” an angel, after a Christmas show one year. Little Joe always
wanted to help but somehow managed to completely mess everything he got
involved in. The kids loved it and remembered every subject. Klaus had to
create new stories every time.

In 2021, his real family time is now as a great grandfather. He enjoys those
little ones enormously, and they adore him. They play together for hours.
“Where is grandpa,” are their first words when they come to visit.

It is now 64 years that we have been married. It was not always easy, but
with a husband, a father, a grandfather and great grandfather like Klaus, it
was the richest life one could possibly have dreamt of.

4.2 Dirk Olbers: How to Cook an Ostrich Egg

My first contact with Klaus was in 1968/69 when he dropped into Wolfgang
Kundt’s seminar on statistical physics at the University of Hamburg, which
we attended to find topics for our respective diploma theses. Peter Miiller was
in that group as well as Hans Juranek, Hajo Leschke and Arne Richter. As I
remember it, we had all been searching for a couple of years and we were all
well educated in the techniques and concepts of statistical physics but had
no idea what to do with it. Klaus hijacked almost all of Wolfgang’s students,
we all had research topics immediately, and writing our theses took a matter
of months. My topic was on plasma physics because Klaus had a proposal
on interplanetary space physics which, however, was not approved, and so
we (Peter and myself) were suddenly oceanographers (not real ones, this took
probably more than a decade) working on JONSWAP and all kind of waves.

Our internal wave research began in 1971 at the Sonderforschungsbereich
94, which Klaus had created and of which he was the head spokesman. Of
course, he spoke but our supervisor also vanished immediately to Woods
Hole for two years and the best we could do was to follow him. My time
at WHOI was full of new experiences, work, learning, and enjoyment.
Wednesday dinners at Susanne and Klaus’ home, where we worked on weak-
interaction theory and the JONSWAP data, were outstanding (Thursdays at
Bob Longs). I don’t remember what I actually did for the latter except for
carrying magnetic tapes, punching cards and fitting the spectral shape to the
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data measured at Sylt and the profile of Klaus’ nose. The JONSWAP paper—
which was co-authored by 16 researchers (I am number 13)—is my most
cited paper (having been read over 50,000 times on ResearchGate). Another
vivid memory of that time is the MODE workshop in Boulder. Klaus was
invited, but didn’t go himself, instead sending Peter and myself “to tell the
people what to do”. The people in question were the top theoreticians and
observers in the field of US American ocean science with whom we now
shared student housing for 6 weeks. So, every day one could find two inno-
cent German diploma physicists (my contract with WHOI referred to me
as a “diplomatic physicist”) sitting by the pool with Walter Munk, Henk
Stommel, Pierre Welander, Carl Wunsch, Francis Bretherton, Kirk Bryan,
Peter Rhines, Jim McWilliams, and a dozen famous others. I think that we
didn’t contribute much to MODE but started learning oceanography instead.

Another experiment to which we made a major contribution was IWEX,
the internal wave experiment in the Sargasso Sea, which was originated by
Klaus during his stay at WHOI, and performed by Mel Briscoe and Terry
Joyce of the WHOI in 1973, and then evaluated by Jiirgen Willebrand, Peter
and me in Kiel and Hamburg over the following years. Another matter of
note for my career is that the Garrett-Munk model of the internal wave spec-
trum was first introduced at the WHOI in 1971 in the form of a preprint
and a lecture from Walter, the result of which for me was that I found in it
a foundation and question for my Ph.D. thesis: what is the role of the wave
field in the ocean interior for dynamics and mixing? This a problem that still
keeps me busy even today.

Peter and I had a joint Ph.D. viva in Klaus’ office in Hamburg in 1973
and one of Klaus’ questions was how deep the temperature signal of daily
insolation would go? No idea! We certainly could write down the solution of
the diffusion equation with a delta-function initial condition, but a number,
and from what? The simple dimensional argument later led me to my most
popular exam question (lectures at Bremen University): how long would you
cook an ostrich egg if you knew to cook a hen’s egg?

One of the most influential meetings Klaus took me to was the conference
on oceans and climate in Helsinki in 1975. Manabe ‘s talk on CO;-doubling
was disturbing, and we thought it was clear to do, we thought. It was my first
contact with the climate problem. The MPI was founded that same year.

In 1979 1T went to Kiel to follow Fritz Schott as lecturer in physical
oceanography; it was a move in which Klaus played no part (I think; other
than my later move to AWI in 1985). I was not happy in Kiel; my friend
Jiirgen was still in Princeton, and I continued to live in Hamburg for personal
reasons. It was a relief when Klaus called me shortly before I had to take the
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train and offered me a position at the MPI. The negotiation took 3 min, I had
to catch the train. I spent another few years working in Klaus’ sphere of influ-
ence and could follow the early development of the MPI. Klaus also advised
me during my habilitation (1981) telling me that “you must be convinced
that you're right, not the committee”.

Tim Barnett was visiting the MPI around 1984 and brought 14 years
of wind field data over the equatorial Pacific with him. Mojib Latif and
I had the idea of inputting this data into an existing ocean model to see
whether El Nifio would pop up. We took the idea to Klaus and were harshly
dismissed. But Ernst reached into his desk drawer and pulled out a couple of
punching cards, an equatorial circulation model—and El Nifo did appear,
which launched the career of a promising young scientist.

Most of what I learned from Klaus was communicated in seminars.
Parallel to the statistical physics seminar, we attended the plasma physics
seminar with Gerd Wibberenz in Kiel. Later, in 1970s, when interest had
shifted to oceanography, we had the ‘Hamburg-Kiel-Seminar’ (which our Kiel
colleagues called ‘Kiel-Hamburg-Seminar’). I remember that one time Klaus
was supposed to give a lecture in Kiel but did not appear. He had forgotten
to change trains in Hamburg and ended up at the end of the line terminal—
“Abstellgleis”. Except for this occasion, Klaus dominated the discussion in the
seminars, so much so that we invented the ‘2 min-seminar’ at the MPI: Klaus
was forbidden to say a word during the first two minutes.

An outstanding event for me was the meeting in Rissen to mark Klaus’
60th birthday in 1991 at which he presented his metron model for the first
time. We all saw a glimpse of the great unified theory of physics and the
next Nobel prize. I remember many later boring administrative meetings on
computer resources where Klaus sat scribbling metron equations under the
desk. And then there was Klaus’ 80 birthday celebration in 2011. I tried to
give an overview of the first Hamburg ocean model, a multiregional construc-
tion that Klaus had created back in 1981 during a summer school in Alpbach.
Jiirgen and I backed up his lectures (Jochem Marotzke and Robert Sausen
were there as students). The idea of the ocean model was to couple the
different ocean regions together (which differed in terms of their physical
properties) to form one dynamical system. Jiirgen was to do the western
boundary currents, Peter Lemke the mixed layer, Ernst Maier-Reimer the
ocean interior (boring) and I the equatorial currents (complicated). I went
to Hawaii for a year to carry out local studies and when I returned, Ernst
had already done the whole thing and Klaus had published his work on
oceans and climate [68]—the foundation of the celebrated Hamburg LSG
model—back in 1982, which was an important reference paper for my own
work.
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Jiirgen Willebrand, Klaus, and Dirk pondering about ocean dynamics in Alpbach
in 1981

We (Jiirgen, Carsten Eden, and I) also finished our book on ocean dynamics
in 2011 and I asked Klaus to write a foreword. “I can’t do that,” he said,
“I don’t know anything about ocean physics”. I had thought I had learned
everything I knew from Klaus! He never liked and rarely gave student lectures.
I think that a counter example (from September 1970) explained all I know
about internal gravity and other waves. The foreword to the book was very
favourable and I well remember celebrating the book’s publishing in 2012
with Susanne and Klaus in our garden in Fischerhude.

The temperature signal has reached 18 m deep (by molecular heat diffu-
sion) since 1973. Who cares? The ostrich egg must be cooked (6 cm/1.5 cm)?
= 16 times as long as the hen’s egg.
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From left: Carsten Eden, Christoph Vilker, Klaus, Dirk, Susanne, Peter Lemke,
Christine Klaas, Dieter Wolf-Gladrow and Jiirgen 2012 in Fischerhude on occa-
sion of the publication of ‘Ocean Dynamics, the book by Olbers, Willebrand and
Eden

4.3 Peter Miller

I met Klaus back in 1968/69 when I and Dirk Olbers were working on
our ‘diplom’ thesis in physics at the University of Hamburg. Klaus joined a
weekly seminar on statistical mechanics that his friend and our thesis advisor
Wolfgang Kundt had organized. Klaus shook up the orderly conduct of the
seminar quite a bit with his distinctive interpretation of a scientific discussion,
lots of questions, lots of diversions, but in the end usually some profound
insights. On completion of our diplom thesis Klaus offered us to do a Ph.D.
thesis with him, gladly accepted; he also offered us a well-paid position as
a ‘scientific employee’ that allowed me to rent a one-bedroom apartment
and marry my long-time girl friend. Life in this apartment was cut short
because we joined Klaus and many others at the Woods Hole Oceanographic
Institution on Cape Cod to analyze the JONSWAP data. My task was to
parametrize the spectra, a simple curve-fitting exercise. The year at WHOI
was a transformative and happy time in my life: immersed in an exciting
research program, being exposed to a new culture and the stimulating intel-
lectual life in Woods Hole and Cambridge, being nurtured by weekly dinners
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at Klaus and Susanne’s house; the only problem was Klaus’ German shepherd
Shiva who stubbornly occupied the front passenger seat in the car, but who
would argue with a German shepherd, of his thesis adviser. Despite being
hard pressed to complete the JONSWAP analysis Klaus found the time and
energy to conceive and secure funding for the Internal Wave Experiment
IWEX. Funding for the experiment required a trip to the Applied Physics
Lab at the Johns Hopkins University where it took all of Klaus’ persuasive
skills to get two German grad students (Dirk and me) without passports and
other legal documentation past the security guards. It should be mentioned
that IWEX resulted in many publications, none of them carried Klaus’ name.
This was his gift to us, providing the basic idea (and funding) and let us run
with it. My Ph.D. thesis worked the same way. I got two hand-written pages
from him with some formulas and arrows and some crossed-out parts and
was then on my own. Klaus also managed to made me a co-principal inves-
tigator of the then emerging MODE project. [ still remember the expression
on Dennis Moore’s face when he realized that this young German scientist
sitting at the table with all the esteemed East-Coast oceanographers had not
gotten his Ph.D. yet.

During this year in Woods Hole I made my way into the scientific world,
with Klaus guidance, help and patronage. I realized that not every scientist
is as gifted as Klaus and not every curve-fitting exercise is a contribution to
a seminal paper. It took me much longer, 25 years to be exact, to realize
that after all that Klaus had done for me, I could do something, whatever
so slightly, for him. So I invited Klaus and Susanne to one of my Hawaiian
Winter workshops, with some ‘relaxation and recreation’ added.

In summary, my rewarding personal and professional life would not have
been possible without Klaus.

4.4 Jirgen-Willebrand: Kiel-Hamburg
Oscillations

The way I came into contact with Klaus was perhaps a bit unusual. In 1970 I
joined the theoretical oceanography department at IfM Kiel headed by Wolf-
gang Krauss, with a diploma in physics and some initial exposure to ocean
surface waves, a field in which Klaus already was recognized as the leading
authority. Sometime earlier, Klaus and Wolfgang had agreed to intensify the
exchange of information between their departments, by having a scientist
from Hamburg working for half a year in Kiel and then one from Kiel
working in Hamburg. At the time when I arrived, Heinz-Hermann Essen
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from Hamburg was just completing his term in Kiel. However, the scien-
tist who had been designated to work in Hamburg meanwhile had left the
Institute. Now someone from Kiel was “owed” to Klaus” group, and instead of
strolling to the Institute in Kiel each day I spent the next half year commuting
to the Institute for Theoretical Geophysics at Schliiterstralle, Hamburg. It
was a time when I learned a lot without contributing much.

When in Woods Hole, Klaus had conceived the tri-moored Internal Wave
Experiment which was carried out in 1973 by Briscoe and Joyce at the
WHOI. Together with Fritz Schott, I had just completed an analysis of
internal wave spectra from another experiment and felt well prepared to join
Dirk Olbers and Peter Miiller in analysing the IWEX data. We collaborated
very closely over the following two years. Frequent trips between Kiel and
Hamburg were necessary to keep up the communications. At times, the travel
frequency was so high that my director in Kiel concluded that I must have
a girlfriend in Hamburg. In 1976, I was looking for a postdoc position in
the USA and received an offer from the Oceanographic Institution in Woods
Hole. That offer was appealing, because I had maintained close contacts with
the WHOI colleagues during my time at the IWEX, and I knew roughly what
to expect there. Klaus, on the other hand, suggested that working at GFDL
Princeton—a place about which I knew nothing—would be more attractive.
In the end, I took his advice and never regretted it. I came in contact with
large-scale ocean circulation modelling in Princeton and had the opportunity
to work with George Philander and Kirk Bryan. This was also where Bryan
and Manabe developed the first coupled atmosphere—ocean GCMs, which,
among other things, enabled the first 3-d simulations of the effect of a rising
CO, concentration on climate.

I was again back in Kiel in 1980, holding a tenured position and working
on my habilitation. The process of building a home for my family had just
begun when, quite unexpectedly, Klaus called to ask if I wanted to work in his
group at the MPI? There really could be no question, and after a brief consul-
tation with my family, it was decided that the house plan had to be stopped.
A few truly exciting years at the MPI followed before I finally oscillated back
to Kiel. My interactions with Klaus on many further occasions, such as the
memorable workshop in Alpbach which resulted in Jochem Marotzke getting
involved in oceanography, are nicely described in Dirk Olbers’ contribution
to this volume, and there is no need to add to this here.

When Klaus became the founding director of the MPI in Hamburg, 1
recall that in the morning of the opening ceremony (which was attended by
officials and dignitaries), he highlighted the importance of climate change
prediction. In the afternoon (when only scientists were present) he discussed
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his new linear statistical climate model from which it follows that climate
variations are not predictable. Initially, Klaus had been somewhat skeptical
regarding GCMs, which at that time were indeed rather far from representing
ocean—atmosphere dynamics in a valid manner. Over time, of course, GCM-
based climate modelling at the MPI has achieved an international level of
excellence. Klaus has been a leading light within our field of science for many
decades. The most amazing thing is that he has also been able to contribute
to a completely different field with his metron model. And last but not least,
the community (and I personally) have also benefitted from his leadership in
national and international climate research programmes.

4.5 Peter Lemke: A Stochastic Decision?

My first encounter with Klaus was indeed of a stochastic nature. It was in
late June 1975, after I had submitted my Diploma Thesis in Theoretical
Solid-State Physics about plasmons in quasi-one-dimensional metals and the
question, why a disordering of the atoms in the metal chain destroyed the
beginning of superconductivity. One evening, I rushed down the stairs of
the Physics building at the University of Hamburg and Wolfgang Kundt was
standing halfway down the stairs talking to a colleague. While passing them,
I overheard one sentence of their conversation: “Klaus Hasselmann is looking
for physicists for climate research.” This sentence stuck in my head the whole
evening, even though I had settled on the idea of becoming a high-school
teacher in mathematics and physics in Hamburg, which I was going to start
on the st of August. Klaus was looking for physicists doing climate research
in the newly established Max-Plank-Institut fiir Meteorologie (MPI-M). This
sounded so interesting that I suddenly could no longer envisage the “secure”
job as a high-school teacher, which I already had in hand. I first went to see
Wolfgang Kundt, then I called Klaus, got an appointment and, following
an interesting discussion on what was expected, i.e., “the application of
stochastic methods to the climate system”, I expressed my strong interest.
called Klaus again after my final oral exam, and he offered me a job whereby
I could work on my Ph.D. whilst I was also expected to help him to write
research proposals and reports. This took up some of my working time, but
for me it was an excellent learning period on how to write research proposals
with a high probability of obtaining funding.

Yet, the first test in my new job was not of a scientific nature. The offi-
cial opening of the Institute was scheduled for the 5th of December 1975.
I was responsible for the technical appliances during the opening ceremony
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in the big lecture hall in the basement of the Geomatikum, where the Insti-
tute was located. This high-rise university building had just been built, but it
was far from being finished. Nothing really worked perfectly. Each one of us
got stuck in the elevator several times per month. After learning a bit about
stochastic models, the Geomatikum—in my mind—was already displaying
many similarities with some sort of stochastic creature with on—off func-
tions following a random process. Consequently, as a theoretical physicist
with responsibility for the technical infrastructure, I was really worried about
the potential malfunction of all the devices. Fortunately, the lecture hall was
in a deterministic phase during the time of the ceremony. After a deep sigh
of relief, my heart slowed down and I enjoyed the reception afterwards.

Klaus’ attitude with respect to his Ph.D. students was to give them a long
leash provided that they made successful progress by themselves. I handed
a draft of my first paper “Stochastic climate models, part 3. Application to
zonally averaged energy models™ to Klaus after a year. A few days later he
gave it back to me “with a few editorial remarks”. Needless to say, being
the optimistic student, these remarks were certainly more than just edito-
rial; instead, they provided clear guidance on how the paper should present
the basics, the logic of the model and the results. This was another excellent
learning process for me.

The Institute’s Science Advisory Board met in 1978 and, following my
presentation, Joe Smagorinsky, Director of the Geophysical Fluid Dynamics
Laboratory in Princeton, invited me to apply for a Postdoc position in the
Atmosphere—Ocean Programme at Princeton University after finishing my
Ph.D.. Klaus supported my application, which was eventually approved.
He also supported my application for the Woods Hole Summer Study
Programme on Polar Oceanography in 1979. This was a marvellous oppor-
tunity to talk to eminent scientists next door in Walsh Cottage, where the
summer programme took place. Knut Aagaard, Kirk Bryan, Adrian Gill, Peter
Killworth, Peter Rhines, Melvin Stern, George Veronis, and Pierre Welander
were sitting in the various rooms ready for an intense discussion. During this
time, [ started my work on “A model for the seasonal variation of the mixed
layer in the Arctic Ocean”, supported by many valuable suggestions by Ken
Hunkins, Peter Killworth, and Adrian Gill.

Very early on, Klaus sent me to several international meetings on his
behalf, all of which presented wonderful opportunities to meet with estab-
lished climate scientists—and for earning a bit of recognition for myself.

! Lemke, P, 1977: Stochastic climate models. Part 3. Application to zonally averaged energy models.
Tellus 29, 385-392.
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This was the manner in which Klaus provided me with an excellent spring-
board for my international work in World Climate Research Programme and
Intergovernmental Panel on Climate Change in later years.

After completing my Ph.D. with a dissertation on the “Stochastic dynamic
analysis of polar sea ice variability”, I spent two exciting years at Princeton
University, a personally and scientifically rich period, where Kirk Bryan, Suki
Manabe, Isaac Held and several others from GFDL provided me with valu-
able guidance. After my return to the MPI-M in 1983, I continued working
towards my habilitation “On the interaction of sea ice with the atmosphere
and ocean”, again accompanied by Klaus' advice on how to follow the right
path.

Following my habilitation in 1988, Ernst Augstein, a former colleague
at the MPI-M, asked me to apply for an Associated Professorship at the
University of Bremen and the Alfred Wegener Institute for Polar and Marine
Research, where Dirk Olbers had taken up a professorship a few years earlier.
My application was successful, and my transition to Bremen was planned for
November 1989.

However, in June 1989, Rainer Roth, Professor of Meteorology in
Hannover, had to decline his planned participation in the upcoming Winter
Weddell Gyre Study on board the research icebreaker Polarstern which was
scheduled for the 6th of September to the 30th of October, and I was asked
to replace him as leader of the Hannover Meteorology Group at short notice.
When asked Klaus whether I—a climate modeller still employed at the MPI-
M-—should participate in an Antarctic Winter Expedition, he said: “If I were
you, I wouldn’t think twice. It’s a great opportunity to learn, how observations
are made and how they should be interpreted.”

This expedition marked a transition point for me, in several ways. It
represented a transition from Hamburg to Bremen, from climate modelling
to polar climate observations, from giving lectures occasionally to teaching
regular courses at the University, from concentrating on my own scientific
research to supervising Ph.D. Students. This transition also meant leaving
Klaus' sphere of influence. I left the MPI-M with rich memories and a
valuable basis of scientific insight provided by Klaus and our colleagues.

Now, while putting these memories to paper, I found myself musing about
what would have happened, had I rushed down the stairs of the physics
building on that June evening in 1975 just a few minutes earlier or later.
What would have been the outcome for me had I not caught the invalu-
able information which was to determine my scientific career to such a large
degree. Was my decision to join Klaus a living model example of a stochastic
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process? It definitely manifested as a short-term forcing causing a long-term
response involving a memory-term.

This decision was not based on pure chance, but it proved to be an
excellent opportunity which led to an interesting and fulfilling scientific
career.

Klaus was not only the head of our scientific alma mater the MPI-M, but also
the Captain of the Institute’s soccer team (around 1980, Klaus: top row, 3rd from
left; PL.: bottom row, 2nd from lefs).*

4.6 Martin Heimann

Encountering Klaus

First time I came across Klaus was in the late 1970s when he gave a seminar
on stochastic climate models at the physics institute of the University of Bern
in Hans Oeschger’s department. The department was very much involved
in reconstructing climate from paleorecords (radiocarbon, isotopes) and was
developing methods to determine past greenhouse gas concentrations from
ice cores. The prevailing paradigm within this community at the time was

2 Susanne Hasselmann commented on the photo: “die Fuflballmannschaft war ne lustige Angelegen-
heit, besonders wenn sie gegen die Hamburger Miillabfuhr (harte Burschen) spielten. Am Anfang,
erinnere ich noch, dass Klaus nach dem Training mit unserem VW Bus zu Hause vorfuhr, dann
passierte erstmal gar nichts, dann ging ganz langsam die Tiir auf und ganz langsam kam ein Bein
heraus, dann ganz langsam das andere Bein usw. Er hatte so einen Muskelkater”.
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that variations detected in climate records must be caused by external factors.
I am not sure if Klaus’ intriguing concept of stochastically driven climate
variations were taken very seriously by the departmental scientists. For us
students, however, the concept sounded fascinating even though it lacked
practical implications, as the department’s main research focus was on climate
history and budgeting the global carbon cycle but not climate dynamics.

When I was a postdoc in the USA, I came across some fascinating papers
by Klaus, which were published as book chapters in the late 1970s early ‘80s.
In these, Klaus envisaged the construction of comprehensive earth models in
which biogeochemistry would also play an important role: “...This requires
the development of a detailed climate model, which takes account of the
oceanic circulation at the global level as well as biological and chemical cycles
...” [56]. This visionary research agenda was the critical incentive for me to
apply to the Hamburg group later in 1985.

Working at the MPI for meteorology in the late 1980s and early 1990s
was a fantastic experience. Klaus’ style of running the Institute was much
more inspiring, relaxed, and friendly than anything I had experienced before,
even in other Max-Planck-Institutes. As a “biogeochemical” outsider I could
profit greatly from the frontier Earth System science analysis methods and
modelling tools developed by my colleagues and could sometimes apply them
successfully to my own work.

Beyond science, life on the 17th and 12th floors of the Geomatikum and
later in the “Pavilion” (Klaus: “we don’t call this a barrack”) was also a lot
of fun. Annual highlights included retreats in Salzau, summer excursions,
and the Christmas party. And of course, the seminars within the Institute,
especially after 1989.

After Perestroika, a seemingly endless stream of eminent Russian turbu-
lence theory scientists visited the MPI for Meteorology to present their
research to Klaus. Whilst turbulence theory in the west had already moved
to explicit large-scale computer-based numerical modelling, our Russian
colleagues still used pencil and paper to calculate smart second, third or
higher order turbulence closure schemes. These visits led to very tough
seminar experiences. Typically, Klaus would round up the entire Institute
department staff in the seminar room at 1lam. There we were exposed
for up to two hours, well into lunch time, to huge stacks of tightly hand-
written transparencies full of equations, often with Cyrillic letters, presented
by researchers who were usually not very fluent in English. And all of this
related to a topic, that I didn’t understand at all. Once, halfway through, a
slide had accidentally been copied on paper instead of a transparency. Klaus
immediately offered to go to the copying machine to make a transparency.
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While we waited, we heard his footsteps from the ceiling of the seminar room
in the pavilion where he had his office. Then Klaus came back and gave the
transparency to the presenter. But he also brought a thick stack of proposal
documents, which he started to read during the second half of the presenta-
tion. Nevertheless, in the questions and answering section, Klaus jumped up
and posed several sharp Belgrano questions. An amazing feat in multitasking.

What is the legacy of Klaus’ scientific work in our field?

Prior to the mid-1980s, the global carbon cycle had been viewed in Earth
System science as just a series of passively connected reservoirs. It had been
thought that any atmospheric carbon dioxide variation would simply be
damped by the redistribution of carbon among these reservoirs. The concept
of potentially significant carbon cycle—climate feedbacks was still in its
infancy. When the first greenhouse gas concentration records of the last glacial
cycle from ice cores became available, this view changed dramatically. One
tool used to understand the interplay between climate and biogeochemistry
are Earth System models that describe both spheres in spatial and temporal
detail in a coupled, physically consistent way. Klaus' research agenda from
the late 1970s outlined the way forward for the development of such coupled
models. And indeed, Klaus’ team in Hamburg took the lead: Ernst Maier-
Reimer built the very first dynamic three-dimensional ocean carbon cycle
model coupled to a global ocean general circulation model. For the land
side Klaus fostered a collaboration with Gerd Esser, a former student of
Helmuth Lieth of the University of Osnabriick, yielding the first spatially
resolved global terrestrial biosphere model for carbon cycle studies. Unfor-
tunately, however, this model was in many ways too simple to be coupled
into a global climate model in a meaningful way. Eventually, despite these
pioneering achievements, it took another decade until the very first coupled
global carbon cycle climate model was ultimately realised by a group working

at the Hadley Centre.
A personal lesson from Klaus that helped me in my career

During my time in Hamburg, I learned two important things from Klaus,
which were very helpful when I got into a driving seat later in Jena:

Decide. Klaus was very fast in deciding, mostly on the spot. For example,
he offered me a job right after I gave a presentation as an unknown postdoc
visiting the institute in 1984. And when I referred back to this offer in a letter
in the following year, I received an answer with a prepared contract within
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3 working days (which is completely impossible these days, even for a Max-
Planck director). Whether right or wrong, Klaus made a decision. In the rare
instance when one perhaps had a better alternative, one could challenge the
decision and Klaus would be open to revisions. But any alternative really had
to be convincing,.

The tropical greenhouse. Klaus mentioned once that he envisages the Insti-
tute and its inhabitants as a tropical greenhouse full of fast-growing plants,
and his own role was the gardener, who simply has to put some fertiliser here,
some water there, and perhaps cut a branch or two over there. But the plants
are allowed to flourish themselves. This metaphor reflects nicely the inspiring
and very free environment we scientists experienced in order to pursue our
ideas.

Hamburg, 1990

4.7 Christoph Heinze

A personal memory of Klaus

After completing my diploma in oceanography, I enquired at the Max Planck
Institute of Meteorology about potential Ph.D. opportunities. I was invited
to an interview with Klaus Hasselmann.

It was a very pleasant and thorough interview at the end of which Klaus
told me that I could start if I would like to. I was pleasantly surprised. He also
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told me that I would be free to knock on the doors of all MPI-researchers to
find out more about what it would be like to work at the MPI. Open doors,
total trust, and freedom—I found all of that extremely attractive.

What is the legacy of Klaus’ scientific work in my field?

In terms of marine biogeochemistry in a climate context, Klaus Hassel-
mann promoted research on all aspects of ocean carbon cycling of relevance
to shaping and changing the Earth’s climate. The fruitful collaboration
between Klaus and Ernst Maier-Reimer resulted in the first global simula-
tion of the inorganic and organic carbon cycles including a simple prognostic
atmospheric reservoir. Ernst and Klaus™ respective publication in 1987 [84]
includes all key features of modern marine Earth system modelling. It nicely
lays out the importance of inorganic carbon chemistry and transport with
the ocean currents for uptake of anthropogenic carbon dioxide from the
atmosphere. At the same time, the publication documents the fact that an
ocean model based solely on the inorganic carbon cycle can never be vali-
dated against oceanic measurements because the internal structures of carbon
and alkalinity (in contrast to the carbon uptake) are dominated by the organic
(i.e., biologically driven) carbon cycle. Therefore, biological processes had also
been included in the model to show that it worked. The 1987 paper also
covers the relationship between different carbon dioxide emission scenarios,
the corresponding uptake by the oceans, and the atmospheric retention over
time. Thus the paper anticipates the issue illustrated lateron by the IPCC
SRES, RCP, and SSP scenarios and related projections: reducing carbon
dioxide emissions effectively helps the ocean to buffer the excess carbon
dioxide whilst strong peak emissions of carbon dioxide lead to high atmo-
spheric carbon dioxide concentrations because ocean mixing is kinetically
incapable of buffering the emissions to a sufficient degree.

Enabling and furthering the development of the Hamburg ocean carbon
cycle model (HAMOCC) still influences modern Earth system models
with their inclusion of an interactive carbon cycle to provide quantitatively
adequate climate projections. Among other things, the development of the
ocean carbon cycle model was possible because of the visionary development
of a fast physical prognostic ocean water mass model known as the dynam-
ical Large Scale Geostrophic ocean general circulation model (the “LSG”). In
the late 1980s and early 1990s this model was among the very few (if not
the only one) dynamical ocean grid point models that could be integrated
into full quasi-equilibrium models over at least 2000 years of model time.
Combining LSG and HAMOCC was an unbeatable model combination

at the time because they allowed drift-free extremely long-term integrations
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whilst rendering the key features of ocean physics and biogeochemistry in an
astonishingly good way. This modelling work was far ahead of its time.

Personal advice from Klaus that helped me in my career

Klaus gave me a lot of advice throughout my time as a Ph.D. student and
researcher. For my Ph.D. studies, Klaus had a fantastic idea on how to
combine paleoclimatic archives and the results of sensitivity studies with
the HAMOCC model on parameter changes and resulting marine tracer
changes as well the related shift in atmospheric carbon dioxide concentration
to arrive at an estimate of the maximum likelihood for the various hypotheses
for what caused the glacial drawdown of atmospheric carbon dioxide. This
advice—Tlaid out on a piece of paper in the lobby of a conference that we

attended—proved to be a true treasure and a cornerstone for my further
Ph.D. work.

How did Klaus’ thinking influence my scientific work?

In addition to thinking more in a multivariate and probabilistic way rather
than in terms of simple cause-effect relationships, a general attitude towards
scientific collaboration comes to mind. I remember the glass cuboid on Klaus’
desk that documented an award he received for unselfish collaboration. I
thought: “well, this is a really nice award and is characteristic of Klaus’ way
of handling the scientific process”. Creating something together with others
without focusing on one’s own losses or gains—that helps one to focus on
the good, true, and beautiful aspects of scientific work, especially when things
may sometimes get difficult in the course of one’s daily work.

4.8 Mojib Latif

A personal memory of Klaus

Klaus supported me throughout my career, and I could not be more grateful
to him. For example, he thoroughly edited the first draft of my early research
papers, and that is how I learned to write scientific papers. Klaus also taught
me how to write grant proposals, which also helped me a lot during my
later scientific career. Most importantly, however, from the very beginning
when I was still a graduate student, he always took great care of me, knowing
that I had serious health problems. Klaus even contacted a doctor and made
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an appointment for me, which demonstrates how much he cared about my
health. Suffice it to say that Klaus was my mentor in every respect.

What is the legacy of Klaus’ scientific work in your field?

To me, the explanation of climate variability based on the concept of
the stochastic climate model is #he most important scientific achievement
Klaus ever made in my field of climate variability. When published in the
mid-1970s, the stochastic climate model revolutionised the field of climate
variability. The stochastic climate model provides an elegant framework in
which climate variability, which is one of the salient features of the climate,
can be understood through the interactions between climate subsystems
exhibiting vastly different internal timescales. The stochastic climate model
concept can be applied to climate variability over a wide range of timescales,
from seasonal to multimillennial. Nowadays, complex Earth system models
can be integrated for many millennia to investigate such things as the
climate-system dynamics during and after the last ice age. These models,
which, among other things, include interactive ice sheet dynamics very
much support the stochastic nature of climate variability on timescales up
to the multimillennial. In comparison to the spectra obtained from standard
climate models (simulating the atmosphere—ocean-sea ice system), the spectra
obtained from the Earth system models are much “redder”, i.e., the variability
keeps increasing beyond centennial timescales.

Personal advice from Klaus that helped me in my career

Good work prevails. Colleagues will recognise and acknowledge high-quality

research.
How did Klaus’ thinking influence your scientific work?

I try to understand climate variability and climate predictability from a
stochastic perspective. Klaus also taught me to put things into a wider
context.

4.9 Hans Graf

This is a very personal view of what happened two to three decades ago. Since
I never kept a diary, some of the details may be less accurate than a historian

might hope for.
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My first encounter with Klaus was during a seminar talk I gave in the
spring of 1987 at the University of Hamburg as a guest speaker from behind
the Iron Curtain (that was already beginning to show signs of rust). I
had been researching processes that could potentially result in the El Nifio
phenomenon. Because of the lack of data available to me at Humboldt
University in East Berlin, the talk was based on conceptual ideas and
hypotheses. Shortly after I began to elaborate on my ideas, Klaus, who was
sitting centre front, seemingly started to nod off. “That’s it ...”, I thought “...
it’s boring.” But, to my surprise, after I finished my talk and was basking in
some polite desk-knocking, Klaus” hand rose, and he began to bombard me
with detailed questions. He understood what I had meant in my doggerel
English. And, most importantly, he was supportive and to my very great
surprise and satisfaction, invited me to accept a fixed-term five-year posi-
tion with MPI whenever it suited me. Although I was not able (or allowed)
to accept his invitation right away, it strengthened my backbone and let
me grow a few centimetres. | finally came back to this offer in 1990 after
two extended visits to the Max-Planck-Institute for Meteorology in 1988
and 1989. By that time it was possible for me to move to Hamburg with
my family: Germany had finally been re-united. Meanwhile I had incor-
porated Klaus’ PIP and POP concepts into my research and was studying
the interaction between tropospheric and stratospheric circulation, a process
that would later become very important for the interpretation of continental
winter warming following major volcanic eruptions.

When I began my five-year contract in January 1991, Klaus inidally
suggested that I might be interested in enabling the then active climate model
ECHAM2 to be used for paleoclimate studies. This was always typical of his
manner—to make suggestions rather than issuing orders.

External events soon put an end to my coding efforts. First, the media
reacted to the burning oil wells in Kuwait during the Gulf war with stories of
global apocalyptic consequences similar to a nuclear winter. We had long and
controversial discussions about these rather extreme visions in the tearoom
in which I stated that the relevant effects would only be local during the
winter due to the prevailing very strong inversion layer over the Middle East.
Klaus joined in and at the end of the day he suggested an effort involving
the whole Institute. I received his long leather whip. All work on the climate
was put on hold for several weeks, at least for a dozen or so people, and a
paper was written and readily accepted and published in Nazure in which it
was proposed that the effects from the soot belching oil wells would only be
local. We did not include the summer simulations. This was my first in-depth
contact with aerosol science.
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When Mt. Pinatubo erupted in June 1991, I asked Klaus if he would be in
favour of a study of the effects of the massive volcanic eruption. He suggested
writing a proposal to BMBF (the Federal Ministry of Education and Science),
which was accepted within two months. I received my first funding for a
project of my own, which marked the start of my scientific independence. 1
also got my own research group.

About a year later, when our research into Pinatubo was well under way,
Klaus called me into his office where he talked to me about his wish to include
atmospheric chemistry in climate research. It seemed to me that our insti-
tute should mark its leading role as the MPI for Chemistry became quite
strong in atmospheric research. Finally, Klaus offered me a permanent posi-
tion on the proviso that I would concentrate on atmospheric chemistry. A
PERMANENT POSITION at MPI-M! Since I had no idea of chemistry
beyond what I had learned at school, I asked for a day to consider the offer,
which he allowed me, saying that: “You can do anything if you are intelli-
gent!”. The next day I suggested concentrating on aerosols as a combination
of physics and chemistry, which would give me more confidence. I guess that
was an intelligent idea. Klaus accepted my proposal, and I began my period
of aerosol research, which culminated in the BMBF-funded National Aerosol
Research Programme, which eventually resulted in many invaluable contacts
including a very close collaboration with the MPI for Chemistry in Mainz.

The last great piece of advice that Klaus gave me in 2002 was to accept
the offer to take on a newly installed Chair and Professorship on Environ-
mental Systems Analysis at the University of Cambridge. He dismissed my
reservations about missing links and the lack of climate research activity
at Cambridge pointing out that: “Once you're there, you'll be able to do
whatever you want!”.

He was right ... again.

4.10 Gabriele Hegerl: Der Alte

I first met Klaus when I came to Hamburg for a job interview as postdoc—
I was clearly considered slightly unusual by Hans von Storch and Klaus,
and not only because of my very strong Bavarian accent. Klaus found my
interest in climate, my weird Ph.D. topic and my language amusing and they
hired me to work on a hugely exciting topic, namely the detection of climate
change. I followed in Ben Santer’s very large footsteps, and worked directly
with Klaus and Hans, or rather mostly with Hans at first, as Klaus was too
busy and may also have been considered too intimidating. His input also
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needed translation for a climate science novice like me. It was interesting to
see what a huge presence Klaus was within the MPI at that time, and prob-
ably even now! The only other time I encountered this level of admiration
was when I went out with the Munich philharmonic players after a concert
and noticed how they spoke about their then conductor. In both cases, it
had to do with people’s admiration for someone who had mastered his field
and was able to do things we could only dream of. For us, he was the boss,
the guru, the man who sets the topics, mentors our work, sees the flaw in
our scientific arguments but also has some amazing ideas how to fix them,
the decision maker, the person who knows where to go. Presenting results
in front of Klaus at the annual retreat in Salzau was an amazing opportunity
but also quite terrifying. If there was any flaw in one’s work—and surely there
was bound to be—then Klaus would be sure to spot it. Everybody had seen
him happily dozing through seminars only to wake up and ask THE QUES-
TION—the one question that really picked on the deep issue somewhere
in that problem, the unjustified assumption, the pedestrian approach, or the
core of the problem. I know very few scientists who are able to do this—to
spot the big issue and latch onto it —so Klaus is a rare and truly outstanding
scientist. It was no wonder that the survivors of this opportunity and ordeal
would take part in a lot of relaxing activities after the Salzau presentations.

Klaus has very much shaped the field of climate science, and the two pieces
of his work that I admire most are his stochastic climate models [38] and
signal detection methods [54, 110, 129]. His work is still frequently cited,
and his way of thinking about the problem has shaped the field. We no longer
search for a deterministic response that can be linked very simply to chains
of argument. Instead, we look for the climate system integrating weather
phenomena and other noise and resonating in response. This has also worked
for me in relation to the role of volcanic activity in the last millennium, where
short sharp shocks lead to low frequency variability such as the Little Ice Age.
Of course, I am very partial to signal detection—Klaus’ 1979 paper [54] was
the first to set out a framework for how to achieve this and, whilst the idea
has been reshaped by the community, it has survived and his relevant papers
still cited frequently. By the way, my Ph.D. student has recently rediscovered
principal oscillation patterns [86] and Klaus™ arguments against discounting
future damage to the climate in integrated assessment modelling has taught
us how to think about climate change and the benefit of mitigation. But, I
still find stochastic climate models the most beautiful of all Klaus’ ideas.
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Post meeting relaxation with some beverages (with Ernst Maier-Reimer and Joerg

Wolff)

While Klaus tucks into bis reward

In addition to teaching me a lot about climate science, Klaus also taught
me three essential practical things: the first is that it is worth spending a
lot of time polishing papers and getting them just right. I will never forget
that long evening when I needed to submit our attribution paper [135] prior
to leaving on some trip or other. I thought it was ready. Klaus thought it
wasn't. So, throughout the day I got lots of scribbled corrections handed
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down from the upper floor pavilion to my office. At around 9 pm he ordered
pizza and handed over the final corrections. I completed the paper, printed
it, and boxed it into a courier box (those were the days). Of course, his
corrections were almost illegible but if I didnt manage to decipher them this
time, they would come back exactly the same the next time. Very predictable!
Even more challenges in reading his handwriting arose when he faxed equa-
tions from Sylt. We once had a debate about how to optimise the fingerprint
in practice—it’s quite hard to decipher faxed scribbled equations and when
successful, this is followed by the even harder task of understanding them.

Klaus taught me two other practical things:

To do important things really well. It is fine to focus on the thing one is
most dedicated to and to put less effort into less important things. I keep
repeating this to myself as a mantra—you want to do research to perfection
in midterm project reports or committee reports is not needed.

Research and life are full of opportunities. There is no need to continue
doggedly with what one is currently doing. If the topic in question is too busy
and the good stuff has already been published then move on and look for new
questions. Try something crazy. Don't get stuck on the same thing. I try to do
that too and sometimes it works. Following Klaus’ advice, at least sometimes,
has opened up many really interesting research opportunities. And his opti-
mism also extends to politics: people, he says, will understand that climate
change is important and that it needs to be addressed. We will solve this. I
certainly hope we do and that the future proves him right!

4.11 Jin-Song von Storch

I belong to the younger generation and got to know Klaus as a generous
director interested in science and only in science, although it took me some
time to realise this. I started my Ph.D. at the MPI with Hans in 1987,
working on predicting ENSO using POPs, and had little idea about Klaus.
I remember that at some point I needed to talk to him. I went to see him
and was nervous, but found only Elsa Radmann: “Mr. Hasselmann is in a
meeting”, she snapped. So that was my early impression of Klaus; a director
who is not easily reachable.

Like many young scientists, I was keen to present my results. My problem
at that time was that I was unsure about how to get Klaus’ attention. There
were so many great scientists at the Institute such as Mojib who became
famous within the TOGA community overnight. And some of them, such
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as Hans, have always been loud. So, the only way for me to get Klaus’ atten-
tion was to give a talk. But most talks did not go well, because Klaus usually
started asking questions after two minutes and then dominated the entire
discussion. One needs to do something about it. I discovered he likes sweets
so, when it was my turn again to give a talk, I brought a box of Tofhffee. I
was able to keep him busy chewing, but not for too long.

I learned more about Klaus from elder colleagues such as Peter Miiller and
Dirk Olbers. Actually, I (as a meteorologist) learned physical oceanography
from Peter and Dirk (more precisely from their books). I was struck by the
rigor and the precision of their theories, both in terms of the fundamental
equations and the various approximations derived from these equations. I
had a hunch that the way Peter and Dirk work very probably had something
to do with their mentor, Klaus. Peter described his experience after he left
Klaus’ group. He was surprised to learn that Klaus was an exception: when
you leave the MPI, you get to know normal people.

The most unforgettable picture I got of Klaus was the one I formed of
him at the colloquium held on his 60th birthday shortly after completing my
Ph.D. The colloquium was attended by some world-renowned people and
Klaus gave his famous talk on his metron theory. Like many others, I didn’t
understand a word of it, but I do remember him saying: “you can ask me,
but you cannot stop me”. I witnessed a real scientist talking!

4.12 Hans Von Storch

Encountering Klaus

When I first got into the field of meteorology as a recently graduated math-
ematician working in the Giinter Fischer group, I worked 2 floors below
Klaus in the Geomatikum. I was aware that there was a Max-Planck Insti-
tute—two friends of mine had done their Ph.D. studies there—but I had
no real idea about what they did, and who Klaus was. I didnt meet him
until about 1982 or ‘83, when Klaus organised what we foot soldiers called
the “Liitjenseer Wendeparteitag”, to which our university group was invited.
That was because Klaus had determined that the work being carried out at
his Institute had matured to the point that quasi-realistic modelling capacity
had to be installed at the MPI, and that our group, in particular Erich
Roeckner and Ulrich Schlese, would be useful for this purpose. I had to
give a talk, and I decided to talk about the statistical comparison of ensem-
bles of model simulations and went on to discuss non-parametric methods.
Klaus did not like it and tried to teach me the significance of red and white
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noise about which I had no idea. He was probably right, but I didnt want
to accept that. It all ended in an unconstructive heated debate. Later Ernst
Maier-Reimer comforted me with a good beer. I got my “habilitation” the
following year, thanks to Giinter Fischer, who then suggested to Klaus that
he should hire me. When we met for a chat, I referred to our “discussion”
in Liitjensee, but Klaus just waved it away as irrelevant. I found out that he
had also had a similar experience, when Reimar Liist offered him the MPI.
Liist had attended Klaus now infamous presentation at the Atlantic Hotel, at
which he overlayed so many slides on the overhead projector that the screen
was just black—an event that Klaus remembers with a certain amount of
embarrassment.

I was hired and entered a new scientific world. Eventually I read Jenkins &
Watts, learned about red and white noise, about detection and attribution and
all that, wrote the book “Statistical Analysis in Climate Science” with Francis
Zwiers, and had many more beers with the unforgotten and much missed
Ernst Maier-Reimer. What a privilege!

As for Klaus himself, he was always generous, mostly charming and
humorous, but strict and impatient when it came to the science. One
problem is that his pronunciation is often difficult to understand—but now
I know why: his speech is often not a communication to others, but rather
the sound that accompanies his thinking. Whenever he mumbles, then he is
still doing his intellectual analysis.

What is the legacy of Klaus’ scientific work in your field?

Klaus contributed to many scientific challenges, but I only grasped, and
perhaps incompletely, his achievements in the field of stochastic framing of
the climate system, in ocean wave modelling, and in linking climate and
society. Whilst the first two have obviously been enormously successful, I do
have certain reservations about the latter.

The really significant part was his statistical thinking, the concept later
encapsulated in the concept of “Principal Interaction Patterns”, according to
which the full phase space of a system is divided into two parts, a small, low
dimensional part, where the key dynamics takes place, and the remainder
with very high dimensions, which is mostly a slave of the first part and
feeds back into the dynamical core through conditional statistical models
(commonly named parametrisations). This concept was already encapsu-
lated in his first strike—the stochastic climate model, which predicted that
long-term variations would emerge in the climate system, without a forcing
acting on these time scales: “smoke without fire”. This “noise” was not just
a nuisance when it comes to identifying the dynamics and interlinkages
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but was a generic part of the dynamics. His second strike in 1979 was the
discrimination between this unavoidable unprovoked variability, the noise,
and any signal reflecting the presence of external forcing. The detection-and-
attribution concept developed from this, which justified the assertion that the
ongoing emissions of greenhouse gases is changing the climate of Earth. His
strike 3a was the formulation of the Principal Interaction Patterns in 1988.
He had already developed an early version, which he named Principal Oscil-
lation Patterns, which he asked me to breathe practical life into. I did so—but
at the cost of simplification, of vulgarisation. He invented PIPs in response
to this. This was his strike 3b. His first two achievements changed climate
science and the role it plays in the global economy and policy making. As an
abstract concept, the third shaped my thinking.

Klaus attempted to expand these ides to include society as a component
within the climate system. However, the basic assumption, namely the persis-
tent existence of a low-dimensional subspace with a dominant dynamic, is
questionable in relation to societal dynamics. I do not believe that such a
subspace could exist for a sufficiently long time and think that it would be
conditioned by a variety of inhomogeneous cultural configurations.

How did Klaus’ thinking influence your scientific work?

His thinking guided me—in conceptualising the climate system in the spirit
of PIPs, with the detection and attribution being carried out in an appro-
priate low dimensional subspace of dominant dynamics. He convinced me
that noise is ubiquitous in the climate system, on global and regional scales, in
the atmosphere and the ocean. My latest research interest was, and continues
to be, the emergence of such (hydrodynamical) noise in marginal seas and its
scale-dependency.

His thinking also influenced me to ask whatever and whoever: why? Where
is the evidence? What are the hidden tacit assumptions?

What piece of personal advice from Klaus has helped you in your career?

The only piece of advice I remember is “don’t worry, when time is ripe, a door
will open for you. When you are good at something, and it is of interest, an
opportunity for an application or for a job will emerge”. I now give this same
advice to my own Ph.D. students and co-workers. It works.

Whilst not taking the form of explicit advice, his management approach
has informed my own. Never look for finance planning details (Hinzpeter’s
dogma in this context: “Eine Zahl ist keine Zahl”) but base your decision
solely on a consideration of the relevance for the work and the issue, whilst
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keeping the personal implications in mind; decide immediately in most cases.
In and of itself, increasing the number of co-workers and of the influx of
money is not a legitimate goal when it comes to running a research institute.

4.13 Patrick Heimbach: Interactions with Klaus’
Sphere of Influence

It was Spring 1993; I had recently completed my Dipl. Phys. in Bonn and was
keen to change my subject of study to climate research. A first application for
a Ph.D. position at the University of Hamburg had failed, leaving me deeply
disappointed. This was the backdrop for my interview at the MPI, where I
first met Klaus and Susanne. At the end of a day’s visit, Klaus explained to
me that there was no current opening in the climate dynamics division, but
that they were looking for a student in the “Seegangsgruppe”. I didn’t quite
know what that was all about, but immediately accepted the offer nonethe-
less, having been deeply impressed by the person and the interactions I had
had just on that day. Two initial personal lessons I learned were: (i) more
often than not it is good to follow your instincts; (ii) sometimes an initial
rejection opens the door to a much brighter sequel.

Thus, in the summer of 1993 I began work in remote sensing and
modelling of ocean surface waves. The context was the recent launch of the
first European Remote Sensing satellite ERS-1, which opened up the prospect
of being able to observe ocean surface waves on a global, quasi-routine basis,
and the ability to perform detailed validation of the third generation Wave
Model (WAM). One specific scientific question concerned swell propagation
over long distances, and the process of dissipation. The fact that we were
picking up a classic field experiment that had been conducted by Walter
Munk and colleagues—including Klaus—in the early 1960s, following swell
propagation across the Pacific along a great circle [18], but now using remote
sensing, offered me a wide range perspective for studying the problem as well
as giving me an insight into Klaus’ early work.?

More happy surprises awaited me soon after starting my work: within days
of starting my job, a group of researchers from the USA visited the MPI,
and Klaus invited me along to their meetings, despite my almost complete
ignorance of the subject. Within months, I took my first trip to Utrecht
(KNMI) to celebrate the publication of the now classic book on Dynamics

3 There is a beautiful, 30-min documentary about the experiment, which I regard as a must-watch
when teaching about ocean surface waves, narrated by Walter Munk, and in which Klaus has several
brief appearances: https://www.youtube.com/watch?v=MX5cKoOmG6Pk.
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and Modelling of Ocean Waves [244]. These are but a few examples of Klaus’
trust in people and his ability to develop the deep sense of community that
makes research teams successful.

More lessons were learnt along the way, e.g., (iii) that what I had studied in
theoretical physics about particles and fields could also be applied in oceanog-
raphy, as pioneered by Klaus, and (iv) that—arguably—ocean wave research
provides the basic training for climate science (“Seegang, die Grundschule der
Klimaforschung”); at least this was one (of several) way(s) in which the small
“Seegangsgruppe” justified its raison détre within a large climate research
institute, sometimes in a slightly tongue-in-cheek manner. Nevertheless, the
current renewed interest in the subject provides some vindication (e.g., Villa
Boas et al. 2019).4

I was the third “Rheinlinder” in the small group, next to Renate Brokopf
and Georg Barzel. Renate’s cookie box (always filled with “Prinzenrolle”)
ensured that we'd get regular visits from Klaus. Over the years I would come
to represent the group in a variety of project meetings and symposia—earning
me the title of “Reisedoktorand” (the travelling doctoral candidate).’

The time came for me to produce scientific results. “Schon sehr schon”
is what I would get to hear a lot. “Very nice for a start” might be a
precise translation, but an accurate one would emphasise the fact that lozs of
work remained to be done. Those words are telling of Klaus’ deeply human
approach to mentoring. Always encouraging, setting a positive tone, but
just as clearly conveying to the mentee the many ways in which the work
he or she presented remained insufficient. Frequently overwhelmed by the
deep insights of the mentor, the mentee would walk away from a meeting,
wondering how he or she could ever move beyond “Schon sehr schén”. What
may have saved me was the privilege of being exposed to a rich spectacle of
perspectives that Klaus weaved together into a complex story of the climate
system, from its physical machinations to its societal interactions.

It is difficult to choose among the many lasting impacts that Klaus has
had on the field. Others who have contributed to this volume have provided
accounts in the context of surface wave modelling and remote sensing (and
see a recent review by Klaus himself [176]), so I will highlight work not done
by Klaus himself, but which he had the vision and foresight to support, and

which would prove important to my work as a postdoc with Carl Wunsch

4Boas, A. B. V, et al. (2019). Integrated Observations of Global Surface Winds, Currents, and
Waves: Requirements and Challenges for the Next Decade. Frontiers in Marine Science, 6, 2219-2234.
https://doi.org/10.3389/fmars.2019.00425.

> Among the noteworthy places and people that left an impact on me were encounters with Bertrand
Chapron and Harald Krogstad at Ifremer, and David Halpern at the World Expo’98 in Lisbon,
Portugal.
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at MIT. This was about developing a software tool, initially developed at
the MPI by Ralf Giering and Thomas Kaminski and later matured at MIT,
that could “differentiate” a model code, i.c., generate code that represents
the derivative of some model output with respect to some inputs by means of
“automatic differentiation”.® This tool would prove essential in NASA’s ocean
data assimilation consortium “Estimating the Circulation and Climate of the
Ocean” (ECCO), which now has a 20-year legacy, involving various former
and present members of the MPIMet (Marotzke et al. 1999, Stammer et al.
2002, Heimbach et al. 2019).”

My personal, deep, and lasting impression is that of an extraordinary indi-
vidual, not only intellectually, but as a human-being, generous, caring, free
of allures, and with a rich sense of humour. The latter shines through in this
concluding anecdote: it is the story of an elderly man who appeared regularly
in the halls of the Geomatikum with a pamphlet in which he claimed to have
proven that Pi is a rational number. At one point, Klaus mused (with a subtle
ironical smile) that it might be best for him to join this old man to distribute
his own work on the metron model.

4.14 Jorg Wolff: The Shortbread Biscuit

There was a conference in Hawaii, which I really wanted to take part in. To
get permission, I grabbed a shortbread biscuit, put it on a small plate, and
went straight to Klaus’ office. Elsa Radmann allowed me to enter and I told
Klaus that this would be an attempt of bribery. He looked longingly at the
shortbread. I presented my case, he accepted, and ate the biscuit.

6 Giering, R., & Kaminski, T. (1998). Recipes for adjoint code construction. ACM Trans Math Softw,
24(4), 437-474. https://doi.org/10.1145/293686.293695.

7 Marotzke, J., Giering, R., Zhang, K. Q., Stammer, D., Hill, C., & Lee, T. (1999). Construction of
the adjoint MIT ocean general circulation model and application to Atlantic heat transport sensitivity.
Journal of Geophysical Research, 104(29), 529-548. https://doi.org/10.1029/1999jc900236.

Stammer, D., Wunsch, C., Giering, R., Eckert, C., Heimbach, P, Marotzke, ]J., Adcroft, A., Hill,
C. N., & Marshall, J. (2002). Global ocean circulation during 1992-1997, estimated from ocean
observations and a general circulation model. Journal of Geophysical Research, 107(C9), 3118-1-27.
https://doi.org/10.1029/2001jc000888.

Heimbach, P, Fukumori, 1., Hill, C. N., Ponte, R. M., Stammer, D., Wunsch, et al. (2019).
Putting It All Together: Adding Value to the Global Ocean and Climate Observing Systems With
Complete Self-Consistent Ocean State and Parameter Estimates. Frontiers in Marine Science, 6, 769—
10. https://doi.org/10.3389/fmars.2019.0005.
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4.15 Ben Santer: A Road Trip with Klaus

One of my favorite personal memories of Klaus was traveling with him to
a meeting of the International Detection and Attribution Group (IDAG) in
Boulder in the early 1990s. At that time, Klaus was working on the draft
of what would later become his seminal 1997 paper on fingerprint detection
[129]. When we boarded the international flight to Denver, Klaus informed
one of the flight attendants that we were engaged in important scientific
research. Were a pair of quiet seats available in business class?

I've never had much luck with polite requests for free upgrades to busi-
ness class, but Klaus was successful. My “lesson learned” was that it helps to
travel with someone who conveys—even to those who do not know him—an
impression of quiet authority, of distinction, of being “aufSergewshnlich”.8

And Klaus is “auflergewshnlich”. I've never met anyone like him. The
essays in this book will surely attest to the extraordinary contributions Klaus
has made to many different areas of climate science. Stochastic climate
models. PIPs and POPs. Optimal detection of anthropogenic signals. Eluci-
dation of the cold start effect. Development of ocean wave models. Explo-
ration of the economic impacts of climate change. The list of contributions
is long and illustrious, each highlighting Klaus’s unique ability to see the
complex climate system from a novel and interesting perspective.

While such vision and scientific brilliance is “auflergewshnlich”, it is
the pairing of vision and brilliance with very human qualities—humility,
and deep curiosity about the world and people around him—that is truly
extraordinary.

Back to our flight to Denver. Klaus worked on the Climate Dynamics
paper, passed me a draft version, and asked for my comments. I felt that it
would be impolite to read a magazine or fall asleep. If your boss is changing
the world of anthropogenic signal detection on a flight from Germany to
Denver, you don't fall asleep. You pay attention.

During the meeting of the IDAG group at the National Center for Atmo-
spheric Research (NCAR), Klaus provided the scientific direction for the
group’s efforts to identify a human-caused warming signal. He reminded us of
the power of patterns. As he had written back in his famous 1979 paper [54],
“It is necessary to regard the signal and noise fields as multi-dimensional vector
quantities and the significance analysis should accordingly be carried out with
respect to this multivariate statistical field, rather than in terms of individual grid-
point statistics.” Or put simply: Look at patterns, not at individual grid-points.

8 Langenscheidt’s translation of “aulergewdhnlich” is “extraordinary, exceptional, outstanding”.
£ g Y g
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Pattern analysis provides you with the power to discriminate between natural
internal variability and the forced response to human-caused greenhouse gas
increases.

It was a key insight, and it provided a “statistical roadmap for hundreds
of climate change detection and attribution studies”™—studies which ulti-
mately identified human-caused fingerprints in many different independently
monitored climate variables.”

After the conclusion of our IDAG meeting in Boulder, Klaus and I had a
free afternoon before our return flight to Germany. Why not go for a drive
to the Rockies?

What a marvelous experience that was! In Hamburg, given the sheer
number of scientists, students, and visitors wanting to see him (and the tight
control of his schedule exercised by Frau Radmann), it was difficult to get a
few hours of uninterrupted hours of “Hasselmann time.” I had that privilege
now.

So we drove to Estes Park, the gateway to Rocky Mountain National Park.
I recall how good it felt—after hours in airplanes and in a meeting room—to
get out and stretch our legs in Estes Park, and to take in the grandeur of the
Rockies. And I remember Klaus’s humanity. He was genuinely interested in
me as a human being, and not just as a scientist. A drive that might have
been anxiety-inducing and intimidating for a young post-doc instead became
a few truly memorable hours—the opportunity for a fascinating conversation
about life and science.

Klaus Hasselmann has accomplished many great things in his scientific
career. He published ground-breaking research. He led an institute that
became a world-leading research center for climate modeling. He helped the
world understand that humans are not merely innocent bystanders in the
climate system—human activities are actively changing Earth’s climate. But
in addition to all of these great achievements, he had a “discernible influence”
on the lives of generations of colleagues and students. That contribution will
be just as enduring as all of his contributions to climate science.

9 Santer, B.D., C. Bonfils, Q. Fu, J.C. Fyfe, G.C. Hegerl, C. Mears, J.E Painter, S. Po-Chedley,
EJ. Wentz, M.D. Zelinka, and C.-Z. Zou, 2019: Celebrating the anniversary of three key events in
climate. Nature Climate Change, 9, 180-182. https://doi.org/10.1038/s41558-019-0424-x.
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4.16 Ulrich Cubasch: How a Postdoc Became
an IPCC Convening Lead Author

My first encounter with Klaus Hasselmann was at ECMWF in Reading,
where I was working on the development of the next generation of the
forecasting model. My colleagues mentioned to me that he (they had given
him the nickname “The Kaiser”) would be coming to Reading for about a
fortnight to do research. I was of course curious to meet the scientist with
such a nimbus, and I seized the opportunity to have a brief conversation
with him. Later I contacted him about the possibility of doing a Ph.D.
in Hamburg. It turned out that, unlike the University of Reading, it was
possible to do obtain a Ph.D. from the University of Hamburg without
being enrolled. Due to the different curriculum structures at UK and German
universities, being enrolled would have meant that I would have had to spend
a lot of time attending Ph.D.-courses, which merely repeated what I had
learned for my German Diploma. Prof. Giinter Fischer agreed to supervise
the thesis as an official representative of the University of Hamburg jointly
with Klaus Hasselmann, and Hans von Storch did the some of the coaching.
ECMWEF did not mind this set up, as long as it did not interfere with my
normal work. At a later stage, its support became stronger, as the thesis dealt
with performing extended range predictions using ensemble techniques. It
was anticipated that this methodology had the potential to extend weather
forecasting for a longer period.

I was later invited by Klaus Hasselmann to join his group as a postdoc.
I found the topic of climate science more interesting than the continued
attempt to improve weather forecasts, which was the main focus of ECMWE
Some of its member states insisted that that should be its only goal. I was keen
to get my teeth into coupling an atmosphere model, something I was familiar
with through my work at ECMWE with a comprehensive ocean model. At
that time, only the University of Oregon had accomplished it and published
results, but GFDL and NCAR were already performing test runs.

One day, it must have been in late 1988, Klaus Hasselmann came into my
office and asked me if I would volunteer to fly to Princeton in his place for a
meeting between groups working on coupled ocean—atmosphere modelling.
He told me that they were planning a comparison between various exam-
ples of this type of model. My job would be to represent the Institute and
its research (to fly the flag). I went there, keen to meet all of my colleagues
working on this task. It turned out that it was a high-profile international
meeting which had been set up in preparation for the first IPCC-report by
working group 1. At that time, I (and maybe also Klaus Hasselmann) had
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not really been aware of the importance of this workshop, so I was a bit
surprised by the lion’s den atmosphere created by some of my high-profile
colleagues. As they had been expecting Klaus Hasselmann, not some little
known postdoc, it was a bit of a challenge for me to convince the attendant
US- and UK-dominated science community that there was also pertinent
research been performed in Germany. As the IPCC strives to achieve an
internationally balanced membership, they eventually embraced our effort.
Our Institute was selected to compile one of the chapters of the IPCC-
report, which dealt with the coupled model comparison. Perhaps feeling a
bit snubbed by Klaus Hasselmann’s absence, Michael Schlesinger suggested
that I should be the author of this chapter. He pointed out that Klaus would
probably be too busy to deal with the humble task of comparing models
and data. They also assigned Robert Cess, a seasoned scientist with a lot of
experience in how to integrate the various scientists’ attitudes, as a co-author.

I tried to involve Klaus in the IPCC-activities and discussions when I
returned to Hamburg, as considerable rivalries had emerged between the
institutes which had been asked to contribute to the comparison. From time
to time I approached him for comments or suggestions, particularly when
there were conflicts. Knowing the characters of many of the persons involved,
he advised me “to keep my head down” and to play an integrative role. During
this time, he focused on creating results that would improve the IPCC report.
With the MPI being part of the authors team, it was assured that his and
the MPT’s and University of Hamburgs scientific works would be cited and
recognised by the international community.

Due to the IPCC’s high international profile, more and more institutions
and nations became interested. The IPCC grew larger and larger. To fend off
the numerous external attacks by special interest groups, it became increas-
ingly formalistic. Nowadays the author of a chapter is selected in an elaborate
procedure, where I as a postdoc would not stand a chance. The IPCCs activi-
ties (and all of the people who contributed to its success) were honoured with
the Nobel Peace Prize in 2007.

Having been drawn into the IPCC in an early phase of my career, it has
influenced my research ever since. I had the fortune to be selected as author
and coordinator in all of the following reports. These activities brought me
into contract with the international science community, the EU funding
agencies, and several German government bodies. I had the opportunity to
travel around the world, as the IPCC spreads its meetings around the globe
to demonstrate its international character.
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In summary, I am grateful that Klaus Hasselmann enabled me to obtain
a Ph.D. and that his confidence in delegating tasks to his staff provided me
with a once-in-a-lifetime opportunity that shaped my entire career.

4.17 Achim Stossel: From Seaman to Professor
Thanks to Klaus Hasselmann

Klaus is the most important person to whom I owe my scientific career, which
has extended all the way to a tenured professorship. I never imagined any of
that when I was still with the merchant navy some 40 years ago, staring brain-
lessly out to sea from the navigation bridge of a freighter as a nautical officer
on watch. I well remember my first encounter with Klaus in his office at the
MPI-M where he justifiably worried about my grades (not a C-candidate,
but also not a straight A-candidate), and how he was initially reluctant to
accept me as a Ph.D. student. I heard (maybe just a rumour) that Susanne
had somehow convinced him of the benefits of having a seaman on board
in his institute. I also recall Klaus trying to convince me to work on wind-
generated waves rather than sea ice, presumably because of the 4 years of
seagoing experience I had by then. At some point much later (I believe it
was during one of the Salzau meetings), we even argued about the climate
relevance of surface gravity waves versus sea ice.

Anyway, after Klaus and Peter Lemke had decided that I would work on sea
ice, I remember coming up with the suggestion to first test Bill Hibler’s new
viscous-plastic rheology sea-ice model in the Baltic Sea, as this was a region
with a dense observational network, which meant that we would readily be
able to evaluate the realism of the model simulation. Klaus’ response was that
the size of the Baltic Sea corresponds to just 2 grid cells of the T21 model, so I
was to apply the sea-ice model to the Southern Ocean around Antarctica, for
which good forcing and verification data was of course much more difficult
to obtain. Peter, Breck Owens, and I nevertheless cranked out a convincing
paper, and I eventually defended my dissertation on this topic in December
1990.

By then in my mid-30s, I was confronted with what to do next. With
our first child underway, I didn’t want to jump from one 3-year project to
the next. I recall approaching Klaus one day asking about the possibility of
continuing to work at MPI-M as a research scientist. That meeting was rather
short: he first asked me about my age, then about the number of publications
I had. After hearing my response, he said that he would grant me another
6 months. That was a clear message. I nevertheless stayed on for 3.5 years as
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a postdoc because of an SFB project for which I obtained funding, but it was
clear to me that I would need to look for a more permanent job elsewhere. 1
therefore submitted some 15 applications for such positions, was interviewed
for 3, and was accepted for 1, and that was undoubtedly because of Klaus
(recommendation letter) and the fact that I did my doctoral and postdoc
research at the MPI-M. Not only that, even when deciding on whether or
not to offer me a tenured position, I learned later that my current employers
had asked Klaus for a recommendation letter. To sum it all up, I am most
grateful and lucky that Klaus accepted me into his Institute back then, and
that he continued supporting me all the way to my current position, in spite
of my former non-scientific career.

4.18 Robert Sausen: Interactions with Klaus
Hasselmann

I first met Klaus Hasselmann when I was a Ph.D. student during a summer
school organised by the Studienstiftung des Deutschen Volkes in Alpbach. I
was so impressed by his ideas on climate change and the methods he used that
I applied for a postdoc position at his Institute and was grateful for the oppor-
tunity to start work there in 1982. Once there, I initially found it difficult to
understand Klaus’s concise way of presenting his ideas as did the other post-
docs and Ph.D. students in his group at the MPI for Meteorology. Luckily,
we were helped by the “ZKs”, the “Zwischenkapazititen” (the clever minds
in between), Jiirgen Willebrand and Dirk Olbers. They were already expe-
rienced colleagues, both when it came to the science and to understanding
Klaus. So, they translated his ideas into a language that a postdoc or a Ph.D.
student was able to understand, and, in this way, we learnt a lot.

Following my training phase, Klaus pushed me in the direction of studying
averting the initial drift in coupled atmosphere—ocean models. I came up
with the idea of “flux correction”, whereby a better name would have been
“anomaly flux coupling”. The method was quite successful, but also contro-
versial. The first time I presented it to an international audience was at the
Erice summer school in 1986. The discussion after my short presentation was
rather heated, mainly among the lecturers at the summer school, with the
Europeans in favour of my ideas and the Americans opposing them. Never-
theless, I, the young scientist, felt fairly safe because I knew that Klaus was
protecting me.
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I had a similar experience a few years later in 1990 or 1991, when I
told a journalist that climate change met with little interest among policy-
makers, as the effects of climate change would be felt much later than the
legislative period. A high-ranking officer of the German ministry of research
complained to Klaus about what I had said. And Klaus simply answered that
I told the truth. Klaus taught me to be frank about unpleasant results and
news.

I highly appreciated the inspiring and supportive environment that Klaus
created at his Institute.

4.19 Dmitry V. Kovalevsky

How did you meet Klaus?

My research collaboration with Klaus began in 2007. Klaus introduced me to
socioeconomic modelling related to climate mitigation, and this completely
changed my subsequent trajectory in academia. All this began when I was
introduced to Klaus at a conference in Berlin in late 2007. Since then, I am
indebted to Klaus for all his kind, invaluable, continuous support throughout
my career. With the aid of his support with many issues, the socioeco-
nomic research group was established at the Nansen Centre in St. Petersburg
(NIERSC)'? where I was working at that time, and I became the leader of
this newly formed group. Klaus provided very active support for the activi-
ties of our group and collaborated with us enthusiastically. We developed the
models together and published co-authored papers. Thanks to Klaus, we were
invited to consortia concerned with a number of major research proposals,
and Klaus himself was also a very active contributor to the proposal writing
process. As examples of our joint project activities, I would refer to two major
EU FP7 projects during the past decade, COMPLEX!'! and EuRuCAS,'?
in the course of which our group at NIERSC collaborated very actively
with both Klaus and other project participants on the implementation of
the project. Klaus travelled to St. Petersburg several times to present keynote
talks at workshops and colloquia organised by our group at NIERSC, and to
attend meetings that were important to the group.

During my two research visits to the Max Planck Institute for Meteo-
rology (MPI-M) in 2015, Klaus kindly offered to let me use his desk in the

10 Nansen International Environmental and Remote Sensing Centre (NIERSC), St. Petersburg, Russia.
11EU FP7 COMPLEX, Project No. 308601 “Knowledge Based Climate Mitigation Systems for a
Low Carbon Economy” (2012-2016).

12 EU FP7 EuRuCAS, Project No. 295068 “European-Russian Centre for Cooperation in the Arctic
and Sub-Arctic Environmental and Climate Research” (2012-2015).
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Emeriti office of MPI-M (the other Emeriti desk in the office was for Prof.
Lennart Bengtsson). Klaus and Susanne kindly invited me, and following my
marriage, my family to stay with them and/or visit them in Munich, Gliick-
stadt, on Sylt, and more recently in Hamburg, and we are always welcomed
with the warmest hospitality. Another of our unforgettable experiences was
when Klaus and Susanne invited us to attend a choir performance in which
they were singing. Klaus is always sharing so many interesting stories with us
about his life and career, about his family and relatives, and about his travels
all over the world.

What is the legacy of Klaus’ scientific work in your field?

With what field should I begin? My research career is connected to several
areas in which Klaus was very active, including theoretical physics, oceanog-
raphy and—as mentioned, thanks to Klaus personally—transdisciplinary
modelling for climate mitigation. It is the latter area in which his ideas and
contributions have shaped my own thinking and research activities to the
largest extent.

Has any personal advice from Klaus helped you in your career?

Klaus gave me a lot of invaluable advice on various topics during our
lengthy collaboration, and I could gratefully provide many examples here.
For instance, he gave me some comprehensive technical advice relating to IT
under very non-trivial circumstances, which continues to help me a lot in
my research until the present day. That was in 2008 when we had recently
begun our collaboration with Klaus on socioeconomic modelling, and I had
to master a specialised software programme that Klaus was systematically
using for developing his models (to avoid accusations of hidden advertising,
I shall refrain from naming this excellent software package here). To help
me learn as quickly as possible, Klaus kindly gave me a personal training
course in the most wonderful and hospitable environment one could ever
imagine: Klaus and Susanne kindly invited me to stay with them on Sylt. For
several days I sat with Klaus over a laptop, whilst he used all his pedagogical
talent to teach me step-by-step how to use the various features and options
of the programme. In a spirit of full disclosure, I should add that after these
intense lessons there were wonderful walks with Klaus and Susanne along
the seashore and in other beautiful places in Sylt. Having benefited from this
personal IT training from a famous scientist, I am still actively using the

knowledge and skills I acquired.
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How did Klaus’ thinking influence your scientific work?

The impact of our nearly 15-year-long collaboration with Klaus on my
research activities and, more broadly, on my way of thinking and problem
solving, has been enormous. I am very much obliged to Klaus for so many
new and inspiring ideas and for the new methods and tools with which he
made me familiar. Had it not been for those years of learning from Klaus as
well as communicating and collaborating with him, my own mental model
of the world would currently have looked completely different.

4.20 Carola Kauhs: A Non-Scientific View
on Professor Klaus Hasselmann
from the Institute’s Librarian

I have known Mr. Hasselmann for 38 years now, and he has accompanied
me throughout my entire active professional life. As a librarian who had just
completed her degree, I started working at the Max-Planck-Institute in 1983
as the successor to Mrs. Grimminger, whom Mr. Hasselmann had lured away
from his own father in 1975 to build up the joint library at the MPI-M and
the university institutes of meteorology and geophysics. Mrs. Grimminger
had a very special way of dealing with the Managing Director and was able
to convince him with her arguments. Lucky me.

Years later, I learned from my library colleagues that the Managing Direc-
tors at the MPG Institutes changed regularly. But at our Institute, we had
the same Managing Director for years: Mr. Hasselmann. I couldn’t under-
stand why my colleagues were so excited about a special event known as the
“Scientific Advisory Board”. Either we didn’t have anything like that at the
Institute or it always completely passed me by.

On behalf of the works council, I sometimes had to make Klaus Hassel-
mann aware of various things. In those days, it was still possible to hold the
works meeting in a medium-sized seminar room in the “MPI-Pavilion”. Mr.
Hasselmann would sit in the front row, face-to-face with the works council
members. When a proposal was made to approve educational leave for scien-
tists at the MPI-M to take additional English classes, a firm, non-evasive look
was sufficient to give the Director to understand that the proposal was denied
on the grounds that scientists at the MPI know enough English and don’t
need educational leave for that.

I didn’t see Mr. Hasselmann that often during his active time at the
Institute. One day, a group of architects were strolling through the library



262 H. von Storch

discussing expansion plans for the computer centre on the same floor using
the library space. No information about these plans had reached me in
advance, so I was quite annoyed with this procedure and tried to confront
the Director, but all I got from his assistant Ms. Radmann was the informa-
tion: “He won’t be back at the Institute for two days”. So, I initially vented
my anger at the Director of the computer centre. Two days later, however, 1
had the opportunity to talk to Mr. Hasselmann. Still full of indignation, I
entered his office and was welcomed by a smiling gentleman saying: “I must
have been lucky that I wasn't in the office two days ago”. This charmingly
took the wind out of my sails. We were then able to clarify the matter (almost)
peacefully. The library was saved, but for very different reasons.

The first scientific lecture I heard from Klaus Hasselmann was slightly
disappointing. As I naturally couldnt understand much of the content, I
focused on his presentation style and waited for a gripping performance by
a professor. It was still in the days of projectors with acetate slides that had
to be changed by hand. Professor Hasselmann replaced his slides so quickly
that the audience must have felt dizzy. His flow of speech was similarly rapid
and unclear. Did he actually speak English or German? Even some of the
scientists probably had difficulties in following the lecture.

Following his retirement and with advances in the electronic supply of
literature, I would occasionally receive emails with requests for a given article
in PDF format. I was glad to be able to send the requested texts quickly. The
full texts were often sent as breakfast reading to Sylt, to Gliickstadt or other
places. Prior to digitisation however, one request reached me scribbled on a
beer mat after he had attended a conference. He was obviously in the “service
of science” at all times.

At some point during the first years, he promised me that he would never
donate his special print collection to the library. It would be useless for others
and is organized in a rather personal manner. That calmed me down consid-
erably, as the days of special print collections seemed to be over. But now in
2021, with its help, I was actually able to verify a few analogue sources for
the bibliography of this book. They could not be found using current digital
research tools. So, in the end, the collection was very helpful after all.

I have never regretted spending all of my working years at the Institute
of which Professor Hasselmann is the founding director, and even now I am
always pleased when an email from him is waiting in the mailbox in the
morning,.
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4.21 Gerbrand Komen

Memories

I first encountered Klaus in 1978 in Kiel, where he gave a lecture at a GATE
symposium. I was late and had missed the introduction. I expected a typical
German accent. So when I heard Klaus my first reaction was: this cannot be
him. But it was.

A year later Willem de Voogt and I travelled to Hamburg to meet Klaus
to discuss our joining the Sea Wave Modeling Project (SWAMP), an inter-
comparison project that Klaus had started. I vividly remember a subsequent
meeting with other SWAMP-participants in the periphery of a wave confer-
ence in 1981 in Miami in which Klaus and Susanne both took part. They
invited us to their hotel room, where we discussed progress whilst eating
dinner from fast food boxes.

After I had presented our wave modelling work at the Miami conference
Klaus invited me to spend a summer in Hamburg, which I did in 1983. That
summer was quite remarkable. It was great working with Klaus and Susanne
(see below), it was equally great to experience their wonderful hospitality. It
was not so easy to find suitable accommodation for me and my family (wife
+ 2 kids). But then Klaus and Susanne let us stay with them in Kayhude, for
several weeks. And when my family had returned to Holland they let me join
them in their choir, the Altonaer Singakademie, for the weekly rehearsals and
for a special concert trip. A black suit was obligatory, but I didn’t have one
with me. Fortunately, Klaus had a spare one, his wedding suit, which fitted
me nicely. Highlights were performances in Mélln and Liibeck.

I have many precious memories of our frequent interactions during the
15 years or so following that summer. Too many to list, but a few come to
the fore.

In 1985 we were at ECMWF with a team to set up the first version of our
wave model. One of the staff members invited Klaus to an evening session of
his bell ringing group. Klaus took all of us with him. The world of change
ringing opened up for us.

The Wave Modelling (WAM) group held annual meetings, in different
places. We worked hard, but often the local organiser would arrange a half-
day trip, so we could relax and discuss waves in an informal setting. In 1993
we met at Sylt, the very place at which the JONSWAP-experiment was carried
out in 1969. I remember our trip by boat to Hallig Hooge as having been
most pleasurable.

Klaus was always very busy. Much of our work was done during travel
or during leisure time outside official meetings. We would sit together for
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discussions in places like the Wiener Stadtpark, or during concert breaks (I
remember a performance of La Traviata, in Estonian, in Tallinn). Once we
met in Copenhagen, in the lobby of his hotel, after he had given a lecture at
an important climate meeting. He listened patiently to me and took his time.
After we finished discussing ocean waves, I suggested we should relax over
dinner, but Klaus declined. He was still full of energy, and wanted to work
on his Metron Theory, a unified deterministic theory of fields and particles.

In 1993 I visited Luigi Cavaleri in Venice to work with him on the comple-
tion of our monograph on ocean waves. We worked through the weekends
in an otherwise empty Palazzo Papadopoli, eating lunch from Luigi’s desk in
his office on the top floor and listening to Italian opera music in the back-
ground. There was a lot we needed to discuss with Klaus, but it was not easy
to get hold of him, as he always had many commitments. However, we found
out that he didn’t mind us calling him on Sundays. So we had lengthy phone
calls with him on Sunday mornings whilst looking out over the sunlit roofs
of Venice.

Impact on my thinking

Before I met Klaus I had studied his work on the origin of slow climate
variations. Klaus had used an analogy with Brownian motion to show that
white noise can generate red noise in any system with different time scales.
This is an important result because it means that there can be slow variations
in the climate system without a cause.

When I actually worked with Klaus I was particularly inspired by his way
of writing papers, proposals and minutes and the way in which he led meet-
ings. Also influential was his vision on the development of an integrated wind
and wave data assimilation system.

Impact on my career

Jan Sanders of my institute had developed GONO, a numerical model for
predicting ocean waves in the North Sea. In 1978 I was charged with the
further development. By taking part in SWAMP we were able to connect with
the international wave modelling community. This was most stimulating and
very fruitful.

My visit in Hamburg in 1983 allowed me to combine the best of my own
institute’s wave expertise with theoretical and numerical work carried out by
Klaus and Susanne. We simulated fetch-limited growth, to see under which
conditions a stationary solution can be reached. Comparing the result with



4 Personal Accounts by Colleagues and Co-workers 265

observations allowed us to determine an unknown constant in the dissipation
source term. The resulting parametrization is still widely used.

In 1984 Klaus established the international wave modelling group
(WAM), and he asked me to chair the group. That kept me busy for the
next 10 years or so.

Dynamics

and
Modelli ng
of

Ocean

Dynamics and Modelling of Ocean Waves, G.J. Komen, L. Cavaleri, M.
Donelan, K. Hasselmann, S. Hasselmann and RA.E.M. Janssen, Plenum Press,
New York & London, 532 pp, 1994
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Presentation of the WAM book in De Bilt, 1994. Standing, from lefi: Klaus

Hasselmann, Gerbrand Komen, Susanne Hasselmann, Luigi Cavaleri. Kneeling:
Peter Janssen und Mark Donelan.
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Klaus’ legacy in ocean waves

Klaus’ fundamental work on the energy balance equation, non-linear wave-
wave interaction and wave dissipation in the 1960s helped provide the
foundations for modern wave prediction. He then realised his ambitions
by mobilising the international wave modelling community in a long
sequence of projects: JONSWAP, MARSEN, SWAMP, NORSWAM, WAM,
ECAWOM, resulting in the availability of routine wave observations from
space, the development of a third-generation ocean wave model and its
implementation in the forecasting system of ECMWE The model and its
descendants now run in many centres worldwide. Our knowledge was consol-
idated in a multi-authored monograph: Dynamics and Modelling of Ocean
Waves (1994), which is still used as standard reference text for wind driven
ocean (surface) waves.

4.22 Luigi Cavaleri: Writing the WAM Book

I was pleasantly surprised and thrilled when Gerbrand Komen approached
me inviting to be a co-author of the planned WAM book [244]. I was not
even a co-author of the already well known WAM paper; I was dealing mainly
with practical problems and wave measurements in the sea, working, in a way,
at the opposite end of Klaus et al., who, with the exception of Mark Donelan,
were good (actually extremely good) in terms of their thinking and computer
expertise, but who had little experience of a real stormy sea. At the end of
the adventure (because an adventure it was), this turned out to be a good
combination, joining the ones I considered as descending from the sky, and
myself climbing my way up with a lot of effort. Of course, Klaus was the
master mind behind it all with Gerbrand acting as the front man, working
hard to overcome all the practical difficulties, dealing with the bureaucratic
and personal aspects of each co-author.

It is amazing how frustrating it can be spending weeks or months writing
and assembling a supposedly eloquent chapter only to see it scratched,
cancelled, modified, or scribbled over by someone else. On the wings of my
enthusiasm, I was running fast, collecting contributions, and seeing what I
considered as “my chapter” growing more and more with what were nice
pieces of work. At the end (but wait!, it was not the end) I ended up with
more than 100 tightly written pages with a lot of figures summarising all
the practical problems and successes associated with the direct application of
wave modelling. I packaged it all up and sent it proudly to Gerbrand and
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Klaus, and left Venice with my young daughter for our house in the moun-
tains to spend a well-deserved Easter vacation there. It was Easter Sunday,
and I had finished cooking our special lunch (I was obviously in very good
mood) and ready to enjoy it with my daughter when the phone rang: it was
Klaus. I was only able to say a single word: “Luigi?”, “yes”, and then the
storm began. My chapter was a disaster, the worst thing he had ever seen,
a completely useless work, everything had to be done again, it had been a
stupid mistake to involve me in this task, I had spoiled all the efforts by the
other co-authors, the organisation of the chapter was a mess etc. This went
on one-way for 17 min. Klaus must have been extremely angry, and I was
speechless. Without my having said another word, the phone was slammed
down, and I saw the expression of my daughter staring at me with curious
eyes.

I sat at the table looking blankly at the food, my mind running wildly from
the chapter to Klaus. A few minutes later the phone rang again, and it was
Gerbrand to whom Klaus had reported a “perhaps aggressive call” to Luigi.
We talked, two-ways this time, for ten minutes, Gerbrand acting as the wise
man of the group, soothing me, explaining what Klaus really meant, that it
was not a major issue, that with a bit of effort we could achieve a beautiful
(even for Klaus) result. At the end I forced myself to have some food, and
then my young daughter and I went for a relaxing walk in the snow. Indeed,
and in due course (not so long) things did settle, and the rearranged material
ended up as this chapter of the WAM book.

As a matter of fact, apart from the pleasure and satisfaction of contributing
to such a solid piece of scientific literature, the story had also a pleasant and
musical ending. The book was officially presented at KNMI, in De Bilt, in
the Netherlands. Authors, friends, colleagues, and others came together there,
and each of the authors gave a short presentation of his or her contribution.
I decided to do something different. Some weeks before, shuffling CDs in
a music shop, I realised a remarkable fact and I bought a few CDs. To the
amazement of the audience at the presentation at KNMI I did not talk about
the work done or how important are waves in the ocean world. I shaped
my presentation by illustrating the parallel between waves and music, and
how Susanne, a valid pianist, had been the real inspiration to Klaus for the
name WAM: because (and I switched on a tape recorder playing “Eine kleine
Nachtmusik”) the true meaning of WAM was Wolfgang Amadeus Mozart,
and with the music playing I distributed the Mozart CDs to my co-authors.

Turning back to the WAM-book and in particular to this chapter , of
course, Klaus’s criticism (conveyed in a different form) was correct, and the
final product was much improved. It was also a lesson for life. When one has
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a specific target in mind, one should always aim for the best result, without
unnecessary compromises. There can be fights, discussions, and clashing
opinions. However, if these are done honestly and always in the name of the
best science, and if people are open-minded, they will ultimately strengthen
mutual friendships and respect and the final result will be better.

Many years later, when Klaus and Susanne were in Venice for one of our
meetings, we had dinner at a restaurant together with a group of friends and
colleagues. My daughter, now grown up, was there as well, sitting at my side,
with Klaus and Susanne in front of us on the other side of the table. She
remembered that Easter well and when I explained to her who the person in
front of her was, she stared at him, and a smiling Klaus said, “that’s the best
way to become friends”.

Of course, he was right again. I still shuffle through the WAM book with
pleasure, remembering the effort, but mainly the, often non-linear, interac-
tions that resulted in that product. Klaus is a great friend, and I hope to host
Susanne and Klaus in Venice again and to enjoy an opera or a concert together
at our beautiful “La Fenice” theatre, born again, as was science, better than
before, from the ashes of a momentary decline.

4.23 Kristina Katsaros

I first met Klaus in 1972, when I was sent to his Institute as a postdoc by
Joost Businger, whose group I had joined at the University of Washington
after completing my Ph.D. Klaus had invited us to a planning meeting for a
JONSWAP 2 experiment. I had brought my two and a half year old daughter
along as I was planning to continue on to Sweden to see my mother, and
Dieter and Hedi Hasselmann arranged for a babysitter. We were going to
borrow an elegant 3-D sonic anemometer from Risg, Denmark and measure
the momentum flux from a tripod tower in the North Sea, while others were
measuring the wavefield in great detail.

The headquarters for the experiment was on the island of Sylt. Two young
German Scientists, Jiirgen Miiller-Glewe and Eggert Clauss, were measuring
similar properties of the air from the same tower. They were. We sailed off on
the old Gauss research vessel, to install equipment—it was all very exciting for
me and the other young scientists such as a graduate student named Thomas
Hauf. The first problem we encountered was that the holes in our mounting
plate did not match those of the tower’s top plate, which had finally arrived,
so we had to go back to the island to make adjustments. Finally, a bit late,
we installed our equipment, but all the safety measures, such as buoys to
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secure distance between tripos and the attending ship had not been arranged
as there had been too little time. Just as we were gathering data, a storm came
up and caused our attending ship drift, which broke my expensive Danish
cable (our technician was on the tower at the time). Others, with their fancy
wave devices, had arrays on the bottom of the sea, which were also completely
destroyed, which ended the experiment.

Some days later we—i.e., about 20 of us—met in the conference room at
University of Hamburg in a rather gloomy mood. Finally, being the Polyanna
I am by nature, I raised my voice and said: “Klaus, it may not have been much
of an experiment, but it sure was a nice experience”. I got a lot of laughs,
and jokes are usually not one of my strong points. I think Klaus was glad
for the relief—he was already a celebrated theoretician, but the experimental
difficulties had been too great this time.

Somehow, I think Klaus had an appreciation for my situation, often being
the only woman in a gathering. I had been raised in Sweden where the
natural sciences are emphasised in high school, so I hadn't realised that I was
something of an oddity elsewhere. Klaus could see that scientific inquiry was
important to me, although I think he also knew my limitations. He was defi-
nitely supportive over the years—I don’t know how often he wrote letters
proposing me for a promotion or an award. I was invited to join the Marine
Remote Sensing (MARSEN) experiment organised by Klaus the late 1970s
and we were quite successful in measuring wind stress and wave field. I co-
authored a paper with a graduate student and another one on sea surface
temperature (SST) measured by aircraft and ships with several colleagues,
notably Armando Fiuza of Portugal and the German aircraft research group.
Space-based remote sensing of SST was becoming a matter of routine, but
our results of varying SST in the German Bight were new at the time.!?

Much later, in 1992, I had taken on a new position at IFREMER, France,
where we were handling scatterometer and Synthetic Aperture Radar data
from the European Earth Research Satellite-1 (ERS-1). Klaus had been
involved in the planning and was very anxious to get his hands on some
data. So, I was in a good position to get him a tape of Synthetic Aperture
Radar data.

About 9 months after my arrival, I wanted to convene a workshop to
advance progress on these new data sources. My new colleagues thought it
was too soon, but Klaus would be coming to the meeting, and it certainly
added some shine to the planning and probably to my prestige and inspired
everyone to work extra hard to be ready. Many colleagues from the USA also

13 Katsaros, K.B., A. Fiuza, E Sousa, and V. Amann: Sea Surface Temperature Patterns and Air-Sea
Fluxes in the German Bight during MARSEN 1979, Phase 1. J. Geophys Res. 88, 9871-9882, 1983.
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attended, as they were starved for new data of this sort. It was a great and
wonderful help to me in this management job and led to some great collabo-
rations and results. 'm sure my bosses in Paris were impressed. It was a great
start to my 5 years at [IFREMER.

I have hugely enjoyed this long friendship and support by Klaus and
Susanne Hasselmann, who both always made me feel at home, even inviting
me to lunch with them in the office (Susanne was good at keeping our Klaus
well fed and healthy!). Their kindness has been very valuable, even if it often
came to me from a great distance, as my main place of work was at Univer-
sity of Washington. Klaus’ support was one of the aspects of my career that I
really treasure. I consider him to have been an important mentor because he
took me seriously and understood me.

4.24 Peter A.E.M. Janssen: Klaus F.
Hasselmann—A Giant in Ocean Science

It is well-known that Klaus has had a considerable influence on several devel-
opments in various fields of science. I will focus on the field with which
I am most familiar, namely that of ocean gravity waves, and I will show
that his work has had far-reaching consequences not only for oceanographic
applications but also for other fields in which non-linear phenomena play a
role.

The history of ocean waves started in the early part of the nineteenth
century with the contributions of Poisson and Cauchy who solved the linear
initial value problem. This was followed by Stokes who obtained a series
expansion for a single finite amplitude gravity wave where the nonlinear
dispersion relation was obtained by means of the first application of the
renormalisation method. In fact, Stokes renormalised acceleration of gravity
to remove secular behaviour which assured convergence of the solution. At
the end of the nineteenth century Korteweg and de Vries (KdV) derived soli-
tary wave solutions of permanent shape for shallow water from the famous
KdV equation and later, in the 1960’s, it was shown by means of the inverse
scattering transformation that these solitary waves were in fact stable entities,
which were dubbed solitons. For a while, it was fairly quiet at the water wave
front until Sverdrup and Munk, stimulated by the practical need for sea state
information for landing operations during the second world war, developed
the first ocean wave forecasting system.
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Then, in the 1950%, a considerable acceleration of the pace of ocean
wave research development occurred through the insightful work of Longuet-
Higgins (Gaussian statistics), Pierson (introduction of the wave spectrum),
Miles (wind input) and Phillips (resonant four wave interaction). Until then,
most researchers had viewed ocean waves as essentially linear, but this view
began to be challenged in Klaus Hasselmann’s seminal work on the statis-
tical theory of four-wave interactions. A number of important insights were
put forward: a key role was played by the action density spectrum, the reso-
nant four-wave interactions gave rise to irreversible changes in the spectrum,
picking up energy and momentum provided by the wind from the region
around twice the peak frequency and transferring it to higher and lower
frequencies in such a way that the resonant transfer resulted in a downshift
of the wave spectrum whilst the entropy of the wave system increased at
the same time. This important work not only stimulated developments in
oceanography but also in other fields of physics such as plasma physics where
resonant three- and four-wave interactions have played an important role in
trying to understand how to contain a plasma sufficiently long to enable the
occurrence of nuclear fusion.

Returning to oceanography, all these new insights caused quite a commo-
tion in a field which was notoriously conservative. These researchers not
only required a lot of convincing, but there was clearly a need for collecting
observations and studying experimental results in the light of the findings
from nonlinear resonant interactions. But such tasks required a considerable
amount of effort and expertise so it made sense to set up collaborations. One
of the first collaborations resulted in the famous JONSWAP campaign which
gave a tremendous boost to ocean wave forecasting.

At the same time, a new development emerged that had the potential
to improve our knowledge on ocean waves and air-sea interaction: Satellite
Oceanography. Klaus has played an important stimulating role in the devel-
opment of a number of satellite instruments, such as Altimeters, which could
determine wind speed and significant wave height, whilst the wave spectrum
could be observed using the SAR. A novelty and major asset of the new gener-
ation of (European) Remote Sensing Satellites such as ERS-1, ERS-2,... was
that it would be able to collect this data on a global scale providing an impor-
tant stimulus for global wave modelling. This was one of the main reasons for
the formation of the WAM group which would set up the software of a new
third generation wave model based on the ’correct’ physics and Klaus and
Susanne played a key role in the development of the WAM model. I really
admired the way that Klaus was able to convince two very diverse commu-
nities to collaborate. He would tell the Satellite people with a broad smile
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that it was important to use the products of the wave modellers to improve
the satellite observations, and would convince the wave modellers to assim-
ilate the satellite products to improve the wave forecasts. At this early stage
of development, both satellite products and ocean wave forecasts were of a
fairly low quality so the overall impression this made was of a man lifting
himself out of the swamp by his own bootstraps. But this type of interaction
worked (!) and over the years it resulted in greatly improved wind and wave
products from satellites and ocean wave forecasts. Over the past 25 years one
day forecasts, error significant wave height, and wind speed has reduced by a
factor of two. Satellite products have improved by a similar amount.

Finally, ocean wave forecasting results are quite sensitive to the quality of
the surface wind fields, although ocean wave modellers tend not to empha-
sise this aspect of the wave forecasting problem. Klaus and Gerbrand Komen,
therefore, approached the ECMWE which was at the forefront of weather
forecasting, and there has been a very active group of people responsible
for the development of the WAM model and the data assimilation software
since the mid-eighties. The wave model became part of the ECMWF’s oper-
ational suite and a considerable amount of attention was paid to improving
the quality of the surface winds. Since 1998 there has been a two-way inter-
action between wind and waves, which benefited wave height forecast results,
surface winds, and geopotential height.

At times, Klaus and I also had some heated debates on esoteric funda-
mental issues in physics such as the corpuscular nature of light and matter
(Klaus has an elegant explanation for this) and the role of the ’arrow-of-time’
in statistical mechanics and irreversibility. The concept of an arrow-of-time
has been made most popular by Prigogine and it indicates that entropy
increases when going forward in time. This asymmetry gives rise to partic-
ular problems when one considers only resonant wave-wave interactions, but
problems may be removed by introducing non-resonant interactions. This
realisation suggested a mechanism for the generation of one-dimensional
freak waves.

From this sketch of Klaus’s work from my perspective it is clear that
Klaus has played a pivotal role in the development of a reliable, high-quality
ocean wave forecasting system. His efforts on the nonlinear transfer have also
triggered numerous developments in other fields of physics.

I remember the many interactions I have had with Klaus with great plea-
sure. Most of them were rather formal, mainly because he was always working
one way or the other. One exception was a discussion I had with him and
Susanne at their home about our favourite football teams, in particular about
the Dutch football eleven which in the seventies and eighties were famous for
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their attractive, elegant play and for their innovative tactics (‘total” football)
that stimulated football all over the world. If I remember correctly, Klaus
favoured Holland to win the 1974 world cup!

4.25 Ola M. Johannessen

I got to know Klaus in 1979 when we both used the JPL SAR flown
in NASA CV-990 jet where Klaus used it in the international Maritime
Remote Sensing Experiment, MARSEN, in the North Sea in October 1979
and I used it in September in the Norwegian Remote Sensing Experiment,
NORSEX 79, in the ice edge region North of Svalbard. After these two major
international remote sensing experiments, we began to develop the MIZEX
programme as a follow up to the NORSEX 79 project, based on a workshop
held at Voss in Norway in October 1980. Klaus was very helpful in getting
the German Polar community involved in the MIZEX Programme which was
headed by Professor Gotthilf Hempel, Director of the new Alfred Wegener
Institute for Polar and Marine Research, which was founded in Bremerhaven
in 1980. Professor Hempel agreed that their large new Icebreaker “Polarstern”
could take part in the programme. When I held a Chair at the Naval Post
Graduate School in Monterey in 1982, I spent a lot of my time drafting the
research plan for the Marginal Ice Zone Experiment, which was scheduled the
summers of 1983 and 1984, of course with a lot of input from my colleagues
based on several earlier workshops. The research plan had to be approved by
the MIZEX coordination committee of which Klaus was a member. He was
very critical of the draft plan and restructured it, to the great benefit of the
programme.

Actually, this MIZEX research plan was later reviewed by a group of
eminent US scientists chaired by Professor Richard M. Goody at Harvard
University in a meeting in Washington. I was very nervous about presenting
it, but fortunately, by chance, Klaus was in Washington that day and took
part in the review meeting. He basically told this eminent committee to relax
and mentioned the fact that he himself had had some bad experiences with
the pilot Wave Experiment, JONSWAP in 1968 (he called it a disaster) before
the main experiment had been carried out successfully in 1969. Therefore,
he argued, it would be a good idea to do the MIZEX 83 pilot project to
sort problems out before the main summer experiment in 1984, which was
a huge undertaking which included 7 ships, 8 remote sensing aircraft, 4 heli-
copters, and over 200 scientists and technicians. Thanks to Klaus' presence
and support during this meeting, the review of the MIZEX Programme went
well.
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After the MIZEX 84 project, I collaborated with Klaus on many occasions.
At the Nansen Center we started to become interested in global warming
modelling in the 1990s, so I contacted Klaus for help. We were invited to
come to his Institute to discuss this and Klaus was very generous as usual.
We ended up of going home with a tape containing one of the Max Planck
global ocean models for one of our Ph.D. students to implement on our
computer. Klaus was also one of the panel members at the student’s viva. So,
thanks to Klaus, the Nansen Center in Bergen became involved in the field
of global modelling.

Both Klaus and I knew Walter Munk very well. Walter had pioneered the
field of Acoustic Thermometry of Ocean Climate (ATOC), which was used
to measure average temperatures on the basin scale. It has already been shown
in 1995 that acoustic transmission across the Arctic Ocean was feasible. This
inspired Klaus and me to launch the Acoustic Monitoring of the Ocean
Climate in the Arctic modelling project to project what could happen up to
2050 using the Max-Planck ocean model as input for several acoustic models.
The result was that acoustic monitoring could be a very useful method to be
used in future for monitoring the basin scale temperature in the Arctic Ocean
[153]. This is actually now underway in a joint observation programme
between the Nansen Center and Scripps Institution of Oceanography.

In 2004, our team, which included Klaus, published the fact in 7e/lus that
most of the Ice in the Arctic Ocean would melt during summertime under a
doubling of the CO;, probably before the end of 2100 with much less effect
in the winter. This assertion was based on findings made with the Max Planck
ECHAM4 global coupled model [158]. This paper led to a lot of subsequent
papers about the future of Arctic sea ice.

The European Climate Forum was founded in 2001 with Klaus and Carlo
Jaeger as Co-Chairmen. Fortunately, Klaus invited me to be one of the
founding members. As a result of the many meetings and workshops, I was
able to widen my perspective and knowledge of climate impacts. A group
headed by Klaus of which I was a member published the important paper
“The Challenge of Long-Term Climate Change” [155] in Science, which
included projections up to the year 3000. Few papers take in such a long-term
perspective.

Klaus and Susanna visited us several times at the Nansen Centers in Bergen
and St. Petersburg. In the course of several Nansen Lectures, he introduced us
to the important topic of the climate-economy and he launched a programme
on this topic with D. Kovalevsky at the Nansen Center in St. Petersburg,.

Klaus is my hero in science as well as a very good friend.
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4.26 LennartBengtsson

I became director of the ECMWEF (European Centre for Medium-Range
Weather Forecasts) in 1981 after having been involved with the Centre right
from its early planning phase. Part of the Centre’s remit was to make some
of its computer resources available to atmospheric scientists from its member
states. Preference was given to projects that were beneficial in terms of the
scientific and operational objectives of the ECMWE

One of my ambitions as director was to try to widen the somewhat
limited objectives of the ECMWEF to weather predictions in the range 4—
10 days. Such ambitions included extending the predictions and to add
interesting new products of value for users. Scientifically, I was fascinated
by the possibility of using comprehensive models to understand the Earth’s
climate system and using all possible ways of doing this as an additional
task. This was a time when the Global Weather Experiment had just been
completed successfully and a serious research effort was launched to gain a
better understanding of the climate system. I was initially not particularly
interested in climate change issues as I considered this was a bit premature
as the models and data were in my view not yet good enough for use in
this context. However, there was now a global observation system in oper-
ation, methods for assimilating and analysing global data as well as ever
more powerful computers that made it possible to undertake realistic climate
simulation studies.

Klaus Hasselmann was the head of a European group that regularly visited
the ECMWEF to develop a forecasting system for wave prediction. To predict
the state of the sea and in particular waves was an important task for the
meteorological marine services. They had put simple systems into operation
that used empirical relations coupled to surface wind speed. The strategy
adopted by Klaus’ group was to develop a comprehensive approach including
the full spectrum of sea waves including the non-linear interaction between
the waves. I found this to be a splendid idea that would fit perfectly into
a potentially operational task for the ECMWE This required considerable
political efforts as there were certain member states that strongly believed
that wave prediction was the task of the individual meteorological services
and not a European agency. However, with the support of Klaus and some
other leading European scientists, wave prediction based upon Klaus' ideas
has now been an important operational task for the ECMWF for many years
and some members of Klaus™ group later ‘went on to join the ECMWE

Another area in which I had the great pleasure of collaborating with Klaus
was at the European Space Agency, ESA, and in the planning of ENVISAT, a
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major initiative concerning a satellite system devoted to both weather predic-
tion and climate research and monitoring. Klaus and I were members of the
planning group for ENVISAT so I had the pleasure of seeing Klaus in action.
That was all to my liking. ENVISAT was a complex and very ambitious
project, and it took many years before it was finally launched in 2002 almost
two decades after the early planning phase. ENVISAT provided very impor-
tant data for weather prediction and climate monitoring which are crucial in
monitoring climate change processes.

After a few years as Director at the ECMWEF I proposed a long-term
strategy to broaden our objective to include extending weather forecasts
beyond the medium range as well as a major extension of model-based experi-
mentation and systematic monitoring of the Earth’s climate system. I invited
a number of leading scientists including Klaus Hasselmann to provide advice
on such a strategy. However, the ECMWEF Council was not very pleased,
as they had not expected such a wide-ranging initiative. The fact that I had
produced a plan in colour was seen as being additionally questionable. I was
asked to repeat the exercise with help of the Centre’s scientific and tech-
nical committees and this time in black and white. I realised that even as
a director of an international organisation one’s initiatives were still subject
to certain limits. Had Klaus been a member of the ECMWEF Council I might
have succeeded at the first attempt. In the end, and after some years of hard
work, I got the strategic plan more or less through. However, I also realised
that I would probably fit better in a truly scientific environment. During the
whole process I had formed a close friendship with Klaus. A few years later
he proposed me as a co-director at the Max Planck Institute in Hamburg,
which was later approved by the Max Planck Society. I later accepted the offer,
which led to a long and very creative collaboration with Klaus with whom I
had discussions almost on a daily basis throughout my time in Hamburg.
After many years involvement in operational weather prediction, I was really
glad to be back in a true scientific environment once again. I am particularly
grateful for the fine scientific collaboration with Klaus over a very long period
of time.

4.27 Jurgen Sundermann: Klaus
Hasselmann—Colleague and Friend

It was around 1966, when Klaus was thirty-five and I seven years younger,
that I first became aware of this rising star in the field of (geo)physics. In a
lecture on the large-scale propagation of wind waves in the Pacific given by
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Walter Munk in the Auditorium Maximum of the University of Hamburg, he
mentioned the significant contribution made by a certain Klaus H. in a recent
ocean experiment. That same year I took part in the 2nd Oceanographic
World Congress in Moscow and heard an excellent talk given by Klaus as
Invited Speaker. A short time later, Klaus, who had relocated to Hamburg by
then, was invited to give a general lecture to a public audience at the hotel
“Atlantic”. This performance wasn’t quite as successful, but Klaus was well
able to withstand this “baptism of fire” and went on to become the founding
director of the new Max Planck Institute for Meteorology (MPI). We became
acquainted with each other. As a young assistant in the Institute of Oceanog-
raphy at the University of Hamburg, I attended his lectures on sea waves and
appreciated his inspiring habilitation lecture—a kind of quantum theory in
hydrodynamics—among an audience of skeptical classical physicists.

During the following years and decades, he played a significant role in
the development and growth of both theoretical and experimental ocean
and climate research in Hamburg. This was based on his scientific creativity
and on the interdisciplinary collaboration that he inspired and fostered. He
was instrumental in overcoming the limitations of the old-fashioned tradi-
tional university and in motivating young people from the fields of physics,
chemistry, biology, and engineering to work together on new projects. He
introduced research structures which integrated the already existing high
scientific and logistic potential in Hamburg. He was a key initiator of newly
developing model systems for climate simulation and large interdisciplinary
field experiments in the North Sea such as JONSWAP (Joint North Sea Wave
Project) and FLEX (Fladen Ground Experiment)—to name some highlights.

I was appointed as director of the University of Hamburg's Institute
of Oceanography in 1978. Together with Klaus and his MPI colleagues
Hans Hinzpeter and Hartmut Grafll—forming what we called the “Gang
of Four”—the opportunity arose to greatly strengthen the profile of marine
and climate research in Hamburg. Important milestones were the long-term
and well-financed Special Research Units (Sonderforschungsbereiche) of the
German Research Foundation, the acquisition of the research vessel “Val-
divia”, the foundation of the German Climate Computing Center (DKRZ),
the setting-up of new permanent research units at the university such as “Bio-
geochemistry” and “Sustainability and Global Change”, the foundation of
the Climate Service Center Germany, and the establishment of two climate-
related Max Planck Research Schools. The next logical step was the formation
of a joint research structure: the Center of Marine and Atmospheric Sciences
(ZMAW), which included a new common building for the University Insti-
tute of Oceanography and the Max Planck Institute for Meteorology. This
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success was essentially based on the common conception of research priorities
and their practical realisation. We exchanged scientists between the insti-
tutes, united our libraries, and designed a joint logo and a common email
address. To emphasise and accelerate our efforts to concentrate the working
groups from both institutes in a new building, Klaus and I even arranged an
appointment with the mayor of Hamburg in the Town Hall. We finally got

the present joint residence.

North Sea studies, Sylt 2013

Our scientific work together certainly gained from a warm personal under-
standing and from social events such football competitions and carnival
parties. Last, but not least, our private cycle tours and concert visits together
with our wives, should be mentioned. Yes, the professional and private
friendship with Klaus has certainly enriched my life.
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4.28 Klaus Fraedrich: The 1976 Paper
on Stochastic Climate Models

“When the institute (MPI-M) was created, I had two goals. One was
understanding the origin of the natural variability of climate. This was not
understood at all, but was clearly a key issue if we wished to distinguish
between natural climate variability and human made climate change. I had
just developed my stochastic model of climate variability, so I could build on
that work as a starting point “ (see Interview in Section Ila):

. while Joseph Egger (Munich) employed Hasselmanns Brownian
motion analogue to a low-order large scale atmospheric circulation model
(1981), which is based on the Jule Charney multiple equilibrium theory of
blocking (1979),

. and I (Berlin) incorporated this stochastic noise Ansatz to a low-
order climate model (1979) to introduce catastrophes (now: tipping points)
and resilience. Both, Jule Charney and I, after participating in the 1975
ITASA-workshop ‘Analysis and Computation of Equilibria and Regions of
Stability’ (H.R. Griimm, Editor), have applied this workshop’s new ideas on
dynamics in chemistry, climatology, ecology, and economics to their own
fields of interest at that time.

This archive photo (below) may also document the fast spread of Klaus
Hasselmann’s novel approach within the German meteorological community
outside of Hamburg. And here it is acknowledged by a private toast on his
inspiring idea at the 1978 Berlin international conference on ‘Man’s Impact
on Climate’.

As to the second goal it appears that Klaus has come closer to achieving
it: “We needed a good coupled atmosphere—ocean model, but we had no
global ocean circulation model of comparable quality to the available global
atmospheric circulation models.” He introduced this goal in Berlin, setting it
out as a conceptual sketch, which has since entered lecture notes introducing
the climate prediction and the predictability problem in classes. A seam-
less prediction which, in those days, has not yet occurred on the horizon, is
included here simply by broadening the band width spanning the prognostic-
deterministic climate models. Those are just two of the so many highlights
of Klaus Hasselmann’s achievements, which have stimulated not only us but
also a large number of our colleagues to follow various initiatives; and they
motivated us to continue on the arduous and cumbersome pursuit of our
own goals. These, after all, are open ended.
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A toast with Klaus Hasselmann on his landmark 1976-paper
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4.29 Udo Simonis: Klaus, the PIK and Me

The reunification of Germany led to a number of significant scientific innova-
tions accompanied by active collaboration and growing friendship among the
scientists involved. In early 1991, the Federal Ministry of Research decided to
establish an institute for climate research in Brandenburg under the auspices
of the Leibniz Society. The concept for this had been developed by envi-
ronmentally conscious ministry officials. It was then reviewed by the Science
Council in July and—with a significantly reduced scope—recommended for
implementation.

The first meeting of a ten-member founding committee (the later Board
of Trustees) was held in October 1991, and included Klaus Hasselmann,
Director of the Max Planck Institute for Meteorology Hamburg (MPI) and
Udo E. Simonis, Director of the International Institute for Environment and
Society of the Berlin Social Science Center (WZB). Some issues were quickly
agreed upon: Hasselmann was chosen as chairman of the committee, the resi-
dence of the new institute was to be the city of Potsdam, and the special
location was to be the Telegraphenberg, which is significant in the history
of science. A longer, controversial debate began about other questions: What
should the special task of the new institute be, what should it be called, and
who should be its director?

The MPI was generally considered the incarnation of environmental
knowledge and first address for everything related to climate. Klaus, too, was
basically of the opinion that he already knew everything about the climate
problem, only that more knowledge needed to be generated about the conse-
quences of climate change for the economy, society, and nature. So, there
couldn’t just be another traditional institute for climate research; it had to
carry out climate impact research, and concern itself with climate policy.

At that time, I had no real idea of the dramatic situation regarding the
climate, but I did have some experience with the difficulties of formu-
lating and substantiating consistent international environmental policy: I had
coined the term “Weltumweltpolitik” (for world environmental policy) at the
WZB. Everybody knows that a person less experienced in the field in ques-
tion can really annoy the expert in the field, but only a few are aware that he
can also animate the expert to learn to think differently. I only had to adjust
to the relatively precise natural sciences, but Klaus had to get involved with
the diverse, occasionally diffuse social sciences. It became a mutual learning
process characterised by an increasing respect for one another and a growing
genuine friendship.
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This learning process had been facilitated when a ten-member “Interna-
tional Scientific Advisory Board (SAB)” was appointed in February 1994,
and I became—and remained for eight years—its chairman. The SAB met
frequently and usually drafted very detailed minutes, which the PIK Board of
Trustees then had to discuss. A recurring dictum appeared in many of these
advisory board minutes: the call for a good balance between the natural and
social sciences and interactions between the respective practitioners carried
out in good faith.

This permanent demand was based on the insight of the American geog-
rapher Gilbert E White, who had formulated it in anticipation of the
Anthropocene era as follows: “The future of the globe’s interlocking natural
and social systems might depend more on human behaviour than on the
further investigation of natural processes.“ Another postulate was also repeat-
edly called for by the SAB on suitable occasions: “Your work should be
theoretically demanding, empirically relevant, and done at the right time”.

Whilst the realisation of the second postulate can be considered to have
been accomplished well at the PIK, the first one is a task that remains
outstanding. However, much work has been and is being done to address
this issue. In addition to important natural scientists, significant social scien-
tists were invited to the institute; in addition to the training of young natural
scientists, young social scientists were actively promoted; in addition to men,
a particularly large number of women were recruited and, what may well be
the most important thing, everyone learned to collaborate constructively and
to communicate effectively.

In 1992, the year of its founding, the PIK had just 39 employees, 8 of
them in the administration; in 2012, twenty years later, the ratio was 340 to
11—a significant indicator of the institute’s successful development, but also
of efficiency of the institute’s administration.

After these 20 years, however, our relationship was by no means at an end.
When one’s years of membership in the board of trustees and in the advisory
board were over, there was first a proper farewell party with the appoint-
ment as “Honorary member of the PIK”. This immediately gave rise to a new
idea: when it was time for Klaus and Udo to leave, we needed more external
supporters, because a successful institute not only has internal friends, but
also external enviers and opponents.

According to German law, seven members are needed to establish an asso-
ciation; they were quickly at hand and so the “Association of Friends and
Supporters of the PIK” was founded in 2002. I was elected chairman and
Klaus was elected vice-chairman of the association. In the following years, we
regularly held annual meetings, organised numerous award ceremonies for
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institute staff and ran events to increase public empathy for the institute. We
transferred the chairmanship of the association into other hands in 2016.
For both Klaus and me, the following years were years of reflection and
relaxation, but also and especially of joy at the birth and development of
a “common child” that had become known worldwide in a relatively short
period of time—the “Potsdam Institute for Climate Impact Research (PIK)”.

4.30 Hartmut GraBl: Klaus Hasselmann
as Creator of Science Infrastructure

Scientists should not only create new knowledge leading to the well-being of
humankind, but should also help to improve the conditions to create new
knowledge. In order to achieve that we need to convince politicians to invest
in science infrastructure. Here I report about only two out of many of Klaus
Hasselmann’s initiatives to enhance the infrastructure for science, because I
could directly observe it. Finally, I mention a science highlight to which the
entire Max Planck Institute for Meteorology contributed.

The German Climate Computing Centre

When the Federal Research Ministry’s expert panel on “Basic Climatolog-
ical Research” (Sachverstindigenkreis Klimatologische Grundlagenforschung)
met in Bonn in 1987, the head of unit for climate, Dr. Irmhild
Tannhiuser, approached Klaus Hasselmann prior to the start of the meeting
with a surprising message: “Herr Hasselmann, I have found 18 Million
Deutschmarks in the Marine Technology budget line earmarked for this year,
which cannot be spent this year. Now you could start your long-desired
climate computing centre in Hamburg”. As chairman of this expert panel
I proposed to Klaus to add an item to our agenda called “Discussion about
a German Climate Computing Centre”. When discussing this agenda item
two out of eight members of the panel, from southern Germany, argued for
the installation at their research centres. After a long and partly controver-
sial debate I asked for a voting (having realized that a majority for Hamburg
is probable), which then went positive for Hamburg. Hence, a small expert
panel at the Ministry for Research and Technology has decided to bring this
major infrastructure element as close as possible to the MPI for Meteorology
institute. Klaus has determined the fate of both institutions at least until the
end of 1999, when he had to retire. The expert panel on Basic Climato-
logical Research became—after an initiative of the Bavarian Prime Minister
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Franz Josef Strauf§ in the second chamber of our parliament (Bundesrat) in
November 1987—in 1988 the Scientific Advisory Council on Climate of
the German Federal Government. We became also members of this council.
Klaus’ next initiative for new research infrastructure followed soon.

Potsdam Institute for Climate Impact Research (PIK)

This Advisory Council to the Federal German Government recommended,
following Klaus’ repeated wish in its meetings in 1988 and 1989: Establish-
ment of an Institute for Climate Impact Research in Germany. Klaus’ main
argument has been: Natural science based climate research has reached a high
international level in Germany, but we need an internationally competitive
climate impact research institution as well, which also should answer socio-
economic research questions related to anthropogenic climate change. The
Federal Government accepted the council’s recommendation benevolently.
When the Berlin wall fell, it became obvious that an institute for climate
impact research had to be established in east Germany. In January 1992 the
PIK started with its founding director Hans Joachim Schellnhuber.

At the end of my report on joint activities with Klaus Hasselmann I
remember a scientific activity of all groups at the MPI for Meteorology,
which had as its basis the coupled climate model development in Klaus
Hasselmann’s group.

Climate change as a consequence of a war

During a meeting in Bonn in early 1991 the federal research minister
Riesenhuber approached me and proposed: The Max Planck Institute for
Meteorology in Hamburg should assess the climate consequences of the
burning oil wells in Kuwait after the attack by Iraq. Our institute, equipped
with the only coupled atmosphere/ocean-model in Europe, at that time,
would be worldwide the only one to perform these calculations, because it is
forbidden to publish such model results for our colleagues in the USA during
the Gulf war. Back in Hamburg I learned that Klaus had also been asked
and in three weeks the coupled model results were ready to be submitted to
Nature [97]. Klaus Hasselmann’s coworker Mojib Latif had the task to ask
daily all participants in all three departments of the institute about progress
and problems. For example, in my group we had a simple but serious calcu-
lation error in the amount of solar radiation absorbed by soot (black carbon).
The key model result: There is only a small regional cooling around Kuwait
and the soot is mostly wet deposited in Asian mountain ranges and East
Africa. After all the “doomsday” messages by other groups in the media the
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echo to our results in the public was modest. Later we learned that the model
results had even overestimated the observed cooling at the surface. However,
the exaggerated climate change estimates caused by the fires published in the
media by other scientists fell silent.

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s)
and the source, provide a link to the Creative Commons license and indicate if
changes were made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line
to the material. If material is not included in the chapter’s Creative Commons
license and your intended use is not permitted by statutory regulation or exceeds
the permitted use, you will need to obtain permission directly from the copyright

holder.


http://creativecommons.org/licenses/by/4.0/

®

Check for
updates

5

Statistics

See also https://pure.mpg.de/cone/persons/resource/ persons371722lang=en.

5.1 Curriculum Vita

25 October 1931: Born in Hamburg.

1934: Emigrated to England with family.

1936-1949: Elementary and Grammar School (High School) in Welwyn
Garden City, Herts., England.

July 1949: Final High School Exam (Cambridge Higher School Certificate).
August 1949: Return to Hamburg with family.

September 1949—April 1950: Practical course in Mechanical Engineering,
Menck und Hambrock, Hamburg.

May 1950-July 1955: Study of Physics and Mathematics at the University of
Hamburg.

November 1952: Pre-Diplom Exam.

July 1955: Diplom Exam (Diplom thesis on Turbulence, advisor: Professor
K. Wieghardt).

November 1955-July 1957: Study of Physics and Fluid Dynamics at the
University of Gottingen and the Max-Planck-Institute of Fluid Dynamics.
July 1957: Ph.D., University of Géttingen (Professor W. Tollmien).

August 1957: Marriage to Susanne Barthe.

August 1957-October 1961: Research Assistant to Professor K. Wieghardt at
the Institute of Naval Architecture at the University of Hamburg,.
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October 1961-October 1964: Assistant, then Associate Professor at the
Institute for Geophysics and Planetary Physics and Scripps Institution of
Oceanography, University of California, La Jolla, USA.

February 1963: Habilitation in Hamburg,

November 1964—November 1966: Lecturer at the University of Hamburg,.
November 1966—February 1969: Professor at the University of Hamburg
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