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PREFACE

The essays contained in the present volume, with two exceptions, were
presented at the International Colloquium on New Directions in Develop-
ment Economics — Growth, Equity and Sustainable Development, at His-
selby Castle, outside Stockholm, 9-11 March 1994, organized by the
Swedish Agency for Research Cooperation with Developing Countries
(SAREC). SAREC has for many years been supporting research in the field
of development economics in the Third World, e.g. through its Latin
America Program (LAP) and its Program for African Social Sciences
(PASS), and more recently also via contributions to the African Economic
Research Consortium (AERC) in Nairobi. The objective of the colloquium
was to contribute to the process of producing lines of theoretical under-
standing which will be of policy relevance and at the same time sensitive to
the imperatives of the developing world, through a discussion unfettered by
existing paradigms.

As editors, we are grateful to a number of people, above all to the
secretariat of SAREC, in particular Anders Wijkman, Director General,
Bo Goéransson, secretary of the colloquium, and Marianne Lindstrém,
who handled all the logistics before, during and after the three hectic days
at Hisselby. We also want to thank a number of referees, who unfortunately
have to remain anonymous, for generously providing us with peer reviews
of all the papers presented during the process of selection for publication, as
well as our respective secretarial staffs in Stockholm and Nairobi, for
struggling with the innumerable practical details of getting the manuscript
ready for publication.

Mats Lundahl and Benno J. Ndulu
Stockholm and Nairobi, 1995






OPENING REMARKS

Alf T. Samuelsson
Under-Secretary of State,
Ministry for Foreign Affairs

The theme for this seminar is naturally highly relevant in the context of
Swedish development cooperation. Understanding the complex interrela-
tionship between policy reform, appropriate technology, institutional
framework, and economic outcome and sustainable development is essential
for us in formulating our strategies for development cooperation. These are
complicated matters and there are no easy answers or solutions to the
problems at hand. We are working in a context of ‘learning by doing’,
where some of the lessons learned are harder than others.

Development assistance has from time to time been heavily criticized and
has often had to take the blame for disappointments in economic outcome in
some developing countries. Although some of this criticism is valid and
should be expressed, in general, the critics tend to overemphasize the role of
assistance. Assistance is only one factor influencing the developments within
countries. Development cooperation is a means of supporting ongoing pro-
cesses, but it can never substitute, or even compensate, for inadequate domes-
tic policies. Our cooperation efforts must be seen in a long-term perspective
and be based on mutual trust. And our programmes and strategies must be
designed to facilitate domestic resource mobilization and to strengthen do-
mestic capacities and institutions. It is therefore important that we improve
our understanding of the economic, environmental, technical, institutional
and political forces that are needed for attaining sustainable development.

The overall aim of Swedish development cooperation is to improve the
standard of living of poor people. This overall aim can be broken down into
five subobjectives:

I

resource growth

economic and social equity

economic and political independence

democratic development

—far-sighted conservation of natural resources and care of the environment.

|

These subobjectives must be seen as an integrated whole. They supplement
and reinforce each other with the common aim of achieving a higher

Xvii



OPENING REMARKS

standard of living and more equitable conditions for poor people. The aim
of our cooperation is also to make itself superfluous in the long run, by
helping developing countries to solve their own problems and to make it
possible for them to participate in the international system on more equal
terms. In this context, I would like to stress the importance of the global
free trade system. The outcome of the Uruguay Round in GATT is a
welcome step forward in integrating the developing countries in a world-
wide free trade system, even though it is difficult to analyse the full effects
of the agreement at this stage.

The orientation of Swedish development cooperation is increasingly
being geared towards various forms of assistance to improve governance
in developing countries. Criteria have been established to steer our endea-
vours in this direction. These criteria are based on the efforts made by
the developing countries themselves and will influence our choice of
partners and the magnitude of our assistance. The criteria include an assess-
ment of:

~ democratic development

- respect for human rights

- economic policy and reforms towards a market economy

— the effectiveness of aid resource utilization

- the utilization and distribution of overall budgetary resources in the
recipient country, particularly focusing on the relative share of social
expenditure compared with military expenditure.

These criteria help us in our choice of development partners, but they are
also prerequisites for attaining sustainable development.

The Swedish budget that was presented in January 1994 points to a
number of areas which will be given priority in our coming work. Let me
briefly mention these.

First, the promotion of democracy and human rights will remain one of
our main priorities. The importance of democracy and respect for human
rights in achieving sustainable development is being increasingly recognized
in the international community. In most of the countries with which
Sweden cooperates, political reforms are under way. Although necessary,
these reforms are far from easily undertaken, and it is therefore important
that we support the reform processes through our assistance. Priority areas
will be support to the legal system and legal institutions, support of various
functions within parliaments, support in holding and monitoring elections
and support of constitutional reform. Efforts will also be made to
strengthen the media to foster professionalism and pluralism.

Second, most of Sweden’s cooperating partners are undergoing not only
political reforms, but also far-reaching economic reforms. Macroeconomic
stabilization and structural reforms are necessary to pave the way for a
restoration of growth. Balance of payment support enables us to support
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the transition to a market economy in recipient countries by increasing
their capacity to finance necessary imports, debt servicing and government
operations through counterpart payments by importers.

In parallel to the provision of extensive financial support to countries
pursuing reforms, we are also working to strengthen domestic capacity in
the field of economic analysis and management through support to key
institutions such as central banks and Ministries of Finance.

An important element of the support to adjusting countries is additional
debt relief. Sweden has for a long time been pressing on an international
level for further debt relief for the heavily indebted, reforming low-income
countries. The debt service payments for some of these countries are simply
not viable, as a majority of their meagre export earnings are being used to
repay debt. The debt burdens are in some cases actually posing a major
threat to the outcome and continuation of economic reforms. The Swedish
government arranged, together with the Swiss government, an international
seminar in May 1994 with the aim of achieving a greater international
understanding for the need of more far-reaching and sustainable solutions
to the debt problem of these countries.

Third, emergency relief will continue to play an important role against
the background of a growing number of increasingly complicated disaster
situations in different parts of the world. The rising complexities are posing
new and difficult challenges for the orientation and design of emergency
relief. A new vision and a flexible approach to the linkages between hu-
manitarian, political and peace-keeping activities are strongly needed.
Furthermore, we need to clarify and strengthen the linkages between hu-
manitarian efforts, reconstruction efforts and long-term assistance.

Similarly, we need to focus on long-term strategies to avoid or mitigate
disaster and emergency situations. There is a great need for improving
international coordination in the field of emergency relief.

Fourth, we will strive to improve our work in a number of areas which
are of crucial importance in achieving sustainable development. We would
like to define sustainable development according to the Brundtland Com-
mission, i.e. ‘development satisfying the needs of today, without risking the
possibilities of satisfying the needs of coming generations’. The concept of
sustainable development is people focused and centres on national and
international changes of society from a social, economic, ecological and
political point of view. To be able to encompass all these components we
need to increase our efforts in the following areas:

— environment and development
population and development
agriculture and development
— women and development, and
children and development.
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Fifth, we will be paying more attention to the means of increasing the
effectiveness of development cooperation. This is a formidable and neces-
sary task.

Our ability to analyse the environment in which we are working, the
prevailing conditions, the priorities set by the recipient country and the
realism of our goals will determine the effectiveness of our efforts.

The decisions made concerning the design and magnitude of our coop-
eration have to be based on the results attained. This might seem obvious,
but in the history of development cooperation this has not always been the
case. Focusing on results means that we have to define very clearly the goals
for all our activities, so that the outcome can be continuously measured
against the goals. It also means that we need to improve our analytical tool-
box, used to measure results, not only in terms of short-term efficiency but
also in terms of long-term effectiveness and development impact. We are at
present devoting much time and effort in developing our planning process
and methodologies in this area.

An important part of this work is to clarify better our strategies and
priorities for cooperation with our main partners. This work is progressing
through the successive adoption of Country Strategies for each of our main
cooperating partners, encompassing all different types of assistance chan-
nelled through the various Swedish aid agencies.

Several studies have been commissioned to look into ways of improving
the effectiveness of the execution and administration of Swedish develop-
ment cooperation. In some cases these studies have resulted in operational
proposals that are now being adopted; in others much work remains before
changes can be implemented.
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WELCOME ADDRESS

Anders Wijkman
Director General, SAREC

Before giving some comments on the theme of this conference, allow me to
give a brief presentation of SAREC. When SAREC started in 1975, support
capacity building of research was our central task. Strengthening indigenous
research was seen as a prerequisite for self-reliance and national develop-
ment. It was seen as a key factor in the building of knowledge and capacity
for development and essential if poor countries were to break out of
isolation and have the possibility to participate in international scientific
cooperation. Our support was channelled through four major types of
programmes:

— bilateral research cooperation

~ international research programmes

- regional and special initiatives

— special support for development research at Swedish universities.

Over the years our activities have expanded, in particular those aimed at
bilateral capacity-building efforts. We currently have fifteen bilateral pro-
grammes, the majority of them in Africa. Our budget is 450 million Swed-
ish kronor, an estimated 60 million US dollars. Since we are active within all
major disciplines, this means that we are spread rather thinly.

One obvious observation to be made after almost two decades of work is
the extremely small size of the resources allocated for human resources
development in most countries of the South, resulting in low capacity. In
such a situation it is difficult for a government to start any real development
process. Foreign experts are often available but to depend on them means that
self-reliance is not possible. Furthermore, the conditions of life and develop-
ment in southern countries differ very much from the situation in northern
countries. The climate is different, soils are different, ecosystems are differ-
ent, social and cultural habits are different. Hence experts from abroad may
have little to contribute; in fact they may often constitute a problem.

When funds for research are unevenly distributed — presently more than
95 per cent of all research in the world takes place in the rich countries — it
also follows that research priorities are dominated by northern interests.
This is the reason why within SAREC we ask for increased funding both
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for research and capacity building in poor countries and for a greater
interest by northern scientific institutions in the many challenging devel-
opmental problems in the South!

One subject area of great concern to us is development economics. We
have been able to channel support to a number of capacity-building efforts
in this field in Africa as well as Latin America. We see it as a priority to
contribute to the development of a better understanding in the countries
concerned with the driving forces behind development. Hence our active
support for institutions like the African Economic Research Consortium,
CODESRIA in Africa, CEDES in Argentina, and CIEPLAN in Chile, to
name a few.

The main objective of this conference is to listen to your assessment of
where we are today in terms of understanding the dynamics of develop-
ment. What do we know about development? Why has development suc-
ceeded relatively well in some parts of the world and not in others? Where
are the ‘knowledge gaps’? What role could an institution like SAREC play
in the future? To what types of research activities — including capacity
building ~ should we give priority?

Looking back, many different schools of thought regarding development
theory and development economics have emerged over the years. During
earlier decades polarization was strong between thinkers on the left and on
the right. Today the situation is different. Market-friendly approaches have
come to dominate the debate more and more. After the collapse of the
Soviet system, this tendency is even more pronounced.

When listening to the general discussion one sometimes feels as though
history really has come to an end, i.e. that the market economy as we know
it is the ultimate development model. Such a conclusion, however, would be
premature. Over the last few years a number of problems of paramount
importance to everybody concerned with development issues have come to
the fore, and no easy answers can be found. I am referring to the ecological
crisis as well as to the problem of growing populations. In addition, there is
the widening gap between those who have and those who have not.

For a period of time, the issue of equity seemed to be forgotten, and all
focus was on growth per se. For a number of reasons this situation cannot
continue. The gap between the rich and the poor is accelerating and the
consequences for social stability, for the environment and also for popu-
lation growth could be very detrimental.

When reflecting on new strategies to solve these problems, we should of
course not lose sight of the significant progress that has been made by the
developing world. Average incomes have more than doubled in thirty years,
much faster than in the UK during the industrial revolution. Infant mor-
tality has been cut in half. Total fertility rates are down by 40 per cent. In
fact many developing countries have been able to bring fertility rates down
much faster than was the case in Europe towards the end of the last century.
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But for some regions of the South the record is not impressive. In more
than thirty-five countries — comprising more than 500 million people —
average incomes remain very low or have been declining since the 1960s.
In those regions, poverty is a terrible problem. The question is: why have
some countries succeeded whereas others have failed?

Larry Summers, the former chief economist of the World Bank, provides
some answers in a recent article (Summers and Thomas, 1993). First, ac-
cording to Summers, what is required for any sound development are
conditions of peace. Second, nations form their own destiny. Poor domestic
policies are usually to blame for development failures — much more so than
an unfavourable external environment. Third, what is required is a proper
blend of state and market in the economy. As Keynes once said, ‘the
important thing for a government is not to do the things which individuals
are doing already...but to do those things which at present are not done at
all’ (Summers and Thomas, 1993, p. 244). Investments in human capital -
through education and health services — as well as infrastructure are exam-
ples of meaningful activities.

I guess most people would agree with Summers and Thomas® reasoning.
When analysing further what constitutes a ‘good policy environment’ Sum-
mers and Thomas point to the value of experience regarding the importance
of sound macroeconomic policies as well as a competitive climate for
enterprise.

However, there is a great deal of uncertainty as well when it comes to
explaining what has worked and what has not worked. Summers and
Thomas ask for more research into the whole question of what role state
interventionist policies played in the case of the Southeast Asian success
stories. Another important research area is the relationship between
political and economic reform. Many of the most successful nations
have had governments that were authoritarian. What conclusions can be
drawn?

Development is not only a question of growth. Far too often, however,
development is presented as being successful provided growth rates are
high. Human Development Reports have made endeavours in recent years
to go beyond the GDP statistics. In developing the Human Development
Index, an attempt is made to assess quality of life in a broader sense. These
efforts ought to be strengthened.

To measure progress solely as a function of the growth rate of the
economy is questionable for a number of reasons. The GDP tells us nothing
about the distribution of incomes, nor does it indicate how the welfare
system is functioning. Another weakness is that the effects on the environ-
ment are neglected. This was a correct approach as long as human activities
were relatively small compared with nature. But this is no longer the case.
The World Resources Institute and others have shown for individual
countries, in particular in the South, that if observance had been given to
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the negative environmental consequences of economic growth the net na-
tional product would be negative instead of positive.

For many years the majority of economists paid little attention to the
negative impact on the environment of production and consumption sys-
tems. If the problem was recognized, the response was normally one of
‘putting the prices right’. But very rarely did prominent economists take the
lead on these extremely important issues. Hence it is with great pleasure
that we welcome to this conference a few personalities who have made
valuable contributions to the efforts to integrate economics and environ-
ment!

Let there be no misunderstanding. Economists are absolutely right in
stressing the need to ‘get the prices right’. One of the main weaknesses of
today’s system is that it is more or less free to pollute. By internalizing the
social costs of production and consumption conservation efforts and ef-
ficiency are being encouraged and environmentally friendly systems of
production, consumption and transportation will have a real chance to
compete. However, let us not forget that some aspects of environmental
degradation are difficult to assess in monetary terms. I am referring par-
ticularly to damages in the services provided by ecosystems (like local
climate control, recycling of nutrients, absorption of waste products, etc.).
Here more research is needed to develop the right kind of policy instru-
ments.

More and more people agree that for the South to continue to follow the
prevailing growth concept of the North does not provide a solution to its
problems. The resulting waste would be colossal and most probably lead to
major ecological collapses. Those that would suffer the most would be the
poor.

What is urgently needed are new strategies for development, in the North
as well as in the South, where the focus is as much on the quality aspects of
growth as on quantity. Only by doing more with less could sustainability
be accomplished. In a recent paper, the German scientist Ernst von Weiz-
sicker asked for a quantum leap in the efficiency by which humans use
energy and materials. Only through such a ‘revolution’ will it be possible to
provide decent living standards for the billions of poor in the South without
destroying the life-support systems (von Weiszicker, 1994).

The British author Paul Harrison has another approach, i.e. poverty as a
cause of environmental degradation. He argues in favour of a better under-
standing of the real causes behind deforestation and land degradation.
According to Harrison, the main problem is poverty and growing popu-
lations. As long as there is land available and the poor are not offered better
opportunities for survival than what they have, the degradation will con-
tinue (Harrison, 1993).

Thus, a key issue for the future will be how to reach the poorest segments
of the population. Can adjustment to the ‘market-friendly’ approach work
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in the poorest countries — and will such approaches really reach the poor
segments of the population, those living on subsistence farming and outside
the formal economy?

Other important issues are of course those related to technology and
technology transfers. Almost all ‘late-industrializers’ in both the North and
the South have industrialized on the basis of technology transfer, including
the countries of Southeast Asia. Such a process can be looked upon as
‘technological learning rather than technological innovation’. Key questions
are: Why did this process succeed so well in some countries and fail so
dismally in others? What role did state intervention and state-imposed
technology policy play in the successful cases?

Another dimension of technology is job creation. What can we expect of
the future? To what extent will automation penetrate the South? Will the
phenomenon of jobless growth occur?

Looking back, technology transfer to the South has largely been a failure
in many countries from the point of view of generating large-scale and rapid
growth in employment. The so-called appropriate technology movement
has tried to meet this challenge by evolving technologies and organizations
that can be easily mastered by local populations, that make use of local
materials, etc. This movement has had its successes in several parts of the
South, but it has not been something that developing country elites have
been eager to promote. How can the appropriate technology movement
be better supported in the future? What obstacles does it face? What niches
can it occupy? These are some of the issues that require better under-
standing.

Over the last decades education has been acknowledged as a fundamental
factor for development. The issues that need to be further discussed are:
What should be the balance between technical and non-technical education,
between higher education and research, between state intervention and
private initiatives?

As well as preparing myself for this conference I have also been partici-
pating in preparations for a major seminar in Parliament on population-
related problems. It is one of many meetings preceding the Cairo Conference.
What has struck me in the preparations so far is that almost everybody is
focusing on fertility rates and what could be done to bring them down as
quickly as possible. This is of course important. But just as important is to
start to think really about how to prepare the planet for another 3 to 4
billion people in the next fifty years. No matter how successful we are in
bringing down fertility rates there is no way we can avoid another 3 to 4
billion people. That is how strong the momentum is. This has nothing to do
with population policies but is sheer mathematics.

Quite obviously the world is not well prepared for such an increase in the
number of people. Imagine all the health care, all the housing, all the
schooling — not to mention all the jobs — that would be required to take
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good care of all those people! Already today we experience enormous
difficulties in providing those services and opportunities for a much smaller
population. This should put our discussions into the right perspective.
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INTRODUCTION
Mats Lundahl and Benno J. Ndulu

Economic development usually encompasses issues of growth and distribu-
tion. Development takes place when the gross national product (or income)
per capita grows at a sustained pace over a long period without simulta-
neously worsening the distribution of income and increasing the number of
absolute poor. Given that economic growth implies using resources, some
of which are not renewable, to these requirements should also be added a
condition with respect to sustainability. That is, growth should take place in
a way that takes the true costs of resource depletion and environmental
degradation into account. Growth should not be hampered, but resources
must be left to future generations as well.

The essays contained in this volume all attempt to reflect the above defini-
tion of economic development. At the same time, they focus on some of the
most important issues facing development economics as the present century
draws to a close. The first of these issues is economic growth and its costs.
Growth — the overriding development concern during the 1950s — has been
brought back to the forefront in the 1990s. The so-called New Growth
Theory has endogenized technological change, focusing not only on capital
formation (as was the case in the 1950s) but also on such determinants as the
development of human capital, research and international trade. In order to
bring out the complexity of the growth process the economy has been
disaggregated into more than one sector. On the empirical side, interest is
shifting from short-run stabilization of economies that were in acute crisis in
the 1980s to more long-run issues, including structural reforms and institu-
tional requirements, creating a growth-inducing economic environment.

The concern with growth is reflected in the first six essays. The three
following ones all discuss the costs of growth in terms of the environment.
Environmental issues as such have been dealt with for a long time in
economics, notably in the theory of exhaustible resources and in the dis-
cussion of externalities in welfare economics and public-choice-oriented
literature. The problems of deforestation and soil erosion and more gen-
erally the protection of biodiversity remain among the most serious issues
facing developing countries today. However, until relatively recently few
systematic attempts had been made to bring environmental considerations
into the development context.
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The second half of the book concentrates on problems related to the role
of the state. Hand in hand with the emphasis on growth in the 1950s went a
belief that the state would be able to promote growth by means of an active,
highly interventionist, development policy that substituted an orderly plan-
ning procedure for the capricious swings of the market. As is well known,
the pudding of central planning has not stood the test of eating. The trend
during the past twenty years has been one away from dirigisme towards a
more market- and incentive-oriented view of how development can be
brought about. Still, laissez-faire has not carried the day. The notable
success of the East Asian economies during recent years and the many
incomplete answers to questions about the exact degree and nature of
government intervention in these economies has revived the state versus
market debate, as reflected in the last seven essays of this volume.

GROWTH, INNOVATION AND THE
ENVIRONMENT

Economic growth has occupied a central place in the development literature
throughout the past four decades. Growth has led to the prosperity and
welfare gains of nation states. Indeed the differentiation of the well-being of
economies over time rests mainly on the level of achievements in growth
performance. Development strategies have thus invariably focused on the
means to achieve high rates of growth as a basis for reducing poverty and
improving living standards.

These strategies have experienced major changes over time. The changes
have been influenced by developments in the theory of growth and by
experience from the actual implementation of growth strategies. The early
theories emphasized capital formation as the engine of growth and savings
mobilization as the main means for achieving high investment. Productivity
growth was considered to be driven largely by exogenous technological
progress. Incomes of the world economies were expected to converge
unconditionally over time as the poorer nations caught up, given the
anticipated higher productivity of capital in these countries. Macroecon-
omic policy stances were expected to have no influence on the long-term
rates of growth as these were driven by exogenously determined rates of
technological progress and population growth. Since the 1980s, however,
the New Growth Theory has shown that technical change is endogenous to
the growth process and that human capital and policy stances do matter for
long-term growth. Technological progress benefits from human capital
formation, scale economies and access to foreign technologies. This con-
tention is supported by growing disparities in incomes between the devel-
oped and the least developed world and the empirical evidence that
convergence of incomes is conditional on the improvement of other growth
fundamentals.
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The 1980s also saw a major swing towards concerns with macroeconomic
stability in the developing world as a condition for long-term growth. In
addition, this shift emphasized market-oriented incentive structures to
promote efficiency in resource use and productivity growth. Little attention
was paid to other fundamentals. The continued sluggish growth per-
formance in the least developed countries, however, points to the need
for addressing the problems related to such issues as well. Moreover, since
these countries depend to a large extent on environmental resources for
sustaining growth, the increasing loss in biodiversity has raised serious
concerns about the protection of environmental resources for future
generations.

The six essays that focus on long-term growth highlight the importance
of the recent emphasis on macroeconomic stability as a condition for
achieving sustained growth. At the same time, these chapters draw attention
to several other conditions for growth. They emphasize the need to co-
ordinate stabilization and development policies in order to ensure that
short-run corrective measures are consistent with the broader aims of
promoting employment, investment and innovation. The essays also point
to the importance of appropriate institutional environments that will facil-
itate resource accumulation and efficient allocation. The main concerns here
relate to uncertainty and lack of credible policies which discourage invest-
ment and distort resource use.

Also addressed is the need to create a productive structure in developing
economies that is capable of responding flexibly to external reversible
shocks so as to ensure a continued stable development environment. The
essays consider regional integration as a strategy to reach threshold scales of
activities, attract investment into marginal regions and coordinate security
and resource management in order to reduce risks and uncertainties as well
as conserve scarce resources. The role of innovation is considered in the
context of long-run cyclical patterns of technological change and with a
view to meeting the necessary conditions for keeping up with a rapidly
innovating world.

The focus of the three essays on the environment concerns the over-
exploitation of environmental resources, as well as approaches to resolve
the tension in the appropriate utilization of these resources to ensure the
well-being of generations over time. All three use the viewpoint of inter-
generational equity as their point of departure and emphasize the need to
respect resource constraints when pursuing economic development. The
essays also consider specific policy instruments to address the distortions
arising from the failure of markets and governments so as to ameliorate the
rising loss in biodiversity. These initiatives and their potential impacts are
reviewed in relation to local market failures, government intervention fail-
ures and global appropriation failures.

3
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Chapter 2

‘Macropolicies for the Transition from Stabilization to Growth’, by José
Maria Fanelli and Roberto Frenkel, focuses on coordination of macroecon-
omic and development policies. Using the Latin American experience of the
1980s and 1990s, the chapter shows how a lack of coordination between
macroeconomic and structural policies in situations of undeveloped markets
and pervasive market and government failures can lead to persistent macro-
economic instability and uncertainty. This, in turn, discourages investment
and innovation, which hinders both growth and productivity gains. The
chapter singles out four key factors as the fundamental causes of coordina-
tion failures. These are the extremely thin and rationed capital markets, the
public sector’s tendency to generate unsustainable deficits because of rudi-
mentary systems of taxes and expenditure, a productive structure incapable
of responding flexibly to external shocks, and a lack of access to timely
financing of resource gaps caused by reversible shocks.

In contrast to the situation in the developed economies where the task of
macroeconomic policies is largely that of fine tuning to smooth out cyclical
fluctuations in investment and employment rates, macroeconomic policy in
developing countries has primarily aimed at correcting short-run current
account disequilibria and fiscal imbalances. The preoccupation with restor-
ing equilibrium has led to a dichotomization between stabilization and
development policies. The authors emphasize the need to coordinate poli-
cies so as to achieve macrostability on a sustained basis while at the same
time promoting employment, investment and innovation. They highlight
the need for taking into account the longer-run consequences of stabiliza-
tion policies on economic structure and the effects of structural reforms on
short-run stability.

Fanelli and Frenkel review the coordination failures of the 1980s in Latin
America during which uncertainty and instability prompted domestic
savers to prefer liquid international assets — capital flight. Owing to the
limited availability of international credit to governments and domestic
private investors, effective investment was lower than its potential. During
the 1990s, macroeconomic stabilization policies have reversed the capital
flight and expanded short-term inflows. This has generated significant real
appreciation of currencies and an allocation of resources that is inconsistent
with long-term sustainability of the external equilibrium. In both cases,
these undesirable effects are attributed to the fundamental coordination
failures.

Fanelli and Frenkel point to four main challenges in the 1990s which are
related to the links between macroeconomic policies and development.
First, there is the need to raise the rate of investment and savings through
a combination of the classical tradition of ‘thriftiness’, the Keynesian tradi-
tion of appealing to the investor’s ‘animal spirits’, the neoclassical tradition
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of ‘allocative efficiency’ and the Schumpeterian tradition of ‘incentives for
innovation’. The second challenge is that of addressing the problem of
disarticulation of the financial system in the light of the thinness of financial
markets and the lack of robustness of the domestic demand for financial
assets. Third is the need for strengthening the fiscal structures in order to
close unsustainable fiscal gaps. In this regard, particular attention needs to
be paid to the harmonization of the multiple objectives of fiscal policy,
particularly between fostering macroeconomic stability and nurturing pro-
ductive investment. A primary task singled out here is that of improving the
revenue productivity of the tax system while minimizing the distortionary
allocative effects. Fanelli and Frenkel encourage the reduced use of tax
handles in order to avoid ‘fiscal rebellion’ by instilling a sense of fairness.
Expenditure restructuring towards public investment and anti-poverty pro-
grammes is encouraged. The fourth and final challenge is to avoid interrup-
tion of the growth process through the creation of a productive structure
that can flexibly respond to external shocks and through improved access to
contingent finance. All together, the Fanelli and Frenkel chapter charac-
terizes the ideal macroeconomic framework for growth as that which en-
sures a lower degree of uncertainty regarding inflation, an appropriate and
stable rate of exchange and an improved fiscal balance in support of higher
savings and investment, as well as the sound instrumentation of strategic
interventions to compensate for market failures.

Chapter 3

In ‘Constraints on African Growth’, Arne Bigsten raises research questions
with respect to the persistently very poor growth performance of African
economies in contrast to other developing regions, which have shown a
remarkable ability to catch up with the developed world. The chapter first
reviews the results of various studies that explain growth performance. The
review singles out three factors — the rate of resource accumulation, tech-
nological innovation and efficiency in resource allocation — as being funda-
mental for sustained growth. It is further argued on the basis of these
studies that technological progress benefits from human capital accumula-
tion, the existence of scale economies and access to foreign technologies.
The advantage of late-starters is partly related to the opportunity to adopt
up-to-date foreign technologies at significantly lower costs than the inven-
tors. Against this background, the African economies are seen to be sliding
back in relative terms as a result of low rates of resource accumulation, the
absence of scale economies, negative productivity growth and an increasing
gap between the technologies applied in Africa and those on the inter-
national frontier.

Bigsten then delineates the important areas for further investigation,
focusing on the appropriate economic and institutional environment for
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facilitating the accumulation of resources, their efficient allocation and the
introduction of better technologies. In acknowledging the considerable
effort and progress in macroeconomic policy reforms, three key areas are
singled out for further research. The first task is to determine the extent to
which instability and unsustainability of policies discourage investment.
The role of a large debt overhang is also highlighted in relation to the
pressures for policy change and increased vulnerability to shocks. Uncer-
tainty and lack of credibility are thus pinpointed as important constraints to
investment that need further study.

The second issue is the extent to which selective market interventions can
be adopted from the East Asian experience to promote export growth.
Transparency in the selection of target agents for support and the develop-
ment of appropriate supportive institutions are emphasized. Also impor-
tant, in order to reduce transaction costs, is a clear delineation of exchange
rules and enforcement of contracts. Finally, Bigsten stresses the importance
of research on the political processes that promote policy interventions
based on rules rather than discretion. What mechanisms can be adopted
to insulate a competent bureaucracy from undue political pressure and
interference?

Chapter 4

‘Long-Term Development and Sustainable Growth in Sub-Saharan Africa’,
by Ibrahim Elbadawi and Benno Ndulu, focuses on the constraints and
prospects for long-term growth in Sub-Saharan Africa. The analysis is
motivated by widely supported empirical evidence that a significant pro-
portion of Africa’s poor growth performance is unexplained even after
taking into account basic growth fundamentals and policy stances.

The chapter identifies three broad categories of constraints to long-term
growth in Sub-Saharan Africa. The first set is what is referred to as the
growth fundamentals. The economies are characterized by vastly under-
developed infrastructure, weak institutions, rudimentary technology and
relatively low human capital development, as well as unstable macroecon-
omic and political environments that discourage saving and investment.
Elbadawi and Ndulu review empirical studies on the relationship between
long-term growth and these fundamentals and in addition use their own
empirical analysis to confirm the significance of all these factors in explain-
ing the poor growth of Africa and the failure to ‘catch up’ with the rest of
the world.

The second constraint is the structural disarticulation of African econ-
omies, which makes them more susceptible to external shocks and limits
their capacity to respond to those shocks. The chapter assesses the income
effects of external shocks resulting from changes in the external terms of
trade, interest rates and net transfers of external resources for a median
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African country. In contrast to the conventional wisdom, the results show a
significantly higher loss of income from external shocks in Sub-Saharan
Africa than in other developing regions. At best, net transfers of foreign
resources only partially offset the negative effects of the sustained decline in
the external terms of trade. The chapter also looks at the indirect effects of
these shocks in the light of the weak response capacity and relatively poor
access to timely liquidity to help ride out temporary shocks. These indirect
effects include irreversible resource allocation decisions by producers at-
tempting to cope with persistent unpredictable shocks and the stimulation
of bad policy response to shocks. Finally, Elbadawi and Ndulu point to the
close link between external and fiscal pressures in the African economies
and the high debt overhang as crucial factors constraining a prudent re-
sponse to external shocks.

The third set of constraints relates to the small size of African markets
and their poor strategic location wis-4-vis the main economic growth poles
of the world. The chapter points to the failure to generate the threshold
scales necessary for creating strategic complementarities and attracting
adequate levels of investment for badly needed modernization and techno-
logical progress. It also raises the issue of regional spillover effects from
investment in human and physical capital and from civil instability. Finally,
it urges policy coordination at the regional level to buttress reforms as well
as other forms of regional integration to achieve threshold scales of activ-
ities and attract investment.

The Southeast Asian experience is referred to in the context of rethinking
industrial strategies as African countries move away from the previous
disastrous experience with import substitution and selectively build on
past investment. The urge for selectivity and transparency in intervention,
the need to exploit comparative advantage in unskilled labour and the
necessity of building on human competence and technological capabilities
are emphasized as important lessons from this successful experience.

Chapter 5

‘How Painful is the Transition? Reflections on Patterns of Economic
Growth, Long Waves and the ICT Revolution’, by Claes Brundenius,
focuses on the role of innovation in the growth process in the context of
long-run cyclical patterns of technological change. Such cyclical patterns
are characterized by transitions from one ‘techno-economic paradigm’
(TEP) with a dominant form of technology to another. These transitions
involve significant costs.

Brundenius’ central thesis is that countries that move rapidly to higher
development stages need to adopt new technology relatively early in a
Kondratiev cycle or position themselves with foresight on what the new
underlying technology of the future will turn on. The empirical evidence
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presented in the chapter suggests that as technology changes, developing
countries that have positioned themselves to benefit from the ‘underlying
technology’ of the next long wave can catch up with the rich countries,
while those that lock themselves in dinosaur technologies fall behind.
According to Brundenius, the catching-up process crucially depends on
the ability to adapt to the rapidly changing conditions of entry into the
world market during the transition from one techno-economic paradigm to
another. This adaptation requires changes in the institutional, social and
response capacity of firms to exploit emerging opportunities.

The author illustrates his contention with a comparison of long-term
growth performance among ‘pioneers’, ‘late-comers’ and ‘late late-comers’.
Those now developed countries that were successful in making the painful
transition between phases got ahead, while those that did not stagnated in
relative terms or even fell back. Through the first four waves, ‘late-comers’
such as the United States, Germany and Sweden were able to catch up with
pioneers (e.g. Britain) and surpass them by engaging in revolutionary tech-
nological breakthroughs. These countries are now well positioned to exploit
the opportunities of the next techno-economic paradigm (fifth cycle), which
will be driven by the information and communication revolution.

Countries in Latin America such as Argentina and Brazil, which posted
reasonably fast growth during the first cycle, as well as the former Soviet
Union, which posted rapid growth during the fourth cycle, have stumbled,
owing to their inability to make the painful transition to new dominant
technologies. Other countries, such as India, have stayed behind for the
same reason. The only ‘late-comers’ singled out by Brundenius as having
been able to position themselves well for the transition to the fifth cycle
recently are those of Southeast Asia.

The evidence presented in Brundenius’ chapter poses two key questions
for development as the world moves from the fourth Kondratiev cycle,
driven by mechanization, to the fifth, which will be spearheaded by infor-
mation technology. The first issue is that this transition provides an oppor-
tunity for developing countries to ‘leapfrog’ in terms of growth, as shown
by the Southeast Asian experience. This opportunity arises from the fact
that microelectronics and informatics, which enhance human mental effort,
are based on a cheap and undepletable resource - silicon — and the skills for
using such technology can be more easily acquired.

The second issue relates to the conditions for successful exploitation of
this opportunity. These go beyond the current focus on trade liberalization/
competitive environment as the quickest route to learning. The chapter
underscores the need to adopt policies that support the learning process
and the response capability of firms. The need for requisite intellectual
capacity to be able to benefit from these opportunities can thus not be
overempha31zed Furthermore, late-comers may be trapped in the inertia
from the previous industrial structure in trying to mimic closely the ex-
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perience of the leading countries. From this perspective Brundenius con-
cludes that the catching-up prospects for the majority of late-comers are
very bleak.

Chapter 6

In “Technological Implications of Structural Adjustment: Some Lessons
from India’, Malur Bhagavan reviews the evolution of technological policy
in India over the last three and a half decades and poses the transitional
challenges a developing country faces in coping with the changes towards a
high-tech world. This evolution has taken place in two main phases: the era
of the closed economy during which the government played a dominant
role in promoting technological progress (1950-1984) and a more recent
phase of a liberalized and open economy with a larger number of important
actors, including the domestic private sector and foreign firms (1985 to
date). Bhagavan argues that the move towards the second phase began in
the mid-1960s with a gradual decline of state ownership and control of the
commanding heights of the economy. The process has intensified since the
mid-1980s and accelerated with the adoption of the structural adjustment
programme in 1991.

During the first phase, through its technology policy, India succeeded in
building capacity for technological absorption, increasing the ability to use
and replicate a great variety of imported standard modern technologies and
a few highly modern capital goods. Bhagavan cites the drastic reduction of
imports of consumer goods and capital goods as evidence. At a more
detailed firm level, further evidence is provided from a set of studies that
confirm success in the indigenization of foreign components, product
adaptation and diversification. These achievements were a result of efforts
in research and development organized in government research labora-
tories, Indian institutes of technology and in-house research and develop-
ment in industrial firms. The overall protective structure and technical as
well as scientific training, mainly through public programmes, buttressed
this effort.

However, Bhagavan voices several concerns with respect to the experi-
ence with the technological progress achieved and the technology policy
pursued during this phase. First, there is the failure to acquire the capacity
to design and innovate new standard technology. Second, there is the failure
to indigenize high technology as is evident from the continued growth of
technology imports. In both these cases the effort in public institutions and
the in-house research and development was inadequate. The firm-level
evidence cited shows that the principal concerns of the firms were improve-
ment of product quality, production efficiency and labour productivity.
Innovation was seen to be too costly for the firms’ limited means, and
public laboratories and institutes lacked both resources and a culture of
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responsiveness to the requirements of the firms. Third, the structure of
skills development was biased towards graduate scientists and engineers
and against technicians. Making a comparison with the structure in South
Korea, Bhagavan sees this inverted skill formation pyramid as an obstacle to
technological progress.

With the opening up and liberalization of the Indian economy during the
second phase, the participation of foreign firms and high-technology im-
ports have rapidly increased. The number of technology agreements with
foreign firms has doubled, spurred by the dismantling of restrictions pre-
viously in place. Import restrictions for capital goods have been consider-
ably reduced, licensing for new and expansion of old firms has been
abolished, provisions for monopolies and trade confinement have been
scrapped and public firms have been exposed to competition and critical
review for efficient performance.

Bhagavan raises several doubts with respect to the new policy regime.
First, he sees it as intensifying the process of technological polarization and
dualism set in motion in the 1980s. On the one hand, medium- and large-
scale firms will increase their utilization of imported highly modern tech-
nology while abandoning domestic modern technology. On the other, the
small-scale sector will continue to use locally produced technology. Thus
the gap in know-how between the two will widen. Second, Bhagavan
doubts the capability of local producers to absorb high technology effec-
tively in spite of their increased efforts. He sees the challenges when it
comes to retraining shop floor engineers and technicians to absorb high-
tech skills as formidable. Third, Bhagavan regards the influx of high tech-
nology and abandonment of standard technology as an impetus to further
postponement of technological effort in design and innovation since far
more resources and capabilities are required for this purpose. Fourth, he
envisages a likely encroachment into the small-scale sector with the removal
of licensing restrictions. The new policy environment opens up this sector
for a possible takeover by medium- and large-scale firms. Fifth, as industry
shifts to high technology, skilled labour will become increasingly redundant
without alternative opportunities for absorption.

In the last section of the chapter Bhagavan considers various options for
addressing the challenges. These include strategies for retraining and job
relocation, growth in the small-scale sector and its modernization through
technology estates, rejigging in-house research and development for absorp-
tion of new technology and restructuring education, workforce and
national research systems.

Chapter 7

‘Developmental Regionalism’, by Bjérn Hettne, focuses on the rise and
revitalization of regionalism as a development strategy. Hettne argues that
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this ‘new’ regionalism is qualitatively different from earlier attempts at
creating regional blocs as free trade areas to address the problem of small
market sizes. It facilitates trade flows within the membership of regional
organizations, but three key features distinguish it from the old arrange-
ments. First, the new regionalism incorporates the coordination of security
systems among the participants as a means for preventing political disin-
tegration and conserving resources committed to resolving civil strife for
alternative use in support of development — the peace dividend. Second,
these new entities are increasingly being used as a means for solving
ecological problems which span national boundaries. Third, the new re-
gionalism offers a way of avoiding marginalization as the globalization of
the world economy proceeds rapidly and disparities in development in-
crease across the regions of the world.

Hettne is optimistic about the success of the new regional arrangements
in achieving the above objectives. Unlike their old counterparts, they em-
phasize the concept of ‘region’ rather than simple participation in global
hegemonic arrangements. The end of the cold war has played an important
part in this transformation. Moreover, he argues, rather than being imposed
from above through governmental acquiescence to hegemonic interests, the
new entities are being formed from below with a wide participation of non-
governmental interests such as firms, labour unions and other kinds of social
movements. The new regional organizations are adapting to the opening up
of the global economy. In contrast to the old ‘closed regionalism’, the new
‘open regionalism’ seeks to remain consistent with GATT regulations while
addressing region-specific concerns. The links across regional interests are
bound by these rules and regulations, relieving the tension between regional
interests and the process of globalization. They ensure social protection
against the potentially disruptive forces of market expansion while permit-
ting the exploitation of opportunities from the globalization process.
Hettne likens this arrangement to a decentralized GATT system.

In order to illuminate the applicability of these new features to regional
initiatives in the developing world, Hettne highlights the dominant features
of the strategy in each initiative. The argument of ‘viable economy’ is
particularly pertinent to Africa and the Caribbean, the main concern being
to avoid marginalization. In the case of Africa, he points to the formation of
the African Economic Community as a remedy in the long run. In the
meantime, however, Hettne emphasizes the importance of a gradual
achievement of this ambition through the strengthening of subregional
initiatives such as the Southern Africa Development Community (SADC)
and the Economic Organization of West African States (ECOWAS) as
building blocks. The objectives of these and other initiatives, like the Inter-
governmental Authority on Drought and Development (IGADD), go
beyond the promotion of trade to encompass political, security and
environmental concerns. Hettne identifies the harmonization of economic

11



M. LUNDAHL AND B. J. NDULU

policies through the adoption of similar economic reforms and political
pluralism as conducive to successful integration.

In the case of the Caribbean Basin, Hettne observes the current move-
ment away from the earlier emphasis on structural transformation for
national autarky and specialization according to the comparative advantages
of each country. Changes in the external world, including the formation of
the North American Free Trade Area (NAFTA) and the end of the cold
war, have raised the concerns of marginalization and economic viability in
spite of the many obstacles to integration in the region. As the region
becomes politically more homogeneous, prospects for regionalism become
stronger. Hettne concludes that these economic and geopolitical factors will
push the Caribbean countries towards joining NAFTA.

The argument of effective global articulation is best exemplified by the
countries in Southeast Asia. As the globalization process intensifies and
regional blocs emerge, particularly in the developed world, these countries
increasingly seek to articulate interests within the region vis-d-vis the
globalization process. Hettne characterizes this initiative as ‘open regional-
ism’ built around a Sino-Japanese core against the ‘Fortresses’ of Europe
and the Americas. GATT rules and regulations are the key instrument for
this articulation.

Hettne also exemplifies the peace dividend by pointing to regional in-
itiatives in the Middle East. In spite of the very significant regional homo-
geneity in language, culture and religion, security in the region remains
elusive and conflicts abound. Regional hegemonism has been and still
remains strong. Hettne concludes that a regional development process
based on the triangle of Israel-Jordan-Palestine is essential for the con-
solidation of the peace process and development of the whole region.

Finally, there is South Asia. Hettne notes that the strategy of delinking
that was dominant in the region is losing ground. Hostilities within the
region still abound and some form of regional cooperation has been in-
itiated against regional hegemonism. Developmental regionalism remains
embryonic. However, Hettne sees some scope for cooperation in respect to
common resource management. He cites the common management of the
shared river system as an important imperative for regionalism in the future.

Chapter 8

In ‘Environmental Resources and Economic Development’, Partha Das-
gupta and Karl-Goran Miler review the relationship between economic
development and the appropriate use of environmental resources. The
principal objective is to highlight the resolution of intergenerational ten-
sions in the management of environmental resources for economic devel-
opment. These resources include both renewable and non-renewable stocks.
The chapter essentially sets this resolution as a problem of both intertem-
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poral welfare economics and the theory of optimal development. Dasgupta
and Miler point out that the central concern need not be so much the
decline in the stock of environmental resources per se, but the optimal
pattern of use of such resources to realize the well-being of the society
over time. Sustainable development in this regard pertains to the strict
observation of an intergenerational resource constraint to guarantee the
reasonable welfare of future generations.

These concerns arise from several factors. Most poor countries depend
heavily on natural resources for their livelihood and yet they are the least
able to repair damage to environmental resources. Soil degradation through
overcultivation and salinization through irrigation in the absence of ade-
quate drainage are examples of the fragility of the development base in these
countries. Lack of credit, insurance and capital markets is also cited as a
cause of animal overstocking in these countries — with similar consequences.
Until recently, little concern was given to the issue of the deteriorating
environmental resource base in the formulation of policies. The same ne-
glect is cited for the discipline of development economics. The authors
argue that the recent upsurge of environmental concerns has lopsidedly
focused on putting a stop on the decline of the stock of environmental
resources without paying adequate attention to the other side of the coin,
the well-being of society. This underlies the adoption in this chapter of a
more balanced approach to the resolution of this apparent tension.

Dasgupta and Miler begin by considering a first-best solution to resource
use for intergenerational well-being. The underlying assumption is that
intergenerational equity is valued as an ethical goal. The adopted optimiza-
tion procedure results in a well-specified condition for maintaining inter-
generational well-being. It requires that the discount rate applied to the
consumption stream over time be less than the social rate of return on
investment (or capital productivity). If this condition holds, consumption
over time will not decline. This, they argue, is contrary to the popular notion
of a zero consumption discount rate. It underlines the fact that the rate of
discount for well-being differs from the consumption rate of discount.

The authors note, however, that in the real world computing the first-best
allocation of the resources may be unattainable and, hence, they consider a
second-best scenario involving appropriate social cost-benefit analysis. The
problem of global warming is used as an illustrative case. In this analysis
Dasgupta and Miler underscore the need to correct for the problem of
market failures resulting, for example, from missing forward markets for
property rights and from the existence of transactions costs. They cite the
puzzling results of recent simulation studies on the economics of global
warming based on simple social cost-benefit analysis. These studies con-
clude that the social costs of efforts to counter the phenomenon in the near
future would exceed the benefits, which will accrue only in the very distant
future. Dasgupta and Miler argue that these results ignore the need to avoid
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future risks, including the possibility of societal extinction. The use of social
rates of discounts that take into account the specific risks and uncertainties
related to environmental matters is critical.

To be able to evaluate properly changes in aggregate well-being over
time, as required by the approaches suggested above, one needs appropriate
measures of the components of well-being. Dasgupta and Miler point to the
weaknesses of the current approaches to measuring real net national income
as an indicator of well-being. These ignore social and environmentally
related components. An appropriate measure of the real net national pro-
duct, they argue, needs, on the one hand, to incorporate deduction of the
value of environmental damages and depreciation of the natural capital
stock and, on the other, to add the recurrent expenditures against environ-
mental damages and the net additions to the environmental defensive capi-
tal. The authors further emphasize the use of appropriate shadow prices for
goods and services in estimating real net national product. These ought to
be derived from the intertemporal optimization of the economy. The prices
so obtained can in turn be used at a more operational level to evaluate
projects and policies. Dasgupta and Miler conclude that if these prices are
used in this way they would indicate that projects that degrade the envir-
onment have lower social profits than they currently tend to show.

The Dasgupta—Miler chapter provides a useful framework for a balanced
approach to evaluating the links between the management of environmental
resources and economic development. It sets the tone for the next two
chapters, which focus on specific issues of environmental concern and
draw on relevant experiences to highlight them.

Chapter 9

‘The Capture of Global Environmental Value’, by David Pearce, takes up
the critical concerns of overexploitation of environmental resources as a
result of three economic failures: local market failures, government inter-
vention failures and global appropriation failures. These lead to a less than
optimal allocation of global environmental resources. The chapter focuses
more specifically on balancing the benefits from land conversion and land
conservation as a way of minimizing the loss in biodiversity.

Although Pearce contends that it is unrealistic to expect to save much of
the world’s biodiversity owing to the rapid increase in sheer population
pressure, the loss in biodiversity could be significantly reduced through
leveraging the flow of funds under international agreements and exploiting
mutually beneficial trade that generates benefits from the conservation of
biodiversity. The chapter expresses concern about the current singular
empbhasis on the flow-of-funds approach to conservation, noting that its
requirement, which is estimated at 0.8 per cent of the GNP of the OECD
countries, far exceeds total official development assistance, which stands at
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only 0.36 per cent of GNP. Pearce therefore strongly advocates using
complementary measures at local and international levels to foster a balance
between land conversion and land conservation as well as refraining from
subsidizing the rate of return to land conversion. At the global level pro-
vision of the ‘missing’ global markets for the valuable functions of habitat
and species is emphasized.

Using specific examples, Pearce highlights particular schemes falling
under private and official ventures. Some of these are regulation induced
and others are a result of spontaneous market transactions. He advocates
the broader adoption of appropriate domestic policies in both the develop-
ing and the developed world since the economic approach to minimizing
the loss of global resources has more promise than the flow-of-funds
approach. More specifically, it urges the adoption of measures to internalize
and capture the significant environmental values in market prices and direct
agreements between economic agents. Filling the gap of missing markets
Jocally and globally is an important part of this initiative.

Chapter 10

In ‘Environmental Tax Reform: Theory, Industrialized Country Experience
and Relevance in LDCs’, Thomas Sterner considers different approaches for
resolving the potential conflict between growth and depletion of finite
environmental resources at the national level. He reviews the options
available to policy makers for improving efficiency in the allocation of
environmental resources without compromising growth objectives, particu-
larly those related to public expenditure. The main instrument considered
by Sterner for achieving the double dividend of environmental protection
and increased government revenue is what is referred to as ‘green taxes’.
While noting the limitations of relying on taxes alone for managing com-
mon property resources, the author describes the important role they can
play in correcting market failures and enhancing social efficiency in the use
of depletable resources.

The chapter reviews the type of tax reforms that could be promoted to
attain simultaneously the objectives of revenue generation and environmen-
tal protection. The keen environmental protection interest which a country
like Sweden has pursued is based on its high reliance on natural-resource-
based industries, and intensive utilization of taxes for financing large public
expenditure programmes. Sterner compiles a range of environmentally re-
levant product taxes and assesses their budgetary and environmental pro-
tection effects. Key among these are energy-related taxes, including taxes on
oil, coal, natural gas, liquid petroleum gas and electricity. Other taxes are
those directly levied on vehicle owners and users as well as on tobacco.

Turning to the developing economies, Sterner highlights the limited tax
options for revenue generation that these countries have, their meagre
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resources for environmental protection programmes and the high depen-
dence their populations have on natural resources for their livelihood. This
situation, the chapter argues, makes the use of green taxes for multiple
objectives particularly attractive. The strategy advocated includes avoiding
environmentally destructive subsidies and a consideration of a wider range
of green taxes, including those on water, refuse, energy, fertilizer, lumber
stumpage and other natural resource rents.

THE ROLE OF THE STATE

One of the most exciting, and consequently most hotly debated, current
development issues is what role the state plays and should play in
the economy. During the ‘Golden Age’ of development economics, in the
1950s and 1960s, this role was taken for granted by most economists.
Interventionism, founded partly on the Keynesian heritage, and partly on
welfare economics, was the rule. Market failures were thought to be ubi-
quitous in less developed economies and the proper role for the state was to
step in and correct these, through an active economic policy in general and
through planning in particular.

A host of planning models was developed. Most of these models had in
common a very pessimistic view of the possibilities of employing the market
mechanism. Growth-oriented constructions, with a strong structural em-
phasis on a perceived lack of flexibility, saw the day. Comprehensive, highly
aggregated macroeconomic models and input—output analysis, based on
shadow prices instead of market prices, were all put to use to improve
upon the performance of the market mechanism in the Third World.

With time, however, the enthusiasm for planning subsided and the tide
turned in favour of the market. Little by little it was discovered that
planning in practice and planning in theory amounted to two different
exercises that in the worst case had little to do with each other. The ideal
planning sequence - formulating the goals, identifying the restrictions,
choosing the means, quantifying the plan and implementing it — was always
interfered with by politicians, bureaucrats, lobbies, local people, etc. The
outcome virtually always fell short of the planners’ expectations. In addi-
tion, information began to accumulate about mistaken interventionist pol-
icies, e.g. in the area of international trade. It was also discovered that the
‘planning’ view that held the state to represent the citizens at large was not
necessarily a realistic one. It was equally possible to have a government that
strongly concentrated on pushing for certain groups only — in the worst
case only the one(s) contained in the government itself. With the advent of
the public choice literature in the 1960s and 1970s, ‘government failure’
became the new catchword. The total breakdown of the communist system
at the beginning of the 1990s put the final nail in the coffin of comprehen-
sive planning.
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The market has made a strong comeback during the past twenty years.
Still, this does not mean that all government action is ‘out’. On the contrary,
the most eloquent development success story during the post World War 11
period is that of Japan and Southeast Asia — and what ‘caused’ this success is
far from completely clear. The available explanations cover a very wide
spectrum of views, ranging from ‘market fundamentalism’ to a conviction
that the ‘Asian miracle’ would not have been possible without extensive
government intervention in a number of fields.

Naturally, this tends to raise some important questions. Are there ways
for the state to intervene in the development process without simultaneously
destroying the market mechanism? Do ‘non-traditional’ fields for successful
government interference exist that have not been sufficiently explored, or
should the role of the state be a minimal one? What is ‘good governance’ all
about? Our second set of essays deals with these types of questions.

Chapter 11
“The Good, the Bad and the Wobbly: State Forms and Third World Eco-

nomic Performance’, by Christer Gunnarsson and Mats Lundahl, deals with
varieties of government in developing countries. The point of departure is
the inefficient state that fails to foster economic development. Gunnarsson
and Lundahl distinguish two different reasons for this: on the one hand the
lack of willingness; on the other the existence of information and adminis-
tration costs. Without doubt, the most difficult of these situations is the
former, where the government does not have any commitment to develop-
ment, in particular when it is authoritarian and self-seeking, since this easily
makes the state predatory.

Douglass North has pointed out that throughout history the prevailing
set of property rights has as a rule tended to produce stagnation rather than
growth (labelled ‘North’s law’ by Gunnarsson and Lundahl). The predatory
state constitutes a prime example of this, and Gunnarsson and Lundahl
therefore set out to explain how this type of state is created, with power
concentration first locally and, as the problem of organizing larger groups
and units is solved, subsequently on the regional and national level.

The ruler of a predatory state faces a problem with respect to the size of
the clique that should be allowed to share the spoils. Gunnarsson and
Lundahl discuss how finding the optimal size entails a trade-off between
income aspects and security considerations. A smaller clique may lead to a
higher income for the ruler but also to a higher probability of being toppled
— the ‘Latin American’ case. But the opposite situation, where the clique
size tends to become too large from the survival point of view — the
‘African’ case ~ is also possible.

The plunder of the citizens by the government builds on the mechanism
of rent seeking, i.e. on the redistribution of an already existing cake. Rent
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seeking is a game that may be played by individual citizens. It presupposes
the existence of a bureaucracy that has the power to decide who will get
what. Needless to say, this constitutes a fertile breeding ground for corrup-
tion, and Gunnarsson and Lundahl point to some mechanisms that tend to
make for a thoroughly corrupt civil service ~ even out of a small beginning.

In the predatory state, however, the most important rent seeking takes
place at the top. It is carried out by the ruler, who, besides being able to
seek already existing rents, is in the unique position of having the power to
create new ones. This, in turn, imposes a cost on the rest of the society. Rent
seeking redistributes existing income and assets without in principle creat-
ing any new goods and services, and in the process it uses up real resources
~ the more, the smaller is the already existing claim of the predators and,
paradoxically, the less, the larger their past success in plundering. There is,
however, a limit to predation. The ruler always has to face the competition
of would-be rulers and is also up against a transactions cost constraint on
the plunder.

Finally, even predatory rulers have an interest in maintaining the plunder
base. They only foster inefficiency when it is in their direct interest to do
so. It is only when predation clashes with efficiency that they choose the
former. Thus, the question necessarily arises of when the predatory state
turns ‘productive’. Under certain circumstances it is in the interest of the
ruler to enhance private production, and from there the road lies open
towards the ‘good’ or developmental state. What, then, makes for transition
from the predatory to the developmental variety of state?

Gunnarsson and Lundahl repudiate arguments based on the ‘benevolence’
of rulers. This type of argument can hardly explain why rent seeking ceased
to be a viable strategy, e.g. in Korea and Taiwan. Instead they point to the
importance of external pressure. Rulers are always operating under a com-
petitive constraint. They may be toppled by contenders for power. Some-
times, however, not only the ruler but the entire political unit as well is in
danger. This was typically the case in Europe as the modern state emerged
there during the sixteenth and seventeenth centuries. The European states
competed with and fought each other and a strong army needed a strong
economy. The same was true during the wave of industrialization in the late
nineteenth century. The modernization of Japan after the Meiji Restoration
and today’s development states in East Asia are other cases in point.

Chapter 12

Paul Collier’s essay, “The Role of the African State in Building Agencies of
Restraint’, picks up one of the strands of the Gunnarsson-Lundahl chapter:
the widespread corruption in many Third World countries, with concentra-
tion on Africa. Collier begins by modelling how equilibrium levels of
incidence of a particular corrupt practice (the extent to which the practice
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has spread) and the proportion of practices that are corrupt are established.
The former equilibrium is determined by the social learning or contagion of
corrupt behaviour on the one hand and deterrence on the other. The
proportion of practices that are corrupt, in turn, is determined by the
change in this proportion and the rate of system correction, i.e. the rate at
which society is able to close off opportunities for corruption.

Collier argues that after independence both deterrence and system cor-
rection broke down in Africa when the restraint ultimately exercised by the
colonial authorities disappeared — with the result that African societies
became high-corruption societies. The second problem he investigates is
how these societies can be put on the road to honesty and governments can
be restrained with respect to macroeconomic policy and fiscal composition.
Collier emphasizes system correction, by reducing the power and the range
of activities of the state, since this would reduce the opportunities for
corrupt practices. (Only thereafter can the state be re-expanded.) The
effects of a number of mechanisms — donor conditionality, central bank
independence, indexation of domestic debt, budget rules, democratization
and multinational reciprocal threats — are analysed.

Donor conditionality is likely to be effective only in the short run because
donors are seldom in a position where they can make credible long-term
threats and promises ex ante. The usefulness of donor conditionality is also
undermined by the introduction of democracy in Africa, which makes it
difficult for a sitting government to make long-term commitments. Possibly,
however, there is some scope for ex post conditionality in the sense that
countries with a bad performance record will receive less aid in the future.

Central bank independence, whereby the central bank sets the inflation
target itself or independently pursues a target set by the government, is
difficult in Africa, where government is highly centralized and fiscal policy
easily gets out of line with a monetary policy designed to combat inflation.
Indexation of domestic debt in order to avoid spurts of unanticipated
inflation produced by government may be effective in the longer run while
the introduction of cash budgets (no more is spent than what comes in) may
provide short-term restraint on government spending.

Democracy is the most important long-run mechanism for checking
predation and corruption, but its short-run effects are more doubtful. In
particular, overspending may easily take place each time elections are ap-
proaching. Also, decentralization of spending makes it more difficult to
check on corruption at the local level where it is often more rampant than at
the centre. Finally, reciprocal multinational threats, exercised through
schemes of regional integration (e.g. trade and currency agreements) have
an advantage over conditionality in that they involve more national parti-
cipation and less externally imposed restraint.

The analysis of Collier leads to a logical sequence of restraint, beginning
with a reduction of the domain of the state that makes possible the shedding
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of functions likely to harbour corrupt practices. Conditionality and cash
budgets have a role to play here. Their role remains a short-term one,
however. In the long run more sustainable mechanisms are called for:
reciprocal threats and democracy and, once the scope for corrupt practices
has been reduced, deterrence in the form of punishment.

Chapter 13

Deepak Lal’s ‘Participation, Markets and Democracy’ relates to one of the
themes touched upon both by Gunnarsson and Lundahl and by Collier: the
existence of a non-developmental state. A popular argument in much of
the discussion of development assistance has been that in such cases the
appropriate strategy is to spend through non-governmental organizations
(NGOs), i.e. in a way that does not require state participation on the
receiving side. Lal casts very serious doubts on this view and maintains
that the ultimate test of the NGO pudding is in the eating. What decides
whether operating through NGOs is good or bad is the cost-effectiveness
of each particular project — nothing else.

The starting point for Lal’s analysis is the assumption that popular parti-
cipation, e.g. via NGO projects, fosters democracy and that democracy, in
turn, leads to good governance and economic development through the
market. Lal questions this chain of reasoning and argues that the available
evidence does not permit such conclusions to be drawn. Beginning with
democracy, he points out that the essential advantage of democracy is that it
promotes liberty, which is positive in itself. What is needed for economic
development, on the other hand, is a functioning market economy to which
the state may contribute by good governance. However, good governance is
not necessarily fostered by democracy, nor is it a monopoly of democracy.
This, according to Lal, is clearly borne out both by the writings of such
classic scholars as Adam Smith and David Hume and by the experience of
the developing countries during the post World War 1I period.

Lal traces the predilection in many quarters for NGOs to the American
tradition of political sociology, which holds that civil voluntary associa-
tions, of the American variety, provide a check on the tyranny of the ruler
or central executive. This remains true. What is questionable, however, is
whether the existence of a pluralist democracy, with many such interest
groups, leads to efficient markets, as some sociologists and economists have
argued. As Mancur Olson has shown, it is difficult to achieve a balance
among these groups. Their actions tend not to cancel each other, but smaller
groups may have an influence on government actions that bears no relation-
ship to their small size, while the opposite is true for large groups. The
overall result of this is to decrease, not increase, efficiency in the economy.

Lal also cites evidence from a large comparative World Bank study,
directed by himself and Hla Myint, which indicates that democratic or
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oligarchic states tend to perform less well in terms of economic growth than
states where factional pressures play a subordinate role. In addition, press-
ure groups are often dominated by those with a relatively high income and
not by broader population segments. It may also be the case that broad,
popular participation in the political process produces an outcome that
nevertheless tends to favour the middle class (the typical median voters)
or that broad popular participation is exploited by populist demagogues.

Lal finishes his discussion by making recommendations with respect to
World Bank policy vis-d-vis NGOs. Since it cannot be proved that working
via NGOs necessarily promotes either democracy (and liberty) or econ-
omic efficiency and development, the only reasonable policy is to work on
a pure case basis. What must be established is the cost-effectiveness in each
and every instance. There are no shortcuts or general principles that would
make this procedure superfluous.

Chapter 14

‘Stylizing Accumulation in African Countries and the Role of the State in
Policy Making’, by Thandika Mkandawire, tackles the problem of how the
stylization of an economy determines the policy conclusions and the re-
search agenda. Mkandawire begins with a characterization of the neoclassical
paradigm. This involves, for example, constant returns to scale and substitut-
ability in production, competitive markets with clear, technological change
in response to changes in factor prices, absence of financial repression, full
employment and flexible wages. In this setting, the role of the state in the
development process is simply one of approximating these conditions as
closely as possible so that the market mechanism can do the rest.

However, making reference to the failure of the structural adjustment
programmes in much of Sub-Saharan Africa, Mkandawire argues that the
neoclassical stylization of the economy may be completely out of touch
with the African reality and may hence have led to a completely erroneous
set of policy reccommendations. He then goes on to an alternative styliza-
tion — one that builds more on observed facts.

In the alternative stylization, markets are no longer perfect, but market
failures are ubiquitous. Economies of scale influence the directions of
technological change. The small size of the market in most African coun-
tries makes for monopolies unless trade is allowed to act as a countervailing
power. Labour markets are characterized by institutional arrangements that
differ from those of the neoclassical model. Dualism is present and the
wage-setting process in the formal sector is often a highly political one.
Monopoly firms may pay higher wages to reduce labour turnover or to
appear as ‘good citizens’. Financial markets are repressed and market fail-
ures due to, for example, imperfect information are frequent. There is no
close relationship between savings and interest rates.
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Mkandawire goes on to discuss the state explicitly. The two different
stylizations of the economy in his view lead to completely different roles
for the state. Depending on which of the two stylizations has had the upper
hand, the prevailing view among economists has changed. While dirigisme
was advocated almost universally in the 1950s and 1960s, the following two
decades saw a shift towards a more passive role. Government failure was
emphasized, and the possibility of an ‘evil’ state was recognized. Mkanda-
wire argues that the pendulum has swung too far. A more pragmatic view of
the state is needed — one that takes into account the East Asian experience
and the possibility of a positive symbiosis between state and private en-
terprise.

The last part of Mkandawire’s essay spells out a research agenda, based on
the non-neoclassical stylization of the economy. The first component in this
agenda is the possibility of learning from the East Asian story. The second
component focuses on the politics of policy making and its relation to
increased democratization. Third, there are the institutions and functioning
of labour markets. Finally, issues of technology and technology policy
warrant more research, not least in the light of the New Growth Theory.

Chapter 15

‘Economic Restructuring, Coping Strategies and Social Change: Implica-
tions for Institutional Development in Africa’, by Yusuf Bangura, analyses
the relationship of institutions to structural adjustment programmes from
the point of view of social change. Here, as in the case of Mkandawire, the
point of departure is the neoclassical paradigm and its lack of institutional
content. Bangura sketches some of the major criticisms of this paradigm and
points out that institutions and economic actions need to be seen as em-
bedded in social relations.

The main section of the essay examines the impact of economic crisis and
structural adjustment on the coping strategies of different socioeconomic
groups in Africa, i.e. the changes in the composition of income-generating
activities: migration, self-employment in the informal or rural sector, wage
labour, subsistence activities, etc. This diversified pattern has existed for
some time but was intensified and generalized in the 1980s in a dramatic
way. Bangura examines how the various coping strategies have operated in
the economy and how different groups have fared.

The coping strategies are also associated with changes in social relations.
Polarization takes place as people earning their living in diversified ways
acquire multiple social identities. Modernization efforts have been trun-
cated and the process has also led to stalemates in the configuration of
political power. Old divisions have been sharpened and new ones have been
introduced. The main winners are those with access to foreign exchange
through their activities. The difference between haves and have-nots has
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grown in the countryside and divisions between rural and urban areas have
been sharpened and made more complex.

The fact that people have several jobs confers multiple social identities on
them. This operates on all levels. Academics have been fused with bureau-
crats and professionals, rural poor and marginal urban groups tend to
resemble each other and the difference between smallholders and workers
in the informal urban sector is weakened. This, in turn, makes it difficult to
direct policy action towards specific sectors or groups within sectors be-
cause the response pattern will differ from the situation where there is a
clear separation.

The increased role of the informal sector has made modernization more
difficult. Traditional groups and leaders tend to achieve more importance in
relation to the modern centralized state, which has lost legitimacy by its
failure to display patent development. Religious and ethnic movements of
various kinds come to the forefront.

During the process of structural adjustment, according to Bangura, the
multilateral organizations have systematically attempted to strengthen pol-
itically those groups that are favourably inclined to reform. That, however,
has met with resistance from many African governments and also from
important interest groups. This tends to produce a political stalemate that
makes it difficult to devise clear strategies for (or against) reform, especially
since the coping strategies that rest on diversification make it difficult to
identify clear-cut winners and losers.

The last section of Bangura’s essay deals with the problems of institu-
tional reform. As long as there is a contradiction between the institutions
through which economic policy and reform have to work and the wider
society, the institutions will remain inefficient and hamper development.
Bangura examines how a process of institutional reform must focus on three
fundamental dimensions and the relations among them: institutional goals,
which may have to be reshaped to conform to social relations, the very
crisis of institutionalization, as spelled out above, and the changes in the
social relations themselves. These three dimensions cannot be separated.
For the process to be effective, moreover, Bangura argues that two critical
conditions must be met. African states must retrieve sovereignty in policy
making from the multilateral financial institutions and single-run reform
must be discarded in favor of an open-minded multi-faceted perspective.

Chapter 16

‘From GATT to WTO ~ A Potential for or a Threat to LDC Develop-
ment?’, by Goéte Hansson, concentrates on the international arena and
analyses the recent multilateral trade agreement emanating from the Uru-
guay Round. Hansson concludes that this new agreement is likely to con-
stitute a clear improvement of the institutional framework for international
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trade. The degree of transparency and predictability of rules will increase
and this, in turn, is likely to benefit poor countries with weak international
bargaining power.

Hansson notes the increasing consensus, not least in the Third World,
with respect to the benefits for the world economy of the new trade
agreement, although the latter cannot be expected to be completely positive
for all developing countries. The least developed economies, which are
often net food importers, may run into problems as a result of the gradual
elimination of government support for the agricultural sectors in the
OECD countries. On the other hand, dismantling the Multifiber Arrange-
ment may serve as a stimulus to Third World exports.

Whether the developed countries will in the future take policy action to
assist their less fortunate brethren remains a somewhat moot point. They
made a commitment to this end in the Uruguay Round, but domestic
structural problems may create restrictions behind screens of ‘environmen-
tal problems’ or ‘cheap labour’. With respect to the highly sensitive area of
child labour, Hansson persuasively argues in favour of social and educa-
tional measures instead of mere trade restrictions, which are likely to result
mainly in the deterioration of the already difficult situation of large low-
income families.

Although the overall conclusion emanating from Hansson’s analysis is
that the Third World is likely to gain from the recent institutional change in
the area of international trade, the OECD countries stand out as the great
winners in this exercise. If the less developed countries are to be able to
make full use of the opportunities offered, they will almost certainly need
assistance, not least when it comes to increasing their bargaining and
administrative ability.

The agreement with respect to technical obstacles to trade constitutes
another problem area for Third World countries. The new agreement could
easily contribute to keeping exports of, for example, processed foodstuffs,
textiles and consumer durables to the industrialized world. Foreign assis-
tance to enhance the capacity to apply technical standards in export pro-
duction is clearly needed.

Suill, Hansson argues that the problems created by the Uruguay Round
should not be exaggerated. The obvious counterfactual is what would have
happened if the new agreement had not been concluded. Poor and weak
economies would hardly have benefited in a situation likely to have been
characterized by increased uncertainty resulting from increased bilateralism
in trade and less transparent rules.

Hansson concludes by noting that domestic systemic change within the
less developed countries themselves is a necessary but hardly sufficient con-
dition for the situation of these countries to improve. Such change must be
complemented with reforms of the international trade and payments sys-
tems as well. The Uruguay Round Agreement constitutes but one step in
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the latter process and without an institutional framework, many Third
World countries may find themselves more or less permanently caught in
their current difficult trade situation.

Chapter 17

Governments can, however, also act domestically when it comes to influen-
cing international competitiveness. The last chapter, ‘Government, Trade
and International Capital Mobility’, by Ronald Findlay, focuses on the
consequences of capital movements in a model where government action
can affect the productivity of the private sector. Findlay begins by making
the observation that while the role of state action in ‘traditional’ fields of
trade policy (tariffs, quotas, subsidies) has been substantially reduced dur-
ing the past couple of decades, with the liberalization of the international
exchange of goods, governments may still have an impact on productivity
and comparative advantage. This takes place through the provision of
physical and social infrastructure, notably education, which serves to raise
the productivity of the labour force and the capital stock.

Given this starting point, Findlay goes on to sketch a suitable approach to
the analysis of this problem, which is of relevance not least for developing
countries. In his approach, the state does two things. It provides a public
intermediate input that is employed in the production of final goods. It also
produces public services directly consumed by the citizens. The private
sector, in turn, produces one high-technology (manufactured) good and
one low-technology (agricultural) commodity. The two goods are tradables,
while the public service is consumed only domestically.

The model has a number of interesting implications. Findlay works with
the case where technology and factor endowments are identical across
countries, but the relative tastes of the citizens for private goods and public
services differ. Economies with relatively stronger preferences for the for-
mer tend to spend relatively more on public inputs and export the com-
modity that is more sensitive to such inputs, i.e. high-technology goods,
and import low-technology goods from economies preferring relatively
more public services.

What is more, the very trading process tends to increase the difference in
comparative advantage, since it contributes to allocating more labour to
public input production in the country with stronger preferences for private
goods while it draws labour out of this sector in the other type of economy.
This tendency may be counteracted by conscious government action, but
only by a government that does not reflect the interests of the citizens in its
policies, and then of course at the expense of the consumers.

The above takes place when capital and labour are immobile between
countries. Opening the model for capital movements produces a capital
flow from the high-tech sector (the only one using capital) of the low-tech
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exporters to the high-tech sector of the high-tech exporters, since the rate of
return on capital tends to be higher in the latter. This increases the size of
the high-tech sector in the recipient country and decreases it in the capital-
exporting country. This effect is further reinforced by the fact that as capital
enters the high-tech exporting country, the rate of return to the public input
will increase there, while it decreases in the other country. More of this
intermediate good will therefore be provided in the former economy and
less in the latter. More capital moves across borders until the rate of return
is equalized, with real wages being higher in the high-tech exporting coun-
try than in the low-tech exporting economy.

CONCLUSIONS

To conclude, the present volume does not purport either to cover the entire
area of development economics as we approach the end of the twentieth
century or to spell out any definitive conclusions or recipes for develop-
ment. The idea has been to point to a number of important issues of growth
and the costs of growth, on the one hand, and of the role of the state in the
development process, on the other. These are among the most important
problems facing the development economics profession today.

Even so, the range covered has turned out to be wide. The first group of
growth essays covered the coordination of macroeconomic policy and
development policy proper, particularly in Latin America, and the poor
growth performance of African economies, with special emphasis on con-
straints and future prospects. They also noted the role of regionalism and
that of innovation both in the context of long-run cyclical patterns of
technological change and in connection with structural adjustment. The
second group concentrated on the environmental cost of growth.

Turning to the essays dealing with the role of the state, the first two
covered negative government action and how to get away from that: the
predatory type of state and its conversion into the developmental variety as
well as problems of corruption and its abolition. Thereafter the focus was
shifted to the pros and cons of channelling foreign aid through non-govern-
mental organizations when the recipient government is a non-developmen-
tal one, the influence of the stylization of an economy on policy action, the
relation between structural adjustment in Africa and the coping strategies
and the social relations of the individuals affected by them. Finally, govern-
ment action related to trade was brought into the picture, through interna-
tional institutions and domestically, via the provision of different types of
public goods. Certainly, all these topics will rank among the leading devel-
opment issues well into the next century.
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MACROPOLICIES FOR THE
TRANSITION FROM
STABILIZATION TO GROWTH

Jos€ Maria Fanelli and Roberto Frenkel

INTRODUCTION!

Economics has been called the dismal science. To a certain degree, macro-
economics, as a subdiscipline, can be blamed for this. The central message
of macroeconomics is not a popular one among either citizens or econ-
omists from other subfields. And this is so for at least two reasons. On the
one hand, macroeconomics plays the role of the Freudian superego: its most
important task is to tell us what should not be done. On the other hand, the
results of following macroeconomists’ advice can be particularly disap-
pointing: macroeconomic equilibrium itself, once achieved, does not guar-
antee economic development.

In the Latin American context, however, this lack of popularity of
macroeconomic policies has been greatly enhanced by the characteristics
of many of the stabilization packages that were implemented after the debt
crisis. They not only reduced growth by inducing significant falls in invest-
ment but also deteriorated income distribution.

Macropolicies, i.e. exchange, fiscal, monetary, financial and income pol-
icies, mainly focus on the management of short-run disequilibria. But every
combination of macropolicies has its own impact on the growth perform-
ance of the economy. For example, the more favourable external financial
conditions that Latin America is facing in the 1990s have made room for
stabilization policies based on the instrumentation of the exchange rate as a
nominal anchor of the price system. While these policies have been success-
ful in curbing inflation, they have also caused a real appreciation that has
had significant impact on the allocation of investment (i.e. favouring non-
tradable sectors).

After the debt crisis, however, the issue of the relationship between
policies oriented to achieving macroeconomic stability and those aimed at
augmenting investment, innovation and employment has been rarely raised
in the Latin American context. The macroeconomic instability that fol-
lowed the crisis was deep and long lasting and, in such a context, it was
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taken for granted that nothing could be done regarding growth without
stabilizing the economy first. This led to an increasing divorce between
short-run stabilization and development policies, creating a situation where
the latter were completely subordinated to the former.

The contention that stability is a necessary condition for restoring
growth is basically correct. But, given this constraint, there was no sys-
tematic analysis of the kinds of stabilization policies which could minimize
the negative consequences on investment, employment and the process of
learning and innovation.

It should be mentioned, however, that this divorce between short-run and
long-run policies was not new in the Latin American region. What was new
in the 1980s was the intensity and consistency with which this divorce
influenced the policy-making process. Indeed, it was during the 1950s that
stabilization policies began to be conceived of as being independent of
development policies. In those years, the conception of independent stabil-
ization policies was associated with the appearance of external bottlenecks,
budget disequilibria and the acceleration of inflation. Likewise, in that
period, the first stabilization plans under the surveillance of the IMF were
implemented.

This origin of stabilization policies in Latin America made the approach
to macropolicies differ from the conception of stabilization adopted in
developed countries (and in macroeconomics textbooks). In developed
countries the objectives of fiscal, monetary and exchange rate policies
were always assumed to be those of achieving full employment and stabil-
izing investment rates in order to smooth cyclical movements. Only in the
post-war period was inflation included as an important target for macro-
policy while current account disequilibria were never in the forefront. In
Latin America, on the contrary, employment and investment (and some-
times even inflation) have not been the primary goals of stabilization
packages. The priority has usually been (and still is) to reduce short-run
current account disequilibria. And since the public sector is normally
blamed when absorption is too high, an additional objective has always
been to achieve fiscal budget equilibrium. When there was a trade-off
between employment and inflation on the one hand and fiscal and external
equilibria on the other - for example, because of the inflationary and
recessive consequences of devaluations and increments in public prices —
the target to close the fiscal and external gaps was usually privileged.

The main purpose of this chapter is to analyse macropolicies from the
perspective of growth and development. Although our analysis will focus
on these real objectives, we will not lose sight of the fact that the primary
objective of stabilization policies is to achieve macroequilibrium. The way
to overcome the incorrect dichotomy between stabilization and develop-
ment policies cannot be by ignoring the constraints posed by the need to
ensure the coordination of diverse economic activities at the macroeco-
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nomic level. Indeed, the problem is to select from the set of policies capable
of ensuring macrostability, those that best improve employment and foster
innovation and investment.

Such a set of feasible macropolicies depends heavily on the specific
characteristics of the macroeconomic situation of the country at hand.
Regarding this, it should be kept in mind that the evolution of the Latin
American countries in the 1980s showed a series of different disequilibria
and that some of them gave rise to explosive paths. In the 1980s, in
countries like Argentina, Peru and Bolivia (or presently in Brazil), the
amplitude of the existing disequilibria and the perverse characteristics of
the dynamic paths (that tended to lead the economy towards hyperinfla-
tion) made it extremely difficult even to conceive of a consistent and viable
stabilization package, not to mention viable industrial or social policies.

In such a context, the degrees of freedom of economic policy making are
basically constrained by the number of disequilibria, their magnitude, and
the features of the dynamic paths. The first aim of economic policy turns
into that of urgently reducing the disequilibria deactivating possible explos-
ive paths. Under other circumstances the margins for choosing policies are
wider. However, in all cases, there is a set of macroeconomic constraints
that must be taken into account in order to ensure that the decisions that are
being taken at the microeconomic level will be consistent when aggregated.

The present study is organized as follows. In the first section we try to
define the characteristics of the macroeconomic problem and its relation-
ship with other policies oriented towards fostering growth and productiv-
ity. In the second, we briefly review the most salient features of the recent
macroeconomic evolution of the Latin American region as compared with
the doomed 1980s. The objective is to show briefly the main macroecon-
omic problems that the region is now facing and the constraints that they
posed to development policies. The third section is devoted to analysing
specific macropolicies (namely, fiscal, monetary and financial, and exchange
rate policies) and their relationships with the creation of employment and
incentives for investment and innovation.

MACROECONOMIC BALANCES AND
GROWTH-ORIENTED POLICIES

If the functioning of markets were perfect, economic policy would be
redundant. The only task that the government would have to perform
would be that of organizing the institutional setting of economic activity
(i.e. to ensure the enforcement of contracts, property rights, and so on).
Leaving aside extreme positions, however, there is a consensus that, in
the real world, markets do not perform all the tasks with the same degree
of efficiency. This is so mainly because there are market failures, short-
run rigidities and transaction costs, income distribution problems and
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coordination failures at an aggregate level. Specific economic policies are
designed to tackle each of these specific problems. For example, industrial
policies cope with market failures such as the existence of externalities;
social policies aim at a targeted distribution of welfare; and so on.

The specific task of macroeconomic policies is that of managing coordina-
tion failures. The main advantage of a market economy is to allow for the
decentralization of economic activity and economic decision making. But
one of its most important weaknesses is related to this virtue: it may occur
that when aggregated, the decisions taken at a microeconomic level are
inconsistent at the macroeconomic level.?> When this occurs, it will not be
possible for all economic agents to carry out their planned transactions at
the existing prices and, at the macroeconomic level, disequilibria in some
key markets will be observed. There are ex post market disequilibria be-
cause there are ex ante coordination failures. And there are macroeconomic
policies because it is believed that government intervention can more ef-
ficiently correct the disequilibria than can the mechanisms built into the
market system.’

In principle, one could think that coordination failures are more likely to
occur in developing countries — not only because the developing economies
suffer from the same market distortions which impede macroequilibrium
from being achieved in developed countries (e.g. price rigidities or wrong
market signals stemming from capital markets) but also because markets in
general are less developed and the development process itself tends to
generate structural imbalances and pervasive market disequilibria. In the
context of the typical developing country, capital markets are usually ex-
tremely thin and rationed; the public sector tends to generate unsustainable
deficits because of the rudimentary character of the system of taxes and
expenditures; and the productive structure usually shows a lack of flexibil-
ity that makes macroeconomic equilibrium much more vulnerable to ex-
ternal shocks. In the recent ‘mainstream’ literature on stabilization the issue
of the effects of stabilization policies on the growth process is downplayed.
It is considered that the most important coordination failures are due to
government-induced distortions and, consequently, the most important task
of stabilization policies is that of removing such distortions. Likewise, there
is a sharp distinction between stabilization and growth-oriented structural
reform policies.

Behind these arguments, there is a strong presumption among main-
stream economists: regardless of the kind of disequilibrium that the econ-
omy is experiencing, a market equilibrium always exists and there is a stable
path that the economy can follow to reach it if government distortions are
removed. Although this may be true in developed economies, in the highly
distorted Latin American context this a priori assumption can be mislead-
ing. The economies of the region experienced persistent disequilibria —
especially after the debt crisis — and sometimes it was not at all clear
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whether or not an equilibrium existed and, likewise, whether the economy
was on a stable path.

Indeed, in the economic policy recommendations stemming from multi-
lateral organizations such as the IMF or the World Bank, there is a certain
contradiction in the treatment of this question. The contradiction stems
from the fact that, on the one hand, it is assumed that an equilibrium exists
and that it can be reached with the appropriate stabilization measures but,
on the other, it is said that deep structural changes (i.e. fiscal reform, the
opening of the economy, market liberalization) are needed for stability to
be sustainable. If under the existing conditions stability cannot last unless
key parameters defining the economic structure are changed, then there is
no attainable equilibrium under the present circumstances. In fact, stabili-
zation-cum-structural reform is recommended precisely for this reason.

If this is true, it is very difficult to uphold the argument that stabilization
and growth policies are independent.* If, for stabilization to be sustainable,
it is necessary to reform the economic structure, it is crucial to take into
account the longer-run consequences of stabilization on the economic
structure and the effects of structural reform on short-run stability.

When stabilization and structural problems are considered together,
many comphcated questions arise, basically because in the policy-making
process it is necessary to take into account the interactions between income
distribution, market fatlures and coordination failures, in addition to the
specific problems that arise in the transition period from stabilization-cum-
structural reform to stable growth.?

The questions that are posed to macroeconomic policy making can be
shown by means of an example. A well-known rule of policy says that for
maintaining macrostability, ‘countries should try to keep their spending
consistent with their permanent income’. This means that in order to
maintain full employment and avoid coordination failures - taking into
account the necessary intertemporal consistency between income and ab-
sorption — countries should borrow in bad times and rescue debt or accu-
mulate financial assets when the good times come. However, this cannot be
implemented when some market failures are present in the economic struc-
ture. To be more specific, if the market failure consists in the inexistence of
a long-run capital market (because the domestic credit market is too thin
and access to international markets is rationed as it was in the 1980s), this
policy advice is useless.

In the absence of a long-term capital market, the proper constraint for a
country facing, say, a short-run balance of payments disequilibrium is not
that implicit in the intertemporal consistency between future incomes and
expenditures but rather the point-in-time liquidity constraint posed by the
maximum available amount of external financing. In such a context, macro-
policies must be directed at adjusting the financing needs of the economy to
the short-run availability of funds. Typically, at least in the Latin American
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experience, this means that the real exchange rate will be adjusted to the
point at which the demand for external credit originating in the current
account disequilibrium equals the given supply.

If the balance of payments problem were due to a temporary fall in the
terms of trade or to a temporary increase in capital flight originating in
political turmoil, the previously-mentioned exchange rate policy would
lead to an overshooting of the long-run equilibrium level of the exchange
rate. When terms of trade return to their ‘equilibrium’ level or flight capital
is repatriated, if the narrowness of the domestic capital market does not allow
for the sterilization of part of the increased capital inflows, there will be an
undershooting of the long-run level of the exchange rate in the short run.

The consequences on macroeconomic stability of these kinds of dynamics
are obvious. However, the consequences on development are no less im-
portant. These dynamics will result in ample changes in income distribution
(because of the effects on employment and real wages), wide fluctuations in
relative prices (especially regarding the real value of tradable vis-d-vis non-
tradable goods) and huge variations in the real value of government deficits.

In this special case, then, stabilization must take into account not only the
need to match income and absorption but also the need to develop a
stronger capital market. This means that it is necessary to seek stabilization
policies that, at least, do not worsen the existing fragility of the financial
system, not only because it is necessary to ensure that investment be
financed but also to make macropolicies more efficient.

The lack of attention to the problems presented by structural imbalances
is related, to a certain extent, to the recent evolution of development
economics. Up to the 1970s, development economics had always empha-
sized market imperfections and the potential for Pareto-improving govern-
ment intervention. According to this view, governments could seek out
dynamic externalities and exploit divergences between private and social
rates of return to investment (Fishlow, 1990).

In the last two decades, however, there has been an increasing criticism of
interventionist policies and their theoretical underpinnings. The opportu-
nities opened to ‘rent seeking’ (Krueger, 1974) and the inward-oriented
character of some of the development strategies adopted have received the
bulk of such criticism. But, in spite of the correctness of some of the critics
to the import-substitution strategy adopted in Latin America, the suppor-
ters of the market-friendly approach have not been able to show decisively
that government intervention is always and under any circumstance dis-
torting. From the empirical point of view, ‘No one has yet shown that the
failure of government intervention necessarily outweighs market failure’
(Fishlow, 1990) and, specifically, it has been especially difficult to show
that government intervention has been either damaging or redundant in
cxplainiglg the successful evolution of countries like Japan, Korea and
Taiwan.
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On the other hand, adopting the a priori view that market imperfections
and dynamic effects cannot be exploited in order to foster development can
be theoretically sterile even from the point of view of the neoclassical
paradigm. Krugman (1992), for example, after considering that the mar-
ket-friendly counter-revolution went too far, calls for a counter-counter-
revolution in development theory in order to retain for economic analysis
the role that the pioneers of development economics had assigned to
economies of scale and externalities. He believes that it is probably time
once again to focus on market as well as government failures.

In brief, two important points follow from our previous discussion.
First, macropolicies are relevant when there exists a coordination failure
and coordination failures are likely to be pervasive in developing countries.
Second, stabilization and structural reform policies are not independent. It
is necessary to take into account the interactions between macroeconomic
failures, market failures, income distribution and dynamic effects, not only
because some stabilization policies can be damaging to development but
also because overcoming some structural deficiencies (like the inexistence of
a strong capital market or the weakness of the fiscal structure) is crucial for
ensuring a sustainable stabilization.

LIFE AFTER THE DEBT CRISIS:
MACROINSTABILITY AND CHANGING
EXTERNAL CONSTRAINTS

Disequilibrium and gaps

In order to avoid the a priori assumption about the existence and stability of
market equilibrium and stress the structural origin of many of the imbal-
ances present in Latin American countries, we will analyse the recent
experience utilizing the concept of gaps.

A gap represents a disequilibrium situation at the macroeconomic level,
but one that is not necessarily self-correcting. Disequilibria can be lasting
and can also show amplifying tendencies. The dynamics of an economy in
disequilibrium depend on the specific structural characteristics of the econ-
omy and on the measures authorities can implement to change the trend (in
this sense, the description of macropolicies is as important as the character-
ization of the gaps).

In principle, any macroeconomic disequilibrium qualifies as a potential
gap. However, in the recent Latin American experience, two gaps are
identified as basic: the external gap and the fiscal gap. Negative shocks
originating in either the external or fiscal sectors, or both, account for
most of the destabilizing tendencies.

Regarding the dynamics, two main mechanisms transmit and eventually
amplify the policies and shocks originating in the basic gaps. One refers to
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the behaviour of labour and goods markets and consequently to the be-
haviour of inflation and unemployment and the other to the characteristics
of money and financial markets.

The characterization of gaps and transmission mechanisms in the 1980s
and early 1990s is, then, the first element that we need in order to set the
background of our analysis of economic policies in Latin America. In
accounting for the evolution of the macroeconomic disequilibria experi-
enced by Latin America, particular emphasis will be placed on the effects of
the changing situation in the international capital market.

The 1980s

During the 1980s Latin America experienced the worst economic crisis of
the post-war period. This crisis was triggered by the worsening of the
foreign variables faced by the region. However, the magnitude of the
negative external shock was widened, at the domestic level, by the extreme
weakness of the macroeconomic setting.

In the period that preceded the shock, the public sector was typically
running huge deficits, the financial sector showed a marked fragility and
there was a tendency for the economy to generate unsustainable current
account deficits. These macroeconomic imbalances, in turn, were to a large
extent a consequence of the exhaustion of the development model based on
both import substitution and the state as the engine of growth that most
countries of the region had been following, at least after World War II. In
fact, the impact of the debt crisis was so huge because it took place in such a
context.

At a more specific level, the anatomy of the crisis and its effects on
growth can be succinctly described in terms of the fiscal and external gaps
and in terms of the transmission mechanisms that tended to amplify the
disequilibria represented by these gaps.

Obviously, the first impact of the negative external shock was to open the
external gap. The worsening of the terms of trade, together with the
increase in the interest rates in the early 1980s, induced a huge imbalance
in the current account. Most countries, with the only important exception
of Chile, were unable to finance the increased disequilibria because of the
lack of access to voluntary sources of credit and the scarcity of funds
stemming from multilateral organizations. Consequently, the possibility of
smoothing the adjustment by increasing indebtedness in the short run was
precluded and the main objective of macropolicy became that of generating
a trade surplus of a magnitude similar to the deficit in the financial services
account.

The consequences of trying to generate a trade surplus at any cost were
perverse from the point of view of stability and growth, particularly
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because the exchange rate policy was oriented to increasing the real ex-
change rate via nominal devaluation. This led to a significant acceleration of
inflation and many countries (Peru, Bolivia, Brazil, Argentina) were put on
the brink of or directly experienced hyperinflation.

The fact that in most Latin American countries the bulk of the foreign
debt is held by the public sector determined that the external shock had a
direct impact on the fiscal accounts. The increase in the international inter-
est rate exogenously augmented public expenditures in a context in which
the government was already facing severe problems financing the existing
public deficit. This meant that there was a simultaneous widening of the
fiscal gap together with the opening of the external gap. This had two
important consequences at a macroeconomic level. In the first place,
given the narrowness of the domestic financial system and the difficulties
to accede to external financing, most governments resorted to inflationary
finance. This rendered monetary policy passive and greatly helped to
validate the inflationary pressures stemming from nominal devaluation.
In the second place, the attempts to reduce the deficit fell basically on
public investment. The reduction of this kind of expenditure entails the
lowest degree of political conflict in the short run. This behaviour of
public expenditures is one of the most important causes of the observed
reduction in the investment rate. In addition to its direct effects on global
investment, the fall in public investment induced a reduction in private
investment because of the existence of a ‘crowding-in’ effect that relates
the two.

On the other hand, the increase in the real exchange rate and the public
imbalance, together with the acceleration of inflation and the existing
indexation mechanisms, acted as transmission belts of the crisis into the
weak existing financial sector. Many countries (e.g. Argentina, Chile, Brazil,
Mexico, Uruguay) experienced a financial breakdown that made the finan-
cing of investment projects extremely difficult.

In this scenario of extreme macroeconomic uncertainty, there was an
important reduction in the private savings and investment rates and, to-
gether with investment, the process of learning and innovation and the
international competitiveness of the economy greatly suffered. Likewise,
the process of growth was additionally hampered by the fact that this
environment favoured capital flight as a defensive tool against inflation
and financial instability.

By the end of the 1980s it was clear that important structural changes
would be necessary if the growth process were to regain momentum in the
region. In the context of extreme instability, however, it was very difficult
to articulate the stabilization efforts with policies oriented towards growth
and structural change. Furthermore, the context of the debt crisis was not
propitious for rethinking the development strategy since economic policy
was almost completely determined by the need to achieve a minimum level
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of stability. Growth and development lost ground on the economic policy
agenda.

The 1990s

The economic situation of the region, however, has greatly changed in the
current decade. Most Latin American countries have shown a positive
growth rate and a fall in the inflation rate. The main exceptions were Brazil,
where macroeconomic instability and political turmoil led to high inflation
and a drop in the GDP, and Peru, where the stabilization policy proved to
be ineffective at overcoming the ongoing recession despite a decline in the
inflation rate.

What is it that changed in Latin America in the 1988-1989 period, when
the average growth rate fluctuated around zero and many countries were
suffering from inflation rates approaching hyperinflation, and the 1991-1992
period, characterized by positive growth and falling inflation? In answering
this question, the role of the structural reform programmes is usually em-
phasized. However, the most remarkable difference between the aforemen-
tioned periods concerns the evolution of the external sector. First, there was
a significant fall in the international interest rate. Second, there was a sudden
and marked reversion in the direction of capital movements.

The downturn in the interest rate had a very important and positive
income effect in terms of the national income of the region and also induced
a softening in the external gap via a reduction in the financial services
account deficit. While in the 1988-1989 period the net payments of interest
and profits abroad amounted to 36 billion dollars, in 1991-1992 these
payments totalled 30.2 billion dollars. This positive effect, nonetheless,
was compensated for to a certain extent by the decrease in the terms of
trade. So, despite the fact that the situation would have been worse if the
interest rate had not been declining, it seems that the income effect of the
diminishing interest rates was not strong enough to explain the improve-
ment in the Latin American situation as a whole.

It must be taken into account, however, that the fall in the international
interest rate has had a substitution effect too. And it surely has had a bearing
on the observed reversion in the direction of capital flows. It was via
substitution effect that the reduction in the foreign interest rate made the
investment in financial assets issued within the region more profitable. This
greatly helped to stop capital flight. Likewise, with a lower interest rate, the
net return of investments in productive assets rose. This second factor may
be very important in explaining not only the spurt in foreign direct invest-
ment flowing into various countries of the region, but also the success of
privatization in countries like Argentina, where there was an active partici-
pation of multinational firms in the process. The figures regarding the
reversion of capital flows are impressive; they grew by more than six times
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in a very short period. As a consequence of the fall in interest payments
abroad and the increase in capital inflows, for the first time in nine years
(since the debt crisis of the early 1980s), the net transfer abroad effected by
the region became negative in 1991 and again so in 1992. While Latin
America sent 56.7 billion dollars abroad in the doomed years of 1988-
1989, in 1991-1992 it received 35.8 billion dollars.

The softening of the extreme credit rationing that the region was facing
during the 1980s allowed many countries to finance a higher current ac-
count deficit and, consequently, there was a strong reduction in the trade
surplus that the region had been generating during the 1980s in order to
finance the net transfer abroad. Indeed, in 1992, for the first time since 1983,
Latin America generated a trade deficit.

With the relaxation of the external gap many of the aforementioned
mechanisms which contributed to the amplification of the disequilibria
during the 1980s were deactivated. First of all, the availability of external
credit permitted an expansion of domestic absorption. Indeed, the rever-
sion in capital inflows was so abrupt and significant that there tended to
be an excess supply of foreign exchange in many countries, even though
the trade and current account deficits were increasing fast. Consequently,
the region as a whole accumulated international reserves during the
period and most of the countries faced a revaluation of their domestic
currencies.

Beyond their consequences on the balance of payments, the expansion of
the activity level and the lagging exchange rate proved to have beneficial
consequences on macroeconomic stability. Fiscal revenues in many
countries showed an upward trend because of the recovery of the activity
level. Besides, the overvaluation helped to improve the fiscal balance be-
cause an appreciated exchange rate in real terms implies a lower real value
for the interest payments on the outstanding public debt. If the positive
income effect of the fall in the international interest rate is added to this, it
is not surprising that there was an extraordinary improvement in the fiscal
equilibrium throughout Latin America in the last two years. Many coun-
tries in the region are now running a fiscal surplus.

The lagging exchange rate also played an important role in the observed
process of disinflation. In most of the countries this is one of the key factors
explaining the fall in the inflation rate even in a context of expansion of
domestic absorption.

The recovery process, however, is showing two important weaknesses. In
the first place, in most cases — and particularly in Argentina and Mexico —
the positive evolution of the GDP was more the result of an increasing rate
of utilization of existing capacity than a consequence of the widening of it.
In the second place, the increase in the activity level was accompanied by a
widening in the trade deficit and this could be a source of macroinstability
if the international situation worsens.
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MACROPOLICIES AND DEVELOPMENT IN
THE NINETIES

As compared with the 1980s, nowadays the region is in a much better
situation to face the challenge of designing economic policies suitable to
both stabilization and growth. However, it should be taken into account
that history matters and, consequently, many of the sequels of the crisis still
remain.

There is a set of key constraints that deserve to be mentioned. First, the
rate of investment and domestic savings, which were severely affected by
the crisis, are still too low and the recovery has not yet been strong enough
to restore the pre-crisis levels. Second, financial systems and capital markets
are still weak and small. The degree of monetization is remarkably low
while the term maturity of financial instruments is very short. Third, the
closing of the fiscal gap does not seem to be sustainable in many countries,
either because it is based on the ‘repression’ of public investment in econ-
omic and social infrastructure (Mexico) and/or because it depends heavily
on the proceeds coming from privatization (Argentina). Besides, there are
countries that did not even attain budget equilibrium in the short run
(Brazil). Fourth, the interruption of the growth process, in itself, has had
long-lasting and permanent negative consequences on the development
process, especially regarding employment generation and increases in pro-
ductivity.

Indeed, the principal problem confronting the countries of the region is
that of designing a new development strategy capable of restoring employ-
ment creation, investment and innovation. And policies normally classified
under the heading of stabilization (fiscal, monetary and exchange rate
policies) will surely play a crucial role in such a strategy. In what follows,
we will try to show the main features that these macropolicies should have
in the current Latin American situation.

The alternatives open to the selection of the instruments of a specific
stabilization package depend heavily on the kinds of macroeconomic dis-
equilibria that the economy at hand is experiencing and the best policies
regarding employment and investment should be chosen taking into ac-
count these important facts. For example, there exist situations in which it is
very difficult for the public sector to have access to capital markets, either
foreign or domestic. Under such circumstances, the objective of stabiliza-
tion will require measures oriented towards the elimination of the existing
fiscal deficit and, consequently, the best policies regarding employment and
investment should be selected in such a way that fiscal equilibrium is
guaranteed.

It is a fact that the Latin American economies differ greatly from the
macroeconomic point of view. There exists a spectrum with Brazil at one
end and Chile at the other. It is also a fact that the evolution of each
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national economy showed significant and frequent changes in the last
twenty years and that the situation will not be very different in this regard
in the near future If these differences are ignored, incorrect generalizations
may be made.’

In order to classify the kinds of problems that economic policies face in
Latin America, in another paper (Fanelli et 4l., 1992a) we distinguished
three problems that should be resolved in order to restore the growth
process. In the first place, to sustain growth, it is necessary to generate
sufficient savings — the feature of the process emphasized by the classical or
Smithian tradition of thought: the ‘wealth of nations’ is explained by the
thriftiness of their populations. In the second place, it is necessary to ensure
that the non-consumed flow of income be invested because one cannot
count on savings being automatically channelled into capital formation.
This problem is highlighted by the Keynesian tradition, which focuses on
two determinants of growth. One is the state of investors’ animal spirits,
primarily affected by their expectations regarding the future evolution of
the economy. The other takes the form of marginal productivity decisions
in the allocation of a given flow of savings between real and financial assets.
These choices among different possible components of asset-holders” port-
folios influence heavily the degree of capital deepening and hence the long-
term rate of growth. A third factor influencing the growth rate is the
efficiency with which given real resources are allocated. This can be called
the neoclassical approach to growth because neoclassical models concen-
trate on allocative efficiency.

When confronting problems related to development as an evolutionary
process — different from mere growth, and where innovation is crucial -
however, it is necessary to add a fourth problem highlighted by the Schum-
peterian tradition: the need for establishing an economic setting able to
generate the incentives and the means for exploring new, potentially better
ways of doing things (Nelson, 1991). In this regard, ensuring competition
and appropriate public policies related to the education system is crucial.

Fiscal policy®

There are many reasons why fiscal policy will play a key role in solving the
four previously mentioned problems and hence in restoring growth and
development. First, in the process of fiscal adjustment public investment has
been taken to extremely low levels. Second, in most countries of the region,
public savings represent a good part of overall savings. Third, the rate of
savings, the allocation of real and financial resources and the incentives for
innovation faced by the private sector are affected by both tax and expen-
diture policies.

Fiscal policy, however, cannot be designed with the only objective of
recovering investment and savings and helping the process of innovation. It
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also has to ensure macrostability. At present, many countries are generating
a primary fiscal surplus that is viewed as a necessary condition for main-
taining the recently achieved macrostability. The question is, then, that
there are trade-offs and complementarities between policies oriented to
fulfilling these objectives. Indeed, in the policy recommendations that
appear below, we have taken into account the experience of countries like
Chile, which succeeded in recovering savings, investment and stability
while adjusting the public sector, as compared with others like Mexico or
Argentina, where the adjustment of fiscal accounts was not accompanied by
the restoration of pre-crisis rates of savings and investment.

It is because of its role in fostering growth and ensuring stability that fiscal
policy cannot ignore the interrelationships between stabilization and devel-
opment. The constraints stemming from such interrelationships, however, do
not exhaust the difficulties of designing fiscal policy. An additional and
extremely important complication is that the state itself needs to be reformed,
and the reform entails not only restructuring but also reconstructing the
economic institutions of the public sector. In some countries, the distortion-
ary effects of the crisis and its permanence have been so strong that the public
sector has lost a good part of its administrative and management capacities.
To make the state more efficient would, obviously, greatly help in attaining
growth and stability. However, the state not only has to be economically
efficient, it must also be institutionally strong, whatever its size.

This is not an abstract contention. Empirical evidence shows that
countries like Colombia and Chile, where the state did not renounce its
role as a major investor and where the state institutions suffered a much
lower degree of erosion during the adjustment process, had the most
successful experiences.

The need for ensuring macroeconomic stability places severe constraints
on government behaviour. Although the state has to apply aggressive pol-
icies to restore growth, it cannot generate significant deficits as it did in the
past. In fact, in many Latin American countries, such as Argentina, Brazil
and Peru, the government cannot run fiscal deficits higher than the sum of
the available flow of external financing to the public sector plus the pro-
ceeds coming from privatization. This is so because today’s real flow
demand for new issues of domestic assets in the form of either ‘bonds’ or
‘money’ is still very low. To preserve financial stability, the rate at which the
authorities increase the supply of nominal domestic assets cannot be greater
than the sum of the rate of growth plus the rate of inflation. And by
assumption, in a stable macroeconomic context the latter must be reduced.

Usually, the policies regarding the reduction of expenditures are much
more emphasized than those regarding the revenues side of the government
balance sheet as a means of reducing fiscal deficit. It is assumed that an
increase in the ratio of tax revenue to GDP would have serious deterrent
effects. However, when the overall macroeconomic setting is taken into
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account, it is possible that the positive effects of an increase in public
savings might largely compensate any worsening in the incentive structure,
thus contributing heavily to softening the Smithian restriction. Likewise, a
disincentive effect on private savings does not mean that the available funds
for domestically financing investment would decline because part of the
resources saved by the private sector is allocated either to foreign assets or
to extremely short-run domestic deposits that cannot sustain long-term
credit for investment.

From our point of view, in the present Latin American situation, the first
task of fiscal policy should be that of increasing the tax revenue/GDP ratio.
A necessary condition for this to be possible is to rationalize and simplify
the existing tax structure. In most Latin American countries the tax system
shows severe disadjustments for two reasons. One is that the tax systems
have been abusively used to attain objectives related to the allocation of
resources and to obtain loosely defined distributional aims. The other is
that the present structure has resulted from many ad hoc modifications over
the adjustment period that were closely related to short-run stabilization
objectives with little or no concern about the long-run effects on both the
efficiency of the tax structure and the amount of taxes collected. In this way,
a greater degree of buoyancy of the tax system in the short run was
obtained at the cost of a fall in the income elasticity of taxes. In addition,
the recurrent resort to tax handles to fill temporal gaps in the fiscal accounts
(that usually induced negative effects on income and wealth distribution)
severely affected the community’s sense of fairness and in some countries
gave rise to a sort of ‘fiscal rebellion’ that contributed to widening the size
of the underground economy.

The principal elements of the needed tax reform should be, first, the
strengthening of the ability of the government to collect. This calls for a
higher amount of resources allocated to improving the financial manage-
ment, the monitoring and the controlling systems of the central tax bureau.
In addition, the administrative and controlling capacity of the tax bureau
could be greatly improved by both eliminating those taxes that are unpro-
ductive and minimizing the use of multiple rates. This should lead to a
decrease in tax evasion and a widening of the tax base. Second, the elimina-
tion or reduction to a minimum of temporary or ad hoc taxes to make both
the amount of taxes that the private sector expects to pay and the amount of
government revenues less uncertain. Third, the share of total tax collection
made up by direct taxes on income and wealth should be significantly
raised. In many Latin American countries, the first objective should be to
return to the share observed during the pre-crisis period. Such a policy
would improve not only the equity of the tax system but also its income
elasticity. In fact, to ensure a high income elasticity of the tax structure is
very important because, otherwise, a self-sustained growth process would
lead to a renewed fiscal imbalance. Fourth, the use of the tax system to
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grant incentives to the private sector should not necessarily be avoided but
carefully planned and implemented. The tax policies implemented under the
import-substitution strategy of development, providing general incentives
for real investment and specific incentives intended to foster investment in
selected industries or regions, showed mixed results. More often than not,
these resulted in tax evasion because of loopholes in the tax legislation.
Analogous results showed other policies intended to stimulate savings in
the domestic financtal system, such as tax exemptions on interest earned by
financial assets and on investment in equities. In many cases these policies
induced perverse portfolio decisions and fuelled capital flight. However, it
must be mentioned that the worst results were observed during periods of
high inflation and instability because these conditions both weakened the
ability of the state to manage the policies and led to the distortion of the
incentives. Even so, a complete reformulation of tax incentives is clearly
needed and it could be based on lessons provided by some successful
experiences. Tax incentives for savings, investment and allocation in selected
activities have been intensively implemented in most of the East Asian cases
of rapid industrialization (Tanzi and Shorne, 1992). Three characteristics
seem to differentiate East Asian policies from those implemented in Latin
America (Amsden, 1991, 1993). The first is targeting: in the East Asian cases
incentives have been explicitly related to the achievement of concrete,
monitorable performance standards (i.e. exports, investment in R&D,
worker training). The second is effective monitoring: the governments
have been able to monitor and enforce the committed targets preventing
rent-seeking behaviour. This characteristic depends not only on the policy
design but on the quality and power of the administration in broader terms
(Tanzi and Shorne, 1992). The third characteristic is a stable macroeconomic
environment: low inflation and stable relative prices stressed the importance
of tax structure in the allocation of resources and precluded the distortions
observed in Latin America. The stability of the macroeconomic framework
in the East Asian countries seems to have been crucial not only regarding
the effectiveness of tax incentives but also regarding the efficacy of other
policies, particularly with respect to the financial policies favouring invest-
ment in selected industries. This characteristic is one of the most salient
features of the East Asian experience vis-d-vis Latin America.

On the expenditure side, after more than a decade of adjustment, there is
not that much room for further dramatic reductions of government outlays.
In fact, in some items such as public investment or those related to the
improvement of public sector staff skills, there should be significant rises.
Thus the policy reform should aim at significantly improving the allocation
of existing expenditures. There are many institutional obstacles, however,
that will appear while performing this task. The most important is the
existence of a variety of interest groups (e.g. industrial and commercial
associations, trade unions, political lobbies). This is one of the most im-
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portant reasons calling for a strengthening of the state autonomy built on
the basis of a democratically generated consensus.

The restructuring of expenditures should be directed at increasing the
amount of resources allocated to public investment and anti-poverty
programmes. In addition, the structure and design of subsidy policies
should be greatly modified in order to reinforce the basis for the process
of innovation.

The recovering of the public investment rate should start by strongly
supporting well-designed strategies to increase maintenance and operation
expenses. The second step to be taken should aim at financing public
infrastructure projects, particularly projects for improving the infrastruc-
ture closely related to the expansion of exports and the competitiveness of
the economy (e.g. roads, harbours, storage capacity), to transport, and to
social policies (health, education and poverty reduction). That is, the main
purpose of public investment policies should be to stop the process of
deterioration that the public sector infrastructure has undergone during
the last ten years. Besides, public investment should be increased not only
to stop the deterioration of public infrastructure but also to ‘prime the
pump’, thereby reducing the probability that the economy falls into a
bottom-of-the-well equilibrium in the post-stabilization period.

One of the much criticized aspects of the growth-promoting policies of
the post-war period is that it was very difficult to calculate the costs of such
policies because the necessary subsidies were carefully hidden in the budget.
We think that such criticism is fairly accurate. The restructuring of the
public sector expenditures should induce a radical modification of the
form in which subsidies are allocated and recorded in the budget. As we
mentioned, the restructuring should be oriented by the successful experi-
ence of the East Asian cases. On the one hand, the granting of subsidies
should be tightly attached to clearly defined performance criteria and, on
the other, the rules for implementing them should neither leave much room
for discretionary case-by-case decision making nor absorb as many fiscal
resources as in the past. Obviously, the reorganization of the mechanisms
for allocating public spending is closely related to the reorganization of the
state. Better design and implementation calls for a much more efficient
budgeting staff. Many of the mistakes in the past were made precisely
because it was administratively easier to grant massive subsidies through
public enterprises or the banking system.

The alternative to bad subsidy policies is not a no-subsidy policy but a
more efficient one: the problems posed by market failures and income
distribution do not disappear just because implementing efficient fiscal
policies is a difficult task. In fact, one of the main challenges stems from
the fact that while selective promotion policies are needed for development,
the policy tools used in the past for growth promotion are now obsolete,
either because the economic situation has changed or because they proved
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to have perverse consequences on both microincentives (work, investment
and efficient portfolio selection) and macroequilibrium. So, the reformula-
tion of promotion policies following the lines suggested above should be a
high-priority task because they are a necessary condition for the recovery of
growth.

Monetary and financial policy

In order to preserve stability most Latin American countries are now trying
to follow tight monetary policies, especially regarding the financing of the
public deficit by means of issuing money. Likewise, most of them are now
trying to liberalize the financial system and in some cases, like in Argentina,
Peru and Bolivia, this has led to the development of a parallel financial
system based on dollar-denominated assets and liabilities. In spite of these
measures, however, the financial system has been unable to generate a
market for long-term borrowing and lending which is badly needed to
foster investment and to increase the savings rate.

This recent Latin American experience with the management of mone-
tary and financial policies seems to suggest that the consequences of such
policies on growth and stability are ambiguous. Tight monetary policies
have recently led — via an increment in the domestic interest rate — to an
exacerbation of capital inflows and this provoked a further appreciation of
the real exchange rate that hindered competitiveness while the increase in
the interest rate acted against the objective of increasing investment. Like-
wise, a good part of the credit generated in the dollar-denominated segment
has gone to finance consumption and non-tradable activities. If there were
an upward correction of the real exchange rate, there could be an increment
in the level of financial fragility of the economy.

We have remarked many times that one of the most important market
failures, pervasive throughout the region, is caused by the absence of a long-
term capital market. This fact has several consequences on both stabiliza-
tion and growth. It makes stabilization policies difficult because it implies
that capital markets cannot be used in order to smooth cyclical variations in
the activity level by means of a coordination of the short-run evolution of
income and expenditures, taking ‘permanent income’ as a standard. When
the financial system is fragile and ‘bonds’ markets are weak, it is very
difficult to implement open market operations and sterilization measures
which are the primary tools of monetary management.

If the monetary authorities do not have the instruments needed to offset
the impulses originating in the balance of payments and the fiscal budget, to
maintain short-run monetary stability the stabilization policy should avoid
huge fluctuations in the current account deficit and in the public sector
borrowing needs. The impossibility of pursuing an independent monetary
policy because the needed instruments are not available puts strong con-
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straints on the set of fiscal and exchange rate policies which are compatible
with monetary and financial stability. The best way to ensure monetary
stability is to have a sustainable exchange rate and a sustainable evolution of
fiscal imbalances.

The stability in the evolution of monetary aggregates, however, not only
depends on the current account and the budget. One important source of
turbulence is the volatility of external capital movements. As previously
mentioned, the problems generated by such volatility have been particularly
important in the recent Latin American experience, characterized by a
marked reversion in the sign of capital movements.

The core of the problem raised by capital movements lies in the fact that
the size of the domestic capital markets is too small as compared with the
size of capital outflows and inflows. For example, in Argentina, while the
total stock of domestically generated financial assets slightly exceeded 25
billion dollars, in only one year, in 1992, the country received capital
inflows of about 12 billion dollars. If the authorities had tried to sterilize
such an amount of capital inflows, there would have been an increase in the
stock of government bonds inconsistent with financial stability. Given that
the monetary authorities did not resort to sterilization and adopted a
passive monetary policy, the outcome was a strong and unsustainable over-
valuation of the real exchange rate.

What the Argentine experience makes clear is that, in a context where the
domestic capital market is weak and there is a complete opening of the
economy to capital movements, the monetary authorities may have to
choose between financial instability and overvaluation of the domestic
currency. There are no easy ways to escape from this fate. Nonetheless,
the experience of countries like Chile, which combined direct intervention
in order to smooth capital inflows (such as fixing minimum terms for
foreign lending) and an exchange rate policy oriented to increasing short-
term uncertainty (while guaranteeing the real level in the long run), seems
to be better than the alternative chosen by Argentina of passively adapting
the evolution of monetary aggregates and the exchange rate to capital
inflows.

Looking at the past Latin American experience, it seems clear that private
markets have never generated a flow of financial intermediation high
enough to support a significant rate of investment in productive activities.
The available alternatives to correct this market failure are very controversial
and it is possible that the best policy will be that of avoiding the imple-
mentation of extreme ‘solutions’ via either generalized government inter-
vention or financial liberalization.

In the post-war period, the lack of long-term segments led to the creation
of development banks. Likewise, public guarantees and other forms of
financing long-term investment projects made up the set of policy tools to
promote growth during the successful industrialization period until the
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mid-1970s. Even at the cost of efficiency losses and distributional biases, the
system performed fairly well for forty years. Nonetheless, it proved not to
be robust to the conjunction of macroeconomic instability — especially to
inflation — misleading budgetary policies and rent seeking.

On the other hand, the experience with radical financial liberalization
policies has not been better. There are some recent examples of financial
crises — such as those that occurred in the so-called Southern Cone liberal-
ization experiences — which were self-generated by the volatility of deregu-
lated and private financial systems.

In spite of the negative consequences of financial liberalization, in the
current Latin American context, it is not possible to return to ‘repressed’
systems. In the first place, the financial systems have already been deregu-
lated and, in the second place, the existing degree of integration between
domestic and international capital markets renders aggressive intervention-
ist policies impossible.

But, as experience has shown, deregulated capital markets have not been a
viable “first-best’ solution to the lack of a long-run capital market. Conse-
quently, in order to correct this market failure, government intervention is
necessary. One way of doing this is to recover the capacity to channel
public, private and external savings to finance private investment by means
of development banks or specific investment funds. Carefully administered
public development banks could be efficiently used for evolving screening
devices for the selection of private investment projects. This was an im-
portant feature of the growth strategy in Latin America in the past and in
other developing experiences as well. Although many specialists have a
negative view of this role of the state because they see it exclusively as a
subsidy that worsens resource allocation, we believe that this kind of policy
action is badly needed for overcoming a serious market failure.

Exchange rate policy

The level of the real exchange rate and its stability is crucial in determining
the evolution of the real side of the economy. In the first place, it plays a
fundamental role in determining the degree of external competitiveness of
the economy and, consequently, in influencing the allocation of resources
between the tradable and non-tradable sectors. This, in turn, affects not only
the position of the current account in the long run but also the evolution of
productivity since external competitiveness has a bearing on changes in
technology and the organization of firms. In the second place, because of
the importance of trade taxes and public foreign indebtedness, the real
exchange rate contributes to determining the real size of public expendi-
tures and revenues and hence the real burden of government deficits. In the
third place, especially in developing countries, there is a close relationship
between income distribution and the real exchange rate, mainly because of

48



THE TRANSITION FROM STABILIZATION TO GROWTH

the effects of the latter on real wages. Likewise, in a setting where the
existence of ‘specific factors’ makes the reallocation of resources costly in
the short run, changes in the level of the real exchange rate may induce
severe losses in terms of employment.

In addition to their role on the real side, the spot and expected nominal
exchange rates contribute heavily to determining the level and the rate of
change of domestic nominal prices on the one hand and the domestic
nominal interest rates on the other.

Because of these relationships with the evolution of both nominal and
real variables, the exchange rate policy is a key tool influencing not only
short-run stability but also growth. It is not surprising, then, that very
frequently the authorities confront difficult trade-offs when setting real
vis-d-vis nominal targets for the exchange rate.

Another complication with the exchange rate from the point of view of
economic policy making is that it is directly influenced by variables that are
not under the control of the authorities. An additional complication is that
these variables may be highly volatile. Among such variables, fluctuations
in international interest rates, changes in the access to external financial
markets and the evolution of terms of trade play a central role in Latin
America.

Given the many objectives and exogenous variables that have a bearing
on the exchange rate policy, there are no clear-cut and general rules that
could be followed. Nonetheless, on the basis of the experience of Latin
American countries, some remarks could be made about the best policies
for augmenting employment and investment while maintaining an accept-
able degree of macroeconomic stability.

The best guide for evaluating the level of the real exchange rate is to take
into account that the real exchange rate should be sustainable in the long
run. From the point of view of macropolicy, even though the sustainability
criterion might appear to be rather diffuse, it is more operative than the one
provided by the concept of ‘equilibrium’ exchange rate. The equilibrium
exchange rate is a theoretical concept that assumes perfect knowledge of the
future state of the economy. Besides, even if such an equilibrium level could
be calculated, for the economic policy to sustain the real exchange rate at its
equilibrium value, perfect capital markets would be necessary. The sustain-
ability criterion attempts to take into account the imperfections of the
financial structure and the existence of disequilibria.

One of the main implications of this criterion for economic policy mak-
ing is that whenever important changes in the aforementioned fundamental
determinants of the real exchange rate occur, it is necessary to adapt the
level of the real exchange rate to the new situation. It is particularly
important to avoid exchange rate policies that imply huge current account
disequilibria or perverse effects on the degree of competitiveness of the
economy.
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Although, in practice, the degree of sustainability of a specific exchange
rate can only be assessed on the basis of historical comparisons and un-
certain evaluations of the future evolution of the variables which affect the
real exchange rate, sustainability as a guide for policy making would have
been strong enough to discriminate against some of the most negative
policy experiments implemented in Latin America. This criterion, for ex-
ample, would have ruled out the Southern Cone liberalizations of the late
1970s: the simultaneous opening of the economy and overvaluation of the
exchange rate are not compatible with a sustainable current account equili-
brium because they tend to generate trade account deficits that can only be
sustained by increasing capital inflows. On the other hand, countries that
followed more strict real exchange policies seem to have resisted negative
shocks better. Even though the debt crisis affected all the countries of the
region, the economies that were more severely affected were those that had
heavily appreciated the domestic currency in the previous years while
countries like Colombia, which had a more stable exchange rate policy,
were less affected. Indeed, the present evolution of some Latin American
countries would be greatly enhanced if the sustainability criterion were to
be applied. This is particularly so in the cases of Mexico and Argentina
which are now generating increasing and unsustainable deficits in the
current account.

Besides ensuring sustainability, the exchange rate policy should be aimed
at minimizing the uncertainty of expectations about the future real ex-
change rate. The expected exchange rate influences not only the allocation
of resources between tradable and non-tradable goods but also investment
decisions in general because of its effects on both the activity level and the
financial position of agents with different combinations of foreign assets
and liabilities in their balance sheets.

However, to set the correct real exchange rate from the point of view of
sustainability in a way that minimizes the uncertainty of expectations about
the future real exchange rate is not an easy task, especially because the Latin
American economies are highly inflationary according to international
standards. If domestic inflation is systematically higher than that of the
principal trade partners of a country, it will be necessary to adapt the
nominal exchange rate permanently in order to maintain the real exchange
rate at the targeted level. In other words, an indexing rule will be necessary
and, hence, the credibility of the real exchange rate will become a function
of the credibility of the real parity rule based on the indexation of the
nominal rate.

More or less explicit real parity rules have been followed in Chile and
Bolivia. These countries have managed to sustain the post-crisis stabiliza-
tion longer. Indeed, in these countries it can be considered that the main-
tenance of the real exchange rate by using the real parity rule constitutes an
indicator of the robustness of the degree of stabilization achieved: unlike
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the cases of Argentina and Mexico, stability does not depend on the
nominal exchange rate as an anchor of nominal prices.

In brief, a real parity rule that ensures the sustainability and the cred-
ibility of the future exchange rate appears to be the tool best suited to the
objectives of maintaining stability and fostering growth. There is one im-
portant caveat, nonetheless. When an economy faces a strong destabilizing
shock of the kind the Latin American economies experienced in the early
1980s, it could be beneficial to abandon the indexing rule. If the economy is
on the brink of hyperinflation with an inertial mechanism built into the
price dynamics, recent stabilization experiences strongly suggest that it is
worthwhile to use temporarily a fixed nominal exchange rate as a nominal
anchor for the price system. A discussion of this caveat, however, is beyond
the scope of this chapter. With the exception of strong shocks, the real
parity rule seems to be the best choice for stability and growth.

CONCLUDING REMARKS

In these concluding remarks we want to stress the main points developed in
the previous sections. The chapter has been organized as an attempt to
answer the question: what are the best macropolicies from the point of
view of growth and development? Our first answer is that the way to
overcome the incorrect dichotomy between stabilization and development
policies cannot be by ignoring the constraints posed by the need to ensure
the coordination of economic activities at the macroeconomic level. So, the
problem is to select from the set of policies capable of ensuring macro-
stability, those that best improve employment and foster innovation, sav-
ings and investment. The second point of the answer is that such a set of
feasible macropolicies depends on the specific characteristics of the macro-
economic situation of the country at hand.

The fiscal, monetary, financial and exchange policies discussed in the
third part of the chapter are focused on the macroeconomic situation of
Latin American countries in the 1990s. This situation can be broadly
described by two characteristics. First, the economies show the long-lasting
effects of the crisis of the 1980s on their macroeconomic performance and
on their development potential. Second, since the early 1990s there have been
new and more favourable international financial conditions. Both character-
istics are considered to specify the kind of problems that have to be resolved
in order to restore the growth process and to investigate the ways in which
macropolicies can contribute to the task. The first problem relates to the
generation of sufficient savings needed to sustain growth. The second
problem is to ensure that the non-consumed flow of income be channelled
into capital formation raising the rate of investment. The third problem relates
to the efficiency with which given real resources are allocated. The fourth
problem is the need to establish an economic setting favouring innovation,
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1.e. an environment able to generate the incentives and the means to explore
new, potentially better ways of doing things.

The set of macropolicies presented and discussed in the chapter should
contribute in complementary ways to the resolution of the mentioned four
problems of development. The ideal macroeconomic framework generated
by the successful implementation of those policies should be characterized
by, first, stability, i.e. a relatively low and more or less predictable rate of
inflation and a smooth cycle, and, second, right and stable rates of exchange
and relative prices.” None of these attributes is attainable as an isolated
effect of any specific policy (such as fiscal or exchange policies) but has to
result from the combined effects of the whole set of macropolicies. A third
attribute should be a more comfortable fiscal situation needed to make
room for policies fostering higher rates of savings and investment. Both
savings and investment would be directly favoured by the positive effects of
a stable macroeconomic framework and should also be stimulated by fiscal
and financial incentives. Fiscal policy, particularly the reconstruction and
strengthening of the tax system, is essential to this purpose, not only to
make room for macroeconomic sound tax and credit incentives to the
private sector, but also to recover the public sector’s own capacity to save
and invest. Lastly, a fourth attribute should be a more efficient allocation of
investment. A lower degree of uncertainty regarding inflation and the
sustainability of relative prices, especially the rate of exchange, should
have in itself positive effects on the efficiency of investment. But, as in
the case of general incentives for savings and investment, a stronger fiscal
position is also essential for the sound instrumentation of fiscal and finan-
cial incentives to foster innovation and to compensate for market distortion
in specific industries.

NOTES

I Comments on a previous draft by Colin Bradford are gratefully acknowledged.
The authors are also thankful for the comments made in the workshop ‘Integrat-
ing Competitiveness, Sustainability and Social Development’, OECD Develop-
ment Centre, Paris, 17-19 June 1993; particularly those by Gerald Adams, Joseph
Ramos and Ricardo Ffrench-Davis. The authors also thank the OECD Develop-
ment Centre, IDRC (Canada), Mellon Foundation (USA) and SAREC (Sweden)
for their support.

2 One of the most significant coordination failures in the 1980s resulted from the
behaviour of domestic savers and international banks. As a consequence of
uncertainty and instability, the domestic savers’ preference for liquid assets in
international currency rose, i.e. deposits held in international banks. At the same
time and in response to the same incentives, the international banks reduced the
availability of credit to governments and potential domestic private investors. As a
result of the combination of capital ﬂigﬁt and credit rationing, effective invest-
ment was lower than the potential investment that could have been financed by
domestic savings. Another example of coordination failure is given by the effects
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of capital inflows in the 1990s. In some countries capital inflows establish a
significant trend to real appreciation, signalling, then, an allocation of resources
inconsistent with the long-term sustainability of external equilibrium.

3 Since the ‘rational expectations revolution’, there have been some discussions in
the literature on macroeconomic policies for developed countries on the true
existence of coordination failures. Some authors affirmed that macropolicies are,
to say the least, redundant. This discussion, nonetheless, was not important for
developing countries. There is a consensus among economists that stabilization
policies are necessary and relevant in the developing world, at least during the
transitional path to a fully developed market economy.

4 On the relationship between stabilization and structural reform from the market-
friendly viewpoint, see World Bank (1991).

5 In the literature there has recently been a discussion of the transition period under
the heading of ‘sequencing’, but the arguments have been rather inconclusive. In
another paper we focus on this problem; see Fanelli and Frenkel (1993). The
relevant literature is cited there.

6 Stiglitz (1993) has recently made a similar point regarding financial markets. Based
on analytical arguments and on the experiences of Japan, Taiwan and Korea, this
author emphasizes that the relevant policy questions relate to the appropriate
design of regulations. Stiglitz argues that government regulation, no less than
markets, is beset by problems, but the conclusion, on that account, that there
should be less government regulation, is incorrect. The problem arises from the
incorrect design of government regulations.

7 Monetary policy can be used to show this point. The degrees of freedom of
monetary policy are a function of the amplitude and robustness of the domestic
demand for financial assets. This is usually not even mentioned because in the
standard textbook exercise the existence of such a demand is taken for granted.
However, in some economies of the region, the crises have induced strong changes
in the agents’ financial behaviour, basically because the crises fuelled capital flight
and there was a strong demonetization as a counterpart. But the intensity was not
the same in each country and consequently there are different degrees of disar-
ticulation of the financial systems. It is not sensible to expect that the same policy
tool (e.g. sterilization) will have similar effects in economies that greatly differ in
this respect.

The proposals regarding fiscal policies are based on Fanelli et al. (1992b).

9 These attributes are the most salient features in the comparison between Latin
American and East Asian countries. The conditions show analogous relevance in
comparing Latin American growth performances across more and less stable
periods (i.e. before and after the mid-1970s) and also in comparing growth
performances between individual Latin American countries after the debt crisis.
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CONSTRAINTS ON AFRICAN
GROWTH

Arne Bigsten

INTRODUCTION

The purpose of this chapter is to deepen understanding of the challenges of
development economics and to identify new research priorities. To my
mind, the most important and challenging task at present is to understand
why African economies are performing so poorly. This chapter discusses
what we know so far, and in what direction I think we should proceed.

THE STARTING POINT

Although development economics as a subdiscipline is relatively new, the
ambition of economists to understand economic development is old. The
classical economists, from Adam Smith onwards, had more or less well-
worked-out theories about long-term economic change. Some took an
optimistic view, while others, notably Ricardo, concluded that there would
be economic stagnation in the long run. His argument was that the fixed
availability of natural resources would eventually force returns on invest-
ment to zero, and thus make investment cease. The same pessimistic view
about the sustainability of development has been taken by some in more
recent discussions. In more optimistic scenarios, however, it has been
argued that technological progress will make it possible to increase produc-
tion in spite of natural resource limitations.

What have we learnt since the time of Smith and Ricardo? Obviously, the
world has undergone dramatic economic changes during this period. The
industrial revolution which started in England has engulfed a larger and
larger share of the world economy. Today all parts of the world have been
affected. The frontier between developed and underdeveloped countries has
continuously shifted. Even though some countries have had setbacks, the
shift has mainly been one way. The number of countries which can be
characterized as economically developed has increased dramatically, with
some very successful Asian countries as the most recent entrants into the
group. Thus we have a certain basis for long-term optimism, even for Third
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World countries, which at present have very low incomes, and in many
cases have actually seen their low incomes fall.

So far, the limitation of resources has not precluded economic growth,
and I doubt it will do so in the future either. When resources that are finite
become too expensive, it will surely be possible to shift to technologies that
use other finite resources, or renewable resources, instead, while still main-
taining an advanced economy. More worrisome are the possible effects of
economic activities on the environment, and this pressure is going to
increase with the size of the global population. Also, space itself is limited,
and crowding is itself welfare reducing (at least for a Scandinavian). Still, the
starting point for my discussion here is the belief that environmental effects
can be handled in such a way that environmental constraints are not going
to prevent countries which are now outside the club of developed countries
from joining it.

THE POST-WAR GROWTH EXPERIENCE

The period since World War II has been characterized by a very rapid
growth in world output. At the end of the war the United States was
economically dominant, with the highest per capita income, but since then
Europe, Japan and others have caught up. This seems to indicate that there is
a growth advantage in being relatively poor. Tests of the catching-up or
convergence hypothesis are numerous. The approach normally used is cross-
section regressions of growth rates on initial levels of per capita income (see,
for example, Barro, 1991; Baumol, 1986; Mankiw et al., 1992). A negative
coefficient on the initial income level is taken to indicate convergence.

Easterly (1994) looks at country experiences in the post-war period of
1950-1985 and finds that, contrary to the hypothesis, many poor countries
have seen their incomes stagnate. Out of eighty-seven LDCs in the sample,
only forty-one had significantly positive growth rates of per capita income,
while all OECD countries had significantly positive growth rates. This
seems to indicate that there is at least no general, unconditional process of
convergence. However, estimates by Barro (1991) indicate that there is at
least convergence conditional on initial incomes and policies. Baumol et 4l.
(1989) make the interesting observation that the growth rate first rises and
then falls as countries move from low to high per capita incomes. This
observation is consistent with the earlier evidence presented by Gerschenk-
ron (1962), who found that backwardness may foster growth and develop-
ment, but that the development process may not get started if the country is
too backward.

Easterly (1993) presents a very interesting model that generates a growth
pattern consistent with those empirical observations. His model makes a
distinction between the alternative regimes of stagnation or positive growth.
In the model, the conditional catch-up effect is counterbalanced by the low
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savings and slow growth effects that characterize the very poor countries.
Once per capita incomes start to increase beyond the needs of subsistence
consumption, there is increased room for savings, and thus for investment.
The drag of poverty on growth will then gradually be reduced, and the
positive catch-up effect will dominate more and more. The evidence re-
ported by Easterly in his paper suggests that it is policies, rather than initial
incomes, that determine whether an economy stagnates or not. A high black
market premium is found to be particularly likely to cause stagnation. The
results also confirm his hypothesis that the rate of growth is low at very low
per capita incomes, but then accelerates as income levels increase.

Another cross-section analysis is presented in the World Bank (1993)
study of the East Asian miracle. It shows that a sizeable share of the growth
advantage can be attributed to the rapid accumulation of physical and
human capital, but the study also notes that initial income had a significant
relationship with the growth of per capita income. There was evidence,
however, that this process of conditional convergence varies among regions.
In controlling for education, investment and initial income, the Asian NICs
have had a significantly higher rate of growth than all other economies,
while Latin America and Sub-Saharan Africa have had significantly lower
underlying growth rates, about 1 per cent (World Bank, 1993, p. 52). It is
argued that Sub-Saharan Africa has a conditional convergence advantage,
but the advantage of low initial income derived in the regression is the
average advantage of the whole sample. The negative coefficient for the
Africa dummy variable may be an indication that the forces of convergence
are not effective there. One may also note that two-thirds of the growth
difference between the Asian high-performers and Sub-Saharan Africa are
left unexplained by the regression. This suggests that African countries have
been less successful in allocating their resources to high-productivity activ-
ities, and in introducing new technologies. Easterly and Levine (1994) make
a similar cross-country regression of conditional convergence, and they also
find that the coefficient for the Africa dummy is significantly negative. The
dummy explains 1.4 percentage points of a growth difference between
Africa and the non-African economies of 1.8 per cent. One may interpret
these results to mean that, so far, Africa has not been able to benefit from
being a late-comer to the same extent as has the average LDC.

The evidence provided by this type of regression has been criticized on
methodological grounds by Quah (1993). He provides an alternative, dy-
namic model that suggests that there is no overall tendency towards con-
vergence, although there are pockets showing convergence. Instead, he
suggests that the economies of the world are tending towards either very
rich or very poor, with the middle-income class vanishing. Many of the
countries slipping behind are African.

Most analysts trying to explain intercountry differences in growth rates
have looked for country characteristics that can explain the gaps. Easterly
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et al. (1993) advise caution in the interpretation of the results obtained.
They note that, while country characteristics are generally very stable over
time, growth rates are highly unstable, and that shocks, primarily terms of
trade shocks, explain a large part of the growth variance. However, vulner-
ability to external shocks may also be regarded as a country characteristic.
Many African countries obviously show this characteristic.

Thus, whatever the approach, the evidence shows that Africa is slipping
behind, not catching up. The question then is, why is Africa not catching up
as the convergence hypothesis predicts?

ACCUMULATION AND TECHNOLOGICAL
PROGRESS

The rate of growth of an economy is determined by the accumulation of
physical and human capital, the efficiency of resource allocation, and the
ability to acquire and apply modern technology. This proposition is con-
sistent with all growth theories, although they differ in many other respects.

The traditional neoclassical model of economic growth (Solow, 1957) has
been challenged in recent years by the endogenous growth approach. Ac-
cording to the traditional view, the return to capital would be high in the
capital-poor countries and capital should move there. This would help the
poor to catch up. According to the endogenous view, on the other hand,
the increments to physical and human capital tend to make an increased
contribution as economies become richer. A small head-start may lead, via
scale economies or external economies, to cumulative divergence (see, for
example, Krugman, 1981; Romer, 1987; Barro and Sala-i-Martin, 1992;
Mankiw et al., 1992). What we have argued above is that at present there
seems to be a process of catching up among middle-income countries, while
the poorest countries, notably those in Africa, are slipping behind or
stagnating. Neither theory is thus obviously confirmed, but the predictions
of the endogenous approach seem to be more consistent with the African
experience. The endogenous model proposed by Easterly (1994) predicts
slow growth at very low income levels, and then gradually increasing
growth as per capita incomes increase. Easterly also finds that it is primarily
policy and model parameters that determine whether a country can break
out of stagnation. In particular, countries which penalize capital accumula-
tion via overvalued exchange rates are more likely to stagnate. The model
also predicts that there is a threshold level for certain parameters that must
be surpassed for sustained growth to be established. The model thus pro-
vides a consistent explanation of why poor countries have difficulties in
exploiting the advantage of backwardness.

Both the neoclassical and the endogenous approaches predict that coun-
tries with higher investments will have higher growth rates of per capita
income. According to the neoclassical model, this is only temporary, while
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according to the standard endogenous growth model, it may persist. Factor
productivity growth was taken by Solow to be exogenous, while in some
endogenous growth models it is related to the interaction between know-
ledge and investment (see the survey by Hammond and Rodriguez-Clare,
1993). Endogenous growth theory focuses on innovations and technological
spillovers. The hypothesis is that innovations take place when investors find
it profitable, and it is furthermore assumed that the cost of innovations falls
as knowledge accumulates. The accumulation of human capital is therefore
a crucial determinant of technological progress. It is also suggested that
scale economies are important. A large capital stock and a large population
may therefore lower the costs of innovation, and thus increase the rate of
innovation. Small stocks of physical and human capital are a hindrance to
technological progress, so that even if resources were optimally allocated in
a small African economy, it might still slip behind because of its small size.

We know that growth varies a lot among countries, but we do not yet
have a very clear picture of the processes determining total factor product-
ivity change (Page, 1990; Pack, 1994). One can make a distinction between
improvement of international best practice, or ‘technological change’, and
movement towards this, or ‘technical efficiency change’ (World Bank, 1993,
p. 49). Poor countries can in principle grow rapidly through the adoption of
up-to-date foreign technologies, which often comes with new equipment.
De Long and Summers (1993) show that investment in equipment is parti-
cularly closely related to growth. The authors of the ‘miracle study’ find
that most productivity change in low- and middle-income countries is due
to changes in technical efficiency. But the average annual rate of technical
efficiency change for Sub-Saharan Africa has been an appalling — 3.5 per
cent. It is thus slipping further and further away from the international
technology frontier.

The picture for Africa is thus very bleak. It is falling behind technologi-
cally and the rate of resource accumulation is low. The two aspects are not
unrelated, of course. Physical accumulation brings in embodied technolo-
gies, while human capital investment facilitates the absorption and devel-
opment of new technologies. A partial explanation may be that the price of
imported capital goods has been high in Sub-Saharan Africa, relative to
international standards (see Helleiner, 1993).

The factor-price equalization theorem shows that trade will equalize
factor prices once the technology is the same in different countries, pro-
vided that the differences in factor proportions are not too large. (Differ-
ences in per capita income will still remain, as long as some countries are
endowed with more capital per capita than others.) The evidence suggests
that the gap is widening between technologies as applied in Africa and those
at the international frontier. Anyway, this means that the strong forces of
income equalization through international trade implied by the factor-price
equalization theorem do not seem to be very effective in African economies.
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One reason may be trade policy distortions. Ben-David (1993) shows that
at least among more developed countries, there is a strong link between
trade liberalization and income convergence.

The policy question then is how the environment in Africa could be
changed to facilitate the accumulation of factors and their efficient alloca-
tion, and the introduction of better technologies. The experiences of many
countries show that economic policies at the microlevel should aim to
develop and sustain efficient markets, while macropolicy must be geared
to guarantee macroeconomic stability. It has become increasingly obvious
that an efficient economy requires a supporting environment of efficient
institutions. We turn now to the issues of policy and institutions.

ECONOMIC POLICY

We know that there have been large distortions in the incentive structures in
many African economies, and that consequently resources have been poorly
allocated. Fischer (1993) shows in a cross-country analysis that growth is
negatively related to inflation, budget deficits and distorted foreign ex-
change markets. Easterly and Levine (1994) obtain similar results and
particularly emphasize that growth is slower the higher the black market
premium on forelgn exchange Easterly (1993) shows, for a cross-section of
fifty-seven countries, that price distortions, in the form of high variance of
relative input prices in investment goods across sectors, have a significantly
negative effect on economic growth. With recent reductions in distortions
in African economies, allocation of the meagre resources has probably
improved, but the growth impact has been disappointing. Obviously,
much more is required in terms of economic policy to support factor
accumulation, technical progress and an efficient allocation of resources.
Structural adjustment programmes have been grappling with this, and there
has been some progress (see World Bank, 1994).

A necessary, but not sufficient, condition for growth is investment. A
major aim of recent adjustment programmes has been to increase private
sector investment, and studies of the adjustment experience of a range of
countries suggest that recovery of private investment is the distinguishing
feature of a successful programme. The sluggishness of investment in Afri-
can countries cannot be explained by conventional factors such as import
constraints and interest rates, but ‘the problems lie in the overall environ-
ment for investment decision making and intangible perceptions of risk
heightened by “unclear” and conflicting signals over economic policy’
(Chibber et al., 1992, p. 10). In a review of private investment in LDCs,
Chibber et al. (1992) note that, where policies are volatile or unsustainable,
and where a large debt burden exists, private investment suffers. A high level
of debt increases the vulnerability of a country to shocks. Thus, high debt
signals to investors that there is a risk of policy change. Faini and de Melo
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(1992) also show in a cross-country study that the recovery of private
investment is delayed in countries with a high debt burden. They find too
that macroeconomic instability in the form of fluctuating real exchange
rates slows down private investment.

Uncertainty and lack of credibility are thus important constraints on
investment. These factors make investors shy away from irreversible long-
term investments and stimulate short-term speculative behaviour. When
there is uncertainty, firms choose to place their money in liquid or financial
assets. In a debt-ridden African economy, investment may remain sluggish
even if capacity utilization increases. Investment expansion thus requires
long-term macroeconomic stability, and for this to be credible, debt bur-
dens in countries such as Zambia, for instance, have to be reduced drama-
tically. A sound overall macroeconomic environment is thus a basic
condition for investment, which is a requirement for growth. But once
such an environment has been established, what more can a government do?

A hotly debated issue with regard to the Asian NICs is whether selective,
non-neutral market interventions played an essential role in their success.
The answer given by the ‘miracle study’ is a qualified ‘no’, although several
critics argue that it misreads the evidence (see, for example, Amsden, 1994).
One area where experiences of the Asian NICs suggest that there might be
scope for non-neutral policy is export support. It is essential, though, that
interventions be based on economic performance criteria, and that the
bureaucracies that handle them are not corrupt. African experiences are
often not happy ones. An example of an attempt to intervene in Kenya was
the pre-shipment export-financing facility, through which an exporter could
get credit on the basis of an export order. However, this system was so
much abused that it had to be discontinued in the second half of 1993.

The general experience of African countries seems to be that interventions
should not be selective, since this opens the door to various forms of corrup-
tion and inefficiency. The reasons for these different results in Africa and Asia
must be sought in the structure of institutions. We turn now to this issue.

INSTITUTIONS AND TRANSACTION COSTS

So far we have argued that growth is determined by physical and human
capital accumulation, technological progress and the efficiency of resource
allocation, and that the outcome is influenced by the economic policy
pursued. However, an efficient economic system requires low transaction
costs. The character of institutions is a very important determinant of these
transaction costs. Thus, the smooth running of the economic system also
requires an efficient set of institutions. Resources are required to define the
content of exchange transactions and to guarantee compliance with con-
tracts. In developed countries, agents can rather confidently make explicit
or implicit contracts with strangers, and this makes specialization possible.
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In African economies, one needs to be more careful owing to higher
uncertainty. This hinders transactions and reduces the scope for specializa-
tion. North (1990, p. 73) argues that the inability of societies to develop
simple and cheap methods to guarantee compliance with contracts is the
most important source of stagnation in history, and of underdevelopment in
the Third World today. Uncertain ownership conditions instead incline
people to avoid long-term contracts and to use little fixed capital.

A central question then is why growth-supporting institutions develop.
North (1981) argues that, historically, stagnation is the rule rather than
growth, which he explains with a theory of the behaviour of the state and
the transaction costs of taxation. A government which is primarily con-
cerned with its own survival does not necessarily set up ownership rules
that are good for economic growth. It is notable in the successful East Asian
countries that economic interventions have largely been related to economic
performance criteria. With interest politics at centre stage there is bound to
be static inefficiency due to distortions, investors are going to be cautious,
and resources are going to be wasted in rent-seeking activities. It would
therefore seem reasonable to look for explanations of poor African results
in the lack of adequate institution building in the political arena.

THE POLITICAL ARENA

Many observers of African economies have noted the pervasive influence of
politics on economics. A characteristic feature is that many of the policy
interventions have been discretionary in Africa, while they have been more
rule based and institutionalized in the Asian NICs. This selectivity of
interventions has paved the way for the high level of corruption and rent
seeking in Africa (Bigsten, 1993). Many of the interventions were well
intended, but the power elite has also used the system to allocate rents as
a means of securing their power positions (see Bigsten and Moene, 1994,
and Shleifer and Vishny, 1993). The ethnic diversity of most African
countries stimulates this kind of behaviour (see Easterly and Levine,
1994). In extreme cases it may lead to political instability and civil strife.
Many of the worst wars in recent decades have been fought in Africa.

Murphy ez al. (1991) have analysed how the most talented people in the
society choose between becoming entrepreneurs or becoming rent seekers,
whose activities reduce growth. They argue that individuals consider the
size of the market for both activities, the size of the firm they can manage,
and the type of contracts that can be enforced.

In general, the smaller the market for goods (say, because of poor
infrastructure), or the smaller the size of the firm that can be effectively
managed (say because the capital market is underdeveloped), or the
less the entrepreneur can appropriate from the surplus they generate
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(say, because of unclear property rights and/or lack of patent protec-
tion), the more likely are the most talented individuals to become
rent-seekers who lower the growth rate.

This analysis has relevance for African countries. In Kenya, for example,
one finds relatively few African entrepreneurs in active roles in large-scale
businesses (Departments of Economics, 1994). They dominate the bottom
end of the size distribution of firms, but are virtually absent at the higher
echelons, outside the parastatals. To some extent this is due to the history of
colonialism, which made it difficult for Africans to accumulate capital.
However, Kenya has been independent for thirty years and many compe-
tent individuals have emerged, but few have become wealthy through the
direct business route. On the other hand, there are many wealthy indivi-
duals who have made it economically via the political route. Why does an
ambitious person choose the political route to money? If we take the
perspective of Murphy et al., we first note that markets are mostly relatively
limited, although this can sometimes be compensated for by various forms
of government protection. This means that it is easier to capture a large
market with political connections. Loans are easier to get if one is well
connected. There has been a long list of scandals in Kenya within the so-
called ‘political banks’, which have been used by well-placed politicians to
milk the central bank for money. There are also some cases where African
entrepreneurs have made it economically — without political backing -
only to become blocked by the political elite afterwards. Successful indi-
genous businesspeople are also considered to be more of a threat than are
successful Asian businesspeople, since the latter have no political clout in
any case. Thus, paradoxically enough, it is sometimes the independent
African businesspeople who are most vulnerable. The insecurity of
property rights means that it may be wise to start by establishing a political
base.

It is thus very plausible to argue that it is the relative attractiveness of
different options, plus an assessment of risks, that determine the choices
made by potential African entrepreneurs. There is no lack of entrepreneur-
1a] skills as such, but the question is, where are they to be put to use?

Studies of the relationship between democracy and growth have been
inconclusive, although growth seems somewhat more likely in countries
where the population experience civil and economic liberties (see the review
in Alesina and Perotti, 1994). There is a clearly negative effect of political
instability on growth. Thus, a vicious circle may emerge where low growth
yields political instability. Again it seems essential for countries in low-level
equilibria to break out of the stagnation and move to a regime of sustained
growth.

A notion that appears many times in the analysis of the Asian miracle is
‘shared growth’; that is, the mass of the population must also see the
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benefits if they are going to participate actively. And not only must the
general citizen be included, but also the ruling elite must allow competing
elites to progress, and must also allow new competitors to come in. The
desire for total control has stifled many initiatives, at least in Kenya.

For shared growth to come about, there is a need for a bureaucracy of
high quality which is sufficiently insulated from pressure groups. Such an
institutional set-up is not easily created. It is not enough to instill the
relevant skills in civil servants. If they are then put into institutions where
outside interference determines outcomes, they become frustrated and cyn-
ical. To avoid this, the norms and behaviour in the society at large have to
change. An open debate may contribute to this, and here African economies
have taken strides in the right direction in the last few years. There is thus
some hope for improvements.

CONCLUSION

Africa is not catching up with the developed countries. In trying to explain
the poor performance of African economies, we have looked at the deter-
minants of basic economic variables, including economic policies, and have
discussed the role of institutions and politics as determinants of changes in
these variables. It is easy to point out major policy mistakes that have
contributed to the poor relative performance of African economies, but
even allowing for this, there is a residual to be explained. Explanations for
this residual should be sought in the area of institutions (including the
political system), although this is admittedly difficult when it comes to
quantification of impacts. Future research on economic growth in Africa
therefore needs to focus more on this area, and on its interlinkage with
traditional economic variables.'

NOTES

1 Our discourse has focused on economic growth, but the set of factors discussed
also determines the distribution of income. The end result of the economic
process is a certain income structure, and institutions also play an important
mediating role here. Income distribution analysis could therefore benefit from
more explicit attention to the institutional dimension. There are great problems
in defining institutional impacts, of course, and this makes it very difficult to
measure them. We may also have problems in getting access to the relevant
data.

REFERENCES

Alesina, A. and Perotti, R. (1994) ‘The Political Economy of Growth: A Critical
Survey of the Recent Literature’, World Bank Economic Review, vol. 8, no. 3,
pp. 351-372.

Amsden, A. H. (1994) “Why Isn’t the Whole World Experimenting with the East

64



CONSTRAINTS ON AFRICAN GROWTH

Asian Model to Develop?: Review of the East Asian Miracle’, World Develop-
ment, vol. 22, no. 4, pp. 627-634.

Barro, R. J. (1991) ‘Economic Growth in a Cross-Section of Countries’, Quarterly
Journal of Economics, vol. 106, no. 2, pp. 407-443.

Barro, R. J. and Sala-i-Martin, X. (1992) ‘Convergence’, Journal of Political Econ-
omy, vol. 100, no. 2, pp. 223-251.

Baumol, W. J. (1986) ‘Productivity Growth, Convergence and Welfare’, American
Economic Review, vol. 76, no. 5, pp. 1072-1085.

Baumol, W.,, Batey Blackman, S. A. and Wolff, E. N. (1989) Productivity and
American Leadership: The Long View, MIT Press, Cambridge, MA.

Ben-David, D. (1993) ‘Equalizing Exchange: Trade Liberalization and Income Con-
vergence’, Quarterly Journal of Economics, vol. 108, no. 3, pp. 653-679.

Bigsten, A. (1993) ‘Regulation versus Price Reforms in Crisis Management: The
Case of Kenya’, in M. Blomstrom and M. Lundahl (eds) Economic Crisis in Africa.
Perspectives on Policy Responses, Routledge, London.

Bigsten, A. and Moene, K. O. (1994) Growth and Rent Dissipation — The Case of
Kenya, Memorandum no. 207, Department of Economics, University of
Gothenburg.

Chibber, A. Dailami, M. and Shafik, N. (eds) (1992) Reviving Private Investment in
Developing Countries. Empirical Studies and Policy Lessons, North-Holland,
Amsterdam.

De Long, J. B. and Summers, L. H. (1993) ‘How Strongly Do Developing Econ-
omies Benefit From Equipment Investment?’, Journal of Monetary Economics,
vol. 32, no. 3, pp. 395-415.

Departments of Economics, Universities of Gothenburg and Nairobi (1994) Limita-
tions and Rewards in Kenya’s Manufacturing Sector: A Study of Enterprise Devel-
opment, World Bank, Washington, DC.

Easterly, W. (1993) ‘How Much Do Distortions Affect Growth?’, Journal of Mone-
tary Economics, vol. 32, no. 2, pp. 187-212.

(1994) ‘Economic Stagnation, Fixed Factors, and Policy Thresholds’, Journal of
Monetary Economics, vol. 33, no. 3, pp. 525-557.

Easterly, W. and Levine, R. (1994) ‘Africa’s Growth Tragedy’, Paper presented at
AERC Conference, May, Nairobi.

Easterly, W., Kremer, M., Pritchett, L. and Summers, L. H. (1993) ‘Good Policy or
Good Luck? Country Growth Performance and Temporary Shocks’, fournal of
Monetary Economics, vol. 32, no. 3, pp. 459-483.

Faini, R. and de Melo, J. (1992) ‘Adjustment Investment and the Real Exchange Rate
in Developing Countries’, in A. Chibber et 4l. (eds) Reviving Private Investment
in Developing Countries. Empirical Studies and Policy Lessons, North-Holland,
Amsterdam.

Fischer, S. (1993) “The Role of Macroeconomic Factors in Growth’, Journal of
Monetary Economics, vol. 32, no. 3, pp. 485-512.

Gerschenkron, A. (1962) Economic Backwardness in Historical Perspective, Harvard
University Press, Cambridge, MA.

Hammond, P. J. and Rodriguez-Clare, A. (1993) ‘On Endogenizing Long-Term
Growth’, Scandinavian Journal of Economics, vol. 95, no. 4, pp. 391-425.

Helleiner, G. (1993) “Trade, Trade Policy and Economic Development in Very Low
Income Countries’, in A. Maizels, M. Nissanke and A. Hewitt (eds) Economic
Crisis in Developing Countries, Pinter, London.

Krugman, P. (1981) “Trade, Accumulation and Uneven Development’, Journal of
Development Economics, vol. 8, no. 2, pp. 149-161.

Mankiw, N., Roemer, D. and Weil, D. N. (1992) ‘A Contribution to The Empirics
of Economic Growth’, Quarterly Journal of Economics, vol. 107, no. 2, pp. 407-437.

65




A. BIGSTEN

Murphy, K. M., Shleifer, A. and Vishny, R. W. (1991) “The Allocation of Talent:
Implications for Growth’, Quarterly Journal of Economics, vol. 106, no. 2,
pp. 503-530.

North, D. C. (1981) Structure and Change in Economic History, Norton, New York.

(1990) Institutions, Institutional Change and Economic Performance, Cam-
bridge University Press, Cambridge.

Pack, H. (1994) ‘Endogenous Growth Theory: Intellectual Appeal and Empirical
Shortcomings’, Journal of Economic Perspectives, vol. 8, no. 1, pp. 55-72.

Page Jr, J. M. (1990) “The Pursuit of Industrial Growth: Policy Initiatives and
Economic Consequences’, in M. F. G. Scott and D. Lal (eds) Public Policy and
Economic Development: Essays in Honour of lan Little, Clarendon Press, Oxford.

Quah, D. (1993) ‘Galton’s Fallacy and Tests of the Convergence Hypothesis’,
Scandinavian Journal of Economics, vol. 95, no. 4, pp. 427—443.

Romer, P. M. (1987) ‘Crazy Explanations for the Productivity Slowdown’, in
S. Fischer (ed.) NBER Macroeconomics Annual, MIT Press, Cambridge, MA.

Shleifer, A. and Vishny, R. W. (1993) ‘Corruption’, Quarterly Journal of Economics,
vol. 108, no. 3, pp. 599-617.

Solow, R. M. (1957) “Technical Change and the Aggregate Production Function’,
Review of Economics and Statistics, vol. 39, no. 3, pp. 312-320.

World Bank (1993) The East Asian Miracle: Economic Growth and Public Policy,
Oxford University Press, Oxford.

(1994) Adjustment in Africa: Reforms, Results and the Road Ahead, Oxford

University Press, Oxford.

66



4

LONG-TERM DEVELOPMENT
AND SUSTAINABLE GROWTH
IN SUB-SAHARAN AFRICA

Ibrabhim A. Elbadawi and Benno |. Ndulu

INTRODUCTION

This chapter provides evidence of three sets of stylized facts about econ-
omic growth and development in Sub-Saharan Africa (SSA) and then
attempts to draw some implications for the latter. First, the economies of
SSA are characterized by low per capita incomes, low savings and invest-
ment, economic distortion, vastly underdeveloped infrastructure, weak in-
stitutions, rudimentary technology and relatively uneducated populations
which adversely affect growth performance and prospects. Second, the
structural disarticulation of the African economies makes them much
more susceptible to external shocks, where economic growth and economic
performance in general are relatively exogenous. Third, save for a few
countries, SSA is mostly composed of countries with small markets and
not strategically located vis-d-vis the main economic growth poles of the
world.

The next section reviews the evidence linking the first set of character-
istics to the prolonged economic stagnation of SSA and its rather weak
economic convergence towards the growth rates achieved by middle- and
high-income countries. This chapter argues that breaking away from this
trap requires a significant improvement in both physical and human capa-
city for production, a stable development environment buttressed by ap-
propriate policy stances, and an institutional capacity capable of initiating,
promoting and sustaining change. Governments not only need to invest in
physical and human capital, reform and deepen institutions, and expand the
technological base, but they should also attempt to build consensus behind
reform, so that resources can be freed to finance these new initiatives while
trying to maintain sustainable macroeconomic environments. Thus a mod-
ified but significant and proactive role for African governments is required.
While the empirical regularities of the next section provide important in-
sight into the growth process of SSA over the past decades, these growth
fundamentals, however, could only explain part of the variations in SSA’s
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growth. Evidence from endogenous growth-based cross-country regres-
sions involving a large number of countries (both developed and develop-
ing) could not eliminate an estimated large and significant negative effect of
the African dummy, implying that the behavioural part of these models
systematically overpredicts the rates of growth in SSA (Barro and Lee,
1993; Easterly and Levine, 1993). In their attempt to explain this puzzle
of the African dummy, Barro and Lee (1993) suggested that the failure to
explain the extent of the poor performance in the slow-growing African
countries could be rectified by developing a better measure of the terms of
trade shocks that allows a direct effect on growth as well as an indirect
effect through stimulating bad policies. Furthermore, the relatively small
scale of the typical African economy and the absence of sufficiently large
and geographically close economies to provide spillover benefits to smaller
economies, may be another factor to consider.

The third and fourth sections of this chapter will assess the extent to
which growth in SSA might have been disproportionately retarded by these
two factors.! Finally, the last section contains our conclusions.

BASIC GROWTH FUNDAMENTALS IN SSA

The past two decades have witnessed the severely declining fortunes of
many economies of SSA. In a sample of sixty-one mostly low-income
developing countries including thirty-two SSA countries,” the average an-
nual rate of growth in real per capita GDP for the SSA countries declined
from 1.19 per cent in the 1970s to about —0.99 per cent in the 1980s, with
an average of —0.35 per cent for the two decades. This rather gloomy
performance is in sharp contrast to the record of other developing countries
included in the sample, where average annual rates of growth of 3.47, 1.82
and 2.33 per cent were achieved for each of the above periods, respectively
(Figure 4.1).

In terms of growth sustainability, the story is equally alarming. Out of
thirty-two SSA countries considered in this study, only six managed to
achieve consecutive average positive rates of growth over the two decades.
All other SSA countries have lost at least one decade, and a significant number
of these countries have had two consecutive, negative average, decadal growth
rates (Figure 4.2). In contrast, none of the twenty-nine non-SSA countries in
the sample registered negative growth over the two consecutive decades
(Figure 4.3). The median for the number of years (of the two decades of the
1970-1990 period) with per capita growth less than 1 per cent was 11 for SSA
compared with only 8 for the group of non-SSA developing countries.

The above record confirms that economic growth in SSA has been dis-
appointing. However, controversy abounds as to the causes behind this
economic stagnation. Obviously this debate relates but is not confined to
the relative degree of influence of the adverse exogenous shocks and initial
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conditions vis-d-vis domestic policy mistakes and ill-conceived develo

p—

ment strategies. The recent ‘endogenous growth’ literature offers a useful
analytical framework for assessing the relative importance of the above two

sets of growth fundamentals.’
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The basic framework suggested by this literature (e.g. Barro and Lee,
1993) relates real per capita growth rate to ‘two kinds of variables: first,
initial levels of state variables such as the stock of physical capital and the
stock of human capital in the form of education and health; and second,
control or environmental variables’. The latter group in turn can be divided
into policy-induced variables such as real exchange rate misalignment (or
exchange rate premium), real exchange rate variability, inflation, government
consumption, financial depth, trade openness and domestic investment; and
exogenous factors, such as external and weather shocks, and wars, civil strife
or political instability. Empirical evidence on the relative impacts of the
above fundamentals on growth will be reviewed in subsequent subsections.
The median growth coefficients of the fundamentals for a set of comparable
cross-country studies will then be combined with the median values of these
fundamentals for a sample of SSA and other developing countries, to derive a
matrix of sources of growth (d la Barro and Lee, 1993) that can be used to
assess contributions to the overall growth of various fundamentals in a
comparative sense for the 1970-1990 period (Table 4.2).

The ‘conditional’ convergence effect

A number of theories in the growth literature suggest that imbalances
between physical and human capital could have important growth implica-
tions. It is argued that a high ratio of human capital to physical capital (or
initial income)* is likely to induce rapid growth in physical capital and
output. This is because, other things being equal, a low initial level of
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Table 4.1 Definition of variables

Variable

Definition

RPCGDP, RPOP,

INFL

WEATHER

PRIMSCH,
SECSCH

MORT
RERVAR
RERMIS

CIVLIB
LLY

TOTSHK

ROISHK

NFSHK

RPCGCP, RPOP and INFL for each country have been
calculated by regressing the change of the natural logarithms of
real per capita GDP, population and a GDP deflator
respectively on a time trend and an intercept.

WEATHER variability is proxied by the variability of food
yield and is given by the residual oty regression of the natural
logarithm of cereal yield on a time trend and a constant.
PRIMSCH (SECSCH) are constructed as ratio of total
students enrolled in primary (secondary) education to
estimated number of individuals in the age brackets 6~11
(12-27) years for the year 1970.

MORT is defined as mortality rate for ages 0 through 4.
Average of 1965 and 1985.

RERVAR is defined as (standard deviation/mean) or real
exchange rate for each country.

RERMIS is defined as [(RER./RER, — 1)] where RER, is the
actual real exchange rate; RER, is the equilibrium real
exchange rate calculated as follows. Five-year moving averages
of the projected real exchange rate using the real exchange rate
model in Appendix C were calculated. Let this variable be
called RERT™. For each country, RER}® was rescaled so that
it is equal to RER, for the year in which the absolute value of
(exports — imports)/GDP was the maximum. Thus RERMIS is
zero for any country for the year in which the absolute value
of (exports — imports)/GDP was maximum.

CIVLIB is an index of civil liberties where 0.01 = highest,
0.07 =lowest.

LLY is defined as the ratio of liquid liabilities of the financial
system (M2) to GDP.

TOTSHK for year t is calculated as: [(PX;/PXp. — 1)
(X/GDP),_,] - [(PM/PMyy. — 1)*(M/GDP),_,] where PX
and PM are export and import price indices respectively
deflated by the US GNP deflator; PXy, and PMy,. are the
average PX and PM respectively for the preceding three years;
X and M are respectively the exports and imports of goods and
non-factor services.

ROISHK for year t is calculated as —(r; — 7p,)"
(Debt/GDP),,, where r is the real rate of interest calculated
by dividing i interest payments by total debt and then deflating
by the US GNP deflator; ry,q is the average of r for the
preceding three years; (Debt/GDP),,, is the average annual
debt to GDP ratio for the period 1970-1975.

NFSHK for year ¢t is calculated as {(NF, /NFbase) 1
(NF/GDP),_, where NF is the official + private net flows
(exclusive of interest payments). NF,.. is the average of NF
for the preceding three years.

Source: African Economic Financial Data, World Debt Tables and the World Bank Database

(ANDREX)
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Table 4.2 Determinants of economic growth: SSA and others (median annual
average values, 1970-1990)

Sources of Growth

3)
(1) (2) Median :;f (4) (5)

Growth variables SSA Others estimated effects® SSA Others'
Basic fundamentals:
Per capita GDP in 1970 337 795 —0.008 0.0012 —0.0018
PRIMSCH 0.40 0.87 0.008 —-0.0019 0.0019
SECSCH 0.07 0.27 0.007 —0.0007 0.0007
MORTA 0.16 0.10 —-0.078° -0.0023 0.0023
RPOP 2.94 2.29 - - -
Net conversion effect - - - -0.0038  0.0031
Rate of investment to GDP8 0.19 0.23 0.075 —0.0023  0.0002
Policy variables:
Trade openness index 0.989 1.040 +N§¢ - -

(adjusted)
RERMIS (mean value) 0.128 0.069 —0.400 —-0.0118 0.0118
RERVAR 0.120 0.240 - - -
INFL 4992 5250 —Ns¢ - -
Ratio of govt consumption 0.142  0.109 ~0.074 —0.0010  0.0015

to GDP
LLY 0.201 0.297 0.036 —0.0017 0.0017
Exogenous factors:

Total Shock —0.0205 —0.0146 - - -

TOTSHK —0.0311 —0.0160 0.800 - 0.0097 0.0024

ROISHK —0.0014 —0.0045 - - -

EFSHK 0.0120 0.0059 - - -
Variability of food yield 0.0050 0.0020 - - -
CIVLIB® 0.0545 0.0400 —0.173 —0.0013 0.0013
Growth performance )
Projected RPCGDP* - - - —-0.0314 0.0219
Actual RPCGDP —0.0030 0.0154 - - -
Deviation of actual

RPCGDP from sample - - -
median —0.0125  0.0059

Notes:

* Sum of above items.

® Column 3 refers to the median range of estimated coefficients obtained from ten recent studies
that estimate a Barro-type regression for a large number of countries. The studies are Barro and
Lee (1993), Easterly and Levine (1993), Easterly (1992), Edwards (1992), Chua (1993a, b) East-
erly eral. (1992), Khan and Kumar (1993), Levine and Renelt (1992) and King and Levine (1993).

¢ This estimate is the negative of life expectancy.

4 £NS (— NS) refers to positive (negative) but insignificant effect. Edwards was the exception,

where he estimated a significant effect at 0.0225 for OI, but unlike the others he used the rate

of total factor productivity as his dependent variable rather than the real per capita GDP

growth rate.

The coefficient on civil liberties and coups is in fact due to a similar indicator for ‘revolution

and coups’ ~ see Barro and Lee (1993).

e
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f Columns 4 and 5 are derived by obtaining the difference between columns 1 and 2 respect-
ively and the corresponding median for the whole sample. The differences are then multiplied
by column 3.

8 Memorandum:

1960~-1969 1970-1979 1980-1988
Sectoral shares of public investment SSA OTH SSA OTH SSA OTH
Agriculture 0.0983 0.0562 0.0885 0.0479 0.0444 0.0357
Education and health 0.1929 0.1451 0.2449 0.1093 0.1124 0.1320
Industry 0.1763 0.1424 0.1490 0.0977 0.0821 0.1059

Infrastructure (transport and
communication, water and power)  0.2460 0.3351 02111 02273 0.1676 0.2736

Total public sector investment/GDP  0.0583 0.0540 0.0893 0.0806 0.0993 0.0844

income relative to education and health indicators (human capital) implies a
higher marginal productivity of capital. This should lead to both higher
domestic and foreign investment that will raise the capital/labour ratio and
generate output growth and higher wages. Other theoretical models predict
that a higher level of human capital enhances the ability to absorb new
technologies, and hence triggers a higher rate of growth for a given level of
physical capital. Unlike the empirically unsubstantiated old notion of con-
vergence which predicts initial income to be negatively correlated with
growth,? this notion is conditional and only predicts such correlation
provided that initial income is low relative to the stock of human capital
— the so-called conditional convergence or catch-up effect (see Barro and
Sala-i-Martin, 1993, Ch. 4, for a detailed discussion).

Table 4.2 shows that for the 19701990 period, the median annual average
per capita GDP growth rate for SSA was — 0.3 per cent compared with 1.54
per cent for other developing countries. SSA grew so slowly over the last
two decades, despite the fact that it started from very low initial levels of
income relative to other developing countries. The median annual average
real per capita GDP for SSA was 337 in 1970 compared with 795 for other
developing countries. This, however, appears to be balanced by the rela-
tively very low stock of human capital in Africa. For example, the median
averages for primary and secondary school enrolment for SSA were 0.40
and 0.07 compared with 0.87 and 0.27 for other developing countries,
respectively. The median mortality rate was 0.16 for SSA compared with
0.10 for other developing countries. Furthermore, populations in SSA grew
faster at median average annual rates of 2.94 per cent compared with 2.29
per cent for the others.

Using the median estimated coefficients for various growth variables
derived from ten studies based on Barro-type cross-country regressions,
we computed a decomposition of ‘the hopefully exogenous’ sources of
growth for the sixty-one SSA and other developing countries over the
1970-1990 period (Table 4.2). The results of Table 4.2 show that the annual

73



I. A. ELBADAWI AND B. J. NDULU

average ‘net convergence’ effect over the two decades of 1970-1990 is about
—0.38 per cent for SSA. In contrast, the other developing countries, in spite
of their much higher initial levels of incomes compared with the SSA
countries, were able to achieve a positive net convergence effect of 0.31
per cent. Barro and Lee (hereafter BL) also study the determinants of
decadal per capita growth rates for a sample of 100 developing and devel-
oped countries, in the context of a formal cross-country regression, and find
that for the fourteen SSA countries that belong to the lowest quintile of
growth rates for the 1965-1985 period,® the ‘net convergence’ effect for the
1965-1975 decade is close to zero, and is only marginally positive (at 0.006)
for the following decade. This provides a stark contrast to the eight fast-
growing East Asian economies which, in spite of their much higher initial
levels of income compared with these African countries, were able to
achieve positive net convergence effects in both decades (with rates of
0.016 and 0.008, respectively).

Easterly (1993) observes that since many low-income countries are
among those stagnating, it is evident that there is no tendency towards
unconditional convergence of incomes, as was shown by BL’s analysis and
numerous other authors. Easterly links this phenomenon to the classic
argument of Gerschenkron (1962) ‘that backwardness usually fosters rapid
growth but that one may be “too backward” and grow slowly’. In a formal
model that distinguishes between stagnation and positive growth, Easterly
balances the usual ‘conditional catch-up’ effect by the slow saving and slow
growth effect that characterizes subsistence economies. The interaction of
these two factors in Easterly’s model produces a hump-shaped transitional
dynamic of a rising and then falling growth as income rises. Poor economies
bordering on subsistence are dominated by the consumption of necessities
that cannot be postponed to allow for higher national savings (Table 4.2).
This is consistent with the view that one mechanism that explains low
growth for low-income countries is the low saving rates typically observed
in low-income countries (e.g. Rebelo, 1992; Kuznets, 1966). Another im-
plication of Easterly’s model is that output is likely to stagnate the lower
the ratio of public to private capital, and that the effect of public investment
on growth is higher, the lower the elasticity of substitution between public
and private capital.”

The policy implications from the above selective review are rather ob-
vious but are also very far reaching. Clearly a virtuous cycle exists between
savings and growth and at very low-income levels, public saving is unavoid-
able and triggers this cycle.® Furthermore, public investment in areas that
are weakly substitutable to private investment, such as human capital and
infrastructure, is key to both shaking off stagnation and accelerating eco-
nomic growth. The public sector should free up resources to finance growth
by saving more, and should strive to level the field for higher growth by
undertaking higher investment in the sectors that are complementary to
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private sector activity. Unfortunately the evidence of Table 4.2 suggests that
neither has happened in the case of SSA.

Other exogenous and policy-induced growth variables

In the neoclassical growth framework, such as BL’s, the control variables,
both policy-induced and exogenous, are predicted to influence the position
of steady-state growth. Using the evidence of Table 4.2, we will discuss
below the theoretical and empirical relevance of both sets of factors to
the growth process of the countries in the sample, where the experiences
of SSA and other non-SSA developing countries will be compared and
contrasted.

Exogenous shocks and sociopolitical instability

Exogenous factors are deemed to have a direct effect on growth depending
on the magnitude and direction of the shock. An increase in political
uncertainty has an equivalent effect of a decline in the security of property
rights, and hence has the same effect on growth as economic distortions.
Also, negative exogenous shocks, such as adverse terms of trade or weather
shocks, will lower the rate of growth for given levels of state variables,
through the direct income effect, but they could also have more subtle
substitution effects (see the next section). The evidence of Table 4.2 suggests
that SSA has been more negatively impacted by external shocks and pol-
itical instability. These findings appear consistent with the slower growth of
SSA relative to other developing countries.

The overall magnitude of the external shock was negative and higher in
SSA at a median annual average of —2.05 compared with — 1.46 per cent of
GDP for other developing countries. In terms of individual components,
however, the relative impact of external shocks is a mixed bag. The terms
of trade shock was —3.11 compared with — 1.6 per cent for the others, and
the real interest rate shock was much smaller but weaker with —0.14 and
~ 0.45 GDP percentage points for SSA and non-SSA, respectively. On the
other hand the external finance shocks were positive for both sets of
countries, with SSA receiving 1.2 percentage points of GDP compared
with only 0.59 for non-SSA developing countries. However, only for the
case of TOT shocks was a significant effect on growth estimated in formal
empirical models of growth (Easterly, 1992); using the estimated coefficient
of 0.8, the median annual average contribution of the TOT to per capita
rates of growth (in deviation from the sample median) was —0.97 per cent
for SSA compared with 0.24 per cent for other countries in the sample.

An adverse weather shock could have a devastating effect on growth,
especially in SSA given the dominance of agriculture in its countries.
Measured indirectly in terms of variability of cereal yield, the weather effect
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has been more severe in SSA with a variability of 0.5 GDP percentage
points relative to 0.2 for other developing countries.

Finally, lack of social order and political instability could also be harmful
to growth. During conflicts, much of the limited human, financial and
physical resources are devoted to non-civilian, non-developmental ends.
Furthermore, political instability and social conflicts usually breed uncer-
tainty, and lack of transparency, which discourage investment.” An index of
civil liberties contained in Table 4.2 (0.01=highest, 0.07=lowest) shows that
SSA has a lower level at 0.0545 compared with 0.04 for the others. The
corresponding contribution of political instability to annual rate of growth
(relative to the sample median) was —0.13 per cent (0.13 per cent) for SSA
(others). The countries of Africa that have been plagued by ethnic violence
and civil wars (e.g. Angola, Chad, Ethiopia, Mozambique, Somalia, Sudan,
Uganda and Zaire) were among the worst performers.

Policy variables

Financial depth is a policy variable that is expected to have a positive effect
on growth. In the traditional literature (e.g. McKinnon, 1973; Shaw, 1973)
financial depth and financial liberalization affect economic growth through
higher saving rates and higher investment allocation. The modern interpre-
tation of the role of financial depth in economic growth emphasizes the
processing of information on entrepreneurs as a central activity of liberal-
ized capital markets (King and Levine, 1993). There is fairly consistent
evidence linking financial depth (but not necessarily financial liberalization)
to growth (King and Levine, 1993). Financial depth (LLY) given in terms of
the ratio of broad money (M2) to GDP (Table 4.2) has a median of 30 per
cent in non-SSA developing countries compared with 20 per cent for SSA,
with a contribution to the annual rate of growth (in deviation from the
sample median) estimated, respectively, at — 0.17 per cent and 0.17 per cent
for SSA and others.

The investment ratio is one of the traditional growth variables reflecting the
contribution of capital accumulation to output growth at the steady state.'
Investment as a ratio to GDP is lower in SSA at 19.4 per cent compared with
22.6 per cent for other developing countries. These ratios translate into esti-
mated contributions to annual growth (in deviation from the sample median)
at 0.02 per cent for other countries, compared with — 0.23 per cent for SSA.

The new theories on endogenous growth also suggest that productivity
growth will be faster in sectors where protection has been reduced and not
on those subject to trade barriers or other forms of regulation. For example,
Edwards (1992) developed a formal model which assumes that a country’s
ability to absorb world technology depends on the openness of the econ-
omy and on the country’s gap relative to the world in terms of total factor
productivity. The empirical implementation of this model using data from a
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large set of countries provides additional support for the view that, after
controlling for other growth variables, countries with more open and less
distorted trade regimes have experienced faster growth in total factor pro-
ductivity than nations with a more distorted external sector. However,
almost all other studies have failed to find consistent evidence on the
relevance of trade openness to long-term growth (e.g. see BL; Easterly
and Levine, 1993; Khan and Kumar, 1993; to mention a few). The results
of Table 4.2 suggest that SSA appears to be less open in terms of the ratio of
actual trade to GDP relative to the notional trade ratio that adjusts for the
scale of the economy, population size and capital flows (see Appendix B).
On the other hand, relative to the same measure, other developing countries
in the sample are found to be more open. However, the lack of consistent
empirical regularities linking growth to trade regimes prompted some
authors to argue that macroeconomic consistency, including real exchange
rate compatibility, for a given trade regime is much more important to
economic performance than the nature of the trade regime, and that the
experience of East Asia reveals systematic evidence on the former rather
than the latter (e.g. Helleiner, 1993, 1994).

On the other hand, economic distortions imply a lower steady-state
position and hence a lower rate of growth for values of the state variables.
Economic distortions could be reflected indirectly by the ratio of govern-
ment consumption to GDP or directly by the rate of real exchange rate
overvaluation (or the black market premium), domestic inflation, or the real
exchange rate variability. Economic distortions have been shown in the
empirical growth literature to have had systematic and deleterious effects
on growth, and the evidence of Table 4.2 shows that they are much more
acute in SSA than in other developing countries.

Starting with the real exchange rate misalignment (RERMIS), the index of
Table 4.2 (see Appendix Table 4.C) gives an overvaluation index of 12.8
percent for SSA, almost double that of other developing countries at 6.9
percent. The real exchange rate misalignment encompasses a wide range of
macroeconomic, trade, exchange rate and fiscal policies. As an indicator of
domestic policy distortion, real exchange rate overvaluation has adverse
effects on long-run growth. Substantial overvaluation discourages the pro-
duction of tradables, especially exports. To the extent that improved export
performance generates economy-wide forward and backward linkages,
overall growth could be slowed down. Second, the overvaluation represents
a signal of policy incredibility, which discourages investment and precipi-
tates the inefficient allocation of resources. Hence, it is not surprising that
economic distortion higher than the sample median in SSA, as reflected by
the RERMIS index, resulted in a —1.18 per cent contribution to growth
compared with 1.18 per cent for other developing countries.

Government consumption is usually concentrated on non-traded goods
and to the extent that it is kept higher than sustainable levels, it will
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lead to increasing taxes and monetization and hence real exchange rate
overvaluation. In a model of constant returns to scale with respect to
government inputs and private capital combined but diminishing returns
with respect to private capital alone, Barro (1989, 1990) showed that a high
level of taxation distorts saving decisions and lower growth. Also the
endogenous growth model developed by Easterly (1993) permits distortions
between returns on two types of capital to affect growth adversely. This
effect of a high and unsustainable level of domestic public consumption
should be picked up by the RERMIS index. Over and above this, a high but
sustainable level of public consumption may still further decelerate growth.
To the extent that unproductive forms of such expenditure crowd out
valuable public goods (education, health, infrastructure, etc.) that are com-
plementary to private investment and growth, public consumption could
have an independent (of RERMIS) deleterious effect on growth. The aver-
age public consumption rate is higher by 4 percentage points of GDP in
SSA at 14.4 per cent compared with 10.4 per cent for other developing
countries, with the corresponding contribution to growth in deviation from
the sample median estimated at — 0.10 per cent for SSA compared with 0.17
per cent for other countries (Table 4.2).

Macroeconomic stability signals to the private sector the sustainability
and credibility of macroeconomic policy, while instability compromises the
informational content of relative prices as a signal for resource allocation.
The rate of domestic inflation (INFL) and the real exchange rate coefficient
of variation (RERVAR) averaged, respectively, 4.6 and 31.4 per cent for SSA
(Table 4.2). While inflation is slightly higher in other developing countries
at 5.25 per cent, the RERVAR is lower at 26.3 per cent.

The significant African dummy - is Africa really different?

The above analysis provides the following broad conclusions. First, SSA has
grown more slowly than other developing countries over the last two
decades. Second, despite its relatively low initial income levels, SSA could
not ‘catch up’ with other developing countries because of its lower stan-
dards of human capital and lower savings. Third, the policy indicators also
seem to be consistent with the disappointing growth record of SSA relative
to other developing countries. SSA has undertaken less saving, has been
more prone to higher real exchange rate overvaluation and variability, has
higher public consumption and rather rudimentary financial systems.
Fourth, the economies of SSA were more impacted than others by negative,
exogenous external and weather shocks and political instability; however,
unlike the above, these factors so far have not been systematically estab-
lished as determinants of growth in formal behavioural models.

As we suggested in the introduction, while the above fairly systematic
empirical regularities provide important insight into the growth process of
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SSA over the past decades, these growth fundamentals could only explain
part of the variations in SSA’s growth. The presence of the significant
negative African dummy in these endogenous growth-based cross-country
regressions implies that the behavioural part of these models systematically
overpredicts the rates of growth in SSA (BL; Easterly and Levine, 1993)."
Despite their careful analysis, however, these authors also concluded that
‘after controlling for policies, human capital endowments, terms of trade
shocks, and “catchup” factors, Africa grew more slowly for reasons that a
cross-country model does not explain. Africa is different.” The following
two sections of this chapter will attempt to contribute to this discussion, by
analysing two sets of growth variables that could further add to the sys-
tematic explanation of growth variables in SSA, and therefore provide an
opportunity for assessing the extent to which growth in SSA might have
been disproportionately retarded by these two factors.'?

EXTERNAL SHOCKS AND GROWTH IN
SUB-SAHARAN AFRICA

The relative importance of external shocks to Africa’s growth performance
has been a subject of long and continuing debate. One set of views is held
by those who consider the shocks not a significant explanatory factor either
because negative shocks tend to be offset by positive shocks or because
Africa’s exposure to these shocks is no different from that faced by other
developing countries. These views place more emphasis on the policy
response to shocks as being key to understanding their influence on growth.

A different view emphasizes the high vulnerability of African growth to
both the magnitude and variability of external shocks. The economies are
considered to be structurally fragile, with a low capability to respond to
shocks in a manner that maintains a stable development environment. The
fragility is partly due to their high dependence on imports; unstable export
revenues; rigidities in supply response limiting their adjustment options and
their potential effectiveness; and limited access to timely stabilization and
adjustment finance in response to shocks. This view, therefore, considers
restructuring African economies to enhance their capabilities to respond
flexibly to shocks, reduce the degree of exposure to shocks by diversifying
the export base, and sustained and timely resource support towards these
ends as being more important than emphasizing a policy response to shocks
in a fragile economy.

Below, we first highlight the structural features that enhance the vulner-
ability of Africa’s growth to external shocks; identify the key links between
external shocks and growth; measure and identify major types of external
shocks experienced by SSA countries; and review empirical evidence for the
impacts of and responses to external shocks drawing from African experi-
ence and that of other economies with similar structures.
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The transmission of external shocks to growth in SSA

A useful starting point for analysing the sensitivity of African growth to
external shocks is to identify the key channels of influence of these shocks
on growth. In so doing we attempt to take into account the peculiar features
of the African economies that exacerbate such sensitivity and distinguish
the nature of the effects of the shocks broadly into direct and indirect ones.
There are three important characteristic features of African economies of
particular importance to the understanding of the high vulnerability of
African growth to external shocks. The dependence on imports for produc-
tion and investment on uncertain revenue from exports, on the one hand,
and on autonomous external resources to finance them on the other, under-
lies the sensitivity of growth to external shocks. Indeed, savings cannot be
converted into investment without foreign exchange to import capital
goods; and productive capacity cannot be effectively utilized without im-
ports of intermediate goods. In this way both capacity and output expan-
sion are dependent on the availability of foreign exchange. A large
proportion of Africa’s exports is of primary commodities subject to high
volatility in world market prices and supply rigidities. In 1986, for example,
40 per cent of SSA merchandise exports were agricultural compared with 29
per cent for all low-income countries (World Bank, 1988). A large propor-
tion of the external resource inflows into Africa is autonomous, being
predominantly official development assistance. Exports in turn are largely
supply constrained and also significantly dependent on imports for ex-
pansion (Khan and Knight, 1988). This intensifies the significance of the
foreign exchange constraint on growth. It is the significant exogeneity
of the determinants of the foreign exchange constraints that determines
the exo§ene1ty of growth performance and its sensitivity to exogenous
shocks.!

Another important and relevant structural feature here is the close link
between the external and fiscal gaps in these economies. The high debt/
GDP ratios reflect a solvency problem arising from the stock-flow disequi-
librium between foreign obligation and current incomes. Since nearly all
external debt obligations are held by governments, the external crisis has
also assumed a fiscal form requiring simultaneous cuts in fiscal expenditures
to reduce exposure. To the extent that such cuts have fallen on public
investment they reduce capacity growth both directly and indirectly
through foregone crowding in of private investment (Fanelli et al., 1992).
Where governments have relied on mobilizing revenues through increased
transfers from the private sector to service external debt, this has occurred
at the expense of crowding out domestic private investment. The important
point to note here, as Fanelli et 4. (1992) do more generally for developing
countries, is that given the prevalence of the severe debt overhang problems
African economies face, they have to contend simultaneously with external
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and fiscal constraints to growth. Unpredictable external shocks make such
undertakings more difficult to manage.

In addition to the direct income effects and their impact on savings and
investment, negative external shocks in the short to medium term affect
investment productivity as economies adjust in a contractionary fashion
through capacity utilization changes in response to intensifying foreign
exchange bottlenecks. For example, in the cases where economies have to
effect a double transfer to service external debt, this has also been at the
expense of the much needed infrastructural maintenance critical for invest-
ment productivity.

Types and magnitudes of external shocks faced by SSA economies

Three types of external shocks will be the subject of our attention in this
section. The first is the terms of trade shocks resulting from changes in the
world market prices for African exports and imports. The measurement of
the terms of trade shocks will appropriately use export shares and import
shares of GDP as weights on the respective prices; the relative importance
of the sources of shocks from both the export and import sides will be
determined. In the following section, the effects on growth of these TOT
shocks will be disentangled into direct effects through a stimulus to govern-
ment policies and private sector response with respect to expenditure
(including investment) and macroeconomic stability. Also a possible asym-
metry in the effects depending on whether the shocks predominantly ori-
ginate from the export or import price side will be investigated. The second
type of external shock is that of foreign real interest rate changes and their
impact on the debt-servicing burden. The real rate of interest is measured in
its ‘effective’ terms by dividing interest payments by total debt adjusted by
the US GNP deflator. The magnitude of the shock is thus measured as a
ratio of changes in real interest payments to GDP.

The third type of shock is the net capital flows (private and official)
which augment or reduce resource availability (financing in general and in
foreign exchange terms in particular) for growth. It is measured as the rate
of change of net transfers (gross flows less amortization) weighted by the
share of net transfers in GDP.

The three components of external shocks are subsequently combined,
having all been measured as proportions of GDP, as the sum of the com-
ponents. This combination emphasizes the income effects of the external
shocks.

Table 4.3 and Figure 4.4 present the median magnitudes of the above
external shocks experienced by a sample of thirty-two SSA economies,
the median component structure of terms of trade shocks, and comparison
(in mxedian terms) with other developing countries for the period 1970~
1990.1
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Table 4.3 Components of external shock: SSA and others

1970-1975  1976-1979  1980-1985  1986-1990

TOTSHOCK
SSA —0.0392 —0.0317 —0.0284 —0.0253
OTH —-0.0217 - 0.0161 —0.0141 —0.0121
ROISHOCK
SSA 0.0249 —0.0088 —0.0360 0.0141
OTH 0.0206 —0.0149 —0.0357 0.0119
NFSHOCK
SSA 0.0079 0.0184 —0.0041 0.0054
OTH 0.0084 0.0105 0.0032 —0.0022
EXTERNAL SHOCK
SSA —0.0064 —0.0221 —0.0685 —0.0058
OTH 0.0073 —0.0205 —0.0466 —0.0024
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Figure 4.4 Components of TOTSHOCK: SSA

From Table 4.3 and Figure 4.4 we see that:

(a) The terms of trade (TOT) shocks clearly dominate the external
shocks faced by SSA countries for the 1970-1990 period as a whole,
accounting for an income loss of 3.1 per cent of GDP, which is twice
the 1.6 per cent loss for other developing countries in the sample
within this period, 1970-1975, 1976-1979 being the most severe
periods of TOT shocks. Import price hikes were relatively more
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significant drivers of negative TOT shocks during these periods owing
toa c<1>5mbination of their larger changes and higher shares of imports in
GDP.

(b) The foreign interest rate real shock for 1970-1990 was slightly negative
at —0.14 per cent of GDP. The incidence of these negative shocks
occurred during 1976-1979 and more significantly 1980-1985 when
external real interest rates rose sharply, increasing debt-servicing pay-
ments significantly during the period. Comparatively, however, other
developing countries suffered relatively more during the same period,
to the tune of 0.15 per cent of GDP.

(c) Net transfers (private and official) for the same period constituted a
positive shock estimated at 1.2 per cent of GDP. It is notable, however,
that while this was largely counter-cyclical during 1970-1975, being
mostly stabilization support against the first oil crisis, the absolute
decline during 1980-1985 was pro-cyclical reinforcing the negative
TOT and interest shocks. Resumption of aid associated with stabiliza-
tion and adjustment programmes after 1985 explains its significant
positive contribution in this period.

(d) Combining all the components of external shocks, SSA suffered a net
income loss of 2.05 per cent compared with 1.46 per cent for other
developing countries included in the sample.'®

The effects of external shocks on growth

Empirical studies on the relationship between external shocks and growth
in Africa fall under four categories. The first set of studies focuses more
generally on the impact of external shocks on real growth. Using cross-
sectional analysis these studies evaluate the effects of terms of trade changes
and net resource inflows on growth. The focus is on the direct income
effects of both, and the interpretation of results typically consolidates the
likely offsetting effects of both types of shocks. Barro and Lee (1993),
Easterly (1992) and Elbadawi (1992) are good examples of these studies.
The main conclusions from these studies, with some variations, are that
external shocks do matter but by broadly combining the TOT effects and
net inflows, they show that Africa is not significantly different from other
developing countries in terms of the intensity of shocks to which it is
subjected. These studies also compare the relative importance of policy
and external conditions and conclude that policy response matters more
than the shocks per se. An important exception to this tradition, however, is
Pritchett (1992) who undertook various tests, based on the new growth
literature, on the role of country characteristics on growth. The tests
showed that there is much less correlation between countries’ growth rates
over decades than there is between country characteristics, and Pritchett
therefore concludes that ‘shocks, especially those to terms of trade, play a
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much larger role in explaining variables in growth than previously acknow-
ledged’. Also Wheeler (1984) in an earlier comprehensive cross-sectional
study for SSA concluded that environmental variables including TOT and
instability had a greater impact on growth than did ‘policy’ variables. He
points out that movements in the TOT and international conditions of
demand have had a very powerful impact on the general growth experience
of African states through their impacts on foreign exchange earnings.

In contrast to the cross-sectional studies reviewed above, Basu and
McLeod (1992) find strong links between terms of trade and growth dy-
namics on a country-specific basis for twelve LDCs (Latin America and the
Philippines) using a stochastic growth model and standard time series tests.
Their model highlights the structural features of these economies including
the dependence of production on imported inputs that can only be pur-
chased with uncertain export revenues; export supply rigidities for primary
products; complementarity of domestic capital and imports; and limited
access to flexible international finance to ride out uncertain resource gaps.
These are conditions similar to those obtaining in SSA."

Using variance ratios and unit root tests their analysis suggests that terms
of trade movements are transient (cyclical and trend stationary) while out-
put series show a much larger random walk component. This stochastic
property of LDCs’ output growth suggests that occasional shocks could
lead to persistent changes in output levels and average growth rates.

The authors’ estimates based on a VAR model confirm that transient
shocks have a persistent effect on output levels in nine out of eleven
countries, with the long-run terms of trade output elasticities ranging
from 0.1 to 0.2. The effect is higher for countries with larger trade shares.
Terms of trade variability explains 20-50 per cent of the long-term variation
in output levels in ten out of twelve countries in the sample. In nearly every
one of the countries in the sample, output is negatively associated with the
variance of export prices.

The second category focuses on policy responses to external shocks and
their impacts on growth. The issues emphasized naturally relate to the
relative importance of stabilization and adjustment efforts in response to
shocks. Management of commodity price booms and slumps as well as the
Dutch-disease impacts of aid are included here. The basic hypothesis being
tested is that African economies have typically responded to booms by
increasing ‘wasteful’ expenditure, particularly government consumption,
instead of investing or building up reserves; and during slumps they typi-
cally pursue a fiscal populist stance by persistence in expenditure at the
expense of macroeconomic stability. In both situations, long-term growth
suffers. The key agent of mismanagement is taken to be the government
which typically taxes windfall and wastes it instead of leaving it in the hands
of private agents who are better users. Hill (1963), Ingham (1973) and Bevan
et al. (1989, 1990) use case studies to show this hypothesis and in addition
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Bevan et al. point to the Dutch-disease effects on the efficiency of private
activity. At the macroeconomic level, the suggestion here is to pursue a
spending strategy consistent with permanent income and avoid boom and
bust episodes (Barro and Lee, 1993; Wheeler, 1984; Balassa, 1988; World
Bank, 1988).'8

A recent study by Deaton (1993) subjects the above hypothesis to a very
vigorous test using commodity price fluctuations. He observes that the
actual behaviour of commodity prices is very strongly autocorrelated at
high frequencies and the prices revert to their means only very slowly,
suggesting that in the limit, income is a random walk and misfortunes last
for long, uncertain periods of time. Under such conditions pursuing stabi-
lization using a simple permanent income rule is futile. In contrast to the
case studies cited above, using Pan-African empirical evidence, Deaton
(1993) finds the African macroeconomic response to commodity price
booms on average to be sensible, with booms generating a great deal of
growth and stimulating productive investment.!? This conclusion holds true
even when countries are categorized into ‘high taxers’ and ‘low taxers’
based on passing through world market prices to producers. The evidence
on the response to slumps, however, points to an asymmetry as shown by
investment expenditure inertia in the downturn. This corroborates earlier
evidence by Wheeler (1984) who found a strong and significant ‘capital
habit’ during slumps in a cross-sectional study of SSA economies as shown
by inflexibility in adjusting the imports of capital goods often at the expense
of intermediate imports and hence current production.

The third category of studies emphasized the instability of exports and
imports and their impacts on growth. The principal concern for export
instability, especially in poorer countries that enjoyed limited access to inter-
national credit, was always its effect upon import volume instability (Hellei-
ner, 1986). Import volumes are relatively more constrained by the availability
of import capacity than traditional demand factors (Moran, 1989). Discon-
tinuities in the flows of intermediate imports and capital goods, both of
which are highly sensitive to fluctuations in import volumes, were clearly
damaging to the process of economic growth. Intermediate imports and
imports of incentive goods are typically candidates of first cuts under foreign
exchange crunch; capital imports, being largely tied to external project fi-
nance, persist in times of slump. This makes medium-term growth and savings
more vulnerable to instability through variations in capacity utilization.

Using a sample of twenty-four SSA countries for the period 1960-1979,
Helleiner (1986) found that import instability significantly affected growth
adversely. To the extent that such deceleration in growth led to lower
savings and hence investment, longer-term output expansion was also af-
fected. The resultant erosion of the government revenue base meant that
public investment in infrastructure and human capacity as well as infra-
structural maintenance were prime candidates for expenditure cuts, further
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weakening the basis for long-term growth. A strong positive correlation
between export instability and import instability was obtained for a sample
of thirty-one countries considered earlier in SSA during 1970-1990. Both
were measured in terms of coefficients of variations. On the other hand, a
very weak correlation was obtained between the coefficient of variation of
net transfers and import stability suggesting that the timing of resource
flows was not counter-cyclical.

The fourth category of studies considers more explicitly the relationship
between external shocks and private investment and hence growth. Again,
in this regard, empirical evidence from LDCs more generally, and Latin
America in particular, will be drawn upon.

Among the factors that explain the investment slump of the 1980s in
LDCs, Bleaney and Greenaway (1993) considered cost and availability of
capital as well as terms of trade. The relatively high real interest rate during
the 1980s increased debt service requirements in LDCs thereby reducing
the share of output available for investment. For eleven countries also
covered by Greene and Villanueva (1991), Bleaney and Greenaway, using
pooled regression, find both real interest rate and terms of trade to be
statistically significant in explaining private investment determinants in
LDCs. They too, like Greene and Villanueva, find that public investment
crowds in private investment (10 per cent public investment crowds in 1.6
per cent private investment).

Cardoso (1993) focuses on the relationship between terms of trade
changes and private investment in Latin America. Two mechanisms are
identified for the link between the two phenomena. The first is ‘the Manaus
Opera House effect’, which combines the effect of a change in the TOT on
real income and hence on investment via the accelerator principle and the
specific impact on investment in the export sector through changes in the
profitability of activities in this sector. Bad news for the export sector in turn
becomes bad news for other sectors if profits are correlated across sectors.

The second mechanism is what she calls the ‘IMF effect’. Essentially, a
deterioration in the TOT will worsen the current account balance and
induce contractionary measures to restore balance either because the dete-
rioration is perceived to be permanent or, if perceived transitory, because it
cannot be financed. The required tight money policy to restore balance may
raise the cost of capital and reduce investment, may require credit rationing
and reduce investment, or may reduce profit flows and ability to self-
finance investment. These contractionary measures are validated on the
external constraint side either by administered import compression or by
a devaluation, both affecting real activity.

Empirical evidence presented confirms a strong positive effect of a terms
of trade improvement on private investment. It also confirms the strong
complementarity between private and public investment in Latin American
countries.
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Issues

Drawing on the discussions and the review of empirical evidence above
several issues present themselves. First, unless the structural weaknesses of
the African economies are redressed, Africa’s long-term growth will remain
vulnerable to external shocks. Such restructuring needs to strengthen the
capacity to respond to shocks in a manner that is conducive to a stable
development environment. Diversification of the export base to help stabi-
lize earnings, and transformation of the economies to enhance links be-
tween domestic production and domestic resource use and demand, are
possibly the most critical measures towards this end.

Second, African economies need a significant reduction in debt over-
hang to release resources for investment and growth. In view of the dom-
inance of public debt in servicing requirements, such a reduction will, in
particular, help boost public investment and, through it, also private invest-
ment and the absorptive capacity of these economies for growth. Human
capacity is particularly a beneficiary of public investment in education and
health.

Third, given the unpredictability and transient nature of terms of trade
shocks, access to first-line liquidity to help ride out temporary and un-
anticipated shocks is critical for maintaining a stable development environ-
ment. Such access is virtually not available from commercial sources o
African economies and official sources hardly provide these on a timely
basis. Transitory deteriorations that are not financed induce the severe
contractionary measures that not only affect growth in the short run but
also induce neglect of maintenance of capital stock and a reduction in
investment with negative consequences on growth in the medium and
long term.

Fourth, more long-term deteriorations in terms of trade or international
demand for African exports need adjustments. Such adjustments, however,
given the supply rigidities, are also long term in nature and require adjust-
ment finance to reduce the social costs of these adjustments. While the
traditional advice is to ‘finance temporary and adjust to permanent disturb-
ances’, adjustment and financing have been shown not to be mutually
exclusive. In fact they are complements for reviving economic growth
(Gavin, 1992; Elbadawi, 1992).

Fifth, while pursuing stabilization in response to shocks using a simple
permanent income rule may prove fruitless given that misfortunes from
price fluctuations last for long, uncertain periods of time, bad policy re-
sponses to shocks will exacerbate the negative impact of such shocks on
growth conditions. The evidence presented shows an asymmetry in re-
sponses in periods of upturns and downturns. Spending inertia in the
downturn coupled with macroeconomic instability prolong the required
adjustments to shocks and worsen growth conditions.
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TRADE STRATEGY, REGIONAL INTEGRATION
AND GROWTH IN SSA

In the context of the debate on structural adjustment and the broader
development strategies for developing countries, the issue of trade liberal-
ization has been the most controversial component of what Williamson
(1990) codified as the “Washington Consensus’ on policy reform: a balanced
budget, a competitive real exchange rate, liberalization of trade and foreign
investment, privatization, and domestic market deregulation. The new trade
and growth theory suggests two broad implications (articulated in Krug-
man, 1992). First, the free-market orthodoxy should not be carried too far
because there is an intellectually solid case for some government promotion
of industry, and second, there is a need to shift the research on trade and
industrial policy away from its focus on government failure or the horrors
of import substitution and the distortions imposed by government policy,
and towards a concern with market failure. Krugman also argues in the
same paper — designed to rehabilitate what he referred to as ‘high develop-
ment theory’ — that basically the main ‘core of ideas regarding external
economies, strategic complementarity, and economic development remain
intellectually valid and may continue to have practical applications’.

The relevance of this ‘counter-counter-revolution’? for the design of a
long-term development strategy for Africa will be explored in the remain-
der of this section in the context of two issues: the viability of industrial
policy as a means to create a manufacturing base in SSA, and the possible
role for African regional integration in fostering scale economies and spur-
ring growth in SSA.

Industrial policy in SSA: some lessons from East Asia

Krugman, who introduced in the context of the new trade theory the theme
of ‘import protection as export promotion’, has, however, argued in later
articles (e.g. Krugman, 1989) that this policy option is likely to be of
limited value in developing countries. This is because the success of this
policy requires not only economies of scale (internal to the firm), but a
sufficiently large domestic market as well. A dissenting view, however,
argues that subsidies can be used to attract foreign firms to locate in a small
country, not just to supply the domestic market, but to produce for the
world market (Jones, 1989). Helleiner (1989) also argues that Krugman
seems to have overstated the unimportance of import-substitution policies
in developing countries: at the theoretical level, there is ‘a high potential for
product differentiation (the conventional argument for small country spe-
cialization) and the potentially large relative role of domestic sales for
individual risk-averse firms; and empirically, because Korea has evidently
successfully been doing it’.
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Following the same line of argument, Jayawardena (1992), citing the
experience of East Asia as a successful application of the ‘high development
theory’, argues for a more explicit interpretation of recent theoretical and
empirical findings than does Krugman. Instead of merely cautioning against
‘carrying a free-market orthodoxy too far’, he suggests that the World Bank
and other multilateral agencies might incorporate in structural adjustment
lending specific ways of developing sound long-term industrial policies
(including both functional and selective interventions) and ensuring that
trade liberalization does not impede these interventions.?!

The new trade theory, albeit with a lot of caveats, seems to lend support
to some role for industrial policy. Even though the new trade and growth
theories provide a much stronger role for free trade, trade liberalization
now is seen not only to increase national income through static efficiency
gains, but also to increase the growth rate permanently. However, at the
same time the new models also suggest that countries could do even better
by intelligently managing their trade.”? This last implication, in addition to
the fact that ‘completely liberal’ trade strategy, Hong Kong style, has been
the exception rather than the rule in the successful experiences of East
Asia,” has opened the door for recommending, in the context of an other-
wise liberal trade regime, some measure of ‘selective interventions’ to sup-
port key industries with a high potential for a limited time, and for picking
specialized and high-performance exporters for selective support.”

However, as pointed out by Husain (1994),% the phenomenal growth of
the East Asian countries and the apparent success of state intervention has
not been a coincidence. First of all, every country of this group has got the
basics right, i.e. they have maintained low inflation, competitive real ex-
change rates and prudent fiscal policies on a sustained basis over more than
twenty years.?® Second, in addition the East Asian countries have done
more. Over the past twenty years they have achieved the highest rate of
human capital formation in the world, an average domestic saving rate of
about 24 per cent of GDP, rapid agricultural growth, even when agricultural
shares in GDP were declining, and a larger decline in the rate of population
growth relative to other developing countries. Third, these countries did
intervene, heavily and systematically. For example, they kept low deposit
rates in the context of a targeted credit program and they gave protection to
domestic import-substitution manufacturing. However, these countries have
also invested heavily in applied research, allowed and encouraged foreign
investment,”” and developed a fairly transparent and credible regulatory
framework. Even more importantly, the East Asian interventions have
been transparent with the rules governing eligibility, performance criteria
and the referee (usually drawn from both the private sector and government
bureaucracy) being sufficiently articulated and in the public domain.

The experience of East Asian countries also shows that their initial
industrialization mainly exploited their comparative advantage in unskilled

89



I.A. ELBADAWI AND B. J]. NDULU

labour. However, as industrial experience grew, real wages rose, and the
educational attainments and skills composition of the labour force increased,
new industries with comparative advantages emerged (Krueger, 1994). Skill
formation and an increase in technological capabilities were thus part of the
experience of successful industrialization and not merely a precondition for
industrialization. This points to an important feedback from the process of
industrialization to building these capabilities and ultimately enabling shifts
in comparative advantages.

The above main elements of the East Asian development strategies sug-
gest the following guidelines for Africa. First, regardless of the trade or-
ientation or the chosen development strategy, respecting fundamental
macroeconomic balances and static efficiency rules on a sustained basis is
an essential prerequisite.”® Hence, despite some major strides on this front
by some key African countries, Africa still needs adjustment (World Bank,
1993). Furthermore, in this context, structural adjustment, especially its
macroeconomic component, should not be construed as a development
strategy, but merely as a necessary prelude to restoring economic growth.
Second, the state cannot create an enabling environment for the private
sector without an effective, highly motivated and qualified bureaucracy that
is also shielded from direct political capture. Therefore, for Africa, not only
are more resources needed to support a more rapid pace of human capital
accumulation, but also more consideration of the issue of appropriate
governance structure is required. Third, if properly conceived and imple-
mented, industrial policy (and economic intervention in general) can be a
successful device for building a new comparative advantage in manufactur-
ing and dealing with potential market failure in the area of policy coordina-
tion.?” In addition, the appropriate timing of the shift from import
substitution to export promotion not only minimizes the cost to the econ-
omy of the former (Helleiner, 1990), but it also helps maintain the ‘threat of
competition’ on domestic manufacturing and hence enhances technological
innovation,” even when the import-substitution regime is still in force.
Also the transparency of intervention could eliminate rent seeking, which
has been one of the most wasteful consequences of most import-
substitution experiences in the past.

To recapitulate, the long cycles of terms of trade declines in most of SSA
exports (see the previous section), and the success of East Asia in generating
a viable manufacturing base through deliberate policy measures, are factors
that cannot be taken lightly in rethinking a long-term development strategy
for SSA. Clearly it can be argued that Africa needs some careful industrial
policy that allows the development of sufficiently large manufacturing
sectors, with the potential for strong forward and backward linkages, and
hence enough strategic complementarity to lead to concentrated manufac-
turing. As we show above, however, in terms of the prerequisites for
managing successful industrial policy, SSA is very far behind.
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Regional integration and growth in SSA

The basic arguments for economic integration as an engine of growth are
now sufficiently articulated in the new growth literature and the more
recent models of economic geography (e.g. Krugman, 1991). Deeper econ-
omic integration in a given region could permit expansion of the regional
economy to generate the threshold scales necessary to trigger the much
needed strategic complementarity, and to attract adequate levels of invest-
ment necessary for the development of modern manufacturing cores and
the transfer of technology within the region. Given the relatively small scale
(both in terms of output level and population size) of the typical African
economy, this insight from economic geography provides a new justifica-
tion for economic integration in Africa.*! Having proposed regional econ-
omic integration in SSA as an instrument for growth, it is important to
examine its implications for national economic policy and trade policy in
particular. Several considerations present themselves in this regard.

First, perhaps the most significant contribution of regional integration to
growth is in the area of policy coordination/harmonization. Even the sceptics
of the value of African trade integration argue that several policies beyond
trade policy will influence integration and may benefit from being coordi-
nated. To take some obvious ones, transport policy may benefit from being
coordinated either through shared airline services or a common rail and road
system. Energy policy may benefit from being coordinated if water is used for
hydroelectric power. Fiscal policy may benefit from being coordinated since
harmonized tax rates reduce smuggling. Additionally, as Bliss (1993) argues, if
African governments continue to compete for foreign investment by offering
tax holidays, they will get worse terms than if they adopt a common incentive
structure. That is, collectively, Africa might be largely in the niche market for
certain types of direct foreign investment (Collier and Gunning, 1993).

Second, both the new growth and trade theoretical models as well as
related empirical evidence lend support to the above analysis. For example,
Baldwin (1993) outlined a simple model that classifies African trade rela-
tions in terms of a ‘hub and spoke’ arrangement, where Europe and North
America are the ‘hub’ and the African nations are the spokes. The basic
argument is that despite SSA’s advantage in terms of lower labour costs, the
rather high cost of trade within Africa due to lack of adequate transporta-
tion, banking and insurance services, etc., makes it less profitable for
manufacturing firms to locate in SSA. He argues that

the hub and spoke free trade arrangements have a tendency to margin-
alize the ‘spoke’ economies, since production facilities located in the
‘spoke’ have artificially lower market access than factories in the hub.
Consequently, hub and spoke FTAs render an artificial deterrent to
investment in the outer economies. Filling in the gaps with spoke-
spoke FTAs removes this policy-induced investment deterrent.
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Also empirical evidence from the endogenous growth literature suggests
important implications on the country-specific growth of regional spillover
effects of investment, both on physical and human capital; in addition, the
level of regional instability was shown to have had a significant impact on
individual country growth performances. In fact, when these regional spill-
overs are taken into consideration, the ‘African dummy’ ceases to be
significant in the usual endogenous §rowth cross-country regressions
(Chua, 1993a, b; Ades and Chua, 1993).*

Third, in terms of trade policy, regional integration in SSA cannot be a
blueprint for the closing of Africa vis-d-vis the rest of the world. The rather
dismal failure of the existing regional schemes in enhancing intra-African
trade is a testimony to the fact that the economies of SSA are not sufficiently
dissimilar to allow generating enough trade within SSA (e.g. de Melo and
Panagariya, 1993; Foroutan, 1993). In fact, as argued by Foroutan, even if
these regional integration schemes were to adopt a regionally discriminatory
trade strategy (e.g. a common external tariff), non-discriminatory trade
liberalization is an unavoidable necessary prelude. As articulated in Collier
and Gunning (1993), the past failure of regionalism in SSA can at least in part
be attributed to the highly protectionist national trade policies in SSA:

until these barriers are reduced, the transfers generated by regional
reciprocity are too powerful to be politically sustainable.... Further,
where the compensation schemes are implemented, they introduce
substantial distortions. Regional reciprocal discrimination starting
from a position of high levels of protection creates very powerful
redistributions between countries, while the overall net gains from
liberalization are small or even negative because such a small propor-
tion of trade is intra-African.®

Therefore, the above analysis suggests that before successful integration
schemes can be achieved in SSA, significant trade liberalization may be
required at the national level. At one extreme it can be argued that all
Africa needs is a non-discriminatory trade liberalization, because the latter
could enhance regional integration without actively promoting it. In this
case regional integration will merely be confined to policy coordination in
the context of a non-discriminatory trade regime. Another arrangement
proposed by Collier (1991) and Collier and Gunning (1993) calls for
regional custom unions tied to a northern market (the EEC). They argue
that this would dominate unilateral trade liberalization in five ways: (i) it
would achieve as much as Africa can achieve from global liberalization; (ii)
it would establish credibility of trade reform; (iii) it would serve a defensive
purpose, ensuring that Africa would not be left out of trade blocs with
GATT rules insufficiently enforced; (iv) it might be politically easier to
achieve than unilateral reform; and finally (v) it might facilitate the adoption
of useful institutions by the regional union.
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Finally, considering all sides of the issue, it appears that the following
broad regional integration/trade strategy for SSA should merit serious
consideration: a strong case exists for policy coordination in the context
of regional integration in SSA; a fairly liberal and non-discriminatory trade
regime at the national level is a prerequisite for the success and sustain-
ability of regional integration; some discriminatory liberalization arrange-
ment linking Africa’s RI to a major trading partner (the EEC) could be a
viable trade strategy;’* and, finally, whatever the trade arrangements may
be, some scope has to be left for industrial policy, at least at the regional
level (e.g. through a common external tariff, among others).

CONCLUSION

The analysis of the second section confirms that the common wisdom that
‘macroeconomic populism’ should be avoided is still as valid for Africa
as everywhere else. Indeed, credible macroeconomic stabilization and
microeconomic and structural reforms remain critical prerequisites for
positioning SSA on the road towards a sustainable growth path. However,
beyond getting the ‘price right’ and creating an enabling environment for
the private sector, sustainable growth and long-term development in SSA
will be determined by the emerging role of the African governments,
Africa’s external economic relations and progress towards economic inte-
gration in Africa.

The analysis of the third section suggests that at best, increased foreign
aid can only offset the negative income effects of the sustained decline in
Africa’s terms of trade. This leaves the more important price effects of the
latter, which could precipitate irreversible, devastating allocative decisions
by producers. Diversification of the export base to help stabilize earnings,
partly through export-based industrialization, is possibly the most critical
measure for reducing vulnerability to external shocks in the long term.
This needs to be complemented in the short term by improved access to
first-line liquidity to help ride out temporary and unanticipated shocks in
order to maintain a stable growth environment. Furthermore, the external
economic environment in terms of foreign aid and preferential trade ar-
rangements is likely to be less favourable in the future (Grilli, 1993). The
short- to medium-run implications of this are that Africa should seek to
enhance its competitiveness in existing areas of comparative advantage, by
deepening domestic reforms and emphasizing reciprocity with other econ-
omic regions, and maybe by enforcing this opening by some binding
agreements with these regions (Collier, 1991; Kanbur, 1993).

To deal with the declining terms of trade of its main exports in the longer
run in the context of a broader development strategy, Africa may have to
consider building new areas of comparative advantage, preferably with the
consent of its main economic partners. For this initiative to succeed and not
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to repeat the failed experiences of the import-substitution strategies, the
scale of the economy matters (Krugman, 1991). The analysis of the preced-
ing section also suggests that suboptimal scale may have been a factor
behind the slow growth in SSA. Regional economic integration allows the
economies of SSA to generate the threshold scale needed to attract the
adequate levels of investment necessary for the development of modern
manufacturing cores and the transfer of technology within Africa. This
insight from economic geography provides a new justification for economic
integration in Africa.

APPENDIX A

Table 4.A Countries in the sample
Sub-Sabaran Africa Others
BDI Burundi ARG  Argentina
BEN  Benin BOL  Bolivia
CAF Central African Rep. BRA Brazil
CIlv Cote d’Ivoire BUR  Burma
CMR  Cameroon CHL  Chile
COG Congo COL  Colombia
GAB Gabon CRI Costa Rica
GHA  Ghana DZA  Algeria
GMB  Gambia EGY  Egypt
GNB  Guinea-Bissau GTM  Guatemala
HVO  Burkina Faso GUY  Guyana
KEN  Kenya HND  Honduras
LSO Lesotho HTI Haiti
MDG  Madagascar IND Indonesia
MLI Mali IND India
MRT Mauritania JAM Jamaica
MUS  Mauritius KOR  Korea, Rep.
MWI  Malawi LKA Sri Lanka
NER  Niger MAR  Morocco
NGA  Nigeria MEX  Mexico
RWA  Rwanda MS Malaysia
SDN  Sudan PAK Pakistan
SEN Senegal PAN  Panama
SLE Sierra Leone PER Peru
TCD Chad PHL Philippines
TGO  Togo SLV El Salvador
ZAR Zaire THA  Thailand
ZMB  Zambia TUR  Turkey
BWA  Botswana BGD  Bangladesh

SON Somalia
TZA Tanzania
CPV Cape Verde
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APPENDIX B

Table 4.B Instrumental variable regression results of the openness model
(1970-1990)

Dependent variable = log(UOI)

Regressor Coefficient (t-statistic)
Constant 5.502*
(3.797)
log(PCY) 0.392*
(5.462)
(log(PCY))* —0.0255*
(— 4.456)
log(POP) —0.669*
(—3.763)
(log(POP))? 0.0168
(3.086)
KFGDP —0.454*
(-2.710)
R? 0.1405
No. of obs. 1194
F-statistic 38.839*
Mean sq. error 0.0141

* = significant at 1% level

UOI = Unadjusted trade openness index (exports + imports)/GDP

PCY = per capita GDP

POP = population

KFGDP = capital flow to GDP ratio

The instruments are first lags of the independent variables.

The adjusted openness index (OI) is obtained as the anti-log of the residual from the above
regression.

APPENDIX C

The real exchange rate misalignment index is defined as RERMIS = (RER/
ERER — 1)*100, where RER and ERER are, respectively, the real exchange
rate and its corresponding equilibrium rate. The ERER is that rate which
ensures equilibrium in the non-traded goods market, and is derived as a
function of the fundamentals that determine the supply and demand for
these goods (see e.g. Edwards (1989), Elbadawi (1994) and Rodriguez
(1989) for a derivation). The theoretical model and the empirical evidence
generated in this literature predict that a terms of trade improvement,
higher external capital flows or government consumption (expenditure in
non-tradables) should lead to RER appreciation (higher RER). On the
other hand, a more open trade regime or higher investment (expenditure
in tradables) should cause the RER to depreciate (lower RER).
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A panel RER regression was estimated for 1970-1990 for sixty-one
African and non-African developing countries. The results reported in
Table 4.C below strongly corroborate the RER model. In addition the
results also show a very significant and positive effect for the African
dummy. Other things being equal, RER in SSA appreciated by about 7
per cent relative to the average. The ERER index is computed as follows.
Five-year moving averages of the projected real exchange rate using the
estimated model of Table 4.2 were calculated. To underscore the importance
of external balance, the ERER index is scaled so that it is equal (on average)
to the actual RER in the years for which the resource balance was the
highest. Finally the scaled ERER index is then used in the above formula to
generate the real exchange rate misalignment index. The average RERMIS
index for SSA was 12.8 per cent, almost double that of other developing
countries at 6.9 per cent (Table 4.1).

Table 4.C Instrumental variable regression results of the real exchange rate model
(1970-1990)

Dependent variable log(RER)

Regressor Coefficient (t-statistic)
Constant 0.356*
(6.34)
Afdum 0.068*
(2.89)
Trend -0.029*
(—8.01)
logTOT 0.234*
(3.06)
KFGDP* 0.695**
(2.42)
logINGDP+ ~0302"
(~ 4.20)
logOl -0.074
(—3.82)
logINGDP+ 0.455
(— 4.87)
R? ~0.107
No. of obs. 739
Mean sq. error 0.0%6

* = significant at 1%, ** = significant at 5% level

+ = these variables have been assumed endogenous

Afdum = dummy for SSA countries

Trend = time trend, 1970 = 1

TOT = terms of trade, measured as the ratio of index of dollar value of exports to index of
dollar value of imports

KFGDP = capital flows to GDP ratio

INDGDP = gross domestic investment to gross domestic product ratio
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OI = actual to projected openness ratio (anti-log of the residual from Table 4.B regression)
GCGDP = government consumption to gross domestic product ratio

The instruments are Afdum, Trend, Constant, first seven lags on KFGDP, INGDP and
GCGDP, current values and first seven lags on TOT and OPEN.

10

11

12

NOTES

In a forthcoming paper we intend to use indicators of these two potential growth
fundamentals, among others, in a variant of an endogenous growth cross-country
model to explain the process of growth in SSA, with the ultimate objective of
explaining this African dummy.

The list of countries in the sample is contained in Appendix A, and Table 4.1
contains the definition of variables involved in the analysis of growth perform-
ance in this section.

See Barro (1989, 1990, 1991), Easterly (1993), Easterly and Levine (1993), East-
erly and Wetzel (1989) and Romer (1989, 1990), among others.

Owing to data limitations, in the empirical tradition of the growth literature
capital stock is usually replaced by initial income, where it is assumed that for
given values of schooling and health, a higher level of initial real per capita GDP
reflects a greater stock of physical capital per person (or a larger quantity of
natural resources).

See, for example, the discussion in Khan and Kumar (1993) and references cited
therein.

Out of twenty-three countries that constitute the lowest quintile of growth rates
in BL, sixteen are from Sub-Saharan Africa. On the other hand, out of the
twenty-three fastest growers, only five were Sub-Saharan African countries.
Easterly’s findings confirm earlier results by Khan and Reinhart (1990), in that
longer-term public investment, such as infrastructure, tends to have desirable
crowding-in effects on private investment, while public investments competitive
with private investment do not.

This conclusion should not be taken to suggest that these issues were not given
due consideration in the clasical development economics (e.g. Hirschman, 1982;
Stern, 1989; Lewis, 1954). However, the analytical articulation of these ideas,
especially in relation to the role of human capital, and the explicit linkages of
growth to standard macroeconomic and trade models constitute a major con-
tribution by the current ‘endogenous growth’ literature.

Clearly the role of the state and good governance cannot be overstated. For
example, Reynolds (1983) argues that ‘the single most important explanatory
variable (for differential growth performance among LDCs) is political organ-
ization and the administrative competence of government’.

However, for exceptionally low levels of investment efficiency, an increase in the
investment ratio can be counter-productive. For example, in a separate regression
for the fourteen SSA slow growers in their sample, BL estimate a negative
coefficient for I/GDP ratio, which implies a negative investment productivity.
One explanation for the low productivity of investment in SSA is the high price
of capital goods there relative to international standards (Helleiner, 1993a).
However, Easterly and Levine (1993) found that the relationship between
growth and common policy indicators is not different from those in the rest of
the world.

The World Bank (1994) identified further factors that are not adequately cap-
tured in formal growth models, but may be important for explaining the process
of African growth. These factors include the bias against agriculture, the weak
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capacity to manage the fluctuations in the terms of trade, and the difficulties of
the political and social transition following independence.

This line of reasoning clearly associates overall growth with export growth.
However, as suggested by Krueger (1981), the theoretical reasons for this asso-
ciation remain rather unclear, since efficient import substitution can also relieve
the problem of the foreign exchange constraint (see also Helleiner, 1990, 1993b,
for a review of the empirical evidence on this issue). In the case of SSA, since
there are no significant import-substituting sectors to speak of, the export sector
remains the sole source of foreign exchange.

Our estimates of the relative magnitudes of external shocks in SSA and other
developing countries differ from some of the earlier studies (e.g. Easterly et al,,
1992; World Bank, 1994) because we use the median rather than the mean of the
sample to represent a typical situation to avoid strong outliers which usually
dominate the averages in the context of cross-country comparisons. This is parti-
cularly important for terms of trade shocks where there are a few large countries
which are oil exporters and benefit from large increases in oil prices while the bulk
of the small ones (incomewise) are adversely affected by such large price increases.
The year of 1991 even showed further terms of trade losses in SSA (The
Economist, 11 January 1992). See also Helleiner (1994) for a detailed account
of individual country experiences.

Accounting only for official development assistance (ODA), Helleiner (1994)
calculated that out of fifteen SSA countries that lost from terms of trade deteri-
oration over the 1980 decade, only six received increased ODA that more than
compensated their losses.

Gavin (1992) also develops an intertemporal export-import two-sector model in
which production, unlike consumption, takes time to adjust to TOT shocks. He
shows that a negative TOT shock leads to real exchange rate overshooting and a
substantial slowdown in income in the short to medium runs, before a gradual
increase in output towards the equilibrium level. He used this finding to argue
that, in order to avoid costly and excessive adjustment in the short run, a case for
appropriate external financing could be made even in the case of permanent
shocks. See also Gavin (1993) for applications to Nigeria and Esfahani (1991) for
an analysis of semi-industrialized economies.

However, a more recent important qualification to this principle, ‘finance tran-
sitory disturbances and adjust to permanent disturbances’, is formalized by
Gavin (1992). (See footnote 5.)

Sub-Saharan African growth was generally as good as that of any other devel-
oping region in the 1960s, early 1970s and again in the 1976-1978 period, all
periods of a buoyant global economy. See also Cuddington and Urzua (1989)
and Cuddington and Wei (1992) for a further analysis of the time series
characteristics of terms of trade for developing countries.

The term is ascribed to Krugman (1992), who argues for a ‘counter-
counter-revolution to restore some of the distinctive focus that characterized
development economics before 1960’

Japan’s view of industrial policy is also consistent with the belief in targeted
protection of immature industries (Overseas Economic Cooperation Fund, 1991).
As shown by Krugman (1989), as long as exporting requires an indivisible
investment in infrastructure, for example, this argument applies even to primary
commodity-producing developing countries.

For example, see Helleiner (1990) and the summary on the lessons from East
Asian experiences quoted from Sachs (1987).

See World Bank (1991) for the debate within the World Bank on these issues, and
Taylor (1991).
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See World Bank (1993) for a more detailed analysis of the East Asian experiences,
and a critical analysis of this analysis in Amsden (1994). Another useful volume
in the literature is Lindauer and Roemer (1993).

Decadal averages for some key policy indicators calculated by Easterly and
Levine (1994) reveal that Africa considerably lags behind East Asia and the
Pacific. For example, SSA averaged a fiscal deficit ratio of about 5% compared
with 2.5% for East Asia and about 40% premium compared with only 5% for
East Asia, while financial depth in SSA is less than 50% of that of East Asia.
However, South Korea opened up to foreign investment only in the later stages
of its industrialization effort when it needed high technology. In its earlier stages,
like Japan, it was extremely restrictive.

A remarkable degree of convergence exists on this particular issue among
authors of otherwise divergent intellectual persuasions (e.g. Helleiner, 1993a).
Krugman (1992) articulated the need for giving more attention in the policy
debate and the research agenda to the consequences of market failures on growth
and development, to balance the current lop-sided attention accorded to the
problems of policy mistakes and government intervention.

Baldwin (1993) emphasized the importance of the following arguments in the
African context: ‘in an attempt to promote domestic industry, government strove
to protect existing firms from competition. The idea was that the protection would
raise the returns to introducing productivity-enhancing technology and thereby
promote technical progress and growth. The weak link in this chain of reasoning is
the last one. Unless existing firms are threatened [emphasis is ours] by new
technologies, they have very little incentive to continually invest in productiv-
ity-boosting knowledge.” However, an interesting theoretical scepticism of the
link between productivity and liberalization is provided by Rodrik (1992).

In the case of SSA, there could also be substantial gains from regional integration
in the sphere of agriculture as well. This has been one of the main results of
recent research by IFPRI in southern Africa, in particular the analysis of Cleaver
(1993) on an agricultural development strategy for SSA.

Also Barro and Lee (1993) provide an interesting finding on three African
countries (Botswana, Lesotho and Mozambique), which are neighbours or en-
claves of South Africa. The first two are amongst the fast growers in the BL sample,
while the last is amongst the slow growers. BL argue that controlling for other
effects, ‘the adjacency of this developed country could provide spill over benefits,
such as ready access to capital and skilled managers, which would spur economic
growth’. Obviously, in the case of Mozambique, the regional spillover effect has
not been enough. However, the remarkable thing is that in all three countries, even
in the case of Mozambique, growth residuals are positive and highly significant.
This sharply contrasts with the situation of European economic integration,
where the level of intra-regional trade is quite substantial, while initially trade
protection within the region is much smaller than the one within SSA.
However, these Collier-Gunning arguments need to be contrasted with the long-
standing concerns over the formation of regional trade blocs, of which Prebisch
warned so long ago. They can be devices for reducing the overall strength of the
poorer countries and the carving of the world into ‘spheres of influence’ again.
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5

HOW PAINFUL IS THE
TRANSITION?

Reflections on patterns of economic growth,
long waves and the ICT revolution

Claes Brundenius

In the light of late-comer success stories in primarily East and Southeast
Asia, there is a growing debate on the implication of these success stories
for development theories (see e.g. Abramovitz, 1986; Amsden, 1989, 1993;
Wade, 1990; World Bank, 1993). Relevant in this context is also the revived
debate on whether there exist long cycles, or waves, in global economic
development and to what extent the existence of such long waves affects
conditions for ‘catching up’ by late-comers. This also leads the discussion
on to what extent national economies have to go through ‘painful transition
stages’ to successively new ‘techno-economic systems or paradigms’ (see
e.g. Freeman, 1986, 1987, 1989, 1993; Freeman and Perez, 1988; Perez and
Soete, 1988).

This also leads to the discussion on possible ‘windows of opportunities’,
and other possibilities for ‘leapfrogging’ by developing countries in con-
nection with the presumed blessings of the new ICT (Information and
Communication Technology) revolution (Perez and Soete, 1988). New
technologies have often before in history been seen as revolutionary reme-
dies that will save humans from the spectre of misery and starvation (the
‘green revolution’ is a case in point), but in spite of these ‘revolutionary
breakthroughs’ the income gap has steadily widened between the rich and
the poor countries.

Simultaneously with these debates there has been a renewed interest in
growth accounting, as witnessed by the ‘new’ growth theories, which give
long overdue recognition of R&D innovation and human capital as impor-
tant sources of growth. The ‘new’ growth theories thus, in contrast to the
neoclassical tradition, treat technological change endogenously, allowing for
education and knowledge to produce positive externalities and increasing
returns (see e.g. Romer, 1986; Lucas, 1988).

The debate on late-comer industrialization and ‘catching up’ is actually
an old debate on ‘why growth rates differ’ that Denison started in the 1960s
(see e.g. Denison, 1962, 1967) and theories of technology gaps (with, for
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example, productivity levels as proxies) as a major explanation (see e.g.
Abramovitz, 1986; Fagerberg, 1987). These discussions are also reflected
in the recent studies of the Technology Economy Programme of the OECD
(see e.g. OECD, 1991a, b, 1992).

In writing this chapter I have been inspired by a recent article by Takashi
Hikino and Alice Amsden on the experience of, and conditions for, late
industrializers in an historical perspective (Hikino and Amsden, 1993).
They argue that patterns of growth in the long run tend to converge. That
this is so is clearly evidenced by the Western countries after World War II.
Hikino and Amsden examine late-comers like the United States (in relation
to England), the Nordic countries (in particular Sweden) in relation to the
United States, but scrutinize in more detail the characteristics of ‘late’ late-
comers such as Japan, South Korea, and Taiwan, and also to some extent
Brazil and Mexico.

Hikino and Amsden are intrigued by the fact that these late late-comers
have not

enjoyed the asset of pioneering technology [and that] this character-
istic marks a critical departure from the past experiences of the leading
enterprises of Britain, and then the United States and Germany [and
other Western countries; my observation], which conquered world
markets by successfully generating new manufacturing technology
[my emphasis].

By contrast the late late-comers after World War II have industrialized as
‘learners’, borrowing and improving already existing technology. A basic
idea then is that countries can be grouped by different historical growth
paths (see Figure 5.1), with the UK showing a linear secular trend, while
others are ‘staying behind’, ‘stumbling back’, ‘sneaking up’, or ‘soaring
ahead’.

Group I thus includes the innovators of the second industrial revolution
(in particular the United States). Group II comprises countries that started
from behind but caught up with the ‘world frontier’ at the time (the Nordic
countries, in particular Sweden). Groups III and VI include countries that
‘had the opportunity’, but for some reason or other ‘stumbled back’ (like
Argentina, Uruguay and the Philippines). Group IV refers to countries that
for different reasons ‘stayed behind’ (like India and Pakistan) and Group V,
finally, refers to learners, or twentieth-century followers that are not
only ‘sneaking up’ but apparently also ‘soaring ahead’. It is not clear to
me where/if Russia/USSR fits into this general picture of ‘paths of
development’.

Levels of development are measured in presumably comparable ‘interna-
tional dollars’, based on purchasing power parity (PPP), used by Maddison
in his study on the world economy in the twentieth century (Maddison,
1989). Comparing relative per capita income levels (in relation to ‘world’
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Figure 5.1 Historical overview of the growth paths
Notes:
Group I: ‘Convergence Club’: innovators
Group II: ‘Convergence Club’: nine-teenth-century followers
Group III: Nineteenth-century cases of ‘stumbling back’
Group IV: Underdeveloped or ‘staying behind’
Group V: Learners or twentieth-century followers that are ‘sneaking’ up
Group VI: Twentieth-century cases of ‘stumbling back’
Source: Hikino and Amsden (1993)

GDP per capita) for selected years in this century, and for a selected group
of countries, Hikino and Amsden find that some countries, indeed, appear
to be following the paths described above. However, I believe that it is not
sufficient to select some random years in order to prove this hypothesis. In
order to do that it is essential to have long time series that would make it
possible to identify sharp declines or upswings over time. And that is why I
have ventured to construct such long time series of real per capita income
(1900-1993) for a selected number of countries, which all fall, I believe, into
the groups used by Hikino and Amsden (cf. Figure 5.1).

PATTERNS OF LONG-TERM GROWTH

I have selected fourteen countries that should represent grosso modo the
groups used by Hikino and Amsden in their study: the United Kingdom,
the United States, Sweden, Germany, Japan, Russia/USSR, Argentina, Bra-
zil, Chile, Mexico, China, India, Taiwan and the Republic of Korea. No
African country has been included at this stage for lack of sufficiently long
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time series (see the Appendix note for a discussion of methods and relia-
bility of data).

Some of the results of this exercise are shown graphically (log scale) in
Figures 5.2-5.13, and numerically in Table 5.1 for selected years. The
benchmark year is 1980 with PPP levels of per capita GDP based on
estimates taken from the studies mentioned above. The diagrams and the
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Figure 5.2 Real GDP per capita: United States, 1900-1993
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Figure 5.3 Real GDP per capita: United Kingdom, 1900-1993
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Figure 5.4 Real GDP per capita: Sweden, 1900-1993
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Figure 5.5 Real GDP per capita; Germany, 1900-1993

figures in Table 5.1 should thus be comparable and allow for cross-country
comparisons of growth paths over time. It is clear that growth patterns
differ significantly over time, although external shocks such as major
wars or civil wars (like in Russia) seem to be major explanations of differ-
ences.

Table 5.1 suggests that the income gap between industrialized and devel-
oping countries, measured in PPP, increased steadily during the first three-
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Figure 5.6 Real GDP per capita: Japan, 1900-1993
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Figure 5.7 Real GDP per capita: Russia/USSR, 1900-1993

quarters of this century but has since then stagnated, or even declined. Take
India as a case in point. The gap between, for instance, the United States
and India was in 1900 7.7 times, in 1929 12.2 times, in 1950 18.7 times and
by 1973 it had increased to 21.4 times. By 1987, however, this gap had
decreased to 20.5 times and by 1993 to 17.8 times, still a tremendously big
gap but at least it seems to be decreasing. On the other hand, there are no
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Figure 5.8 Real GDP per capita: Argentina, 1900-1993
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Figure 5.9 Real GDP per capita: Brazil, 1918-1993

doubt still many countries and regions in the world that are less dynamic
than India, and the full picture has to wait until we get more country
results.

What is quite clear, however, is that there are several cases of catching up
in this century. Japan has done it, and Korea and Taiwan are on their way to
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Figure 5.10 Real GDP per capita: Mexico, 1900-1993
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Figure 5.11 Real GDP per capita: Korea, 1950-1993

catching up with the ‘world frontier’. Russia/USSR is an example of an
attempt that ended in failure and the world is now watching China with
bewilderment and (perhaps) mixed feelings. Will this giant, with a fifth of
the population of the planet, be able to sustain two-digit growth and catch
up with the world leaders within a generation or less, and with what
consequences?
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Figure 5.12 Real GDP per capita: China, 1950-1993
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Figure 5.13 Real GDP per capita: India, 1950-1993

PATTERNS OF GROWTH AND LONG WAVES

What conclusions can be drawn from economic growth records and catch-
ing up in the past? Table 5.2 shows growth rates for the sample countries. It
should be stressed that the figures before 1950, especially for the Asian
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Table 5.1 Real GDP per capita in this century, selected countries and years
(1980 PPP dollars)

1900 1929 1950 1973 1993
USA 2910 4908 6696 10,978 14,182
UK 2800 3200 4171 7413 9213
Sweden 1482 2244 3898 8288 9844
Germany 1694 2339 2725 8252 12,476
Japan 670 1151 1104 6553 11,042
USSR/Russia 796 1043 2263 5062 3601
Argentina 1918 2687 2442 3933 3470
Brazil 436* 654" 1068 2505 2842
Chile 956" 1928* 2350 3309 4570
Mexico 466 741 1241 2363 2817
Korea 549* 749* 563 1790 5895
Taiwan 434* 631* 526 2087 6597
China 401* 444 338 774 2636
India 378" 403* 359 513 795
Weighted Average 799 1182 1519 2874 3906

* Estimates by Maddison (1989; Table 1.3)
Source: Brundenius (1993)

countries (except Japan), are less reliable than those after 1950. There do
seem to be some definite patterns, however, that confirm the Hikino and
Amsden hypothesis.

Per capita income of the ‘world’ (here represented by the weighted
average of the sample) increased at a rate of 1.7 per cent in this century
(which, incidentally, is also the US rate). Some of the countries in the
sample are above this rate: Sweden, Germany, and above all Japan, among
the OECD countries, Brazil and Mexico in Latin America, and in Asia both
Korea and China, while Argentina and India are trailing (‘stumbling back’
or ‘staying behind’). There are large fluctuations in these patterns. Growth
rates were as a rule higher in the second half of the century, especially
during the ‘golden age of growth’ between 1950 and 1973 when ‘world’ per
capita expanded at an unprecedented, sustained rate of growth of 2.8 per
cent. Generally speaking, Latin America expanded more rapidly in the first
half of the century, while the contrary is the case in Asia. Latin America is
suffering from severe ‘transitional pains’ at the end of this century with the
possible exception of the ‘new miracle’(?) in Chile (after 1987).

Could the diverging growth paths described for the twelve countries in
Figures 5.2-5.13 be linked to, and to any degree be explained by, the long-
wave theory? Before discussing various possible hypotheses, let me start
with a few words about the revival of theories of long cycles and techno-
logical change. After a long unprecedented period of growth in the world
economy (in practically all parts of the world) there was disturbing turbu-
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lence in the world economy in the 1970s, following the breakdown of
Bretton Woods and the subsequent oil crises (in 1973 and 1979). In the
1980s there was here and there some recovery of growth rates, in most cases
until around 1989 when the world economy again seemed to be heading for
a major depression like that in the 1930s.

Table 5.2 Per capita real GDP growth, 1900-1993 (annual average compound
growth rates)

1900/1929 1929/1950 1950/1973 1973/1987 1987/1993

USA 1.8 1.5 22 1.5 0.8
UK 0.5 1.3 25 15 0.1
Sweden 1.4 27 33 1.6 -0.8
Germany 1.1 0.7 4.9 20 24
Japan 1.9 -0.2 8.1 2.8 23
USSR/Russia 0.9 3.8 3.6 1.2 -8.0
Argentina 1.2 -05 241 -0.9 0.1
Brazil 2.2 1.3 3.8 22 -3.0
Chile 24 0.9 1.5 0.2 5.1
Mexico 1.6 25 2.8 0.9 0.8
Korea 1.1 -13 5.0 6.2 6.1
Taiwan 1.3 -0.9 6.2 6.0 5.6
China 0.4 -13 3.7 6.0 7.1
India 0.2 -05 1.6 1.8 31
Weighted Average 14 1.2 2.8 1.8 1.0

Source: As Table 5.1

The revival of interest in long cycles in economic development is hence not
astonishing. The long-cycle theories are generally referred to as ‘Kondratiev
cycles’, or ‘Kondratiev long waves’, although the Russian economist Kon-
dratiev (who died prematurely in Stalin’s gulag in the 1930s) was not the
originator of the idea. There were many others (like Pareto, Parvus, and van
Geldern) who even before World War I, like Kondratiev, studied secular
movements of long time series of price data, identifying such long waves.
The revival of interest in the long-wave theory is, however, primarily linked
to Schumpeter and the ‘neo-Schumpeterians’ (e.g. Mensch, Freeman, Soete,
Perez and van Duijn).

Schumpeter stressed the cyclical pattern of technological change and the
role of innovations in the growth process. He identified four phases of the
growth cycle prosperlty, recession, depression and recovery. Schumpeter
linked his innovation cycles to Kondratiev’s price cycles. The dynamic
element of capitalism was, in his view, paradoxically as it may seem, its
inherent tendency towards self-destruction since ‘the capitalist process not
only destroys its own institutional framework but it also creates the con-
ditions for another’ (Schumpeter, 1942, p. 162). For Schumpeter, techno-
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logical change is uneven by nature because ‘innovations appear, if at all,
discontinuously in groups or swarms’ (Schumpeter, 1939, p. 223).

By juxtaposing Schumpeter’s innovation cycles on Kondratiev’s price
cycles one gets two diametrically opposed cycles, indicating a dialectical
relationship between the two, where the intersecting points could be inter-
preted as identifying serious critical stages in the growth path. These cross-
ing points could thus represent the ‘painful transition from one techno-
economic paradigm to another’, paraphrasing Chris Freeman (1989). Hu-
mans would hence now be experiencing the downswing of the fourth
Kondratiev cycle with a consequent upswing of a corresponding Schump-
eter innovation cycle with a swarming of innovations in generic, notably
ICT (Information and Communication Technology) related technologies.
This change from a saturated model, based on a specific techno-economic
set up or paradigm, to another model or system invariably implies profound
structural adjustments, institutional changes and other ‘transitional pains’ as
necessary corollaries.

The long-wave theory is appealing as a conceptual model of secular
change. It makes sense to talk of successive techno-economic systems, or
paradigms (TEP), that are running out of steam and hence have to be
replaced. In Chris Freeman’s view

changes of TEP are based on combinations of radical product, process
and organizational innovations. They occur relatively seldom (perhaps
twice in a century) but when they do occur they necessitate changes in
the institutional and social framework, as well as in most enterprises if
their potential is to be fully exploited.

(Freeman, 1987, p. 67).

It is these changes in the institutional framework that have been the concern
of many scholars when discussing the dilemmas of developing countries
(see e.g. Perez, 1989). It is logical that when the ‘world economy’ (to a large
extent defined by and shaped to the image of the ‘world leaders’) goes
through a transition to new TEP, the conditions of entry on the world
market are rapidly changing.

The failure of Argentina to catch up with the United States at the
beginning of the century, in spite of its initially relatively high level, is a
case in point. Figure 5.14 gives an illustration of the growth paths of
Argentina and Sweden between 1900 and 1993. As can be seen, the income
level of Argentina was higher until the depression in the 1930s that marked
the end of the third Kondratiev cycle, ‘the age of steel, electrification and
imperialism’ (Freeman, 1989). One interpretation of the different growth
patterns of Argentina and Sweden could be that Sweden, in contrast to
Argentina, did meet the transition requirements imposed by the new TEP
(the Fourth Kondratiev cycle), for instance through the restructuring of
industry and exports, through new institutions and structural adjustment to
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Figure 5.14 Patterns of growth: Argentina and Sweden, 1900-1993
Note: Real GDP per capita (log scale)

cope with a new international economic environment as result of a dom-
inating new techno-economic paradigm. Another example of an attempt to
catch up that eventually ended in failure, and that could be linked to the
long-wave theory, is the Soviet Union which will be briefly discussed below.

LONG WAVES AND THE DEMISE OF THE
SOVIET MODEL OF GROWTH

Not so long ago the Western world was stunned and worried by the advances
of Soviet technology. In 1957 the Soviets launched the Sputnik — the first
artificial satellite — challenging the United States to conquer space. Few
could have guessed that three decades later the whole Soviet system would
collapse. What are the reasons for the demise of a system that, for good or
worse, to some extent represented a growth model for many developing
countries? What went wrong? Can long-wave theory give some hints?
Even if recent studies suggest that growth rates in the former Soviet
Union, and in Eastern Europe, probably were inflated, the growth record
still seems to have been impressive, by all accounts, at least until the late
1960s (see Table 5.3). But growth was primarily based on the fourth
Kondratiev (or even third Kondratiev) technologies that were becoming
increasingly obsolete in the West at the time. In the 1970s it became evident
that the growth model was not only becoming rapidly saturated, but also
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based on the ruthless exploitation of natural resources with no, or little,
concern for the environment. Figure 5.15 gives a good illustration of the
failure of the Soviet Union to keep pace with the United States and how it
was eventually overtaken by Japan in the 1960s.

Table 5.3 A painful transition: growth rates in Eastern Europe and in the republics
of the former USSR*

1960/1970 1970/1980 1980/1989 1990 1991 1992 1993**

USSR 5.9 4.1 25 - - - -

Russia - - - —40 -143 -22.0 —15.0
Ukraine - - - —-3.6 —11.2 —16.0 - 120
Czechoslovakia 3.6 4.2 1.8 - - - -

Czech Republic - - - 08 —-149 —-71 -05
Slovakia - - - —-38-153 —-60 —6.5
Hungary 51 4.5 1.2 -33-119 -50 -20
Poland 5.1 5.4 0.8 —-116 -—-76 1.0 4.0

* Until 1989 annual average compound growth rates of net material product (constant prices);
after 1989 annual rate of growth of real GDP or GNP

** Preliminary

Sources: Brundenius (1993), updated with figures given in UNECE (1993)
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Figure 5.15 Patterns of growth: United States, Russia/USSR and Japan, 1900-1993
Note: Real GDP per capita (log scale)

In the Soviet model of growth there was an obsession with fulfillment of
quantitative goals through capital extension rather than increasing capital
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intensity (increasing the K/L ratio). Thus there were few incentives for
technical innovation in the system, and in the long run the system became
untenable. Growth rates were impressive during the first five-year plans
and in the immediate reconstruction after the war. But technology and
organization of work were based on mass-scale and Fordist assembly line
principles with technology to a large extent imported, or imitated, from the
West (Bailes, 1978; Sutton, 1968, 1971), and the model was then exported to
Eastern Europe and many developing countries.

Lenin had been a great admirer of American technological advance and
firmly believed that the combination of Western technology and communist
principles of planning and social relations would provide an invincible
formula for Soviet eternal superiority. Large-scale production with enor-
mous concentration of power in huge state monopolies and trusts, modelled
after US monopoly capitalism of the 1920s, was the ideal for the organiza-
tion of the state-owned production units in the USSR (Sutton, 1968).

The main problem with this strategy was that it was based on a static
view of technological change (as well as of capitalist development). The
Soviet model of accumulation was in the fourth Kondratiev upswing based
on energy- and resource-intensive technologies. It is true that this was also
the case in the West but in the Soviet centrally planned economy, with
prices arbitrarily set by the government, it was more problematic since
there were no checks on imbalances in the system — such as waste and
depletion of resources, pollution and other environmental costs. So when
the bill came to the West in 1973 - in the form of quadrupled energy prices
— for decades of ruthless exploitation of energy and raw material resources,
it gave clear signals for the system to change and to initiate ‘the painful
transition to a new techno-economic paradigm’.

In contrast, no such signals were perceived in the Soviet system. For
decades it had assumed that crises, such as recessions and depressions, had
been phenomena typical of capitalism. But when perestroika and glasnost
came with Gorbachev in 1986 it was simply too late to modify a system that
had long been obsolete.

Russia and Eastern Europe have now embarked upon a road that will
supposedly lead to the restoration of some kind of market economy but the
transition appears to be not only painful but also long. Growth rates have
been negative since 1989 and it is hard to see any light in the tunnel, with
the possible exception of Poland and the Czech Republic (see Table 5.3).

LONG WAVES AND CATCHING UP

What conclusions can be drawn from the discussion so far? First of all it
does seem reasonable to think in terms of long waves or cycles in the world
economy although it is not so easy to demonstrate. The long cycle (40-50
years) should not be confused with the medium-length Juglar cycle (8-9
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years), or the shorter Kitchin cycle (34 years), that result, according to
conventional theory, from fluctuations in investments and commodity in-
ventories, respectively. Such cycles are much easier to identify. It is clear,
however, that long-term growth rates have differed in this century with
upswings in the first and third quarters of the century, and with down-
swings in the second and last quarters of the century. However, the down-
swing at the end of this century looks less significant than the one in the
second quarter of the century that led to the Great Depression. Although
the current world recession is serious it does not seem likely that it will end
up like the major depression of the 1930s.

This, however, does not exclude the possnbxhty that there are, indeed,
long cycles that could be the result of new, pervasive, generic technologies
that have such a wide range of applications that they affect the conditions of
production and distribution in all or almost all sectors of the economy, thus
changing the ‘techno-economic paradigm’. In the final analysis this also
means that the entry conditions on the world market, a sine gua non for
catching up, are permanently changing. Thus countries with inward growth
strategies, with little or no exposure to competition on global export
markets, seem to be losers in the long run. Since entry conditions on the
export markets are permanently changing, conditions for catching up are
also constantly changing. Thus, the conditions for catching up at the end of
the twentieth century are entirely different than they were fifty or a
hundred years ago. Not only is the distance to the ‘world frontier’ bigger
but catching up is also like trying to catch up with a moving target. Still, some
countries have managed to catch up in this century while many have failed.

Table 5.4 Catching up over time (years to reach a subsequent level), selected
countries

$500 to 1,000 $1,000 to 3,000 $3,000 to 6,000 $6,000 to 10,000

UK ? 93 52 24
USA ? 50 42 27
Germany ? 68 26 20
Sweden 50 72 22 21
Japan 39 44 9 16
USSR/Russia  ? 44 31 ?
Argentina ? 114 ? ?
Brazil 49 35 ? ?
Mexico 41 53 ? ?
Korea 14 18 9 ?
China 24 14 ? ?
India 25 ? ? ?

Source: Same as Table 5.1

Table 5.4 gives an idea of how many years it has taken, approximately, for
different late-comers to move between thresholds, or different levels of
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development (measured in 1980 PPP dollars per capita). A first critical step
seems to be between 500 and 1000 PPP$, the pre-take-off stage in the
Rostowian sense. The ‘take-off’ (from 1000 to 3000 PPP$) required much
more time in the past than in the case of late-comers in the second half of
the century, notably Japan, Korea and China. It is then tempting to suggest
that ‘stumbling back’ (like Argentina) and ‘staying behind’ (like India) has
to do with the failure to cope with the institutional requirements to be met
by the change to successively new techno-economic systems or paradigms

(TEP).

CATCHING UP AND THE INFORMATION AND
COMMUNICATION REVOLUTION

If the TEP theory holds, it is then also logical to suggest that there can
never be one single production function, or growth model, that could be
universally applied. The variables and parameters change over time, from
country to country, and from period to period. At some point during
catching up, working hours and the investment rate, for instance, are no
doubt more important than skills and human capital formation, while at
some later stage the opposite may be true. Thus, today, coping with the
institutional requirements of the ICT revolution may have top priority in
catching up.

According to the TEP theory, each Kondratiev cycle is dependent on a
key factor that has to be cheap and in, if not unlimited, at least abundant
supply, and it should have a potential for pervasiveness. Such characteristics
today hold for microelectronics, which prepared the ground for the ICT
revolution, leading the way towards the fifth upswing (in the 1990s?). In the
fourth Kondratiev upturn it was cheap and abundant energy (oil) that
constituted this key factor. Before that, for the third Kondratiev cycle, the
role of key factor was played by low-cost steel and electric power, for the
second Kondratiev cycle, it was low-cost coal and steam-powered trans-
portation that constituted the key factor, and it has been suggested that low-
cost machine-tending and cotton-growing labour played the role of key
factor in the first industrial revolution, or first Kondratiev cycle (Perez,
1985).

The phase of each new long wave depends on the extent to which there is
harmony, or disharmony, ‘match or mismatch between the socio-economic
institutional framework and the requirements of the wave of technical
change that is shaping the economic sphere’ (Perez, 1989).

All shifts in TEP are thus connected with revolutionary technological
breakthroughs. Microelectronics is not surprisingly considered to be by far
the most revolutionary of the new generic technologies in the last decades
because of its potential impact on productivity growth, and its pervasive-
ness throughout the economy. By the end of the ‘golden age of growth’
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(roughly 1950-1973), industrial technology had started to shift away from
mass-scale and assembly line production (intensive in energy as well as
material), to a much more flexible and information-intensive pattern of
production, associated with computerized control and communications
systems.

What is then so specific about the fifth Kondratiev cycle? First of all, it is
based on microelectronics and informatics that bring about the automation
revolution, and automation is quite distinct from mechanization (a charac-
teristic of the fourth wave) since it is concerned with replacing and/or
aiding human mental effort, not human physical effort. Second, and which
is perhaps even better news, the cheap and abundant key factor in the
microelectronics-led upswing in the fifth Kondratiev cycle - silicon - is
not only cheap but virtually inexhaustible, in contrast with oil as a key
factor in the fourth Kondratiev cycle.

But what prospects are there then for developing countries to catch up
with the world frontier riding on this new wave? Carlota Perez suggests
that a shift in TEP always opens new ‘windows of opportunities’ for late-
comers: ‘This is partly because the new technologies allow “leapfrogging”
for some of the countries that do not carry the inertia of the previous
industrial structure’ (Perez, 1985, p. 457). The problem, however, is that
most developing countries have fallen into the trap of closely following the
experience of leading countries, thus repeating the same mistakes, and end-
ing up with more inertia rather than less. There are possible exceptions like
Japan, Korea and Taiwan but that is another story.

Information and communication technology is today being diffused
world-wide with enormous speed, but primarily in the already ‘developed’
world. The OECD has estimated that the world-wide ICT market, broadly
defined (IT hardware, telecommunications equipment and software), is dou-
bling every fifth year, from an estimated 350 million dollars in 1985, to 663
million in 1990 and 1.3 billion dollars by 1995. Table 5.5 gives an overview of
the ICT density in various countries in the mid-1970s and by the end of the
1980s. The table gives quite a revealing picture of the noble art of catching up
and the not so noble art of lagging behind. Both Latin America and, above all,
Russia and Eastern Europe have lagged behind (especially in computer
diffusion), and countries like China and India are also way behind the leaders,
while Korea and Taiwan are rapidly catching up.

But why then such differences in performance? Staffan Jacobsson has in a
recent study compared government policy and the performance of the new
technology industries in India and Korea (Jacobsson, 1993), and concludes
that what is at stake for governments is not whether to intervene and
protect infant industries, nor whether to liberalize trade and open up
markets (elimination of protection). In both India and Korea state inter-
vention has been strong but with quite different results. What is at stake is
the selectivity and, above all, timing of state intervention.
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A trade liberalization is therefore only one, but a difficult, phase in a
long process of fostering firms, the success of which depends greatly
on how previous policy regimes have succeeded in creating a powerful
response capacity among firms. The assumption that a complete and
rapid elimination of protection equals the quickest route to learning is
therefore fallacious. A liberalization needs to be preceded by policies
designed to support the learning process and the response capacity for

quite some time.
(Jacobsson, 1993, p. 268)

Table 5.5 Indicators of ICT diffusion world-wide, mid-1970s and end of the 1980s
(index US = 100)

Telephone lines 1976 Telephone lines 1989 Computer power 1988

Density* Index Density*  Index Density** Index
USA 374 100.0 50.9 100.0 132.2 100.0
UK 251 67.1 44.4 87.2 60.9 46.1
Germany 23.1 61.8 48.2 94.7 37.6 28.5
Sweden 52.9 141.4 68.8 135.2 42.8 324
Japan 303 81.0 421 82.7 48.8 37.0
USSR 5.2 13.9 11.9 23.4 0.60 0.5
Argentina 6.5 17.4 11.0 21.6 n.a. n.a.
Brazil 23 6.1 6.3 12.3 2.54 1.9
Mexico 31 8.3 6.1 12.0 1.91 1.4
Korea 35 9.4 315 61.9 7.09 5.4
Taiwan 6.0 16.0 31.0 60.9 8.42 6.4
China 0.34 0.9 0.60 1.2 0.17 0.1
India 0.24 0.7 0.55 1.1 0.15 0.1

* Main lines/100 inhabitants

** MIPS (Millions of Instructions Per Second)/1000 inhabitants

Sources: ITU Statistics (14th and 19th editions); Statistical Yearbook of the Rep. of China, 1991;
Juliusen and Juliusen, 1991)

Bo Géransson has, in another recent study, focused on the telecommu-
nications equipment industry, compared catching-up strategies in Brazil,
India and Korea, and arrived at similar conclusions. He sees two distinctly
different types of strategies pursued by the three countries.

Korea has carried out a selective and dynamic approach, building on
pragmatism, while Brazil and India have followed a less flexible
policy, demanding adherence to the overriding goal of far-reaching
substitution of imports by local manufacture. In other words, Brazil
and India have not compromised on policy but on product, while
Korea has compromised on policy but not on product.

(Goransson, 1994, p. 184)
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TOWARDS SOFTNOMICS IN THE NEXT
CENTURY?

If the long-wave theory helps to give some insight into the question of why
some countries are leaders, some are stumbling back, others seem to be
catching up sooner or later, while some seem to be inexorably lagging
behind, then a natural follow-up question is what is next? If Japan, and
perhaps in the near future also countries like Korea and Taiwan (and
perhaps China), will not only catch up with the world frontier but even
become the new techno-economic leaders, then it seems logical that these
late late-comers will also have to conquer the world markets with new, not
borrowed technology, in the next century (compare the hypothesis of
Hikino and Amsden discussed earlier).

An answer might lie in an Asian response to the ICT revolution. Already
in the late 1960s Japan, for instance, started preparing itself for the coming
information society, with a gradual shift from hardware to software devel-
opment, and from applied to basic research. ‘Softnomization’ became a
catch-word to describe the age that Japan and other advanced countries
are entering, and a Softnomics Center was set up in Tokyo in 1984 under
the auspices of the Ministry of Finance (Nelson, 1993).

‘Softnomization’ is defined as the ‘tendency of software such as informa-
tion and services to outweigh in market value hardware such as goods and
energy’ (Softnomics Center 1985, quoted in Nelson, 1993). The strategy of
softnomization seems to rest on three pillars: the conviction that high-
technology societies will gradually become more information intense, that
they will require successively more intellectual than physical input, and that
there will be a continuing rapid globalization of the world economy.
Following this strategy Japan’s past, current and future development is
divided into four phases: the hardware-oriented age (from roughly 1960);
the softnomization quickening period (from 1970 to 1974), the software-
oriented age (from roughly 1985); and the heyday of softnomics (or Sofu-
tonomikkusu in Japanese), around 2000.

But if ‘softnomics’ might represent the future for many parts of the
world what is there in it for the developing countries? Although Carlota
Perez believes that there is an opening ‘window of opportunity’ for the
developing countries in the software market (Perez, 1985), I am afraid
the picture is not that bright. It is true that the software industry is
accelerating at an impressive speed but the opportunities for develop-
ing countries are bleak, I believe, except for the already successful late-
comers and perhaps for some Latin American countries like Brazil and
Chile.

The Japanese government has forecast that the software market in the
world will grow from an estimated 220 billion dollars in 1990 to 960 billion
dollars by the year 2000, or at a breakneck rate of 16 per cent per year
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(quoted in IITA, 1993). It is not very likely, however, that outsiders will
manage to take large pieces of this cake.

In 1990 it was estimated that the Triad (USA, EC and Japan) accounted
for 92.4 per cent of the total world market (with 46.4 per cent, 27.2 per cent
and 18.7 per cent, respectively). Only 7.6 per cent was outside the Triad in
1990, and even ‘tigers’ like Korea and Taiwan had only 0.36 per cent and
0.32 per cent, respectively, of the world market (IITA, 1993). So if soft-
nomics were to mark the beginning of the new century, the prospects for
most developing countries of catching up by leapfrogging through software
look quite dim, at least as producers and exporters.

APPENDIX: A NOTE ON METHODS AND
RELIABILITY OF DATA

I will here briefly discuss and describe the methods and problems involved
in an exercise, attempting not only to make cross-country comparisons of
growth rates but also to compare levels of development over time. First of
all, we have the problem with growth indices. In order to depict real
growth, nominal growth has to be deflated by some national price index.
This is also done in most countries but the reliability is, of course, ques-
tionable in countries with two-digit monthly inflation. Growth series of
GNP (or GDP) have sometimes been criticized for not deducting the costs
for maintenance of the current capital stock, i.e. depreciation, and it has
been questioned why the net national product (NNP) is not used instead.
Helleiner’s answer is that this is simply far too difficult (Helleiner, 1990,
p- 14). This is no doubt true but I do not think this omission (depreciation)
is so serious at any rate. At least judging from long time series of US data,
the difference in growth between the two (GNP and NNP) is minimal (see
US Bureau of the Census, 1960, Tables F 1-5, F 6-9).

A more serious critique of conventional national accounting is that it is
based on so-called throughput growth only (Goodland, 1991), i.e. a growth
accounting that does not castigate wasteful and environmentally destructive
management of resources (Brundenius, 1993). This, of course, has to do
with the sustainability argument, also brought up by Helleiner in his
critique of traditional measuring of economic performance (Helleiner,
1990, pp. 12-15). However, in the absence of a new accounting system
that would allow for the calculation of a ‘green’ GDP (or NDP for that
matter) we have to settle for conventional growth accounting for the time
being. Even when a new (or at least parallel) accounting method is uni-
versally agreed upon (it is a politically and ideologically hot issue, of
course), it would still require time (if at all possible) to reconstruct time
series based on the new concept. Then we have the problem with the
benchmark references. In order to be comparable over time, country levels
have to be measured in the same units and cross-country compared at least
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at one point in time. Traditionally this has been done by taking a reference
year (more or less at random) and then converting GNP (or GDP) into
dollars using current exchange rates (CER). This is, of course, acceptable
when exchange rates do not fluctuate very much, and when they are neither
overvalued nor undervalued (in relation to the dollar) to any large extent.
This was the case with the OECD area until the abandoning of the Bretton
Woods system in 1971 but since then the problem of using CER when
comparing per capita income levels has become increasingly acute. In addi-
tion, the problem of comparing income levels in developed countries with
those of developing countries has always existed (due to the violent swings
in exchange rates in many developing countries).

Using the CER method tends to create a bias against less developed
countries (i.e. it tends to exaggerate income gaps between those at the upper
end and those at the lower end), since the CER income levels do not always
reflect actual purchasing power of the national currencies. The research
community (and international agencies) have long been aware of this di-
lemma and there have been many attempts in this century to make inter-
national comparisons of income levels based on purchasing power parity.
The most famous early attempt is perhaps Colin Clark’s pioneering study
on conditions of economic progress (Clark, 1957). Already in the early
1950s the OEEC (the predecessor of the OECD) initiated work, under
the guidance of Gilbert and Kravis, on comparing national products of
some Western European countries with those of the United States (Gilbert
and Kravis, 1954).

In the 1970s Kravis and associates continued and expanded the work
under the UN-sponsored International Comparison Programme (Kravis et
al., 1978, 1982) and have since produced a series of reports, successively
including more countries and additional benchmark years. After Kravis’
retirement the work has been continued by his associates Alan Heston and
Robert Summers. This work is nowadays coordinated with similar work at
the OECD and at the UN Commission of the European Communities
(Eurostat 1V, 1987).

Angus Maddison has drawn heavily upon the results of these studies in his
work on the world economy, earlier referred to (Maddison, 1989). I have in
this exercise basically used the same method as Maddison: that is, applying
growth indices to a benchmark year GDP expressed in 1980 PPP dollars.
However, 1 have changed some of the benchmark real GDP figures in
the light of new estimates published in the continuous updates of the so-
called Penn World Table (see Summers and Heston, 1992). The bench-
mark real GDP per capita figures for 1980 are as a rule taken from the
Penn World Tables except in the cases of OECD members, for which I
have rather relied on the now available 1980 PPP level in the OECD
series on PPP dollar levels in current prices 1970-1991 (OECD, 1993a,
Table VII:2).
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I have also constructed longer time series (back in time) for Argentina,
Brazil, Mexico and Russia/USSR, drawing on studies by ECLAC (in the
case of Argentina and Brazil), by the Banco de México (in the case of
Mexico) and Nutter and Bergson and Kuznets (in the case of Russia/
USSR). All data have been updated until the end of 1993, based on results
(for 1993 preliminary) reported by OECD (1993a), ECLAC (1993), ES-
CAP (1993) and UNECE (1993).
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6

TECHNOLOGICAL
IMPLICATIONS OF
STRUCTURAL ADJUSTMENT

Some lessons from India
Malur R. Bhagavan

THE TECHNOLOGICAL SCENE ON THE EVE OF
STRUCTURAL ADJUSTMENT

With the benefit of hindsight we can see four major periods in the evolution
of the industrial and technological policies of the Indian state, each period
defined by departures from some of the positions taken in the previous
period. The first period, 1950-1965, was marked by the state acquiring and
keeping the lead in the producer goods sector, i.e. capital goods and some
key intermediate goods, leaving almost the entire consumer goods and the
non-strategic parts of the intermediate goods sectors to private Indian and
foreign capital. During the second period, 1966—1984, the emphasis on state
ownership and control of the strategic parts of Indian industry gradually
declined, and the strategy of self-reliantly catching up with the West tech-
nologically was abandoned in practice (though not in rhetoric). The third
period, which spans the years 1985-1991, signalled the retreat of the state
from the ‘commanding heights of the economy’. It initiated the entry of the
private sector into areas formerly reserved exclusively for the public sector.
It also witnessed a strengthening of the strategy of ‘import liberalization for
modernization of industry’ which was set in motion already during the latter
half of the second period. The onset of the so-called ‘stabilization and
structural adjustment programme’ in July 1991 heralds the start of the fourth
period. (For a detailed presentation of the Indian government’s industrial
policies over the last forty years, the reader is referred to Sandesara, 1992.)

The conventional division of India’s so-called ‘mixed economy’ into ‘pub-
lic’ and ‘private’ sectors can be misleading. They are two sides of the same
coin. It should be borne in mind that from independence (1947) onwards the
strategic aim of those who wielded real (as opposed to nominal) power was to
make India into a strong nation state on the foundations of a strong capitalist
economy. There was a convergence of views between the state and domestic
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private capital as to their respective roles in this endeavour: the state would
provide highly subsidized transport, communications and social infrastruc-
ture, as well as basic materials and energy (e.g. steel, chemicals, coal and
electricity) required by industry (both private and public), impose barriers
against imports and create highly protected domestic markets for the output
of domestic industry; the private sector would accumulate capital and grow
by supplying the domestic market for consumer goods.

State intervention on behalf of domestic industry has been and will
continue to be the key issue in the process of successfully industrializing
any country, let alone India, as the literature on the economic development
of Europe, North America and East Asia repeatedly demonstrates. (See the
critique of the World Bank’s 1993 report on “The East Asian Miracle’ in the
special section of World Development, April 1994.)

The question then is not whether the state should intervene, but how and
how much. As background to the analysis in this chapter of how structural
adjustment is likely to affect industry and technology in India, we will in
this section briefly review the technological outcome of state intervention
practised over the last four decades.

During the first policy period (1950-1965), with its three first five-year
plans single-mindedly concentrating on building domestic manufacturing
capacity in capital goods, India had strong technical collaboration with both
the West and the erstwhile communist bloc. But with the onset of the second
policy period in the mid-1960s, technology transfer from the communist bloc
began to decline in favour of increasing collaboration with Western transna-
tional corporations. By the mid-1980s, when the third policy period with its
strong bias towards liberalization had been ushered in, the former Soviet
Union and Eastern Europe were out of the picture altogether. Already by
then, technology agreements with the OECD region ran to several thousand.
Since then, the demand for and the approval of technology agreements have
greatly accelerated, as is evident if we note that during 1985-1990 the total
number of new agreements approved was 5203, which was 80 per cent more
than the 2916 approved over the preceding five-year period 1980-1984 (India-
DSIR, 1992). These figures bear eloquent witness to the fruition of the quiet
and implicit policy embarked upon in the early 1970s of abandoning the quest
for self-reliant indigenous technological development. Official industrial sta-
tistics in India are now graced by a new concept of classification, the ‘foreign
collaborated firm’, as in Wipro-Sun, HPL-HP, PSI-Bull, etc. (Vyasulu, 1993).

Let us now turn to the question of what actually has been achieved on the
basis of this massive import of technology.

Analytical framework

The concept of modern technology we adopt is a broad one. Its ‘embodied’
or ‘hardware’ form consists of tools, machinery, equipment and vehicles,
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which together make up the category of capital goods. Its ‘disembodied’ or
‘software’ form encompasses the knowledge and skills required for the use,
maintenance, repair, production, adaptation and innovation of capital
goods, which are often also labelled in the literature as ‘the know-how
and the know-why of processes and products’. In our usage, knowledge and
skills refer not only to scientific, engineering and technical abilities, but also
to the skills associated with organization, management and information.
Hereafter we use the terms ‘knowledge’ and ‘skills’ interchangeably.

We find it analytically useful to classify modern technology into two
broad types, standard-modern and highly-modern, on the basis of five
indicators: automation, science-relatedness, research intensity, dominant
innovative skills and leading sectors (Freeman, 1982). These two broad
types, which we hereafter denote by ‘standard-tech’ and ‘high-tech’, are
characterized respectively by ‘medium’ and ‘high’ values in their degrees of
automation, science-relatedness and research intensity. For a detailed ex-
position of this approach to technology analysis the reader is referred to
Bhagavan (1990).

The range of professional skills required for the regular use, maintenance,
repair and production of the capital goods belonging to these two types of
technologies depends of course on the specific industrial and infrastructural
branches that one is looking at. In general, they comprise a large number,
but not all, of the skill categories listed under the International Standard
Classification of Occupations (see its Appendix 2), excluding those that
come under sales, services and agriculture.

A country’s capacity to innovate in standard and high tech presupposes
the existence of a good base in the skills mentioned above. However, that is
not enough. In addition, one has to acquire capacity in certain areas which
are specifically innovation oriented. Research scientists and research engi-
neers represent the class of people with leading innovative skills. For much
of the century-long duration of the standard modern era in the West (1860-
1960), the research scientist and the research engineer worked individualis-
tically without being tied to ‘systems approaches’. The transition from
standard to high tech, both in ‘old’ products (say textile machinery) and
in entirely new ones (say digital telecommunications), depends crucially on
systems approaches to solving problems. The innovations associated with
the high-tech area, and with the transition from standard to high tech in
already-known products, appear impossible without professionalized R&D
entities in which research scientists and engineers, as well as system and
symbol analysts, work as teams.

Roughly speaking, the transition from the standard-modern to the
highly-modern era began in Western Europe and North America in the
1960s. Some examples of the leading sectors that exemplify standard-tech
capital goods and skills are steel, railways, electricals, automobiles, plastics,
synthetic textiles and synthetic dyes. However, all these ‘old” products have

131



M. R. BHAGAVAN

made the transition and are now available in their high-tech avatars. Ex-
amples of entirely new leading sectors that have arisen with high tech are
microelectronics, computers, digital and satellite-based telecommunica-
tions, robotics, informatics, biotechnology (based on genetic engineering)
and new materials.

Acquiring capacity for using and replicating imported
standard-modern technology

In the following we will summarize the factors and measures that helped
India acquire, within the space of thirty years (1950-1980), the capacity to
use and replicate a great variety of imported standard-modern capital
goods, as well as a few highly-modern ones.

However, what has signally failed is the apparent effort to acquire the
capacity to design and innovate new standard tech, let alone the very much
more complex high tech. On paper, of course, the Indian state formulated a
host of measures to generate this capacity. But no serious efforts were made
to enforce these measures systematically and to create the environment that
would oblige both the public and private sectors, as well as government-
funded R&D establishments, to undertake technology design and tech-
nology innovation.

Table 6.1 shows that imports of consumer goods had been drastically
reduced already by the early 1970s in comparison with the other two sectors.
By then India was meeting most of the domestic demand for consumer
goods by domestic production, importing mainly a small range of consumer
durables for its high-income stratum that it was not yet making itself.

Table 6.1 Structure of imports of manufactured goods: percentage distribution of
value of imports by broad sectors

Year Capital goods Intermediate goods Consumer goods
1970 16.7 73.6 6.8
1981 13.4 77.5 9.1

Sources: United Nations Yearbook of International Trade Statistics, various issues

Machinery dominated the import composition of capital goods, account-
ing for nearly 90 per cent by 1981. The average annual growth rates of
imports of machinery and transport equipment were also very high right to
the end of the 1970s, reaching nearly 17 per cent by 1980.

Since, by the early 1980s, India had achieved a large capacity in the
domestic manufacture of capital goods, the question arises as to why im-
ports of capital goods did not decline much from the 1970s’ level. The
answer lies in the fact that although India had achieved near self-sufficiency
in replicating standard tech by the late 1970s, it was very far from doing so
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in high tech, which was what the capital goods imports in the 1980s and
beyond concentrated on. Nearly 30 per cent of the capital goods imports in
the early 1980s consisted of high tech like electrical power machinery and
switch gear, telecommunication equipment, computers, aircraft and ships
(Bhagavan, 1990). In comparing the monetary values of imports, one should
remember that the cost of even one high-tech capital good, say a long-range
civilian jet aircraft, may be several orders of magnitude higher than that of a
large number of consumer durables, say dishwashers.

India began exporting standard-tech capital goods from the late 1970s
onwards, accounting by 1984 for 10 per cent of the total value of exports
(Lall, 1990).

Skill structure of the workforce

One of the key indicators of a country’s technological level is the skill
composition of its workforce. The historical pattern is that employment in
modern industry and infrastructure overtakes that in agriculture, as a
country becomes more industrialized. And since substantial parts of indus-
trial and infrastructural work require machine-related skills, a relative in-
crease in industrial and infrastructural employment can be taken to be a
rough and ready indicator of an increase in the skill level of the workforce.

Table 6.2 Percentage distribution of workforce by broad skill categories

Country Year  ISCO major groups (percentages)
1 2 3 4 5 6 7/8/9
India 1971 2.7 0.9 2.8 4.0 33 725 129
1981 2.7 0.9 2.8 39 2.6 66.1 13.0

South Korea 1970 3.1 0.9 5.8 9.9 6.5 49.6 21.2
1989 6.7 1.4 121 14.3 10.5 18.8 336

Notes:

The above percentages do not always add up to 100, because we have excluded from the table
the categories ‘workers not classifiable by occupation’ and ‘unemployed’.

For India, 1981 is the latest year for which published data were available in United Nations
sources at the time of writing.

By ‘workforce’ we mean those categorized as ‘economically active population’ by the UN
Statistical Office.

1 = Professional, technical and related workers

2 = Administrative and managerial workers

3 = Clerical and related workers

4 = Sales workers

5 = Service workers

6 = Agriculture, animal husbandry and related workers

7/8/9 = Production and related workers, transport equipment and labourers

Sources: 1LO, Yearbook of Labour Statistics, 1990 and 1991
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Looking at Table 6.2, we note that South Korea conforms to this pattern,
but not India. Between 1970 and 1989, there was a massive shift downwards
in agriculture’s share of employment in South Korea by 30 percentage points
(category 6), accompanied by a shift upwards in the share of industry and
infrastructure by 12 percentage points (categories 7, 8 and 9). In India, there
has been no shift at all in industry’s and infrastructure’s share of employment
over the period 1971-1981. It is immobile at 13 per cent, while that in
agriculture has decreased by more than 6 percentage points. That decrease
is in effect a corresponding rise in unemployment, as the other sectors have
also stayed motionless, as is clear from Table 6.2. Although the Indian data
refer to 1981, the well-documented fact that there has been virtually no
growth in employment in the organized registered sector of industry during
the 1980s (Ghose, 1993) lets us infer that industry’s and infrastructure’s share
of total employment in the early 1990s is very likely to be less than it was in
the early 1980s. Thus, at a very aggregated level, we can venture the opinion
that there has been no structural shift within the Indian workforce in the
direction of increasing total machine-related skill content.

Professional, technical and managerial personnel are of strategic impor-
tance in industrial and technological advance. Here too India seems not to
have undergone the kind of structural change that rapid technological
progress requires. The figures for categories 1 and 2 in Table 6.2 demon-
strate that over the ten-year period 1971-1981 these two categories stood
structurally still at 3.6 per cent of the total workforce. There is no factor in
the Indian economy that indicates that this figure may have moved up in
the decade of the 1980s. Rather the opposite. The measure of Indian non-
performance becomes clear when compared with South Korea’s strong shift
towards higher skills as revealed by the 4 percentage point increase in
categories 1 and 2 over the period 1970-1989.

Scientific and technological workers

Under the strategy of relatively rapid industrialization that India adopted
after independence, there arose a sharply increasing demand for large num-
bers of literate workers skilled in basic industrial skills. The tradition of
recruiting unskilled (and most often illiterate) labourers, and training them
on the job to acquire the skills that any particular enterprise required,
proved wholly inadequate. It was argued that the expanding secondary
education system would meet this challenge.

On an average, about 15 per cent of the employees in industry and
infrastructure belong to the skilled category. In theory, the supply of
recruits into this group should therefore be easily ensurable by Indian
secondary schools even at their current very low proportional intakes.
One may be tempted to conclude that the supply of recruits for skilled
work does not pose a problem in India. However, industrial employers
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would, in the first instance, be looking for vocationally trained candidates
rather than fresh secondary school leavers. Therefore a better measure of
the actual recruiting base would be the output of vocational schools that
train pupils over several years in one or more industrial skills.

In the early 1980s, India was producing around 400,000 vocational school
leavers per year, which was roughly 7 per cent of employment in manufac-
turing. This should be compared with South Korea’s 840,000, correspond-
ing to 40 per cent of manufacturing jobs (Lall, 1990). As mentioned earlier,
the 1980s in India were the years of ‘jobless growth’. So in terms of
absorptive capacity, even the very modest output by Indian vocational
schools (in comparison with South Korea’s absolute figures, let alone on a
per capita basis) was already too high for Indian industry.

Technicians take a midway position between skilled workers and gradu-
ate scientists and engineers. Their role is crucial in industrial development.
Ideally, their work should consist of diagnosing and putting right major
faults in a range of sophisticated equipment, and liaising between the
planning, designing and engineering sections, leaving the actual implemen-
tation of the designs to skilled workers. However, in the absence of any
significant design work in Indian industry at present, the technical-liaising
dimension has remained dormant. Instead, technicians’ present primary
duties are as foremen and supervisors, exercising technical and social con-
trol over factory floor labour. In other words, the talents and training of
technicians are being underutilized.

Table 6.3 Scientific and technical workers (employed)

Country Year Scientists and engineers  Technicians
No. (000) per million  No. (000) per million
popn popn
India 1990 2471 2995 639 774
South Korea 1981 94 2478 1931 50,828

Source: UNESCO, Statistical Yearbook, 1991

One among several illustrations of the telling contrasts in skill levels and
skill use between sluggish and dynamic industrial sectors is provided by the
figures for technicians in India and South Korea. From Table 6.3 one can see
that whereas there were more than 50,000 technicians per million of the
population in South Korea as early as 1981, there were less than 800
technicians per million of the population in India as late as 1990.

But when it comes to graduate scientists and engineers, the Indian figures
are roughly on a par with South Korea’s, at around 3000 per million of the
total population (Table 6.3). The two countries are also on a par in propor-
tional enrolment in higher education and specifically in science and en-
gineering (Tables 6.4 and 6.5).
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The inverted educational pyramid

The Indian performance in enrolment in secondary education is very poor,
not least when compared with the leaders among the late industrializers like
South Korea. It can be seen from Table 6.4 that by the mid-1980s, while
South Korea was approaching near universal secondary education, India
had not even managed to get halfway to that goal.

Table 6.4 Educational levels in 1975 and 1985: numbers enrolled as percentage of

age group

Country Secondary education Higher education
1975 1985 1975 1985

India 28 38 8.6 6.4

South Korea 56 90 10.3 34.2

Source: UNESCO, Staustical Yearbook, 1991

In the debate about the role of human resources in development, it is now
increasingly acknowledged that without universal primary and secondary
education it is not possible to generate the process of self-sustaining devel-
opment. With universal secondary education, every child approaching
adulthood will have internalized the primary knowledge base and the basic
techniques of learning, with which he or she can acquire a whole range of
new knowledge and skills. It is not a coincidence that the OECD countries
and the dynamic East Asian economies (of which South Korea is used here
as a reference example to compare and contrast with India) first concen-
trated on attaining universal secondary education, before making higher
education more widely accessible. In terms of financial resources, India has
done the opposite: it has poured more public money into higher education
on a proportional basis than into primary and secondary education. It shares
this feature of the ‘inverted educational pyramid’ with many other devel-
oping countries (Upendranath, 1993a). But now with the structural adjust-
ment programme (SAP) there are firm indications that this lop-sided
behaviour will be put right and primary and secondary education will begin
to get more of the education budget.

Table 6.5 Enrolment in higher education in natural science, mathematics,
engineering and computer science

Country Year Number (000)  As % of total enrolment
in higher ed.

India 1985 1234 27.6

South Korea 1989 384 243

Source: UNESCO, Statistical Yearbook, 1991
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The imperatives that lie behind this skewed policy of promoting higher
education, while grossly neglecting primary and secondary education, are
those of the politically powerful middle class (Upendranath, 1993a). It
wants higher education for its offspring partly for reasons of social status
and partly because it is the minimum qualification required for any white
collar job. But the contradiction of supplying degrees in excess of the needs
of a sluggish economy has been transparent for a long time in the form of
graduate unemployment. It is reported that about 1.2 million science and
engineering graduates and technicians were registered as unemployed in
1990.

The difference between quantity and quality is nowhere more apparent
than in the realms of the work done by scientists, engineers and technicians.
For instance, although India is reputed to have the world’s third largest
combined stock of these three professions, its industrial productivity has
still recently been negative and the quality of its industrial products open to
serious misgiving. These negative outcomes have their origins in the follow-
ing conditions under which higher education has been, and continues to be,
conducted: first, and perhaps most devastating, is that non-academic, non-
merit factors are decisive in gaining entry into professional courses; second,
the predominantly book-bound orientation of the training, with rote learn-
ing and exam passing almost totally displacing problem-solving approaches;
third, out of the countless number of universities and colleges, only a tiny
fraction have the resources to provide basic laboratories and workshops to
back up theoretical work - for the others with no experimental facilities,
science simply becomes theology; and fourth, with higher education having
exploded in numbers beyond imagining, there simply are not enough places
in industry and other professional sectors to place undergraduates for short
periods of practical training. And on top of all this, there is the annual
brain-drain of promising young talent to technologically greener pastures
elsewhere. To quote from the Far Eastern Economic Review (1992):

Out of the 190 recognised universities, the world-class science and
engineering institutions number only about a dozen. These schools
turn out 2,000-3,000 graduates a year. About a third opt for manage-
ment careers or the civil service. Another third emigrate to the US,
Canada and Singapore.

INDIAN R&D: NOT TECHNOLOGY
INNOVATION, BUT TECHNOLOGY
ABSORPTION

The explicit involvement of the government of India in funding targeted
scientific and industrial research predates independence in 1947. In 1942,
following the British model, the then colonial government in New Delhi
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established a Council of Scientific and Industrial Research (CSIR) to over-
see and be in charge of a few national laboratories, created at that time to
investigate whether imported industrial raw materials could be replaced by
local ones to overcome the problems created by the ongoing World War II.
Recognizing the central importance of technology to economic develop-
ment, the government of independent India rapidly expanded the number
of national research laboratories and institutes under the CSIR umbrella to
over forty by the late 1960s. They were spread over major cities in the
country and covered a wide field in the natural and engineering sciences.
Their mandate was to do both ‘pure’ and ‘applied’ research, and in par-
ticular to address the technological problems of industry and contribute to
technological innovation. Since then, the exercise has been repeated in other
fields like agriculture, forestry, marine resources, medicine, electronics and
biotechnology, with each new area being placed under a separate ministerial
department that funds and controls the corresponding national laboratories
and institutes.

Government research laboratories

Total R&D funding in India grew very rapidly during the 1980s, increasing
by nearly a factor of six over the period 1981-1991, from slightly over Rs 7
billion in 1981 to Rs 42 billion in 1991 (US$ 2.3 billion at the then exchange
rate). Of the 1991 funding 80 per cent was spent in government labs and
public sector enterprises, with the private sector accounting for the remain-
ing 20 per cent (India-DST, 1992). Over half of the government funding, Rs
18 billion, went to three organizations: The Defence Research and Devel-
opment Organization (with its huge number of R&D units), the Depart-
ment of Atomic Energy and the Department of Space Research.

In order to ensure that top-class engineers would be available for leading
industrial development work, the Indian government, with generous finan-
cial and technical assistance from the West, created five Indian Institutes of
Technology (IIT). Like the national labs, they too were geographically
spread out, with two in the north and one each in the east, south and
west. Besides providing undergraduate and postgraduate education in the
engineering sciences, they were charged with the responsibility of being in
the forefront of technological research.

The third approach towards promoting technological research was very
much more diffuse. It was to try and coax both public and private sector
industries into establishing in-house R&D units with import tax rebates and
generous amortization rates for R&D equipment.

The scientific establishment in India routinely bemoans the fact that India
spends less than its role models in East Asia on R&D as a proportion of its
total GDP. For instance, in 1990, Japan, South Korea, Taiwan and India
spent, respectively, US$ 85.6 billion (2.98 per cent of GDP), 3.2 billion (1.83
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per cent), 2 billion (1.41 per cent) and 2.5 billion (0.88 per cent) on R&D.
What they conveniently forget to mention is that the overwhelming part of
the East Asian funding comes from the domestic private sector, which really
makes sure that it gets value for its money (Sigurdson, 1990). A corollary of
this is the stunning performance of the East Asians in making technical
changes, in generating technological innovations and putting new products
and processes on the market. Considering the truly colossal sums spent on
civilian R&D by the government over the last four decades, India has little
to show in terms of civilian innovation that is its own. From toothbrushes
to tractors, from shoe polish to ships, from bicycles to buses, any improve-
ments that the Indian customer may have enjoyed are still the result of
continuing imports of technology. The Indian customer is also unaware of
any incremental technical improvement in commodities of regular use that
government-funded R&D may have hit upon. Not that private sector R&D
has done any better.

Whatever else they may have accomplished, it is now clear that the
government research labs and institutes have been less than marginal in
promoting technical change and innovation in Indian industry and infra-
structure. The labs charge industry with deliberately ignoring their contri-
butions in preference to imported technology. Industry claims that the labs
have concentrated on work which is of no relevance to industry. The
accusations fly back and forth. What the verdict of the present Indian
government is can be inferred from the fact that it imparted a sharp shock
to the government research labs and institutes in 1992 by not approving the
expected automatic annual increase in their budget allocation, hinting that
the future would be pretty dire. The Ministry of Finance has told them to
generate 30 per cent of their budget from commissioned work from the
private sector. At the time of writing, several of them have set up marketing
units and task forces to try and sell their know-how to private industry.

A recent empirical study into industrial R&D in India (Alam 1993) finds
that

a large number of firms were unhappy with their experiences with
these [government] laboratories and institutes. Most felt that the
facilities available with these institutes were adequate, but that their
approach to research for industry was not very positive. The most
common feeling was that the national laboratories and research in-
stitutes were not used to commercial culture and did not appreciate
the importance of completing jobs on time. This has led to frustration
and losses for the firms. Firms also felt that the facilities available with
these laboratories are grossly underutilized and could be used by
industry for testing prototypes etc.

The IITs seem to have fared somewhat better than the CSIR labs in
responding to industry’s needs. To quote from the same report (Alam,
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1993): ‘Our case studies reveal that...industry sponsored research projects
fat the IITs] aimed at solving specific problems.” Be that as it may, of the
original two-part intention that the IITs should not only produce the very
best engineering graduates but also retain the intellectually brightest of
them to do technological R&D within the country, only the first appears
to have been seriously tried. Apparently about a thousand IIT graduates
leave India each year for North America.

In-house R&D in industrial firms

That brings us to a consideration of in-house R&D in industry. A look at
the macrostatistics gathered and annually published by the Indian govern-
ment tells us that the number of industrial firms with some kind of in-house
R&D has been steadily increasing over the last two decades and is now
nearing the figure of 1,200. It also tells us that the total amount spent by
them on R&D as a proportion of their total sales is about 0.66 per cent,
averaged over the six-year period 1985-1990 (India-DST, 1992).

Considerable amounts of case study material and analyses, at both the
micro and macrolevels, are now available on why Indian industrial firms,
both public and private, invest in R&D and what fruit that investment has
borne. We will summarize below the main findings of a number of these
studies (Alam, 1993; Desai, 1988, 1990; Gumaste, 1988; Kathuria, 1989;
Katrak, 1989; Kumar, 1987; Lall, 1987; Tyabji, 1993), which also investigate
the effect of government policy on promoting R&D at the firm level.

Empirical studies of several hundred firms were conducted by some of
the above-mentioned authors. They covered the fields of ceramics, elec-
tronics, electricals, machinery, automobiles, metallurgy, metal working,
chemical engineering, minerals and mining, paper, textiles, leather and
food processing. The firms identified the following activities as the principal
objectives of their R&D work: product adaptation, product diversification,
indigenization of components, indigenization of raw materials and testing.
Of these, the first three were mentioned the most often.

Some firms also claimed that they did some ‘product development’. On a
closer look, what this claim boiled down to is minor modifications of
imported articles, or their imitation or an expansion of the product line
by introducing new imports.

One of the measures that the government insisted on being implemented,
within foreign technology agreements, was the rapid replacement of im-
ported part components by locally manufactured ones. This process of
‘indigenization’ of component manufacture, as it has come to be called,
also required the rapid absorption of increasing volumes of foreign tech-
nology. The R&D units became the principal vehicles for indigenization.

On analysing their data, the authors find that the primary objective of
firms in setting up R&D units was to develop in-house skills to understand
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how the imported capital goods function (know-how), why they do what
they do (know-why), what their strengths and weaknesses are, and what the
critical points are that one has to be aware of. This process is called
technology absorption.

It is very important to note that technological innovation, which among
other things involves acquisition of design capacity, does not feature among
the R&D goals of the firms studied. Product adaptation, which usually
involves some incremental technical change, is the first step towards pro-
duct innovation.

With most of the attention being focused on absorbing the know-how,
the learning of know-why receded into the background. Without know-
why it is not possible successfully to attempt change and adaptation in
imported technology to suit local conditions. Nor was such change the first
priority of most firm owners. Improvements in product quality, production
efficiency and labour productivity were much more of central concern;
these could be tackled on the basis of the know-how that came with the
imported technology.

Firms in electronics and electricals spend more on R&D as a percentage of
sales than other firms, with metal industries spending least, while machinery
and chemicals take intermediate positions. Roughly the same pattern holds
for royalty and other payments for disembodied technology (i.e. techno-
logical knowledge) as a proportion of sales. A plausible hypothesis that
would explain both these patterns is that the rate of technical change in
electronics and electricals is much higher than in other areas, leading to
frequent imports of new technology, which in turn necessitates a contin-
uous strengthening of the firm’s technology absorption capability.

A sharp increase has been noted in the total volume of payments made
for foreign technical knowledge (disembodied technology). But, at the same
time, the authors of the case studies find, somewhat to their surprise, that
the more generous terms allowed for payments for technological know-
ledge since 1985 and 1991 have not led to any significant increases in the
import of technological knowledge by individual firms as individual firms.
The increase in the total volume of payments would then mean that sub-
stantial numbers of new firms have entered the market as knowledge
buyers.

A prime reason why the costs of individual agreements have not risen to
the degree expected is that firms are buying only very specific bits of hard-
ware and software, and not a whole composite machinery. This ability to
‘unpackage’ technology and buy only that which cannot be locally generated
is a promising sign of the growing industrial maturity of the country.

It seems as though the limiting factor on R&D investment was not the
terms set by the government but quite simply the level of the financial
resources available to firms. In fact, most case studies underline the fact that
on average an Indian firm spends far too little on knowledge imports and
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in-house R&D to be able really to attempt technological innovation. The
firms are fully aware of this limitation. Their purpose in establishing in-
house R&D is first and foremost to absorb technology. One of India’s
leading industrialists is quoted as saying that

none of this [i.e. in-house R&D] is research. It’s mostly reverse
engineering. Basic research would mean a lot of time reinventing the
wheel, and the funds required are such that most Indian companies
can’t compete ~ Honda’s R&D expenditure is more than my annual
turnover.

(Far Eastern Economic Review, 1992).

Firms point out that a technology agreement makes it easier to source the
capital goods and production inputs, through the foreign partner’s know-
ledge of and contacts in the supplying market. Indian firms usually do not
have the resources to build up such information and market capabilities. In
other words, technology agreements are often even less significant than
they are made out to be: they are less the vehicles for upgrading techno-
logical knowledge than a practical and relatively inexpensive way of sour-
cing capital goods and inputs. An extreme is reached when, as in some
leather and textile firms, the foreign collaboration agreement is nothing
more than a means of obtaining market intelligence.

Impact of policy on firm-level R&D

Analyses of macropolicy factors that promoted or inhibited R&D activities at
the firm level revealed the following trends. The smallness of the size of most
Indian firms in comparison with those in the OECD region is an inhibiting
factor when it comes to significant investments in R&D. In contrast to that,
firms’ export capacity and market competitiveness had no significant impact
in either direction. The more liberal rules introduced in 1985 and 1991 for
foreign equity holdings in Indian firms, as well as for imports of technology,
seem to have started eroding the earlier rationale for investing in R&D.
However, it was also noted that firms which increased their imports of
technology and production inputs also invested more in R&D to generate
the appropriate kinds and levels of technology absorption capacity.

THE IMPOSITION OF THE STABILIZATION
AND STRUCTURAL ADJUSTMENT
PROGRAMME (SSAP)

The making of the 1991 crisis as the prelude to SSAP

The liberalization of imports and foreign exchange transactions, sanctioned
by the 1985 policies, ate rapidly into India’s foreign exchange reserves. The
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sudden increase in the import bill of oil caused by the Gulf War, though
brief, was another severe drain. In the aftermath of the Gulf War, forex
remittances from Indian workers from the Gulf states dried up. With the
confidence in the Indian economy declining, Indians resident abroad began
withdrawing their forex deposits from Indian banks. By the summer of
1991 the forex reserves were down to a level insufficient even to cover
essential imports for a few weeks!

The total external debt had meanwhile climbed to 70 billion dollars,
corresponding to nearly a quarter of the total GDP, giving India the
dubious distinction of being the third largest debtor nation in the Third
World after Brazil and Mexico. With the forex reserves at rock bottom,
India found itself for the first time in the position of having to default on its
debt servicing which had now climbed to 22 per cent of export income, a
move that would have choked off all future avenues for foreign loan and
credit facilities.

Five years after the optimistic projections made by the Indian govern-
ment in 1985 while launching its liberalization policies, its fiscal crisis had
not got any better, but worse. A measure of that crisis is the fact that the
accumulated domestic borrowing of the Indian government (financed lar-
gely out of the savings of middle-class households held in banks, bonds and
sundry financial institutions and instruments) had reached a staggering 55
per cent of the GDP by 1991. In the same year, consumer price inflation
had risen to 14 per cent from 8 per cent in 1985.

The balance of payments crisis and the fiscal crisis of the state are deeply
structural and cannot be resolved by short-term measures. But a quick
short-term ‘fix’ had to be found to stave off impending disaster and it
came in the shape of yet another massive loan from the International
Monetary Fund. But that loan was conditional on the Indian government’s
commitment to implementing the IMF’s standard prescription of stabiliza-
tion and structural adjustment.

This is not the place to recount the details of the measures proposed
within the SSAP for various sectors of the Indian economy and society. For
a meticulous, if somewhat positivist, summary that captures the essentials,
the reader is referred to Das (1993).

The thrust of the stabilization policies is to devalue the currency to make
exports cheaper and imports dearer, to check inflation through a squeeze on
money supply, credits, wages and incomes, and to stimulate investment and
demand through tax reductions.

The principal long-term aims of the structural adjustment programme
(SAP) are to reshape the economy along ‘free-market’ lines which would
drastically curtail the role of the state in the ownership and control of
economic assets and activities, give the private sector (both domestic and
foreign) the dominant role in all sectors of the economy, promote unim-
peded imports of foreign goods, services, investment and technology,
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provide special incentives to promote exports, end all subsidies and sharply
reduce state financing of social services like education, health and transport.

A vigorous debate is taking place among Indian academics, policy makers
and government officials on the pros and cons of the SAP. A great deal has
been written and published. To obtain a quick overview of the positions
taken, the reader is referred to ILO-ARTEP (1992), Raghuram (1992),
Gupta (1993) and Nayyar (1993).

To sum up, then, ‘liberalization’ and the SAP were not bolts from the
blue. Between the ‘closing’ of the economy in the early 1950s and its near
total ‘opening’ in the early 1990s, one can discern a gradual political-
economic process, the turn towards the ‘opening’ already being taken by
the mid-1970s. The fiscal crisis of the state and the balance of payments
crisis, which came to a head in 1991, are but the latest episodes in a long
drawn-out struggle between the main contenders for economic and political
power (Bardhan, 1984; Patnaik, 1986; Curien, 1986; Bhagavan, 1987).

The new industrial and technological policies under the SAP

The new industrial policy introduced by the Indian government as part of
the SAP extends and completes the ‘liberalization’ measures of 1985. We
summarize its main features and the associated technological measures
below.

The licensing system has been abolished for all branches of mining and
manufacturing industry except those involving strategic and security con-
cerns, social and environmental concerns, hazardous chemicals and elite
consumer durables. These exceptions comprise the following: defence, aero-
space, explosives and fossil fuels; alcohol, tobacco and asbestos; sugar,
animal fats and oils; leather, furs and skins; chemically treated wood pro-
ducts, paper and newsprint; pharmaceuticals; motor cars, entertainment
electronics and household white goods (refrigerators, washing machines,
air conditioners, etc.).

The small-scale sector would, however, be automatically exempt from
licensing for any of the above eighteen branches which fall within the list of
commodities already exclusively reserved for it through earlier policies.

The upper limit on investment in plant and machinery has been raised
from Rs 3.5 million to 6 million for small-scale units in general, and to 7
million for so-called ancillary units of bigger firms and for export-oriented
small-scale firms. Other firms can now hold up to a quarter of the total
investment in any small-scale unit.

No licensing is required for the expansion of existing production capa-
cities, or for adding new product lines within the existing commodity area
of the firm (so-called broad-banding).

Permission to import capital goods would be automatic for projects which
ensure foreign exchange through foreign investment, provided their CIF
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value was less than 25 per cent of the total value of the plant and equipment,
subject to a ceiling of Rs 20 million.

A virtual ‘open door’ policy for foreign investment, with an upper limit of
51 per cent of the equity in any given firm, comes into effect in thirty-four
so-called ‘high-priority industries’, which covers a great many major
branches in capital, intermediate and consumer goods sectors, as well as
in tourism (see the Appendix). To qualify for such automatic clearance, the
foreign exchange cost of the imported capital goods must be covered by the
foreign equity.

Technology agreements with foreign suppliers would be automatically
approved for the above-mentioned thirty-four high-priority industries, sub-
ject to upper limits of Rs 10 million for lumpsum payments and 8 per cent of
sales for royalty payments. These payments, for which foreign exchange
would be automatically approved, would last for a maximum of ten years
from the date of agreement, or seven years after the commencement of
production. Non-priority industries would also enjoy this privilege of auto-
matic approval provided they did not claim the same ‘free’ access to foreign
exchange technology payments that the priority industries have a right to.

No permission would be required for hiring foreign technical personnel.

The eight industries hitherto reserved exclusively for the public sector
would now be open to the private sector. They are in defence; atomic energy
and associated fuels and materials; fossil fuels; the mining of ferrous and
non-ferrous ores, as well as some strategic and precious metals; and railway
transport.

Public sector firms would be subjected to critical review, which would not
exclude the possibilities of closure, liquidation, rehabilitation or privatiza-
tion. The criteria that would guide any action in these directions would be
related to inefficiency in performance, low levels in technology, smallness of
scale, low social priority, and not least the existence of well-developed
private sector capacities supplying the same commodities. The government
has announced its intention to sell 20 per cent of its holdings in the public
sector, while simultaneously directing public sector firms to generate more
internal resources.

Public sector firms would from now on be held to agreed levels of
performance through binding memoranda of understanding. Their boards
would be made more professional and autonomous, and given greater power.

The central provisions of the Monopolies and Restrictive Trade Practices
(MRTP) Act have been scrapped. Mergers and takeovers are now freely
permitted. Prior government approval for expanding present undertakings
or for starting new ones is no longer necessary.

Both imports and exports have been greatly liberalized. Only very few
commodities are banned outright from import and export, while between
sixty and seventy are placed on the restricted list for exports and imports
respectively. Capital goods are being particularly favoured both with easier
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import rules for a great majority of items and enhanced incentives for their
exports.

The above policies have been launched with the conviction that they will
lead to rapid rates of industrial growth and exports, through, first, high
inflows of foreign investment and technology, second, higher investment by
the domestic private sector, third, increased efficiency in both the public
and the private sectors, and fourth, increased competitiveness in domestic
and foreign markets both in terms of price and quality.

INDUSTRIAL RESTRUCTURING IN THE WAKE
OF STRUCTURAL ADJUSTMENT

As we have indicated in earlier sections of this chapter, the process of
liberalizing and opening up the Indian economy was a gradual one which
picked up speed in the second half of the 1980s. Under the influence of this
process, Indian industry and infrastructure began to undergo a shift and a
restructuring in the 1980s relative to the character they had acquired by the
late 1970s. The structural adujustment policies introduced in 1991 are likely
to intensify and accelerate the trends set in motion in the 1980s. Of the
various elements that make up the new industrial policy package of the
Indian government that were described in the last section, the following can
be expected to have the greatest impact:

- Abolition of the licensing system, in conjunction with the abolition of the
restrictions on the growth in investment size, production capacity and
product lines of individual enterprises.

- Automatic approval of majority equity holdings by foreign capital, and
of foreign technology collaboration agreements, in the thirty-four high-
priority areas listed in the Appendix.

- Unrestricted imports of capital goods, technical knowledge and managerial
expertise, in a large number of industrial and infrastructural branches, on
the condition that these are paid for in convertible hard foreign exchange
brought in through foreign investment by the enterprise in question.

- Allowing up to one-quarter of the investment capital of a small firm to be
owned by other firms.

~ Enforcing penalties on the public sector for non-performance.

We will now examine the differential impacts that the new policies are

likely to have on the restructuring process that had been set in motion
before 1991.

Oligopoly: plus ¢a change. ..

From the mid-1980s onwards, the consumer goods sector, for both non-
durables and durables, has shown much more dynamism than the inter-
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mediate and capital goods sectors. At present it also leads the other two in
terms of the share of total industrial output and profits. This performance is
traceable to the macroeconomic policy shift of the Indian state in the mid-
1980s to stimulate consumer demand by the urban and rural middle-income
groups. With restrictions on investment size, production capacity and pro-
duct lines gone, the fight between the big industrial cum trading houses will
greatly intensify to grab as much of the consumer goods cake as possible.
The scene is set for the further spreading of the cancer of oligopoly that
has affected the Indian body industrial and economic so long, with its ills of

market rigging, price fixing, indifference to quality and predilection for
kickbacks.

Scale encroachment

The impressive growth of the small-scale sector over the last four decades
has taken place under the protection offered by two policies. First, the
reservation of certain commodities for the small-scale sector from which
the large firms were excluded. Second, severe restrictions on how much of a
small firm’s capital can be owned by other firms. While ‘commodity re-
servation’ is still in place in the new industrial policy, the capital ownership
restriction has been substantially weakened. One can foresee how, through
the ‘25 per cent rule’ mentioned above, large companies will increase the
scope and magnitude of their control, de facto if not de jure, of the more
dynamic and profitable small firms, something that has been conducted so
far on a modest scale by undercover proxy ownership. This in turn will
indirectly further erode the protection offered by commodity reservation.
The small firms that come under the grip of large ones will perforce follow
the economic rationale of the latter in replacing labour-intensive technology
by a labour-displacing one, and local resources by non-local ones.

These moves will further entrench and accelerate the decades-old process
of concentration of the more profitable goods in the hands of a limited
number of large firms, with the small-scale sector left to produce for the
poor majority. The brunt of this scale encroachment will be borne mainly
by the following, historically most dynamic branches of the small-scale
sector, which today account for between 40 and 90 per cent of the
branch-wise value added (see Table 4.2 in Sandesara, 1992): food processing,
beverages, tobacco, textiles, wood and leather products, and simpler metal
products and parts, including household utensils.

Production for the domestic market vs the foreign market:
what’s sauce for the goose is sauce for the gander

Among the thirty-four so-called ‘high-priority’ areas that the Indian gov-
ernment has opened up for majority equity ownership by foreign capital,
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there is not a single consumer goods branch! This is not a coincidence. It is
entirely consistent with the post-independence industrialization strategy of
the Indian state to safeguard the consumer goods sector for domestic
private capital.

On the other hand, the success of the new industrial and economic policy
package is entirely predicated on being able to attract hard currency invest-
ment and high tech from the OECD and East Asian regions, to improve the
competitiveness of Indian industrial goods, in particular of consumer dur-
ables, on the world market. It is hoped that foreign investors will be
prepared to accept a non-controlling role in Indian firms in return for
attractive profits in export markets.

However, it is no secret that the OECD and East Asian investors are
primarily interested in getting into the growing middle- and upper-income
markets within India. They are less motivated about helping Indian firms
improve their export competitiveness.

The interplay of these diverse interests is likely to lead to a major
restructuring of the large-scale sector in Indian industry along the following
lines. It applies to both the private and public sectors, in all the three use-
based sectors. (Those illustrative examples mentioned below which belong
to the intermediate and capital goods sectors are taken from the Indian
government’s priority list reproduced in the Appendix):

1 Firms which are mainly geared to the domestic market, with no foreign
investment but using imported earlier standard-tech designs.

Examples: Textiles, beverages, radios, television sets, refrigerators,
watches, pharmaceuticals; chemicals, fertilizers, paper and pulp, rubber,
cement, building materials; machine tools, industrial and agricultural
machinery, passenger and commercial vehicles, railway equipment.

2 Firms with foreign investment and imported high tech, producing largely
for the domestic market, but also attempting to export a part of their
output.

Examples: Colour television, videos, compact discs, washing machines,
household gadgets, passenger vehicles, pharmaceuticals; chemicals, pre-
fabricated building materials; electrical, electronic and telecommunication
equipment.

3 Primarily export-oriented companies, with foreign investment and im-
ported high tech.

Examples: A range of the latest microprocessor-based consumer dur-
ables and household gadgets; chemicals; computers, computerized equip-
ment in electricals and electronics.

The retrenching of the public sector

Until the mid-1980s, the public sector had been assured a privileged and
pampered place in the industrial and technological advance of India. That
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era is coming to a close. The new policy directive is to hold public sector
firms firmly accountable for their future non-performance, entailing the real
possibility of cutbacks and closures. In addition, there is the stated policy
intention of privatizing 20 per cent of the government holdings in public
sector firms. In the none too distant future this may mean that the public
sector will have 1o vacate its place in a range of industries and technologies.
Into which of these gaps the private sector, both domestic and foreign, will
step depends on their perceived profitability. Clearly, many will not be
profitable. This heralds a radical reordering of the industrial scene in India,
the contours of which are not yet discernible. The old self-imposed im-
perative of wanting to make nearly everything from mirrors to missiles has
lost its relevance.

TECHNOLOGICAL IMPLICATIONS OF
STRUCTURAL ADJUSTMENT AND SOME
POLICY CONCLUSIONS

In the first section of this chapter we reviewed the main features of the
technological scene in India on the eve of structural adjustment. We noticed
there that the characteristics attained during the ‘closed economy and
strong state intervention era’ had begun to alter under the pressure of
liberalizing and opening up the economy in the 1980s. Chief among the
features in the late 1980s were lack of dynamism in technology absorption,
absence of technological innovation and design capacity, spread of tech-
nological dualism, lack of significant structural change in the skill composi-
tion of the workforce, poor educational base, etc. We will argue below that
the new policy regime introduced by the SAP is likely to entrench these
negative features rather than help to overcome them.

The increasing dualism and polarization in the area of technology and
skills is one of the outcomes of the conflict between rival interests: domestic
capital vs foreign capital, the Indian state vs the Bretton Woods institutions,
production for the domestic market vs the export market, the public sector
vs the private sector, the ‘sick” public sector vs the ‘healthy’ public sector,
the large scale vs the small scale, etc.

One among several major consequences of these processes will be that
medium- and large-scale firms will speed up their retooling with imported
high tech, abandoning domestically produced standard tech as fast as they
can afford to. In contrast, the small-scale sector will continue to depend on
locally produced technology, becoming by stages its principal customer.

Acquisition of new skills: strategy for retraining

As indicated earlier in our analytical framework, high tech is characterized
by high values in the degree of automation, science-relatedness and research
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intensity. The high values of these three features are now built into most
industrial and infrastructural branches of the OECD countries, and present
OECD research is geared to making them ever higher. Any contemporary
technology from the OECD that India acquires with foreign equity will be
of this kind, irrespective of whether the product or the process is ‘classical’
or not, e.g. metallurgy, industrial machinery, vehicles, cement, wood, glass,
rubber, paper, printing, food processing, beverages, seeds, etc. (see the
Indian government’s list of ‘the privileged thirty four’ in the Appendix).

One immediate consequence will be that Indian firms will have to retrain
their engineers and technicians to use, maintain and repair the new tech-
nology. Various branches of high tech share a common base in certain new
generic fields of knowledge in science and engineering. There is therefore
good ground for thinking that a substantial part of the retraining should be
common to most firms, while the more narrowly specialized activity-
specific skills could be imparted inside the firm. Since top quality and
hands-on practicality are of the essence in such retraining, there are but a
few institutions in India which can be entrusted with this task.

A number of questions have to be addressed urgently: who should mount
common retraining courses, how should the costs be shared, where should
the courses be located, is there any credible national expertise available to
impart the training or is one obliged to rely heavily on expatriate expertise,
etc.? The private and the public sector should jointly create an independent-
minded task force, with no vested interests, to consider the questions and
draft a strategy for retraining on a national basis.

The technological capabilities of workers below the level
of technicians and the question of productivity

Usually, the introduction of high tech renders most semi-skilled, and some
skilled, work redundant. (The limited number of skilled workers who will
be retained by firms in the transition to high tech will have to undergo
retraining of the kind offered to technicians.) Since, under the present,
relatively just Indian labour laws, workers cannot in effect be retrenched,
the private and the public sector will have to find other areas of work for
them. This will be a huge challenge and a growing one. There are as yet no
signs that any constructive, humane and productive strategy has been
crafted to deal with this challenge.

It would be a tremendous waste of the existing technological capacity of
India if the technical capabilities of ‘potentially redundant’ workers are not
used productively. Theoretically, there are three ways in which their cap-
acities can be so used.

First, if one has confidence in the official prognosis that the SAP will
usher in an era of very high growth rates, the new industrial enterprises,
both large and small, may be expected to absorb some of the retrenched
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workforce. But one cannot be sanguine about it. The 1980s’ relatively high
annual rates of industrial growth of 8 per cent occurred with almost no
growth in jobs in the registered organized industrial sector. Growth in
output was achieved through higher labour and technological productiv-
ities. The high-tech transition will in all likelihood attempt to continue this
trend of high output growth with low job growth; that is in fact what it will
have to do, if all that is asked of it in terms of high productivity, efficiency,
quality and market competitiveness has to be delivered. So this route is
likely to remain closed for the redundant workforce.

From the recent computations of Ghose (1993) one can infer that labour
productivity in manufacturing during the second half of the 1980s main-
tained the increased positive levels it had attained in the first half. This trend
seems less due to increasing skill content of the workforce than to increas-
ing capital intensity of the means of production, retrenchment of labour and
the phenomenon of jobless growth.

Further, as we have argued elsewhere (Bhagavan, 1992), productivity is
not merely a function of shop floor efficiency, but also of crucial external-
ities like transport and energy infrastructure. It is not a coincidence that the
boost in investment in railways, electric power generation and fossil fuel
production preceded the 1980s’ increases in both industrial output and
productivity.

The second roate is through small-scale industry. It is traditionally more
labour intensive than large industry. It would be ideally suited to the levels
of skill that the workers have. But to absorb labour at the rate required, it
will have to grow at a much greater pace than it is now doing. But the wind
is apparently blowing in the opposite direction. Potential small-scale in-
vestors are fighting shy of getting in, saying that the competition is fierce
and market demand is stagnant.

The third route is a return to Keynes, with massive public investment in
modern energy, transport and communication mfrastructure, public civil
engineering projects and social services. This will create massive numbers of
new jobs, while at the same time conserving, upgrading and increasing the
technological capabilities of the workforce.

In the present age of SAP-hegemony the third route may sound like
science fiction, given the fierce hostility of the begetters of the SAP, the
IMF and the World Bank, to anything that smells remotely Keynesian. But
they may be forced to temper their market-fundamentalism under the
pressure of the new employment-creating forces gathering pace in Western
Europe. At the European Union (EU) summit meeting held in Corfu,
Greece, in June 1994, the heads of the EU governments endorsed the neo-
Keynesian proposals contained in the White Paper of Mr Jacques Delors,
President of the European Commission, to create massive numbers of
new jobs based on new skills. This is to be accomplished mamly through
the Trans-European Networks (TENS) Programme comprising eleven
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transport and communication projects. To quote from the Guardian (June
1994), ‘the summit agreed to step up governments’ role in stimulating “the
unprecedented technological revolution” which can lead to developments in
teleworking, distance learning, road and air traffic management, health care
networks and electronic tendering’. The Delors proposals are the product of
the new economic thinking that has emerged in Western Europe over the
last few years to grapple with the task of recovering from the disaster of
the Reagan—Thatcher era of ‘new liberalism’ (Lane, 1993; Keegan, 1993;
Lipietz, 1993).

Technology estates for small industry

Since technological dualism will continue to deepen in India, the question
arises as to how to cater for the technological upgrading of the small-scale
sector, which as we have seen above will be even more crucial in the SAP-
era than it was before the SAP. The market, as one knows too well by now,
will not do it unassisted. In fact, the small-scale sector in India owes its
existence and growth to state protection. Because of its tremendous hetero-
geneity and extremely wide geographical dispersal, national technology
suppliers cannot individually effectively inform and service this sector.

This prompts the suggestion that the state actively promotes the idea of
small industrialists’ associations themselves establishing technology estates
in all medium-sized towns to provide technological information to the local
small investors in the local language. The information should be backed up
by regular demonstrations of nationally produced hardware and software.
As these estates find their feet, they will also take on the role of channels of
communication between the users and the domestic producers of tech-
nology, which it is to be hoped will bring about user-driven improvements,
incremental or otherwise.

Technology absorption: how to rejig in-house R&D?

About 1200 industrial firms in India have in-house R&D units. The most
highly skilled work they do is technology absorption. Technology design
and innovation are at present beyond their capabilities and resources. In the
transition to imported high tech, these R&D units are already confronting,
and will continue to confront, the challenge of reskilling themselves to
absorb the new technology. The kind of reskilling called for often involves
a shift in their technological paradigm. It will demand of them that they not
only theoretically understand the new concepts and the new way of reason-
ing, but also translate that understanding into shop floor practice.

The present in-house R&D units, which have evolved slowly to deal with
the pre-high-tech situation, cannot be ‘rejigged’ overnight to take on the
new challenge. There is little doubt that their capacity to absorb technology
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will go through a longish period of serious decline. Older professionals who
are the intellectual leaders in their R&D units are likely to find that they
cannot make the transition. A vicious circle of stress conditions leading to
poor performance will set in.

Although the decline cannot be arrested in the short term, certain mea-
sures need to be put in place fairly soon to create the R&D capacity in the
medium term that firms will need, if high tech is not to remain for ever a
‘black box with buttons attached’ for Indian industry. To this end, the
private and public sectors should together commission experts (preferably
from high-tech exporting countries) to analyze the entire complex of pro-
blems and suggest strategies for overcoming them.

Mere increases in hardware and software resources, in salaries and perks,
and in intra-firm status, will not by themselves be sufficient to generate the
motivation and the ambition to solve problems, which only intellectual
passion can. Therefore one of the keys will be finding fresh, new recruits
with the right cast of mind from the alumni of India’s few high-quality
science and engineering faculties to join the R&D teams. That will not be an
easy task given the preference of the brightest professionals to emigrate to
North America or Singapore.

Education, labour and the national research system

The likely impact of structural adjustment on the public funding of educa-
tion in developing countries in general is best summarized in the following
words from a World Bank study (Noss, 1992):

Adjustment measures (undertaken with or without World Bank assis-
tance) affect education through changes at the macro and micro levels
of the economy. Adjustment at the macro level often implies a com-
bination of budget containment measures for the public education
system, limited access to post primary public education and higher
user fees for education services at the secondary and tertiary levels. At
the micro level, changes in household incomes and prices (user fees,
reduced student subsidies) directly influence the demand for educa-
tion by altering the opportunity cost of attending school. Household
incomes also affect health and nutrition status, and thus indirectly
influence attendance and learning. Finally, adjustment affects educa-
tion through changes in markets and infrastructure (resulting from
currency devaluation, fiscal and monetary restraint, and price liberal-
isation) that affect supply of education services and the opportunity
cost of attending school.

In plain English what the above-mentioned measures could mean for sec-
ondary and higher education in India is, first, cuts in public funding,
accompanied by the charging of fees, second, a decrease in the number of
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pupils and students from poorer households, third, a further deterioration
of the public education system, and fourth, the strengthening of private
education to the benefit of the higher-income households.

To go down the route charted by the SAP in the area of education is to
jump from the frying pan into the fire. India’s development ideology
notwithstanding, the Indian government has over the last forty years neg-
lected primary and secondary education in comparison with higher (ter-
tiary) education. Since the education system has been and continues to be
almost entirely in the hands of the Indian state, it cannot disclaim respon-
sibility for the inequities and the utter lack of quality that have developed at
all levels in the system (Shatrugna, 1993; Upendranath, 1993b).

The industrial and technological progress of India needs precisely the
opposite of what the SAP recommends in education. A rapid advance on a
broad front is only possible if the educational and technical levels of all the
young in India are raised as a matter of the greatest urgency. And that is
impossible in the Indian context without increased massive support from
the state, but a support that is administered in a radically different way than
at present. The need of the hour is not SAP-inspired dismantling of the
public education system, but a revolutionary transformation of it to raise
the quantity and quality of really skilled young people. What the present
system is imparting is not education, but bits of ritual paper certifying that
this or that exam has been passed with this or that grade.

India’s neighbours in East Asia are worth notice. Their spectacular suc-
cess in both economic and social development would not have been possi-
ble without their single-minded simultaneous pursuit of universalization of
and high quality in primary and secondary education. In quality tests in
science and mathematics administered in the early 1990s to high school
pupils across a representative sample of the OECD and the developing
countries, with India included, South Korea topped the list, with Japan
coming next, Western Europe and North America on their heels, and India
so far behind as to be invisible in the race.

That said, there is most definitely a need for draconian measures to
convert the present higher education system from its present degraded state
of being one vast conveyor belt graduate factory into a system that actually
imparts knowledge. A restructuring of public funding based on the criteria
of social equity, quality and merit, while simultaneously encouraging
higher-income groups to take advantage of privatized institutions, would
be the strategy to follow.

The present system of government national laboratories and institutes has
outlived its original rationale. It is demonstrably not contributing to sig-
nificant innovation in science and technology. Its impact on industry has
been minimal. The move by the present Indian government progressively to
reduce its commitment to this moribund system is a wise one. However,
that does not mean that the state can afford not to fund scientific and
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technological R&D. Quite the contrary. Again, as with the educational
system as a whole, the state needs to pump vastly more resources into
R&D but along the lines of an entirely new strategy. What the new national
R&D system should look like and how it should be put together are issues
that should be publicly debated in India. The ideas that have recently
emerged in the advanced industrialized countries on ‘national innovation
systems’ would be of seminal value in such a debate and in arriving at future
policy decisions (Nelson, 1993).
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APPENDIX: HIGH-PRIORITY INDUSTRIES
WHICH QUALIFY FOR 51 PER CENT FOREIGN
EQUITY HOLDING AND FOR AUTOMATIC
APPROVAL OF FOREIGN TECHNOLOGY
AGREEMENTS

Metallurgy

Boilers and steam generators

Prime movers (other than electrical generators)

Electrical equipment

Transportation equipment

Industrial machinery

Machine tools

Agricultural machinery

Earth moving machinery

Industrial instruments

Scientific and electro-medical instruments, and laboratory equipment
Nitrogenous and phosphatic fertilizers

Chemicals (other than fertilizers)

Drugs and pharmaceuticals

Paper and pulp, including paper products and industrial laminates
Automobile tyres and tubes

Plate glass

Ceramics

Cement products
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20 High-technology reproduction and multiplication equipment

21 Carbon and carbon products

22 Pre-tensioned high-pressure RCC pipes

23 Rubber machinery

24 Printing machinery

25 Welding electrodes other than those for welding mild steel

26 Industrial synthetic diamonds

27 Photosynthesis improvers

28 Extraction and upgrading of minor oils

29 Pre-fabricated building material

30 Soya products

31 High-yielding hybrid seeds and synthetic seeds

32 All food processing, excluding flour, milk food and malted food, and
excluding items reserved for the small-scale sector

33 Packaging for food processing industries, excluding items reserved for
the small-scale sector

34 Hotel and tourism-related industry
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7

DEVELOPMENTAL
REGIONALISM

Bjorn Hettne

WORLD ORDER, REGIONALISM
AND DEVELOPMENT

The ‘new world order’ is a fashionable concept today, just as ‘the new
international economic order’ was in the 1970s (Cox, 1979; Krasner,
1985). Both are essentially ideological concepts, expressing particular inter-
ests. The latter was an articulation of the Third World preference for a more
interventionist and redistributive world economy, the former has come to
mean a market-oriented mode of allocation backed by US hegemonic
power. Thus, albeit ideologically very different, both concepts suggest a
world order determining the rules of the game of the international econ-
omic system.

The recent financial disturbances in Europe underline the importance of a
certain degree of security and continuity for sustained economic develop-
ment. An economic system presupposes a social order, i.e. a coherent
system of rules, accepted by the actors making up the system. The market
system of exchange does not in itself constitute an order. It is confined by a
particular order and expressing its underlying value system, or normative
content. Therefore, concrete market systems differ among themselves to the
extent that their underlying social orders differ. In a transition between
different orders, the market can only reflect the confusion and turbulence of
this transition, but it will not by itself create order. Rather the self-seeking
behaviour called ‘maximization’, if consistently adhered to, would lead to
‘the end of organized society as we know it’ (Kenneth Arrow, quoted in
Hodgson, 1993, p. 4). The urge for order is thus becoming a major issue in
world politics, and a crucial research field in international political econ-
omy, where it is emphasized that sustained economic transactions necessi-
tate an institutional framework, sometimes specified as a ‘hegemonic’
position of one of the major political powers (Keohane, 1980, 1984; Cox,
1983; Gilpin, 1987). The ‘hegemonic stability’ thesis says that the post-war
open world economy was institutionalized through the Bretton Woods
system, which in turn was upheld by the hegemonic power of the USA.
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Hegemony in this sense can be seen as a substitute for a world government
guaranteeing the smooth functioning of a transnational economy. Hegemo-
nic decline spells economic turbulence and political anarchy. Being less
pessimistic, one could think of other post-hegemonic scenarios, for instance
a regionalization of the world economy and the world order, by which is
meant the political and legal framework within which economic transac-
tions take place. It was generally assumed that a breakdown in the GATT
negotiations would have led to trade war and economic chaos. It might,
however, also have been a step towards a regionalized world order, i.e. a
qualitatively different social order, less liberal, more neomercantilist
(Hettne, 1993a, b; Hettne and Inotai, 1994).

This chapter argues that some kind of regionalization will come anyhow,
and that this will have an impact on the pattern of and the conditions for
development in the 1990s. I am here concerned only with this particular
scenario. Whether the world is becoming regionalized or not, it is at least
obvious that new regional formations are emerging and that old regional
organizations are reactivated. There is also a renewed academic interest in
regionalism, indicating that something has happened. The current interest in
regionalism, often summarized as ‘the new regionalism’ comes from several
disciplines and has led to some unavoidable conceptual confusion. The
‘new’ regionalism certainly includes trade arrangements (de Melo and Pa-
nagariya, 1993; Anderson and Blackhurst, 1993; Salvatore, 1993) but it goes
much beyond that. Regional integration implies, for instance, a security
dimension, which is quite essential to the dynamics of the integration
process. It does not make sense to distinguish the ‘economics’ of integra-
tion, on the one hand, from the ‘politics’ of disintegration, on the other.
Integration and disintegration form part of the same dialectical process and
should be dealt with within a single theoretical framework. To develop such
a framework, a ‘political economy of integration and disintegration’, is a
challenge for the social sciences. Regional integration also involves ecol-
ogical issues. Few serious ecological problems can be solved within the
framework of the nation state. Some ecological problems are bilateral,
some are global, quite a few are regional. A third dimension of the new
regionalism is the development strategy implied in regional integration
activities such as the conscious fostering of complementarities, industrial
projects, joint investments in transport, infrastructure, etc. This, what I call
developmental regionalism, is the focus of this essay.

I would thus like to make a very clear distinction between the new
regionalism and the kind of regional integration in various parts of the
world we have seen so far. These experiences have been largely negative;
the regions were not natural economic regions but formed by security
interests; they were usually confined to trade agreements of limited rele-
vance for countries with similar types of economies; uneven development
and centre-periphery polarization were reproduced within the region.
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The new regionalism differs from the old regionalism, both concepts used
as ideal types, in the following respects:

1 Whereas the old regionalism was formed in a bipolar cold war context,
the new is taking shape in a multi-polar world order, in which the former
superpowers, in spite of their military superiority and of course in vary-
ing degrees, are being degraded to regional powers, competing with other
emerging regional powers.

2 Whereas the old regionalism was created ‘from above’ (i.e. by the super-
powers), the new is a more spontaneous process from within the region
and also ‘from below’ (in the sense that the constituent states themselves
are main actors). There are also other actors such as firms, labour unions
and different kinds of social movements which are playing an increas-
ingly important role.

3 Whereas the old regionalism, as far as economic integration is concerned,
was inward oriented and protectionist, the new is often described as
‘open’, and thus compatible with an interdependent world economy.
However, the idea of a certain degree of preferential treatment with the
region is indicated or implied. How this somewhat contradictory balance
between universal GATT regulations and specific regional concerns will
be kept is left open. In my definition of new regionalism, I rather stress
this ambiguity between ‘opened’ and ‘closed’ regionalism.

4 Whereas the old regionalism was specific with regard to objectives, some
organizations were security oriented and others were economically or-
iented, the new is a more comprehensive, multi-dimensional process. This
includes trade and economic integration, but also the environment, social
policy, security and democracy: the whole issue of accountability and
legitimacy.

5 Whereas the old regionalism only concerned relations between formally
sovereign states, the new forms part of a global structural transformation
in which non-state actors are active and manifest themselves at several
levels of the global system. It can therefore not be understood only from
the point of view of the single region. It can be defined as a world order
concept, since any particular regionalization process has systemic reper-
cussions within and between single regions throughout the world, thus
shaping the way in which the world is organized.

This definition implies that the new regionalism is different from the three
much discussed trading blocs, or, rather, the three trading blocs differ in
terms of what I call ‘regionness’ (Hettne and Inotai, 1994). The basic idea
here is ‘subjectification’, from region as geographical entity to region as
acting subject, or what the late Dudley Seers referred to as ‘extended
nationalism’ (Seers, 1983).

The European Community is now changing from being simply a free
trade area into becoming some kind of political union with a relatively high
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degree of ‘regionness’. Highly diverging political strategies are competing
to shape the future Europe, most importantly the ‘social capitalism’ of
continental Europe versus the Anglo-Saxon neoliberal form. Europe repre-
sents the most advanced regional arrangement the world has seen, and thus
serves as a paradigm for the new regionalism even if it naturally differs a lot
from one part of the world to another. Europe is often referred to as an
example to follow by other regional organizations, such as ASEAN,
SAARC and OAU, to judge from recent summit meetings of these organi-
zations. In more negative terms, the integration process in Europe is rather
seen as a threat to the global trade system, the so-called ‘Fortress Europe’,
and therefore a pretext for organizing competing regional trade systems,
such as NAFTA or EAEC (the East Asian organization proposed by the
Malaysian prime minister).

NAFTA, the recently concluded trade agreement between the USA,
Canada and Mexico, is a free trade area, nothing less and nothing more.
The issue of a social dimension is not raised, neither is the security dimen-
sion. There is little to suggest that a genuine regional identity is emerging
among the traditionally not very closely related subregions. On the other
hand these subregions are themselves heterogeneous, in a way that is
reminiscent of the region at large. This facilitates further regionalization
at least to the extent that nationalist particularism is a stumbling block. In
view of the strong integration of the Caribbean and Central American
subregions in the North American market, their participation in NAFTA
is a matter of time. Going further south we can note a stronger hesitation
towards ‘North Americanization’ resulting in the MERCOSUR project.

The Asia-Pacific is so far neither a free trade area nor a region. Most
countries in this ‘region’ (if it can be so called) are dependent and com-
mitted to a wide-open world economy, what often is called global inter-
dependence, and regionalism is merely a precautionary strategy. If an
eventual fragmentation of the world economy occurs, it is better to be
prepared. Asia-Pacific is becoming the new centre of global capitalism. It
can also be seen as an emerging, albeit still non-existing, trade bloc under
the leadership of Japan, depending on the relative degrees of cooperation
and conflict among competing capitalisms: North America, Europe and
Asia-Pacific. It contains several potential regional formations, the shapes
of which are still uncertain due to unresolved security dilemmas.

The eventual conclusion of the GATT negotiations guarantees that the
trading blocs continue to keep their borders relatively open, but this does
not eliminate continued regionalism in one form or the other. Rather, the
agreement was concluded among the three trading blocs, and other
countries, for instance India, had no impact whatsoever on the treaty. In
India large anti-GATT demonstrations took place. The conclusion drawn
among the ‘outsiders’ was rather that continued efforts at regionalization ‘at
home’ were imperative.
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Regionalism and globalism are related to each other in a rather intricate
way. A trading bloc is compatible with GATT rules, and the emerging three
blocs can be seen as a kind of decentralized GATT system. A ‘Fortress’,
whether European or North American, is, of course, not compatible with
GATT regulations. The new regionalism is emerging in the grey area
between the free trade area model, on the one hand, and the Fortress model,
on the other. It may go either way, and some regional projects are intro-
verted, others more extroverted (open regionalism).

Regional cooperation as such is not a new idea, but it is now possible to
see the emergence of a ‘new regionalism’ throughout the world. Basic in-
sights and innovations in social science remain relevant, even if they have to
be adapted to new situations. Therefore it is sometimes inspiring to return to
the social science classics. I have been particularly inspired by the work of
the Hungarian economic historian Karl Polanyi, from whom I have bor-
rowed two ideas which are relevant in this context: the concept of the
‘double movement’, and ‘regionalism’ as opposed to ‘universal capitalism’.

According to Polanyi (1957), modern society must be understood as a
result of both market expansion (‘the first movement’) and the self-protec-
tion of society against the disruptive and destabilizing effects of the market
(‘the second movement’). As market exchange can only be amoral, or
morally neutral, it is for the political regime to deal with the consequences
of the way in which an unregulated market operates. Thus, society tends to
change in accordance with the double movement. After a phase of disem-
bedment, the economy tends to be re-embedded in society. Paradoxically,
even the process of disembedment presupposes a strong and consciously
active state (Hodgson, 1993). The market cannot liberate itself.

The second idea borrowed from Polanyi is the idea of regionalism itself,
first developed in an article from the year 1945. This was just after the
conclusion of a great war, when the eventual shape of the new world order
was an open question, a situation rather similar to the one we are just living
through after the cold war. The USA was then preparing itself for the role as
the guardian of the still-to-be-born Bretton Woods system. Polanyi warned
against the inherent instability of a liberal world order based on the market
and hegemonic powers, and recommended a regional world order with
some element of planning as a more stable system.

What is, then, the connection between the two ideas: regionalism and the
double movement? Previously, the self-protection of society was carried
out mainly by the state, on the level of the nation state. This is no longer
possible (for small and weak states it never was), and it is my contention
that the current phenomenon of the more introverted and protective variety
of regionalism should be seen as a manifestation of the second movement,
the self-protection of society, on the level of the region, as a social reaction
against the global market expansion which took place in the 1980s and is the
predominant trend today.
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In the current transformation of the world economy, regionalism can
thus be seen as a modifying force with regard to the mainstream interde-
pendence scenario. In the very long run this contradiction may be trans-
cended, and a regionalized world order/world economy may be seen as a
step towards an institutionalized integrated world order. In the medium-run
perspective, however, national development strategies may have to adapt to
the dynamics of a more regionalized world. In any case the regional factor
will play a more important role in shaping future patterns of development
and conditions for development assistance.

THE STRATEGY OF DEVELOPMENTAL
REGIONALISM

Development is only one dimension of the new regionalism, which has
many causes and serves many purposes, but it is the one we focus upon
here. Regionalism as development policy has been tried in all parts of the
world, and it seems to be a more or less general consensus that it has been a
failure.

It is therefore essential to grasp the difference between the ‘old’ and the
‘new’ regionalism from a developmental perspective. Why has regional
cooperation failed to generate development, and how can the regional
strategy be made more relevant? First, the old regionalism was often
imposed from outside for geopolitical reasons, and in such cases there
were few incentives for economic cooperation, particularly if the ‘natural’
economic region was divided in accordance with the cold war pattern.
Second, the attempts at regional cooperation/integration that actually took
place were often inherited from colonial schemes and did not go far beyond
the signing of free trade treaties between what essentially had been colonial
empires. Trade was never a sufficient field of cooperation owing to the lack
of complementarities between neighbouring countries. The outcome was
rarely encouraging, as the global pattern of uneven development was re-
produced within the region with political tensions as a result. However, a
distinction should be made between exchange-based free trade areas (such
as the Latin American Free Trade Area) and common markets also invol-
ving conscious efforts to specialize production (such as the Central Amer-
ican Common Market and the Andean Pact). The former approach is based
on considerations of static comparative advantage, the latter more dynamic
(Mytelka, 1992). Neither was very successful, though.

In contrast, the ‘new’ regionalism is more political, and its approach to
free trade cautious, far from autarkic but more selective in its external
relations. It is careful to see to the interests of the region as a whole, for
instance in the case of natural resources. It is well known that ecological
and political borders rarely coincide and it is, furthermore, increasingly
realized that few serious ecological problems can be solved within the
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framework of the nation state. Some problems are bilateral, some are global,
quite a few are regional. The regional are often related to water: coastal
waters, rivers and ground water. Examples are the South China Sea, Barents
Sea, the South Asian river systems, the Mekong River system, the Nile,
Euphrates-Tigris, and the uneven exploitation of ground water resources in
the areas around Jordan. As is evident these issues cannot be studied in
separation from the question of regional security.

Another imperative for regional cooperation is the increasingly tense and
destabilized security situation in regions where individual countries are
becoming black holes. Third, the current transformation of the world
economy and the emergence of economic blocs make it necessary for the
many excluded countries to stick together in order not to be completely
dwarfed. In addition to these imperatives related to the current transforma-
tion of world economy and world order, we must of course add the classical
arguments, such as territorial size, economies of scale and externalities.

The levels of regionness between regions in the process of being formed
will continue to be uneven, but only the future will decide which levels will
be reached by which regional formations, and where the balance between
regionalization and globalization will be struck.

Developmental regionalism may provide solutions to many development
problems for the South:

~ Self-reliance was never viable on the national level (at least for most
countries) but may be a feasible development strategy on the regional
(collective self-reliance). This is the viable economy argument. It could be
further extended to the ‘societal viability’ argument (or social sustain-
ability argument). The emphasis on soundness of the artificially isolated
economic system, separated from society, has created a new social dual-
ism. The purpose of the new regionalism is to prevent such cases of
national disintegration by including social security concerns, whereas
neoliberal ‘market regionalism’ reinforces processes of transnational in-
tegration and national disintegration.

— The viable economy argument is particularly relevant in the case of
microstates, who either have to cooperate or become client states of the
‘core countries’ or tourist resorts for the richer states. This is the argu-
ment of sufficient size. This argument which has been elaborated in the
Caribbean context has lost some of its force but cannot be neglected.

~ Collective bargaining on the level of the region could improve the econ-
omic position of marginalized Third World countries in the world sys-
tem, or protect the structural position of successful export countries. This
is the argument of effective articulation in the world economy.

- Regional conflict resolution will eliminate distorted investment patterns
as the security fund could be tapped for more productive use. This is the
peace dividend argument.

165



B. HETTNE

~ The issues of development, security and peace, and ecological sustain-
ability form one integrated complex, at the same time as they constitute
as many imperatives for deepening regional cooperation, if not regional
integration. This is the sustainability argument.

THE ARGUMENTS ILLUMINATED

The arguments for developmental regionalism apply in varying degrees to
all world regions, but in order to illuminate them further we shall relate
specific arguments to the regions where they seem most significant.

The viable economy argument: Africa

In Sub-Saharan Africa (SSA) there has been little regional integration,
simply because there is little to integrate in the first place. Therefore, there
is an urgent need for a broader and more dynamic concept of development,
beyond ‘stabilization’. Again this is only possible within a framework of
regional cooperation. The ‘dynamic approach’ to regional integration (Rob-
son, 1968) must be re-emphasized and the model of ‘development integra-
tion’ (Dstergaard, 1993) further developed. Above all, this must become a
political imperative among African leaders as the only way to halt the
continued marginalization of the continent. This also implies a more realis-
tic view on political intervention in the economic process than has been the
case during the last decade. If the great discovery of the 1980s was that
political intervention is not necessarily good, the discovery of the 1990s
may be that it is not necessarily bad either. ‘Developmental regionalism’ has
thus been the main issue in Africa. The nation state system is more or less
dead, and the concept of a national development process is dying with it.
The cruel choice seems to be: regionalization or recolonization.

At the 1991 OAU summit in Abuja it was repeatedly stressed that the
ongoing integration of Europe called for a collective response from the
member states, in the form of an African Economic Community (AEC).
The theme of the summit was the threatening marginalization of Africa, to
which regionalism was then seen as the remedy. Many previous initiatives
have of course been taken in this direction, for instance the Lagos Plan of
Action (1980), but undoubtedly the issue now has assumed a special ur-
gency. The implementation of the AEC will take decades, and the first five-
year period will, realistically, be devoted to the strengthening of existing
regional economic communities as building blocs in the creation of a con-
tinentwide unity. Promising efforts are being made.

One important subregional initiative in the context of the new regional-
ism, at least in terms of declared objectives, is SADCC (Southern Africa
Development Cooperation Conference), covering ten countries. The main

function of SADCC (now SADC, i.e. Southern Africa Development Com-
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munity) was originally to reduce the dependence on South Africa, a regio-
nal power with evident designs of regional control through the destabiliza-
tion of ‘hostile’ regimes. Thus, it is a fairly clear example of ‘the new
regionalism’, since SADCC was not simply based on the common market
concept but had wider political objectives. So far, however, the instruments
have been lacking and no substantial supranational powers conferred (Tos-
tensen, 1992). Attempts are now being made to upgrade the level of regional
integration by establishing a formal treaty. The most recent SADC docu-
ments indicate an awareness of the need for political intervention to prevent
regional economic disparities from destabilizing the security situation. The
areas to be covered by SADC are (1) food security, land and agriculture; (2)
infrastructure and services; (3) industry, trade, investment and finance; (4)
human resources development, science and technology; (5) natural re-
sources and environment; (6) social welfare, information and culture; (7)
politics, diplomacy, international relations, peace and security.

After apartheid has been declared a “closed book’, the agenda for regional
cooperation in southern Africa will change fundamentally - and the incen-
tives will perhaps become positive rather than negative.

Much depends on the character of a post-apartheid regime, not only for
southern Africa but for the whole of Sub-Saharan Africa. Three possible
scenarios can be mentioned (Martin, 1991): (1) ‘regional restabilization’
under South African dominance, (2) regional breakup, peripheralization
and bilateralization of internal and external relations, and (3) a neoregional
alternative implying regional restructuring based on a symmetric and self-
reliant pattern of development. The last one is a very optimistic scenario.

However, the prospects for regional cooperation are beginning to look
brighter, partly as a result of the weakening of the previously so almighty
nation states as the dominant political institutions. In the Horn of Africa,
for instance, the record of conflict is longer than the record of cooperation,
but in recent years joint efforts have been made to combat an enemy that in
the long run may prove more formidable than even war, namely the
deteriorating environment. What is more, the two threats are most likely
linked (Molvaer, 1990, 1991). Thus, there is an urgent need for regional
cooperation. The countries in the region (Somalia, Djibouti, Ethiopia,
Eritrea and Sudan) have (in January 1986) established the Intergovernmen-
tal Authority on Drought and Development (IGADD). Normally, there
must be an embryonic regional framework to build upon. However, even
in the Horn, a pattern of regional cooperation is slowly beginning to
emerge. For the first time in decades the countries in the region do not
have any open conflicts among themselves (Horn of Africa Bulletin, vol. 5,
no. 4, July-Aug., 1993).

In West Africa, where the major regional initiative ECOWAS has been
more or less paralysed for a long time, there are signs of economic and
political homogenization and a somewhat more active regionalism.
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National repressive regimes are crumbling, the ‘socialist’ experiments are
over, and even old ‘liberal’ autocracies such as Céte d’Ivoire are slowly
democratizing. The delinking of the state apparatus from elite interests may
lead to a strengthening of the regional as well as the local level — the regional
because of the development imperative, the local because this is where the
democratic forces are.

Of importance here is the ongoing democratization, the so-called ‘second
liberation’, in Africa, including South Africa, which, to the extent that there
is a democratic political culture underneath the authoritarian model, will
increase the political homogeneity of the region, although the political
winds are unpredictable (Riley, 1992).

Similarly, economic policies are ‘harmonized’ owing to the dramatically
increased dependence on the IMF and the World Bank, as well as the donor
countries. The new political conditionalities can be criticized from many
points of view, but they undoubtedly harmonize the political cultures in the
various nation states. The problem is whether the externally imposed econ-
omic policies are consistent with internal political pluralism in unstable
states.

The argument of sufficient size: the Caribbean Basin

In a world of growing interdependence and increasing specialization the
problem of size in economic development is no longer that much discussed.
This is not to say that it traditionally has been of great concern. Whereas
orthodox liberal theory abstracted from the existence of national bound-
aries and presupposed a free flow of the factors of production, socialist
theory was typically linked to the peculiar (and now discredited) experience
of the Soviet Union. The recommendations implied in these two ortho-
doxies were: either to specialize and reap the benefits from comparative
advantages and economies of scale, or to develop towards national autarky
through the establishment of heavy industries, making the maximum use of
the national market and domestic resources.

The discussion on size and self-reliance became a theoretical field of
special concern for Caribbean economists. One important contribution
was that of W. G. Demas who saw structural transformation as the essential
ingredient of self-sustained economic growth (Demas, 1965). As such a
transformation is hard to achieve in a small economy, integration of the
region in a common market system was advocated. Such a policy (the
creation of CARIFTA - the Caribbean Free Trade Association) has not
been very successful, however, for reasons largely connected with the
problem of dependence (Axline, 1979). Consequently, the attention of the
Caribbean economists turned towards dependence. It is against this intel-
lectual background that one should see the work of Clive Thomas (Thomas,
1974), who rejected regional integration under capitalism as a viable strat-
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egy and instead tried to develop a strategy for planned transition to social-
ism with special reference to small dependent national economies. Here he
could draw upon the long Caribbean debate. Today regionalism is again
given more urgency in the region, albeit not in a socialist framework.

The Caribbean and the smaller Central American states have strong
incentives for regional cooperation, and the change of regime in Nicaragua
has increased the regional political homogeneity and consequently the
scope for regional initiatives. So has the settlement of the border conflict
between Honduras and El Salvador. The crucial issue is whether the
countries can develop a common approach to the emerging USA-
Canada-Mexico bloc, or whether they will join this bloc as individual client
states, and thus become ‘North Americanized’.

The USA traditionally follows a policy of bilateralism which does not
facilitate regional cooperation. On the other hand the European connection
through the Lomé framework is pushing these countries towards a wider
community. The European Single Market has provided incentives both for a
Caribbean deepening towards a more integrated market (1993) and for an
enlargement. In the Caribbean, the thirteen-member regional organization
CARICOM now contains less than 6 million people. There are only 32
million people in the greater Caribbean. The next step would therefore be
to form a Caribbean Basin region including Central America. There is
widespread concern that the Caribbean risks being marginalized in a world
of large trading blocs (Caribbean Information, vol. 14, no. 1). Conse-
quently, the islands are more or less ready for a degree of regional integra-
tion beyond the old colonially based cultural areas.

The disappearance of the Soviet factor will further eliminate artificial cold
war frontiers and increase the political homogeneity of the region. At the
same time, changes in the external world are creating new difficulties. The
privileged treatment of some countries in a position to play the geopolitical
card will disappear. All the countries of the region will now have to
cooperate regionally.

The Caribbean countries face in an extreme form problems that are
common to all exporters which, in an era of changing structure of trade,
are dependent on trade preferences (Stevens, 1991). In the emerging world
economy the Caribbean prospects are bleak. In fact this region may be one
of the main losers from ‘1992, In no region are the arguments for region-
alism stronger, in no region are the obstacles to regionalism greater. Be-
tween the many islands there are cleavages due to colonial history and
language, within the islands there are what has been called ‘dual societies’,
characterized by their lack of common civic culture. Thus not only the
region but the societies within the region and within each country are
fragmented and divided. For this reason it is realistic to expect that econ-
omic, as well as geopolitical, factors will push the Caribbean, just like
Central America, towards NAFTA, either as a group or as single countries.
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This view has already been widely expressed in the region (Caribbean
Information, vol. 15, no. 6). A similar dilemma can be identified also in
continental Latin America, where countries such as Chile have a choice to
be ‘North Americanized’ or to join the Latin alternative, MERCOSUR
(Dretfuss, 1993).

The argument of effective global articulation: Southeast Asia

Southeast Asia has been divided into two economic and political blocs, one
extroverted and the other introverted: ASEAN (Indonesia, Thailand, Sin-
gapore, Malaysia, the Philippines and - since 1984 - Brunei) and the
‘Indochinese’ area or Mekong River Basin (Vietnam, Kampuchea and
Laos). The latter subregion has been under communist rule with Vietnam
exercising subregional hegemony. This role is now played down at the same
time as market-oriented economic policies (doimoi) are tried. Thus, the
introverted region is opening up.

Vietnam, and behind it the Soviet Union, was earlier seen as a grave
threat by the ASEAN countries. This security complex is the reason why
ASEAN has worked rather well as a regional organization. The source of
common cause and identity was thus partly an external threat, and there
were few incentives for economic cooperation. Only recently (January
1993) a free trade agreement was agreed to be realized within a fifteen-
year period. Many doubt that this free trade zone will be realized. ASEAN
countries are direct competitors in many areas and it will take a long time
for them to develop into complementary economies. From the very begin-
ning ASEAN was a political, rather than an economic, organization (Ya-
makage, 1990), and now the political preconditions are rapidly changing.

The countries in ASEAN could be described as capitalist in economic
terms and conservative in political terms, although, for instance, Singapore
and Indonesia differ significantly in their economic policies. The economic
integration that has taken place so far is rather modest, and the figure for
intra-region trade is still only about 20 per cent.

The national economies are outward oriented, and the political systems
are formally democratic but in practice more or less authoritarian. Devel-
opmental authoritarianism in fact constitutes the homogenizing political
factor. The ASEAN countries are in various phases of an NIC-type devel-
opment path. Problems on the international market usually reinforce
domestic authoritarianism due to the strong two-way causal relationship
between economic growth and political stability. Economic growth and
redistribution is a precondition for ethnic peace, political stability a pre-
condition for the economic confidence expressed by international capital
towards the region.

This ‘open regionalism’ is thus a way to articulate interests within the
region vis-4-vis the globalization process. There are, however, also expres-
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sions of a more exclusive regionalism. In 1990 the Malaysian prime minister
Mahathir (in frustration over drawn-out GATT negotiations) urged Japan
to act as the leader of an East Asian Economic Grouping (EAEG), which
would create an East Asian and Southeast Asian superbloc with a Sino-
Japanese core. EAEG (it has since been modestly renamed East Asia Econ-
omic Caucus — EAEC) would be a sort of response to the threat of
European and North American ‘fortresses’. The EAEC proposal is slowly
gaining support among other ASEAN countries, whereas the East Asian
countries, particularly Japan and South Korea, have taken a more sceptical
attitude. So has the USA and the World Bank.

A more comprehensive alternative to ‘closed regionalism’ is the fifteen-
member-strong forum for Asia Pacific Economic Cooperation (APEC)
which was set up in 1989 and will be further developed in case GATT fails.
Thus, it has regional and interregional trade expansion as its main goal
(Asiaweek, 28 August 1992). APEC can be compared with ‘the Atlantic
project’ in Europe. It is a transregional network providing a bridge for the
USA in the area, and therefore supported by US-oriented regimes and
opposed by spokespeople for a genuinely Asian regionalism.

The peace dividend argument: the Middle East

The Middle East ‘region’, which can be seen as a region mainly in the
geographical sense, is in many ways the most complex of the Third World
regions. Regionalism is therefore bound to emerge and resurge in different
manifestations and constellations, and has to transcend many contradic-
tions. The region is extremely diverse in ethnic terms, at the same time as
it is largely dominated by one religion and (with a few important excep-
tions) one linguistic culture. Great ambitions towards regional unity coexist
with constant conflicts between states and ethnic groups.

Of importance is the frustrated, but yet surviving, idea of an Arab
Nation, nurtured not least by Arabic Christian minorities — particularly in
the initial period of Arab nationalism — and today politically articulated in
Syrian and Iraqi Ba’athism. This idea, badly injured by the Gulf War,
corresponds to a potential ‘regional civil society’ among the Arabs, today
at best a sleeping potentiality. With the rise of political Islamic movements
in the 1980s and 1990s, it looks as though Islam today has gained the upper
hand over pan-Arabism, and therefore a broader ‘community’ for identity
purposes is provided at the same time as the internal cleavages remain.

Peace is thus a necessity for development. Since conflict is the main
characteristic of the region, the best way of approaching the regional issue
is through the regional complex concept, suggested by Barry Buzan (1991).
It is the region of ‘realist thinking’ par preference. The artificial boundaries,
the competing elites, and the lack of democratic tradition make the power
play between heavily armed states as close to Machiavelli’s world as one can
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come. Superpower involvement during the cold war followed the same
cynical logic.

The problem of regional hegemonism has a long historical tradition and
there are several competing powers with a potential for regional leadership or
hegemony, but also with decisive handicaps in performing that particular
role. Iraq was the strongest candidate before the war that crippled it. Syria and
Egypt, the remaining Arab contenders, have become too much involved with
the West to be credible in the poor Arab world. Turkey is an outsider, being a
member of NATO and nurturing ambitions to become a European state, but
now instead finding a new role in Central Asia. Iran is feared throughout the
region as non-Arabic, Shiite (i.e. non-Sunnite) and expansionist.

Finally, we have the pervasive Arab-Israeli conflict, which to a large
extent has marked the political culture of the region.

It is very difficult to foresee what a new security system in the Middle
East may look like. Ironically, Sadam Hussein is still needed for balance of
power purposes, since no alternative military government is coming for-
ward to guarantee the status quo. What now binds the countries together is
their fear of Iraq becoming the regional hegemonic power. The problems to
be solved are, however, many: first of all to contain the power and influence
of Iran, to find a solution to the Palestine question, and to reduce the gap
between the rich Gulf states and the poor Arab masses. Then there is a host
of minority and human rights problems of which the most urgent is the
Kurd question affecting a number of neighbouring countries.

The major problem, thus, lies in the field of security. Peace will open a
new world, and therefore the recent breakthrough in the Israel-Palestine
peace process is extremely important. A regional development process
based on the Israel-Jordan—Palestine triangle is essential for the consolida-
tion of the peace process, and again for further development in the whole
region, even if the pattern of conflict is more complex than this brief
treatment can clarify.

The sustainability argument: South Asia

In 1985 South Asian regional cooperation after five years of preparations at
last got its own organization: South Asian Association for Regional Co-
operation (SAARC). The initiative originated from Bangladesh with a
proposal made by President Ziaur Rahman in 1980. Significantly, academic
scholars from the region have been very active developing the concept.
India was rather lukewarm, while the smaller countries in regional coopera-
tion saw a possibility to coordinate their resistance to Indian control (Muni,
1985, 1992). Regional cooperation has in fact been initiated as a counter-
force to regional hegemonism.

South Asia is thus one of the last regions to wake up to the challenge of the
new regionalism. It has been called ‘a region without regionalism’ (Palmer,
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1991, p. 75). It has been a region of distrust and conflict, penetrated by
external powers, which, as a matter of fact, have been invited by the states of
the region as part of their internal hostilities. Until the mid-1980s there was
no regional cooperation whatsoever. To the extent that one can say that
South Asia had reached a certain level of regionness, its network of relations
was mainly conflictive. The region has experienced no less than three wars
between the two major powers. The dominant power has a record of
bilateral conflict with most of the other states in the region. Thus there are
quite a number of obstacles to overcome. Currently, the region is being
marginalized in the world economy. The concept of ‘Asia’ has more and
more come to mean East and Southeast Asia (Chambers, 1993).

So far, SAARC’s main constraints are the Indo-Pakistan and the Indo-Sri
Lanka tensions. The world is going through dramatic structural changes, and
there are two different types of options for the South Asian countries —
regional or national. In principle there is little difference between the two
levels, since the regional diversity is reflected within the individual states as
well. There is no rationale for an Indian or Pakistani nation which does not
apply to the South Asian region as a whole. The reason to search for regional
solutions is that bilateral suspicion makes any other solution fragile.

The overall trend in the region is towards occasionally crisis-ridden
muddling through democracies, where the threats from intrastate hetero-
geneity are more problematic than interstate conflicts. However, to an
increasing degree, internal and external issues become interwoven.

Regional cooperation in the economic field, or developmental regional-
ism, is at best embryonic. The economic rationale is not overwhelming, but
has to be created (Adiseshiah, 1987). The slow process of economic con-
vergence has at least started. In the field of resource management, which is
of concern here, there is, owing to the shared river systems, strong inter-
dependencies which so far have been a source of conflict rather than
cooperation. They may also be turned into regionalist imperatives.

CONCLUSION

In the current transformation of the world economy, regionalism can thus
be seen as an alternative to the interdependence scenario. In the very long
run this contradiction may be transcended, and a regionalized world order/
world economy may be seen as a step towards an institutionalized inte-
grated world order. In the medium-run perspective, national development
strategies may have to adapt to a more regionalized world. In any case the
regional factor will play 2 more important role in shaping future patterns of
development and conditions for development assistance.

Developmental regionalism is a package that, although with variations as
to its content, is relevant in all emerging regions, even in the marginalized
areas. Even if ‘delinking’ is no longer on the agenda, its general orientation
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may be more or less offensive/defensive, or extroverted/introverted. It
contains the traditional arguments for regional cooperation such as territor-
ial size and economies of scale, but, more significantly, adds some which are
expressing new concerns and uncertainties in the current transformation of
the world order and world economy.
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