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Introduction



The Need for AI Ethics in Higher )
Education o

Abraham Kuuku Sam and Philipp Olbrich

1 Artificial Intelligence as a Socio-Technical System

Business leaders, policymakers and technologists regularly portray Artificial Intelli-
gence (Al) as an easy way to make sense of an increasingly complex world. Unsur-
prisingly, Al plays a central role in strategy papers, TED talks and speeches about
the future of mobility, revolutions in healthcare, or scientific innovation (Bhardwaj
2018; Cornet et al. 2017). In this often techno-optimistic narrative, Al is harmless. By
remaining largely in the abstract, it is possible to keep the misconception alive that
Al is merely a technical tool, albeit a powerful one, to address a myriad of challenges
from digital transformation to global inequality to climate change.

This changes drastically when Al moves from concept to application. The devel-
opment of Al applications is embedded in its social structure. That means that the
norms, values, knowledge, and attitudes of developers influence how the Al applica-
tion is designed and how it works. They become an inherent part of the application
itself and can lead to undesirable consequences due to biased data or algorithmic
designs. This raises serious concerns when Al is used for hiring employees, offering
loans or even in criminal proceedings and makes decisions based on biased data
about gender, ethnicity or age. For example, the facial recognition software of leading
US-American companies has been shown to better work for faces with white and
male characteristics (Lohr 2018). Arguably quite similar to the group of people that
developed the respective algorithms (Guynn 2019).

At the same time, Al is not used in a social vacuum. Instead, the applications
serve a particular purpose in the real world. Keeping with the same example, if facial
recognition is used in public CCTV or to identify suspects in criminal investigations
it creates various problems (Chandran 2022). If the AI system actually works, it
facilitates public surveillance of citizens with implications for their right to privacy,
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right to dissent and protest. In the more likely case that it does not work flawlessly
all the time, individuals might be accused of crimes or other violations they are not
involved in.

In the application settings, it becomes clear that Al is not merely a tool but a
socio-technical system. One cannot clearly separate the technology from its social
setting it is developed and used in—they are mutually dependent, they influence each
other (see e.g., Acuto and Curtis 2014; Latour 2005). From this follow two impor-
tant conclusions for the relevance of Al ethics: First, Al is no harmless tool that will
solve problems of crime, health and climate change. The application of Al is driven
by its developers, users, regulators, businesses and political decision-makers. They
constitute the social context. This is where ethics come in as important guiding prin-
ciples that define why, how and when an Al system such as facial recognition is used.
Second, the development of Al technologies is not pre-determined but is contingent
on their social context. They are the result of political and financial decisions as well
as the individual developers who write the code. Consequently, it is not only the
framework conditions that decide if Al is developed responsibly but also who writes
the code. Essentially, then, it also becomes an ethical question if the diversity found
in society is also found in the development teams of Al.

Acknowledging the socio-technical nature of Al does not mean ignoring the fact
that responsible Al indeed offers a range of opportunities for human development
and can help to achieve the Sustainable Development Goals (SDGs) (Vinuesa et al.
2020). For example, Al applications are trained with large datasets to automatically
recognize and translate the language. Voice technologies allow people who cannot
read and write very well to interact with digital technologies. In both cases, Al
systems make access to information more inclusive and facilitate social, political
and economic participation. In other instances, Al-powered apps can support small-
holder farmers to identify plant diseases and take countermeasures early on. This
does not only contribute to better yields but might also avoid the excessive use of
herbicides. However, the responsible development and use of Al is the foundation
to realize the opportunities it has to offer.

Overall, if Al is understood as a socio-technical system, ethics are relevant for
both how Al is developed as well as how it is used. In turn, that means the world
is neither doomed nor saved by the virtue of the power of Artificial Intelligence.
However, policy-makers, businesses, civil society and, of course, Al developers are
empowered to use Al ethically. They are empowered to use Al for good. As a result,
they have a particular responsibility to promote the ethical development and use of
AL
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2 From AI Ethics to Practice

In light of this responsibility, it is consequential to tackle the challenge of teaching
Al ethics to upcoming Al practitioners and decision-makers in Africa and beyond.
For doing so, this book analyzes the present and future states of Al ethics education
in local Computer Science programs. It shares relevant best practices for in-class
teaching, develops answers to ongoing organizational challenges and reflects on the
practical implications of different theoretical approaches to Al ethics.

Al ethics can be described as “a set of values, principles, and techniques that
employ widely accepted standards of right and wrong to guide moral conduct in the
development and use of Al technologies” (Leslie 2019, p. 3). In this sense, the merit
of Al ethics is twofold in that they encourage developers to harness the power of Al
to effect positive change while it also helps them to navigate the risks (Chaturvedi
et al. 2021).

At first, much of the global debate on Al ethics has remained rather abstract and
high-level. In May 2019, the member countries of the Organization for Economic
Cooperation and Development (OECD) adopted the so-called OECD Principles on
Artificial Intelligence (OECD 2019). This counts among the first international agree-
ments on the topic and commit signatories to ensure that Al serves the people and
the planet and that it needs to respect the rule of law, human rights and democratic
values. At the same time, the principles remain rather general which leaves room
for interpretation on principles such as transparency of Al systems, accountability,
security and safety. The vagueness and non-binding nature of the OECD principles
have made them quite compatible, too, so that various non-OECD members have
endorsed them as well as the G20 (OECD 2019; G20 2019). The United Nations
Educational, Scientific and Cultural Organization (UNESCO) has concluded a global
and more inclusive approach to Al ethics. In November 2021, the General Conference
of UNESCO adopted the Recommendation on the Ethics of Artificial Intelligence
(UNESCO 2021). It is the first globally accepted instrument that formulates joint
values and principles. On top of that, the Recommendation defines policy actions
that make suggestions on how to implement the agreed-upon values. This more
action-oriented approach can also be found in the Al for Africa Blueprint that was
developed by the Smart Africa Alliance under the leadership of the South African
Government (Smart Africa 2021; N.B. the FAIR Forward project was involved in
the development of the blueprint). The blueprint is the result of a multi-stakeholder
process involving governments, the private sector and civil society. Among other
things, it outlines concrete recommendations on how to create policies for respon-
sible Al development across Africa. In early 2022, the OECD also followed up on
their Al Principles and released a framework for classifying Al systems that should
enable policy-makers to assess the opportunities and risks of Al applications (OECD
2022).
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In doing so, the UNESCO Recommendation, the OECD framework and the Smart
Africa Al Blueprint have already shown the way that Al ethics only become influen-
tial in action, i.e. when they are implemented. The question then is how to translate Al
ethics into practice so that values and rights such as privacy, fairness and security are
already part of the development process. In addition to the recommendations aimed
at policy-makers, there are efforts to bring Al ethics into practice that put developers
at the centre. On a more general note, there are approaches such as the Principles for
Digital Development that outline nine overarching guidelines on how to apply digital
technologies for sustainable development (Digital Principles n.d.). For instance, it
requires project teams to design with the user to develop solutions, including Al, that
effectively meets user needs. Moreover, it recommends using open-source software
and open data to encourage more collaboration and avoid duplication of efforts.

More specific to Al are products such as the Handbook on Data Protection and
Privacy for Developers of Artificial Intelligence (Al) in India (Chaturvedi et al. 2021;
N.B. the FAIR Forward project was involved in the development of the blueprint).
The handbook is the result of multiple discussions with Al start-ups, developers
and practitioners. Following the development cycle of Al from data collection to
data processing to roll-out, concrete prompts to encourage the developer to think
through the ethical requirements of the Al application. In doing so, the handbook
turns abstract principles such as transparency into concrete questions including “[a]re
you aware of the source of data used for training?” or “[i]s there a mechanism for
users and beneficiaries to raise a ticket for Al decisions?”” (Chaturvedi et al. 2021,
p. 16). While certainly not perfect, this approach serves to reduce uncertainty about
the interpretation and meaning of abstract concepts. Instead, it allows Al developers
and small startups who are not backed by a legal team to focus more of their time and
resources on technical innovation. Quite practically, they can go through a prepared
checklist during the development process and preempt ethical problems.

Moving on, the target group of Al ethics in computer science programs at insti-
tutions of higher education changes again. It does not so much comprise of policy-
makers or Al startups but it begins slightly earlier with furure Al practitioners. In
many cases, university students are the Al developers of tomorrow. One fundamental
way forward is equipping future Al developers with the know-how on Al ethics at
an early stage in their education. That is why this book tackles the challenge of inte-
grating concerns related to Al ethics into higher education curriculums in Africa and
beyond. For in doing so, it analyzes the present and future states of Al ethics educa-
tion in African Computer Science and Engineering programs. The authors share
relevant best practices and use-cases for teaching, develop answers to ongoing orga-
nizational challenges and reflect on the practical implications of different theoretical
approaches to Al ethics. As such, they offer useful starting points for educators,
administrators and students in the field of Al in Africa and beyond. In doing so, the
book does not only raise awareness of the risks of Al but offers practical tools for
how to address them in university contexts.
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3 Diversity of Perspective on Al Ethics in Global Higher
Education

Following this introduction, the remainder of the book is divided into three parts. The
subsequent section discusses the theoretical underpinnings of Al ethics in practice.
In doing so, it frames the more practice-oriented contributions by outlining concep-
tually different approaches to how Al ethics can be understood and taught. This
is followed by three chapters on best practices and current challenges in Al ethics
education. Among other things, the authors offer practice-oriented research as well
as anecdotal reflections on how Al ethics are and can be taught at African universi-
ties. The book then concludes with a chapter outlining what needs to happen so that
Computer Science education responsibly addresses the risks of Al while seizing the
opportunities it holds for economic and social development.

In the opening chapter of the theoretical section of the book, Emmanuel R. Goffi
reflects on the origins of Al ethics. Given the dominance of Western thought, espe-
cially continental philosophy, he proposes a more inclusive perspective that leads to
a cross-cultural approach to Al ethics. As Al can be conceived as a socio-technical
system, the local context becomes relevant in both development and application.
Consequently, teachers of Al ethics should embrace the variety of cultures and
thought from Africa and beyond to account for the relevance of the local context.
Ugochi A. Okengwu builds on this and reinforces the relevance of including African
perspectives in the formulation of global Al ethics. Putting this into practice, she
reviews different ethical frameworks that are applied to Al e.g. the OECD Al
Principles, to derive suggestions for practicing Al ethics in Africa.

Joyce Nakatumba-Nabende, Conrad Suuna and Engineer Bainomugisha kick off
the second part of the book on present practices and challenges in Al ethics educa-
tion. They empirically describe three approaches of teaching Al ethics at African
universities including full course programs, Al research labs and the project-based
application of Al. Drawing on practical experience, they outline concrete recom-
mendations for how Al ethics can be best integrated into teaching emphasizing the
relevance of including local African perspectives and use cases. Why and how the
process of introducing Al ethics into Computer Science curricula can be challenging
is discussed by Laeticia N. Onyejegbu. Following an analysis of the institutional
setup using Nigeria as a case study, she presents suggestions on how Al ethics can
play a more relevant role in teaching through including it in existing benchmarking
standards as well as through creating stand-alone courses. Patrick McSharry takes the
reader from the intricacies of education policies into the classroom. Acknowledging
the real-life impact and risks of AI solutions, he demonstrates the value of case
studies in teaching Al ethics. He argues that case studies help illustrate the impact
of insufficient risk awareness, the dangers of privacy risks, lack of transparency and
biases in data. Instructively, McSharry shares some case studies and accompanying
questions that can be used by fellow educators in teaching Al ethics.
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In the final chapter, Gadosey Pius Kwao, Deborah Dormah Kanubala and Belona
Sonna build on the findings of the preceding chapters including the current state of
Al ethics education at African educational institutions. They conclude with a set
of priority measures that should be implemented to instill a sense of responsibility
in future Al practitioners. Among other things, they suggest that general ethical
principles as in the UNESCO AI Recommendation are a good starting point but they
need to be adapted to the respective contexts to promote responsible Al development.

4 Conclusion

Certainly, Al ethics is such a broad topic that any book would be unable to cover it
exhaustively. While many concepts, approaches and perspective on Al ethics have
found their way into the book, it was not possible to deep-dive into specific ethical
principles such as privacy, data protection and security nor to discuss the implications
of legislative frameworks and certification of Al products. Future research could, for
example, examine the diverse understanding of individual ethical principles such
as transparency from different perspectives and explore regional, social and polit-
ical differences. Furthermore, there is the continuous question of what role ethical
concerns play in decisions of direct investment and public funding of Al research
and how can they more effectively promote a responsible Al agenda.

Nevertheless, the different contributions in the book offer a multi-disciplinary
and global perspective on the topic of Al ethics and touch upon three shared salient
themes. First, Al ethics are not static in terms of both place and time. That means
for establishing a global set of ethical Al principles it is not only necessary but
rewarding to include the diversity of perspectives from all over the world. As of
now, there is an imbalance that favors the perspective of the Global North. However,
Al ethics are unlikely to become commonly accepted if the policy-makers, busi-
nesses and practitioners who develop, use and procure Al solutions are not involved.
Moreover, Al ethics keep changing and evolving. Inclusive approaches such as the
consultation processes of the UNESCO Al Recommendation or the Smart Africa Al
Blueprint are laudable. But they will not be definitive because of changing techno-
logical possibilities and norms. A regular multi-stakeholder format would be able
to address this and debate and adapt Al ethics based on practical experience. The
Global Partnership on AI (GPAI) is one format that has the potential to grow into
such an inclusive forum if it chooses to do so. Second, institutions of higher educa-
tion play an important role in shaping Al practitioners who are aware of the risks
and ethical dimensions of Al development. This is true for relevant programs such as
Computer Science but also related fields given that Al is a cross-sectional technology.
Already today Al ethics permeate all sectors and levels in that it becomes a topic
for international government negotiations, business organizations and individual Al
developers. Third, the teaching of Al ethics needs practical application elements. As
the authors have shown ethics are a complex field of study that is intertwined with
diverse traditions of thought and local context. They offer concrete recommendations
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on how to make Al ethics matter. In addition to institutional changes, they propose
to use real-world examples and case studies in the classroom to illustrate ethical
dilemmas and discuss and discover new ways to mitigate risks. Taken together, the
authors add to diversifying the global debate on Al ethics and offer valuable advice
to fellow lecturers, students and policy-makers alike.
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Teaching Ethics Applied to Al m
from a Cultural Standpoint: What L
African “Al Ethics” for Africa?

Emmanuel R. Goffi

Ethics applied to Artificial Intelligence (AI), improperly called Al ethics, is mainly
addressed through a Western perspective focusing on continental philosophy. As a
result, discussions on ethics applied to Al are shaped by the West. Consequently,
the majority of Al ethical regulations are set in the West, by the West (Jobin et al.
2019). In the realm of ethics applied to Al some areas of the world are almost totally
absent from the debate, Africa being the most illustrative case. Yet, diversity which
makes the richness of our world should be translated into a cross-cultural approach
of ethics applied to Al. As Séverine Kodjo-Grandvaux (2011) wrote it, “thinking
African philosophy could lead the Western thinker to question his own philosophy
and to take a self-reflexive look at his legacy”.

Much greater diversity in how we approach ethics applied to Al is urgently
required to represent the world’s plurality of perspectives. In that sense, a culture-
grounded study of ethics and its applications to Al should irrigate any teaching
pertaining to the subject.

Short of a wider analysis on ethics applied to Al, we are taking the risk to fall
into the trap of some kind of ethical tyranny coming from the West (Goffi 2021b)
and ignoring the variety of thoughts that could be used in a global debate.

As Alassane Ndaw (2011) rightly asserted it, “being a philosopher in Africa
is about understanding that there cannot be a monopoly on philosophy”. Teaching
diversity is a way to break this monopoly and give African philosophies and wisdoms
the place they deserve in the ethical assessment of Al

There is an African saying stating that “the sage is the one who perceives a river
from the top of the trees”. From the top of Western philosophical convictions, it be
worth having a closer look at the river of African ethical thoughts.
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Representing 16% of humanity with a huge demographic potential, Africa cannot
be ignored. The continent must have a say in the debate on ethics applied to AL. But, in
order to enter the debate, the need for education in this specific and promising field is
more than ever striking. Africa should not be given a seat at the table: it should bring its
own seat and table. In other words, the continent needs to develop its own perspectives
and then participate to the global debate. Thus, it will establish standards relevant
to its specificities, and inform the rest of the world about divergent perspectives on
ethics applied to Al. Doing so it could shape the debate on a global governance of Al
and its ethical dimension, instead of enduring the Western universalist perspective.

The debate on ethics applied to Al can only be enriched with new perspectives
stemming from the richness and diversity of the African continent. This open mind-
edness is all the more important as it would open new fields of reflections fed by
mindsets and cultures. It would also undoubtedly open new perspectives that could
help in establishing a fair Al governance that would be grounded in the respect
of cultural diversity instead of being imposed by the West based on the disputable
assumption of the existence of universal values.

This chapter, aims at opening a debate on the significance of cultures in the ethical
assessment of Al, stressing the role Africa could play in the field. We will first go
through a general overview of the existing normative tools, showing that they are
mostly produced by Western countries. We will then have a critical look at the African
awakening in the field of AI. We will finish by stressing the pressing need for much
more African perspectives and initiatives in the field of ethics applied to Al, and by
asserting the fundamental importance of education to train future African leaders in
ethics applied to Al

1 The Global North Versus the Global South: History
Repeating?

It has become a truism to assert that Al is everywhere, even if it is not exactly true.
It is becoming a truism to say that ethics is everywhere as well when it comes to
Al Short of legal tools, ethics appeared as a normative consolation solution to frame
and regulate the development and use of Al systems (AIS). Yet, regulation through
ethics is not enough. First, it is not supported by sanctions decided by a normative
body or an official regulatory system. Second, ethics is a poorly defined notion that
can be subject to many interpretations. Third, a direct consequence of the previous,
is that it is too flexible a notion to be applied evenly and efficiently.

Nonetheless, this flexibility and ill-defined character are assets for stakeholders
that do not want to be formally constrained by legal rules (Fjeld et al. 2015; Greene
et al. 2019). In other words, ethics is the easy way to set standards without setting
coercing rules, to regulate Al avoiding legally binding instruments.

Then, doors are open for norm entrepreneurs to start a “moral crusade” (Becker
1963) using norms as a tool to gain power and to protect specific interests. This race
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for normative power, well-illustrated by the European Union’s efforts to impose rules
applied to Al to the rest of the world, has led to the multiplication of codes of ethics
and other ethical regulations applied to Al (Goffi et al. 2021; Goffi and Momcilovic
2021).

Yet, those crusaders are drowning the field of Al under hundreds of codes of ethics
supposed to regulate its development and use. Doing so they are multiplying sources
of norms making them unreadable and then ineffective. Thus, the number of ethical
guidelines related to Al has grown in a concerning way these past four years or so.

A quick look at the state of the art suffices to notice the pre-eminence of the West
in providing ethical norms. The number of codes pertaining to ethical standards in
the field of Al has literally exploded in the past five years or so. Depending on the
sources and methods, figures go from around a hundred (Dynamics of Principles
Toolbox of the Al Ethics Lab; Council of Europe Digital Policies Framework) to
more than a thousand normative documents (Jobin et al. 2019). The vast majority
of which were established by Western countries (North America and Europe), by
private companies and political bodies (Fjeld et al. 2015; Jobin et al. 2019).

Consequently, one can easily infer that there is a strong probability that existing
codes of ethics applied to Al are setin a way that they support Western vested interests
(Zeng et al. 2018; Hagendorf 2020). It can also be deduced that the norms established
as aresult are based on Western concerns presented as universal. The need for privacy
would be an interesting if not enlightening case study showing that this need is not
universally shared, and that privacy is not understood the same way worldwide. For
example, “Ubuntu emphasizes transparency to group members, rather than individual
privacy” (Dorine van Norren 2020). Consequently, there might be some legitimate
doubts regarding the universal relevance and impact of these codes.

To counter these doubts, the only way is to embrace diversity, to accept that even
if we ontologically share a universal belonging to the world, we might differ in
our ethical views and appraisals. Then, each culture should be entitled to have its
own code of ethics applied to Al built on its own concerns, and protecting its own
interests.

Yet, many parts of the world are excluded, explicitly or implicitly, from the debate
on ethics applied to Al For instance, China, which represents 20% of the world
population and is aiming at being the leader in Al by 2040, is barely present in the
debate on ethics applied to Al India, with its 1.36 billion inhabitants is almost totally
absent. Latin America is struggling to carve out a niche for itself in the field. The
Middle East is slowly emerging trying to be heard in the Western ethical noise. Not
to mention Russia.

What about Africa then? As the study by Jobin et al. mentioned it, Africa is “not
represented independently from international or supranational organizations”, which
makes Al ethical regulations problematic for many reasons. First, these regulations
might address Western concerns much more than African ones. Second, they might
mostly protect Western interests and barely African ones. Third, without Africa being
fully engaged in the debate, skills and knowledge will remain on the Western side
and Africa’s influence will remain limited. One can argue that since Africa is present
in international fora, it demonstrates it is involved in the Al ethical regulation debate.
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However, the play of diplomatic talks, the competitive geopolitical environment, and
the interests at stake (Thibout 2019; Goffi 2020b), along with conformism that is at
play among diplomats, do not allow to assert that African peoples’ voices are either
heard, or even correctly represented.

At the end of the day, while widely praised, diversity and its implications in
the field of ethics seem to be denied in the field of Al. Ethical reflections are thus
conducted like if the West had a monopoly over what is acceptable and what is
not. Interestingly even the fact that some viewpoints are not mainstream is deemed
unacceptable from this stance. In other words, we in the West act as if we were
legitimate to judge upon the level of acceptability of ethical stances.

The question remains open: can diversity regarding ethical perspectives be denied
in the name of a quest for universal standards? Making a choice between relativism
and the acknowledgment that all ethical standpoints are equal and universalism and
its tyrannical, not to say colonial, potential is cornelian. A third option might be
interesting: the recognition of the importance of the respect we owe to particularisms
stemming from cultural diversity. Thus, we could find a middle way between the
excesses of both relativism and universalism, and thus avoid a new “Western cultural
hegemony” (Elmandjra 1995) conveyed in a technological Trojan horse.

Africa could be the herald of such a balanced approach based on mutual listening
and respect for cultural features.

2 The “Awakening” of Africa

Looking closer we can perceive some slight changes. Indeed, some countries in
Africa have perfectly understood the importance of both Al and the need to be part
of the Al race.

Al related technologies are slowly spreading throughout the continent. In the
financial sector, for instance, young African companies are using mobile phone plat-
forms relying on Al to provide consumers with bank services. Also, in agriculture
where mobile phones are used to monitor crops growing and livestock farming, or
like in Uganda, to model crops diseases. Furthermore, Africa “has seen the highest
rate of increase in internet use and connectivity in the world over the last two decades”
(Hafez 2020), and the potential for further improvement is indisputable with projects
such as the Digital Moonshot Initiative aiming at digitally enabling the whole conti-
nent by 2030, or the African Union’s Digital Transformation Agenda aspiring to
allow businesses and individuals to access the Internet for free by 2030.

Nonetheless, it is essential to remember that the spreading of technology is quite
uneven in Africa (Hu et al. 2019; UNESCO 2021), with for instance, an internet
penetration ranging “from 55% in southern Africa to 12% in the central region of the
continent” or mobile subscriptions representing “149% of the population in southern
Africa and 102% in northern Africa but only 50% in central Africa” (Dannouni et al.
2020). There is a lot of work ahead to fix this digital divide, but Al remains a top
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priority for many countries in Africa (Asmal et al. 2020), the dynamics is there and
so are the resources, even if still insufficient.

This uneven pervasiveness of Al must also be put in a wider context of profound
cultural diversity on the continent (Gwagwa et al. 2020). It is thus important to
stress that Africa is not one homogenous mass. It is multiple. It is a huge mosaic
of ethnic cultures made of 48 mainland and 6 islands countries and some 3,000
tribes, speaking between 1,500 and 2,000 languages, and representing about 16% of
the world population. The African continent is no more uniform than Europe, the
Western world, the Middle East, or Latin America. Then one must bear in mind that
talking about Africa as a single entity can be misleading.

This diversity is both a drawback and an asset in Africa’s journey towards Al
ethical regulations. A drawback first since it means that compromises must be found
to allow Africa to speak in unison, if all stakeholders are ever willing to. Obviously,
such a goal does not go without difficulties. The very relevance of having one voice
for the whole continent is as much disputable as the universalist design of the West.
However, if the European Union, despite its internal divergences, is able to reach a
middle ground on the subject, one might be optimistic that Africa could succeed as
well (Gwagwa et al. 2021; UNESCO 2021).

In Africa, countries such as Kenya, Tunisia, South Africa, Ghana, or Uganda
are already working to develop data protection and ethics strategies. The critical
question now is: Which ethical approaches are relevant in the context of the diversity
the African continent is made of? It is obvious that South African expectations
regarding Al (Schoeman et al. 2017) and potential regulations (UNESCO 2021) may
not be the same as Nigeria’s ones, that Morocco’s ambitions may differ from those
of Kenya, not to mention their disparate respective capacities to develop standards.
When it comes to Al ethical regulations, it is then fundamental to go beyond the bad
habit to consider Africa as a whole, and to take into consideration its diversity and
particularisms. Navigating between different wisdoms such as Ubuntu or animism,
several religions and syncretism, various traditions, diverse identities stemming from
numerous historical backgrounds, Africa is a patchwork of cultures that do not fit
into arbitrary categories or even established borders. Adding geopolitical and political
considerations, would definitely make a unified ethics difficult to delineate.

However, despite all foreseeable difficulties, the continent should consider setting
its own Al ethical regulations and monitoring bodies specifically focusing on its
diversity which also makes its richness. The future of Al in Africa should be African,
benefiting a population which is expected to double in the next three decades.

Yet, Al ethical standards and discussion are still set in the West as if Africa was
unable to identify its own specific needs, define its own solutions, and build its own
ethical framework. Africa has a lot to bring to the debate on ethics applied to Al
opening doors to new perspectives stemming from its own experiences and philo-
sophical traditions. Enriched by its exceptional spiritual diversity made of traditional
Religions of the Book, wisdom such as Ubuntu and animism and its syncretic prac-
tices, African peoples have the power to help us to take a fresh look at ethics applied to
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Al An African perspective on ethics applied to AI would not only shake our convic-
tion and open a new path towards Al ethical regulations, but it would also offer the
continent normative tools fitting its very needs for the benefit of its population.

Al is not developing at the same pace in Africa as in the global North. It is
undeniable that initiatives, such as the Responsible AI Network—frica, have been
launched to bring Africa back in the Al race. Still, there is some work ahead if the
African continent wants to take a role in Al at large, and in ethics applied to Al
specifically.

One of the biggest challenges will be then to develop a native perspective on ethics
applied to Al This will not be an easy task. However, it is an essential one. Cultures,
histories, religions, political systems, identities, geopolitical considerations, tech-
nological advancement, and financial interests are among some of the hurdles that
Africa will have to go over to set its own ethical regulations. Africa will actually
have to deal with the same difficulties to build common ethical norms than ones the
rest of the world is currently experiencing, internal competitions and vested interests
coming first.

As Gwagwa (2019) stresses, “despite the clear need to understand how Al affects
people around the world, a truly global perspective remains a critical blind spot in
the ethics conversation.” Though, freeing from the universalist Western approach
on ethics applied to Al seems difficult. Calling for inclusion of Africa in the debate
instead of calling Africa to establish its own strategy on local grounds, is illustrative
of this tendency to leave the lead to the West and to request others to join the band-
wagon. Thus, while underlining the global ethical perspective blind spot, Gwagwa
writes that “[e]thical Al requires the application of universal human values and inter-
national standards”, adding that “[h]owever, it also needs to take into account Africa’s
historical peculiarities.”

Africa needs more than ever to free itself from the Western universalist tropism to
focus on its peoples’ needs and ethical stances. Calling at the same time for universal
normative standards, and for the respect of particularisms will inevitably lead to dead
ends and slow down Africa’s journey towards Al and its potential benefits.

The perceptible awakening of Africa in the field of Al needs to be nuanced. If
there are some positive signs showing that the continent is aware of the importance
and of the potential of Al, Africa is still lagging and Western viewpoints are still
pervading, especially when it comes to establishing ethical norms. Africa needs to
move from a passenger side to a driver side strategy if the continent wants to become
a leader in the field.

“The race for digital advantage in Africa” (Dannouni et al. 2020) can only be
won by trained people. Not only should people be trained to run the race, but they
also need to be trained running on a specific ground for a specific type of race. In
other words, when it comes to Al education, Africa should teach people to run the
normative race based on cultural grounds.
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3 The Importance of Africa’s Native Perspective

A native perspective on ethics applied to Al is thus necessary to unleash the full
potential of the continent.

In2021 the UNESCO released the results of its Artificial intelligence needs assess-
ment survey in Africa, stressing the “significant human resource gap in addressing
the ethical implications of Al in the surveyed countries” and highlighting concerns
regarding the safeguard of cultural heritage and the implication of Al for cultural
diversity. Interestingly, the impact on cultural diversity of norms almost exclusively
set by Western countries (Jobin et al. 2019) is barely addressed by scholars and
commentators.

Culture here is key. Culture is the product of “the collective programming of
the mind”, lying on specific values and leading to appropriate behaviors (Hofstede
2001). As such cultures are the vehicle for common ideas and shared perceptions.
They model communities and provide them with the necessary cement to build a
society. They also provide members of the community with a sense of belonging,
a structure within which individuals will build their identities and roles, which will
in turn give birth to particular “expectations and meanings” that will “form a set of
standards that guide behavior” (Burke and Stets 2000). As such, culture is an essential
component of societies worth being protected. When it comes to Al ethical standards,
if we agree that these standards are the product of culture, we might assume that they
will differ from one cultural community to another. This diversity and the range of
particularisms it covers need to be defended against any attempt to impose standards,
legal and/or ethical, from the outgroups. Cultural diversity and particularisms must be
fully considered and integrated into the debate on ethics applied to Al (Goffi 2021a,
b). More than just an option, it must be seen as a “matter of survival” (Elmandjra
1995).

Incidentally, the fundamental value of cultural diversity is clearly and loudly stated
in the Universal Declaration of Human Rights (art. 22) and the Universal Declaration
on Cultural Diversity (art. 4), of the United Nations Educational, Scientific and
Cultural Organization adopted in 2001. The United Nations Charter, furthermore,
calls for international co-operation in the cultural field (art. 13) and for “international
cultural and educational cooperation” (art. 55), “with due respect for the culture” of
the peoples (art. 73).

Aside from “culture”, keywords here are “‘cooperation” and “respect”’. Respectful
cooperation in the field of ethics applied to Al cannot go through mere inclusion
of the African continent into an existing debate of which limits have been mainly
set by Western countries. A call for inclusion presupposes exclusion and can even
lead to more exclusion. By setting standards without listening to African voices,
“the Global North may lead the social inclusion discourse and take decisions on
how African civil society should be included” (Gwagwa 2019). Such a situation
would eventually lead to the denial of Africa’s right to make its own way towards
its own Al ethical regulations, excluding de facto the continent from the debate. On
the other hand, it must be recognized that African actors need to develop their own
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perspective as independently as possible from Western influences. Thus, instead of
assessing “the extent to which Africa has been included in the Al ethics discussions
to date” (Gwagwa 2019), it is worth assessing what Africa’s peoples are and what
native solutions might be offered.

Africa should from now on consider developing standards fitting its needs and its
cultures. This will be possible if and only if education on native ethical perspectives
is developed at all levels from initial to continuing education.

So far, Africa has been following, sometimes from afar, the discussion on ethics
applied to Al. Most of the initiatives that are launched in the field of Al in Africa
are actually initiated by Western institutions or under the auspices of international
organizations such as the UNESCO, where the play of diplomacy and the level of
conformism does not allow the expression of grass roots’ viewpoints.

African trailblazers in ethics applied to Al will then emerge from the youngest
generation that will be educated on the subject from their respective cultural stand-
points. This is exactly the claim made by the UNESCO’s Director-General when
she asserts that “we must empower young people by providing them with the skills
they need for life in the twenty-first century” and eventually “to ensure that Africa
fully participates in transformations related to Al, not only as a beneficiary but also
upstream, contributing directly to its development” (Azoulay n.d.).

Yet, behind good intentions bad methods can be found, and even if the UNESCO
aims at being “a universal forum where everyone’s voice is heard and respected”
(Azoulay n.d.) it does not mean that everyone’s voice is actually heard and respected.

Indeed, Azoulay (n.d.), while calling for an international dialogue, also states that
ethics applied to Al is a global issue and that “reflection on it must take place at the
global level so as to avoid a ‘pick-and-choose’ approach to ethics”. The problem with
such a statement is that it closes doors to particularisms trying to merge diverse and
intricate perspectives into one single stance. The very ethical question here would be
to know why “a ‘pick-and-choose’ approach to ethics”, which refers to the idea that
each actor should be entitled to take whatever it considers as relevant to its specific
case, should be avoided. Then the very fact that ethics applied to Al is a global issue
is misleading for in many places around the world, it is not even a subject either
because it is not culturally necessary (for instance in culture where ethics is based on
religious beliefs that cannot be questioned by regular people), or because technology
is not seen as problematic, or even because technology is not accessible.

So, questions remain open: on what ethical ground can we assert that ‘pick-
and-choose’ ethics are less acceptable than global ethics? Isn’t respect for diversity,
including ethical diversity, a value for the UNESCO? Is relativism more unacceptable
ethically than universal hegemony?

As philosopher Effa (2015), writing on animism, puts it, “Africa has still alot to tell
us. Since she went through the great ordeal, she is in some ways enlightened (initiée)”.
The very first thing Africa could offer to the world is a unique perspective, maybe
more pragmatic, on ethics applied to Al. Developing its own ethical perspective,
Africa could participate to the setting of a global governance system that would take
into account the specificities of the continent.
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As an illustration, Gwagwa (2019) relevantly stresses, that “governments of the
Global North, with some exceptions, mostly approach the ownership and protection
of data simply from a personal privacy angle, without considering the economic value
of processed and redacted data, whilst those in the Global South are only beginning
to see such datasets as a valuable collective informational resource”. Africa might
initiate a debate on what privacy really means for African people since “[a]n African
approach to privacy and protection is not about personal data, but collective rights”
(Romanoff and Hidalgo-Sanchis 2019). Then it should evaluate the importance of
privacy compared to the expected economic gains related to the use of data potentially
seeing them as a “promising resource” (Goffi 2020a) in the struggle between multina-
tional companies and African actors (Dannouni et al. 2020). The ethical perspective
might be then quite different and so would be standards.

As aconsequence, “[f]uture regulatory frameworks should not merely be imported
from the West as policy transfer but engaged with and adapted to the African context”
(Gwagwa 2019) and interests.

What is needed now in Africa, is a huge education program providing peoples
with the relevant tools to make their own opinion on what they need and how they
want to reach their goals within a specific cultural ethical framework. Equipped with
such skills, African peoples will be able to not be included into an existing debate,
but to initiate new debates and thus have a real influence at the global level on the
future of Al and its normative frame.

Eventually, education at large, and critical thinking specifically, is the key that
will open the door to autonomous reflections on ethics applied to Al in Africa and
allow the continent to develop and use Al for Africans in an ethically acceptable and
unbiased way.

4 Education: A Necessary Tool for Africa’s Influence
in Ethics Applied to AI

Following Swiss psychologist Jean (1990, 1952, 1997), Piaget and Inhelder (1969)
works on cognitive development, and Russian psychologist Vygotsky (1978, 1986)
writings on the impact of social interactions on cognition and behaviour, social
constructivists have demonstrated the importance of culture in the shaping of ideas.
If Piaget’s and Vygotsky’s research focused on children, they can nonetheless be
extended to adults whose perceptions of the world are influenced by their experiences
and consequently by their early education.

Then social constructivism has been extensively used in the field of educa-
tion explaining how learners are constructing their knowledge based on experi-
ences. Stating that reality is a social construction (Berger and Luckmann 1966),
constructivists offer a method to understand how this reality is built.

Two elements seem essential to stress regarding ethics applied to Al from an
African perspective. First, according to social constructivism, education is the vehicle
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for the construction of both morality and the reality of the world. Second, language
plays a critical role in spreading ideas and thus shaping perceptions.

If we agree with Durkheim (1925) that education, including moral education, and
language are both intrinsically linked to culture, this leads us to postulate that any
fair ethical appraisal of Al should stem from a specific education and language, in
other words from a specific cultural standpoint.

Consequently, education based on local cultural standards is essential to the
protection of culture. Conversely, any education based on outgroups cultural stan-
dards could lead to some kind of weakening if not disappearance of a specific
culture. As Durkheim asserted it “[w]henever two peoples, two groups of individuals
belonging to different levels of culture, are brought into continuous contact with each
other, certain feelings will develop which will make the group which has or believes
itself to have the higher culture tend to do violence to the other group” (Durkheim
1925). Even if Durkheim deducted this law from the specific case of corporal punish-
ment in school settings, it is still relevant considering that the denial of cultural partic-
ularism can be likened to a form of psychological violence, sometimes, as History
as unfortunately shown, leading to physical violence.

Yet, as stated in the UNESCO’s Universal Declaration on Cultural Diversity, “[t]he
defence of cultural diversity is an ethical imperative, inseparable from respect for
human dignity” (art. 4), and “due respect for the culture” of the peoples is a legal
requirement enshrined in the United Nations Charter.

Therefore, adopting ethical rules applicable to Al set by Western countries seems
not only irrelevant regarding respect for cultural diversity, but it also seems potentially
dangerous for African people. Yet, the tendency is still to ask for help in terms of
setting standards (UNESCO 2021).

5 Facing the Turning Point: Towards Conformism
or Towards Autonomy

Two alternatives lie before Africa today. On the one hand, the continent can keep on
calling for inclusion into the existing debate framed by Western actors and adopting
pre-established normative instruments and reflections trying to adjust them to its
needs. Doing so, Africa would recognize the influence of other cultures on its own
ones, and thus accept the potential risks for its cultures. Falling into “moral realism”
(Piaget 1997), i.e. the idea that rules define what is right and what is wrong and that
“[a]ny act that shows obedience to a rule (...) is good; any act that does not conform
to rules is bad”, would lead to the mere application of Western standards to African
situations, with the risk that these standards would not benefit Africa’s peoples.

On the other hand, Africa could start working on a native “construction of reality”
grounded on its own experiences and needs. It would then free itself from the Western
moral tutelage. This second option is by far the most relevant if African countries
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want to fully benefit from the godsend of Al and be competitive at the international
level.

Then the very first step would be to educate people in Africa in a way that would
empower them with the sufficient knowledge and skills to take charge of their own
fortune. Such an education should be built upon a constructivist approach consid-
ering, first, that knowledge is the product of experiences rooted in specific contexts
and of social processes and interactions, second, that it results from language use,
itself integrated in a cultural setting.

Teaching should not be reduced to mere spreading of existing knowledge. It
should challenge learners, give them a voice, support them in making their own
theories, building their own perceptions. It should also be contextualized in order
to offer students with a full understanding of the context in which ethics applied to
Al is implemented. Passive learning, consisting in waiting for the West to provide
knowledge, must yield priority to active learning empowering learners with necessary
skills to construct native meanings through active engagement with their cultural
environment. Putting down learners’ roots in a community sharing values and ideas
will provide them with a sense of belonging, with a role and identity (Burke and Stets
2000), and help them to acquire meaning “in a system of social behavior” (Vygotsky
1978).

The above-mentioned need for educational shift perfectly aligns with the survey
released by the UNESCO (2021), stressing that 84 percent of responding African
countries consider that “updating education, skills and training systems to strengthen
human and institutional capacities for the development and use of AI” is important.

Educational strategies must be developed in Africa to avoid “moral crusaders”
(Becker 1963) to impact local cultures. Once again, the UNESCO’s (2021) survey
stresses that “[t]he implications of Al for cultural diversity is important for 20 coun-
tries, of which ten consider the issue to be urgent” but does not mention potential
risks associated with the imposition of non-African moral standards to the continent
and the need for native reflections on ethics applied to Al.

Africa has a unique opportunity to make its own journey towards Al and its
ethical framework. What it needs is to develop a “theory of experience” rooted in its
own settings to move “forward to ever greater utilization of scientific method in the
development of the possibilities of growing, expanding experience” (Dewey 1938).

As Honebein (1996) summarized it, such a strategy should aim at reaching
several pedagogical goals, among which embedding “learning in realistic and rele-
vant contexts” and grounding it “problems within the noise and complexity that
surrounds them”.

Education in Africa should be aimed at solving African problems through African
reflections based on African cultural perspectives and identified needs. Any attempts
to adjust Western standards to the African situation is a risky bet. Ethics applied to
Al is no exception. It is all the more relevant that ethics is based on values that are
themselves grounded into culture.
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6 Conclusion

The wideness of the world barely falls in with the narrowness of our mind-
sets. Education is a way to open our mind to diversity and to listen to particular
perspectives.

Clearly, Al has an enormous potential to generate wealth in Africa. However,
framing this potential within ethical standards set by non-African stakeholders may
hinder the expected benefits of Al for the continent. Undoubtedly, Africa as a tessel-
lated area will face internal struggles around vested interests related to Al foreseeable
godsends. Yet, it might be easier and more relevant to find a compromise, even if
unperfect, on Al ethical norms between African actors than to import existing frame-
works that would not fit Africa’s needs and would potentially jeopardize its expected
benefits. So far, the West is leading the normative debate on Al shaping its outlines and
slowly imposing its perspective without due consideration of the cultural diversity
of ethical stances.

Africa needs to shift to many native educational strategies aiming at empowering
its people and providing them with all necessary skills and tools to be competitive
in the international Al race.

Things are evolving at a slow pace in Africa. Even if the continent is perfectly
aware of the benefits it could withdraw from Al, itis still lagging waiting for inclusion
into the ethical debate. Short of a native perspective, African countries are relying
on existing codes and normative documents established by non-African countries.
Adopting standards set in a different cultural environment might be dangerous for it
would give room to cultural influence that might endanger African cultures.
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Practical Implications of Different )
Theoretical Approaches to Al Ethics oo

Ugochi A. Okengwu

Ethics are moral principles that govern a person’s behaviour or the conduct of
an activity. As a practical example, one ethical principle is to deal with all of us
with respect. Philosophers have debated that ethics for plenty centuries and there
are numerous famous concepts, perhaps one of the most well-known being Kant’s
express imperative act as you may like every other humans to behave towards all
different humans (From Kant’s 1785 ebook ‘Ground work of the metaphysics of
morals’).

Different Artificial Intelligence (Al) ethics standards, guidelines and strategies
have been formulated round the world to assist remedy the rising issues of Artificial
Intelligence structures in our society, like OECD (Organisation for Economic Co-
operation and Development), Al4People’ Ethical Frameworks, The Beijing Al Prin-
ciples. Application of responsible Al in finance, area exploration, superior produc-
tion, transportation, electricity improvement, Agriculture and health is a crucial
aspect of growing Al systems.

We have noticed the effect of automation on “blue and white-collar” jobs, but as
computer systems turn out to be very complex and useful, more jobs and positions are
made obsolete. The effect of Al and robotics in Africa will lead to inequality; there
will be a large quantity of unemployable humans and breakdowns in the social order
(Smith and Anderson 2014). The most important question around Al is inequality,
which isn’t normally covered within the debate in Al ethics. It’s an ethical problem,
however, it’s mostly an issue of politics ‘who benefits from AI’ (Stilgoe 2020). It
has been observed that lack of government engagement to date has been a hindrance
and encouraging African governments to take a proactive approach to Al policy.

In reality, possible dangers emerge from the Al race narrative, in addition to a
really competitive race to develop Al systems for technological superiority (Cave and
OhEigeartaigh 2018). In drafting these legal guidelines, African regulators should
learn from International best practices, which include warding off burdensome
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requirements which could foreclose the benefits of Al and position African busi-
nesses at a disadvantage. Ethical techniques should remove bureaucracy that will
mitigate and intervene in the long standing societal biases, mainly on the grounds
of protected characteristics such as race and culture. Developing African-Centric Al
models, the use of information sourced from Africa will make it easy for practical
implementation of theoretical Al ethics in Africa, although UNESCO survey results
shows that African countries like Congo, Sao Tome and Principe, Zimbabwe have
developed ethical guidelines for Al but a general and harmonized approach is neces-
sary to protect individuals and collective privacy rights in the cross border of Al
data.

1 Ethics in Artificial Intelligence

There ought to be ideas that govern the discovery and design of Artificial intelligence
agents. Al is defined as developing machines that could assume, learn and react like
human (Siau and Wang 2020). We will similarly broaden the definition to describe
machines that do things that could normally require human intelligence—things
consisting of speech recognition, visible perception, and choice making (Siau and
Wang 2020). The conduct of the scientists inventing these machines and the machines
themselves can also have moral issues. In a recent managed study, researchers
reviewed those moral recommendations function as a foundation for ethical decision-
making for software program engineers (McNamara et al. 2018). There is poor prac-
tice of Al systems in compliance with the implementation of ethical guidelines,
although there are some Al ethics frameworks formulated from different parts of the
world today, namely.

1.1 OECD (Organisation for Economic Co-operation
and Development)

This Al ethics framework recommended five complementary values-based principles
for the responsible stewardship of trustworthy A, which includes that Al should drive
inclusive growth, sustainable development and wellbeing; Al systems development
should consider rule of law, human rights, democratic values and diversity, appro-
priate safeguards; Al system outcomes should be transparent and properly disclosed
to the users; Safety and security should be incorporated during the development
plan of Al systems, finally organisations and individuals developing, deploying Al
systems should be accountable to the outcome of the Al systems.



Practical Implications of Different Theoretical Approaches to Al Ethics 29

1.2 Al4People’ Ethical Frameworks

This Artificial Intelligence ethics guidelines is about Human organisation and over-
sight which include monitoring, schooling, human-machine interfaces and external
control of automobile data; Technical robustness and safety—together with resilience
to assault and security, fall back plan and regular safety, accuracy and reliability;
privacy and data governance together with respect for privacy, transparency &
communication, and access to facts; Transparency as a key mechanism to compre-
hend all other requirements; Diversity, non-discrimination and equity which includes
the avoidance of unfair bias, accountable balancing and accessibility; Societal
and environmental wellness—including sustainability and environmental friendli-
ness and social effect; Accountability—which includes audit ability, measures of
transparency, reporting of poor effect.

1.3 The Beijing Al Principles

The creation of Artificial Intelligence (AI) worries the future of the entire society, all
humankind, and the environment. The ideas are proposed right here as an initiative
for the research, development, use, and governance and long-term planning of Al,
calling for its healthy improvement to assist the development of a network of common
destiny, and the belief of useful Al for humankind and nature. The improvement of Al
have to do nicely to all mankind and conform to human values like privacy, dignity,
freedom, autonomy, and rights, the developers or researchers of Al systems ought to
be responsible for the outcome of their merchandise and additionally endeavour to
control the activities of the Al systems to divert risk. There ought to be a reflection
of diversity and inclusiveness when constructing an open Al machine. Additionally,
customers of Al systems have to be taken into consideration so that they need to
gain knowledge of how to use the Al systems wisely and have enough information
on how the Al system affects their rights and interests. Governance of Al ought to
look at Optimizing employment; concordance and cooperation need to be actively
increase so one can express the philosophy of “optimizing philosophy”, and long-
term planning to encourage Atrtificial general Intelligence.

Having looked at globally present Al ethics frameworks like OECD (Organiza-
tion for Economic Co-operation and Development), Al4People’ ethical Frameworks,
The Beijing Al principles, it’s far clearly beneficial for African countries to form a
unifying Al ethics framework for Al implementation to facilitate the practice of Al
ethics in Africa.
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2 Suggestions for Practicing AI Ethics in Africa

Practice of Al Ethics that is created with African context in Africa will definitely
cause independent and complete representation of human beings from different kinds
of ethnic agencies, as Al permeates our lives in Africa. Africa is a continent made
up of nations with unique cultures and values. There is need to bear in mind the
peculiarity of Africa when designing or developing Al Ethics for practice in Africa.
The increasing adoption of Al faces certain challenges and constraints, Al and the
associated strategies of machine learning, deep Learning, Data science, and so forth
is based on getting access to massive quantities of facts that may help train and
develop new systems. The variety and value of facts will decide what model will
analyze, if the records is western way culture inclined, it will affect the outcome of
the system. This imbalance carries dangers, in particular wherein the moral norms and
values designed into those technologies collide with those of the African groups in
which they’re deployed. Al ethics which are applicable inside the context of African
Continents are unique to African nations. This can be achieved through engaging in
the following activities.

2.1 Defining African Values and Align Al with Such Values

Any Al project implementation should be preceded by values and risk assessment. In
doing so, they should choose and contextualize only the good parts of global initia-
tives that accord with African own ethical values and cultural contexts. What ethics
means to Africa may be different to other regions, for instance, African cultures,
despite the diversity, have certain commonalities that include Ubuntu which encom-
passes a collective approach to life, sentimental and religious values and beliefs that
include the desire for collective good outcomes while being conscious of evil, as
well as a belief in life after death values, may not accord with or may even collide
with African interests in the context of Al. African beliefs and values consideration,
determine the type of Al that is created.

2.2 Protecting Data Privacy and Privacy Rights in Cross
Border Data Flows

Al affects the privacy of individuals especially through big data: long term records
that can be kept on any one who produces storable data. Digital records can be
searched using algorithms for pattern recognition meaning that we have lost the
default assumption of anonymity by obscurity (Selinger and Hartzog 2017). Any one
of us can be identified by facial recognition software or data mining of our shopping
or social media habits (Pasquale 2015). Al has been making such massive progress
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for several years precisely because of the large amounts of (personal) data available.
Those data are collected by privacy-invasive social media platforms, Smartphone
apps, as well as Internet of Things devices with their countless sensors. In the near
future, vision-based drones, robots and wearable cameras may expand this surveil-
lance to rural locations and one’s home, places of worship, and places where privacy is
considered sacrosanct, such as bathrooms and changing rooms. As the applications of
robots and wearable cameras expand into our homes and begin to capture and record
all aspects of daily living. We begin to approach a world in which all, even bystanders
are being constantly observed by various cameras wherever they go (Wagner 2018).
Presently, Africa is adopting Al at the stage of implementation when data is more
important than the technology itself. African countries have already been working
on data issues and facing data protection challenges in the process while some are in
the process of coming up with a legal framework. We can conclude that the current
Al boom coincides with the emergence of a post-privacy society. Collective rights
of peoples and communities must be protected in addition to personal privacy. This
can be achieved through the Harmonisation of Data and Al frameworks in Africa.

2.3 Ensuring Quality of Data and Removing Biases

Building AI systems, most often requires people to manage and clean up data to
instruct the training algorithms with huge training data sets, the question is the socio-
demographic source of this data determines how the Al model will behave. The
inventor or developer of an Al has great potential to determine its use and reach
(Conn 2018), suggesting a need for inventors to consider the wider impacts of their
creation. Al machines use algorithms (a set of sequential rules to be followed in
problem-solving) created by humans, so if the creator has any inherent biases or
is judgmental in some way, those biases can be built into the machine. Imagine a
machine used to predict criminal behaviour that includes the creator’s bias against a
particular race. That wouldn’t be fair or neutral, Systematic bias may arise as a result
of the data used to train systems or as a result of values held by system developers and
users. Researchers have found that automated advertisement tools are more likely
to distribute adverts for well-paid jobs to men than women (Datta et al. 2015). Al
that is biased against particular groups within society can have far-reaching effects.
Its use in law enforcement or national security, for example, could result in some
demographics being unfairly imprisoned or detained. If Al is used to screen people
for job applications or university admissions it could result in entire sections of
society being disadvantaged. Using Al to perform credit checks could result in some
individuals being unfairly refused loans, making it difficult for them to escape a cycle
of poverty. However addressing the gender biases, culture biases and race biases in
the development and use of Al systems will ensure Al ethics with African context,
will be implemented in Africa.
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2.4 Introducing Safeguards to Balance AI Opportunities
and Risks

Al offers opportunities mostly in the following areas: research and innovation; smart
automation in core areas such as health e.g. disease diagnostics such as malaria and
TB test automation and smart involvement and participation, clerical roles, agricul-
ture which employs 70% of Africa’s labor, energy, and tourism. Al also presents
opportunities for efficient public sector decisions and resource allocation especially
in social protection schemes, business analytics through increased data intelligence.
One way of programming Al systems is reinforcement learning where improved
performance is reinforced with a virtual reward. If we consider a system to be
suffering when its reward functions give it negative input, therefore once we consider
machines as entities that can perceive, feel and act, it is no huge leap to ponder their
legal status. In practicing Al Ethics in Africa, Al machines should not be seen as
moral agency or seen as persons.

2.5 Fair and Socially Responsible Al

Al should be both fair and inclusive; taking the continent’s nuances into account. This
can be achieved through Use of open data sets for benchmarking fairness. The use of
open data sets with safeguards offers benefits for benchmarking fairness among other
purposes. Ethically built and used Al could help promote equality and fairness, but
poor or malicious design risks exacerbating existing social problems in new ways.
Bryson (2019) argues that giving robots moral agency could in itself be construed as
an immoral action, as it would be unethical to artefacts in a situation of competition
with us. Fair and socially responsible Al needs to include and embody African values.

2.6 Engaging Local Commuenities

The ethics of community creation goes over and above the legal requirements to
include awareness-raising as a public dimension of policy: understanding the peculiar
needs of the people, working that is based on dialogue with communities making
sure they are included in the research, public engagement during which they can
inform the experts of their unique needs, and not exploiting them or simply ticking
the boxes as required by the law.
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2.7 Social Inclusion of Africa in the Fourth Industrial
Revolution

While AT has the potential to help solve many of humanity’s most pressing problems,
for example by creating a world that is less sick, less hungry, more productive,
better educated, and better prepared to thwart the effects of climate change, evidence
suggests that this promise comes with an escalating global risk of entrenched and
amplified social inequality. The uncertainty of Al and some of its negative impact is
most likely to be felt in the Global South, especially Africa who may be excluded
on both social, economic, and various grounds.

3 African-Context—AI Ethics Framework

African Artificial Intelligence should follow these guidelines.

e Governments in Africa should include Al ethics practice in the government
policies.

e Awareness index of Al ethics in Africa should be upgraded to a high level. To
ensure Al can benefit all and create the most societal value, stakeholders need to
have open conversations about the ethical dimensions of this technology and take
appropriate actions.

e African values and morals should be considered when building Al systems
because Africans have regard for privacy, especially sex life. So, it is against
African values and morals to use sexbots which is one of the products of Al

e Africans live communally, so local communities should be engaged while building
Al systems that will be used by Africans.

e Africa Al products should not be available only to a particular set of people due
to digital divide, lack of social amenities and communication facilities, this can
be resolved by ensuring more investment in technology.

4 Conclusion

In Africa, Al can help with some of the region’s most pervasive problems: from
reducing poverty and improving education, to delivering healthcare and eradicating
diseases, addressing sustainability challenges, the growing demand for food from
fast-growing population to advancing inclusion in societies. Al offers vast oppor-
tunities in the area of health, transportation; education, agriculture, etc. The ethical
implementation of Al faces some challenges like digital terminologies used differ-
ently in different continents, countries, and communities which could be expressed
due to diversity in culture and way of life.. The digital divide, which is the gap
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between individuals, households, businesses and geographic areas at different socio-
economic levels with regard to both their opportunities to access information and
communication technologies (ICTs) and to their use of the Internet for a wide variety
of activities, is also a major issue in Africa, which hinders the use of digital services
like AL As a first step in dealing with these challenges, African stakeholders should
work together to ensure Al applications are developed by teams with diverse demo-
graphic, gender, ethnic, and socio-economic backgrounds. This is important to avoid
cognitive bias. Al innovation will be key to solving many of these challenges as
long as it integrates consideration of ethical implications of systems that they build.
It’s also true that the risks of Al cause human misunderstanding and overreliance
on Al systems, as they also have limitations in the systems themselves. Therefore,
developers must always strive to fully and effectively communicate with users and
regulators to ensure adequate understanding of the technology, its use, and the risks
associated with it.

References

Bryson, J.J. 2019. The Past Decade and Future of AI’s Impact on Society. In Towards a New
Enlightenment? A Transcendent Decade, eds. M. Baddeley, M. Castells, A. Guiora, N. Chau, B.
Eichengreen, R. Lopez, R., Kanbur, and V. Burkett, Madrid, Turner.

Cave, S., and S.S. OhEigeartaigh. 2018. An Al Race for Strategic Advantage: Rhetoric and Risks,
1-5.

Conn, A. 2018. Al Should Provide a Shared Benefit for as Many People as Possible, Future of Life
Institute. https://futureoflife.org/2018/01/10/shared-benefit-principle/. Accessed 12 Aug. 2019.
Datta, A., M.C. Tschantz, and A. Datta. 2015. Automated Experiments on Ad Privacy Settings—A
Tale of Opacity, Choice, and Discrimination. In Proceedings on Privacy Enhancing Technologies,

vol. 1, 92-112, https://doi.org/10.1515/popets-2015-0007.

McNamara, A., J. Smith, E. Murphy-Hill. 2018. Does ACM’s code of ethics change ethical decision
making in software development? In Proceedings of the 2018 26th ACM joint meeting on european
software engineering conference and symposium on the foundations of software engineering—
ESEC/FSE, eds. G.T. Leavens, A. Garcia, and C.S. Pasareanu, 1-7. New York: ACM Press.

Pasquale, F. 2015. The Black Box Society: The Secret Algorithms that Control Money and
Information. Cambridge, MA: Harvard University Press.

Selinger, Evan & Hartzog, Woodrow. (2017). Obscurity and Privacy. https://doi.org/10.4324/978
0203735657-12.

Siau, K., and W. Wang. 2020. Artificial Intelligence (AI) Ethics: Ethics of Al and Ethical AL Journal
of Database Management (JDM) 31 (2): 74-87. https://doi.org/10.4018/JDM.2020040105.

Smith A., J. Anderson. 2014. Al, Robotics, and the Future of Jobs, Pew Research Center. http://
www.pewinternet.org/2014/08/06/future-of-jobs/.


https://futureoflife.org/2018/01/10/shared-benefit-principle/
https://doi.org/10.1515/popets-2015-0007
https://doi.org/10.4324/9780203735657-12
https://doi.org/10.4324/9780203735657-12
https://doi.org/10.4018/JDM.2020040105
http://www.pewinternet.org/2014/08/06/future-of-jobs/
http://www.pewinternet.org/2014/08/06/future-of-jobs/

Practical Implications of Different Theoretical Approaches to Al Ethics 35

Stilgoe, J. 2020. Who’s Driving Innovation?: New Technologies and the Collaborative State.
Palgrave Macmillan. https://doi.org/10.1007/978-3-3-030-32320-2_2.

Wagner A.R. 2018. An Autonomous Architecture that Protects the Right to Privacy. https://www.
aies-conference.com/2018/contents/papers/main/AIES_2018_paper_125.pdf.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.


https://doi.org/10.1007/978-3-3-030-32320-2_2
https://www.aies-conference.com/2018/contents/papers/main/AIES_2018_paper_125.pdf
https://www.aies-conference.com/2018/contents/papers/main/AIES_2018_paper_125.pdf
http://creativecommons.org/licenses/by/4.0/

The Present: Best Practices and Challenges
in Al Ethics Education



Al Ethics in Higher Education: Research | m)
Experiences from Practical Development | @i
and Deployment of AI Systems

Joyce Nakatumba-Nabende, Conrad Suuna, and Engineer Bainomugisha

1 Introduction

Artificial Intelligence (Al) offers tangible benefits in several application domains
like disease diagnosis in health (Muyama et al. 2021; Mahmood et al. 2021), crop
disease diagnosis in agriculture (Brahimi et al. 2017; Owomugisha and Mwebaze
2016; Mbelwa et al. 2021) transport and infrastructure (Floyd 2020), environmental
monitoring (Coker et al. 2021), and natural language processing (Sefara et al. 2021;
Adelani et al. 2021; Nabende et al. 2021; Kabiito and Nakatumba-Nabende 2021).
Increasing access to large datasets, improvements in AI models, and accessibility
to computational resources have led to growth in the area of Al and particularly
machine learning (ML). The growing use of machine learning, in turn, has led to
discussions and concerns around ethical aspects. One central ethical concern is about
the data used for training machine learning models. For example, an Al-judged beauty
context showed that it was biased in the selection of its winners because the model
was trained on data that had involved individuals with light-skin tones compared to
darker skin tones (Pearson 2016). When an ML algorithm is trained on a dataset
that has underlying biases, it can make poor predictions on the underrepresented
population. Moreover, if algorithms trained on biased data sets are adapted and used
in real-life settings they can exacerbate the discrepancies observed in the data (Liu
et al. 2019). Therefore, ethical aspects must be taken into consideration at all stages
of building and deploying Al systems.
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In African Universities, three approaches are being taken to grow the Al and
data science education and research ecosystem. This has been through the establish-
ment of Al-related data science degree programs (Butcher et al. 2021), setting up Al
research labs and centers of excellence, and implementation of practical Al projects.
The growing potential of Al has resulted in the establishment of new or strengthening
existing university programs in the areas of machine learning, artificial intelligence,
bioinformatics, and data science. This is expected to enhance the development of
local capacities in Al and data science across the continent. The research labs have
been set up within universities and they use Al and machine learning to solve multi-
disciplinary and practical challenges across several domains in Africa (Makerere
Artificial Intelligence Lab 2021; Research Groups—Wits University 2021; Home |
CAIR, 2021; Ciira Wa Maina’s Homepage 2021; Data Science for Social Impact
Research Group—Home 2021). The research labs enable the implementation of
practical Al case studies. This provides opportunities for the integration of Al ethics
and responsible Al approaches into the educational space. In this paper, we follow
these approaches to build a case on the integration of ethical Al around research,
innovation, and capacity building. An ethical Al ecosystem should be spearheaded
by educators and researchers within the higher institutions of learning. The education
sector at universities has the potential to influence students who eventually interact
with data collection, model development, and eventual Al system deployment. This
is also referred to as the data-to-impact pipeline that is necessary for creating Al
solutions and systems (Nakatumba-Nabende 2021). The research labs help to bridge
the current gap around the integration of Al ethics in education from a practical
research perspective.

In a recent survey by UNESCO, one of the main recommendations for capacity
building in organisations to address ethical challenges was to develop educational
programs that include Al ethics across different levels in educational institutions
development in Africa (Sibal and Neupane n.d.). To fill this gap, this paper presents
results from selected universities in Africa to understand the state of Al ethics in
graduate programs and experiences in the practical Al systems implemented by Al
research labs at these universities. Specifically, we address two research questions:

RQ1: What is the state of Al ethics in computer science programs at African
Universities?

RQ2: What are Al ethics issues, lessons, and best practices arising from the
practical Al systems implemented by the Al research labs on the continent?

Our results show that Al ethics is embedded in traditional courses such as research
methods, although specific Al ethics courses are also emerging. There is a growing
trend of the establishment of Al degree programs and research labs in African higher
educational institutions. Al labs are playing a pivotal role in developing relevant
curricula and content to support Al ethics research and training. Research work in
Al ethics is minimal across the institutions and this is attributed to the growing
capacity specifically in the Al ethics field.

The rest of the chapter is structured as follows. In Sect. 2, we detail the topic of
Al, Al ethics, the state of Al education, and research in Africa. Section 3 describes
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the research methodology that we used. Section 4 discusses the results and Sect. 5
concludes the paper.

2 Background

2.1 Ethical Artificial Intelligence

Al technologies are being encountered in several areas of our day-to-day life (Yu et al.
2018). The term Al is frequently used to classify systems that possess characteristics
such as learning from experience, discovering meaning, and have the ability to reason
(Builtin 2021). Ethical Al speaks to a moral compass that enables people to make
ethical decisions during the development and deployment of AI models. This area is
now a major focus around the design, development and deployment of Al systems.
There has been growth in the formulation of guidelines, frameworks, consultations
around ethical Al from several stakeholders including academia, non-governmental
organizations, industry, governments, and international bodies. The Montréal Decla-
ration for Responsible Development of Artificial Intelligence was drafted from an
academic perspective and was formed out of a forum on the socially responsible
development of AI (Universite de Montreal 2018). Several companies in the industry
have also come up with their specific Al ethical principles, for example, Deepmind
Ethics and Society Principles (DeepMind 2021), Microsoft Al Principles (Microsoft
2021), and Google Al principles (Google 2021), OECD’s Recommendation of the
Council on Artificial Intelligence (OECD 2021), and Al4People ethical framework
(Floridi et al. 2018). As digitalisation is on the increase on the African continent, a
number of African countries are also coming with data protection and privacy acts.
Work in Al ethics is also fostered by conferences for example the ACM Conference on
Fairness, Accountability, and Transparency (FAccT) that brings together academics
and industry to discuss issues around Al fairness, accountability, and transparency.
The idea is that we can be able to consider these existing Al ethical frameworks as
a basis and use them as a baseline to highlight what applies to the African context.

2.2 Al Ethics Education

Several studies by academia, government, and industry have emphasized the need for
developing ethical Al education among key players in the Al ecosystem including,
developers, government agencies, users, NGOs, and industry (Taylor and Deb 2021;
Rajietal. 2021). Al ethics education should be an important component of Al educa-
tion at universities if we are to produce ethically responsible Al practitioners. As
highlighted in (Raji et al. 2021), how Al ethics is taught is a reflection on how Al prac-
titioners are trained and it shows how academia speaks to practice. This implies that
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the delivery of Al ethics education at universities is important to ensure it does what
it is supposed to do. The suitability of African universities as platforms to address Al
ethics education is underwritten by their unique position as conveners, trainers, and
mentors of youthful talent, which is more amenable to transformation into future Al
developers and decision-makers. Universities are also well networked with govern-
ments and private industry, which provide pathways for applied engagement of Al
trainees and easier policy uptake of research products.

As shown in Fig. 1, Al ethics education in African universities can be approached
from two perspectives. The first approach is through curriculum design and formal
instruction in Al ethics where the focus can also draw heavily on existing Al ethical
frameworks, guidelines, and principles. Secondly, the formal instruction of Al ethics
should be approached from Al research labs’ perspectives. These are research labs
that are undertaking multidisciplinary Al research projects and they provide practical
examples of approaches to Al ethics (Raji et al. 2021). The research labs present an
opportunity to emphasize the documentation of the implementation of practical Al
local case studies and practical experiences of Al ethics in the African continent.
This is because the research labs can also act as a reference and inform Al ethics
education. Al research labs should be multidisciplinary and provide a collaborative
approach across several disciplines that are critical for interdisciplinary thinking
(Kim 2019). This introduces the experience that is required for example through
the use of real-world image datasets, for example in healthcare that can greatly
foster students to think about aspects of informed consent, privacy, confidentiality,
safety, transparency, bias, legal issues even before the Al model development process
(Borenstein and Howard 2021; Rigby 2019; Katznelson and Gerke 2021).

Attempts have been made to combine experiences from practical Al projects into
the teaching of Al programs for example through a technical curriculum (Williams

Curriculm design and formal

Instruction in Al athics
Undertaidng Al research and

——  Alresearch labs enriching Al ethics in education
POgrammMas

Al ethics
education
in African

universities

Documentation of locsl case
studies and practical experences of
Al ethics in African context

Fig.1 Key ingredients of Al ethics education in African universities
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et al. 2020; Burton et al. 2017). However, this is not sufficient and we propose that
Al ethics education should be incorporated within the entire Al curriculum that
all computer science university students have to follow. This should be done in a
case study-based approach as templates for students to practically think about and
experience the Al ethical aspects (Burton et al. 2017).

3 Methodology

The study aims to understand how Al research labs and practical research projects are
informing Al ethics teaching and education in African Universities. In this section,
we describe the methodology and processes used to answer the research questions
(RQ1 and RQ2) and derive the results presented in this paper. We employ a blend of
expert interviews and case study analysis of the research labs. We received feedback
from experts and faculty from 12 Universities and 6 African countries based on a
survey in Appendix One. The country distribution includes East Africa (Uganda,
Kenya, and Tanzania), Southern Africa (South Africa), and Western Africa (Nigeria
and Senegal). Figure 2 shows the distribution of the countries selected representing
three African regions.

The respondents included senior faculty, research lab heads, and researchers.
A survey was developed to gather feedback from universities and research labs.
Institutions include Busitema University, Meru University of Science and Tech-
nology, Makerere University, Dedan Kimathi University of Technology, Mbarara
University of Science and Technology, Central University of Technology—Free
State, Muhimbili University, University Alioune Diop of Bambey, Jaramogi Oginga
Odinga University of Science and Technology, Nelson Mandela African Institu-
tion of Science and Technology, Federal University Oye Ekiti and the University of
Port-Harcourt.

The survey questionnaire consisted of closed and open questions and covered
two categories of Al ethics education and research. The respondents were identi-
fied through the analysis of institutions that have participated actively in the Africa
data science communities such as Data Science Africa (IDSA) (Data Science Africa
2021) since its inception in 2013 as well as emerging in-country networks such as the
DSA Ugandan chapter (DSA Uganda 2021). The survey was complemented by the
authors’ knowledge and experience accumulated over the years from designing Al
curriculum and involvement in undergraduate and graduate education, implemen-
tation and deployment of practical Al systems in Africa, supervision of graduate
research and leadership of Computer Science departments and Al research labs. We
undertook a document review and analysis of the work carried out in the research
labs in the educational institutions and selected case studies of practical implemen-
tation of Al systems in the research labs. The case studies considered as part of this
research are summarised in Table 1.
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Fig. 2 Country distribution of the selected Universities and Al research labs

We analyzed the data from the universities and research labs to derive and form
the common themes. The themes were categorised and assigned to the two research

questions i.e.:

RQ1: What is the state of Al ethics in computer science programs at African

Universities? and
RQ2: What are Al ethics issues, lessons, and best practices arising from the

practical Al systems implemented by the Al research labs on the continent?
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Table 1 Mapping of the case studies considered for Al ethics at African Universities

Case study at Al research labs and Universities | What the case study represents

Makerere AT Lab—mCrops project? Practical project implementation of Al for
building crop disease diagnosis models for
agriculture in Uganda (Owomugisha and
Mwebaze 2016)

Makerere Al Lab—AirQo projectb Practical implementation of Al for
environment monitoring, modeling, and
analysis in Uganda (Coker et al. 2021)

Makerere AT Lab—rCrops project® Practical implementation of Al for building
speech recognition models based on radio
streams in Uganda (Akera et al. 2019)

Dedan Kimathi University of Technology Practical implementation of the use of the
internet of things (IoT) for water quality
monitoring (Mokua et al. 2021)

Marconi Machine Learning Lab? Practical project implementation of building Al
for cervical cancer diagnosis in Uganda and Al
systems for passion fruit disease identification
(Katumba et al. 2020)

Makerere AI Lab—Ocula project® Practical project implementation of building Al
for microscopy diseases: malaria, tuberculosis,
and intestinal worms in Uganda (Muyama et al.
2021; Quinn et al. 2016)

Nelson Mandela African Institute of Science | Practical project implementation of building Al
and Technology for poultry diseases diagnostics and
bioinformatics methods for small and
medium-scale poultry farmers in Tanzania
(Mbelwa et al. 2021)

Muhimbili University! Adopting Ada (an artificial intelligence
Al-system) to support medical decision making
during the process of diagnosis in Tanzania

2 mCrops project. http://34.242.164.142/mcrops/
b AirQo. https://airqo.africa

¢ https://air.ug/projects/#thumb9

4 https://ml.netlabsug.org

¢ https://air.ug/microscopy/

f https://drp.muhas.ac.tz/Research

4 Results and Discussion

In this section, we present results from the analysis and provide a discussion of the
lessons and emerging issues to help inform academicians and researchers of Al ethics
at African institutions of higher learning. Table 2 provides a summary of the lessons
and emerging issues from the analysis. Lessons L1-4 are the lessons and issues that
emerged from the Al ethics education from the selected African universities, while


http://34.242.164.142/mcrops/
https://airqo.africa
https://air.ug/projects/#thumb9
https://ml.netlabsug.org
https://air.ug/microscopy/
https://drp.muhas.ac.tz/Research
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Table 2 Lessons and emerging issues of teaching Al Ethics in higher education in Africa

Theme Lessons and emerging issues

Al ethics education in African Universities L1: Al ethics is embedded in traditional
research methods, although specific courses are
emerging

L2: Al ethics is offered across undergraduate
and postgraduate levels at the University

L3: There is the use of global Al ethics
frameworks with some glocalisation

L4: Institutional Al ethics local capacity is still
developing

Role of Al research labs and practical projects | LS: African Universities are establishing Al
in Al ethics education at African Universities | labs

L6: Minimal Al ethics-specific research themes

L7: Al labs are providing relevant content for
curricula and serve as a vehicle for experiential
learning for Al ethics

L8: Al labs are playing a critical role in
promoting Al ethics research and training

L5-8 presents the results on how Al research labs and practical project implemen-
tations are shaping the landscape of teaching Al ethics in University programs as
well as graduate research. Al ethics in education is an emerging topic, therefore,
these lessons are not necessarily conclusive. Moreover, the teaching of Al ethics is
also dependent on changing policy and regulatory landscape at national and internal
levels. For example, African governments are formulating policies, strategies, and
regulations that could have implications on the priority of Al ethics in education and
practice, for example, the Data Protection and Privacy Act exists in Uganda (The
Data Protection and Privacy Act 2019) and Kenya (The Data Protection Act 2019).

4.1 Al Ethics Education in African Universities

Under this theme, we set out to answer the research question “RQ1: What is the state
of Al ethics in computer science programs at African Universities?” to understand
the level of awareness of Al ethics among University degree programs, approaches
that are employed by African Universities to teach Al ethics at Universities and
any emerging issues. Al as a field where Al ethics fall is still developing across the
selected African institutions. There are emerging Al-specific courses in about half of
the institutions surveyed. Makerere University in Uganda has revised its Master’s in
Computer Science programme to include a specialised track on Al and Data Science
(Department of Computer Science 2021).
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We found that Al ethics is embedded in traditional research methods courses,
although specific short courses and modules are emerging (LL1), other institutions
are in the process of revising their curricula and integrating Al ethics courses. From
the selected institutions 40% of the respondents indicated that Al ethics is embedded
in research methods courses, while in other cases teaching of Al ethics is considered
as modules in Al and machine learning courses such as Machine Learning, Artificial
Intelligence, Data Mining, and Data Processing. Designing curricula to accommodate
various courses is often challenging and therefore the approach of blending ethics
across is sometimes considered an optimal approach given its cross-cutting nature.
Teaching and delivery of Al ethics courses are largely theoretical with minimal prac-
tical class projects. Topics covered include algorithmic bias and fairness, gender,
explainability, security and privacy, and data ownership and protection. In some
institutions, standard curricula are complemented by specialised modules, profes-
sional courses, reading clubs, institutional research ethics committees, seminars, and
conferences. For example, past editions of the Data Science Africa workshop, whose
audience is largely African University students and faculty, have featured talks and
panel discussions on Ethics in Al with topics on ethical challenges in health, security
aspects for data engineering. Moreover, Makerere University has developed Open
Al Training modules with a specialized topic on the identification and elimination
of biases in Al training data.'

Al ethics is offered across undergraduate and postgraduate levels in the Univer-
sity (L.2) with the majority of the institutions teaching Al ethics at the Bachelor’s
degree level, followed by the Master’s programs, and professional short courses
and modules. Institutional Al ethics local capacity is still developing (L.4) at many
African universities, with only a few faculty involved in Al research in general and
minimal graduate research in Al ethics (20%). This suggests that Al ethics is consid-
ered as a crosscutting concern than a standalone research topic or theme for research.
There is the use of global Al Ethics Frameworks with some glocalisation (L3), for
teaching and implementation of practical Al research projects. Faculty reported the
use of several global Al ethical frameworks as discussed in Sect. 2, for example, Al
Now Reports, Microsoft Al principles, DeepMind Ethics and Society Principles, etc.
The use of Al ethical frameworks during Al project development and deployment
was low at 10% of the respondents. This suggests a lack of awareness of global Al
ethics frameworks or limited capacity in considering ethical issues. In the future,
it would be interesting to undertake a detailed review of the fit of global Al ethical
frameworks for the Al projects in the African context and to explore any glocalisation
opportunities therein.

! https://github.com/AI-Lab-Makerere/courses-on-open-and-unbiased Al-training-data.
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4.2 Role of AI Research Labs and Practical Projects in AI
Ethics Education at African Universities

Here we present the emerging lessons and issues under the research question “What
are Al ethics issues, lessons and best practices arising from the practical Al systems
implemented by the Al research labs on the continent?”. The purpose of this research
question was to find out the role of research labs in Al ethics education and research
in African universities and any emerging ethical issues from the implementation
of the practical Al projects in the African context. African Universities are estab-
lishing AI labs and centers to propel Al research and education on the continent
(L5), with 68% confirming the existence of an Al research lab at their institu-
tion. The major application domains of focus for the research labs include Health
(75%), Agriculture (50%), and Environment (42%) indicating the priority of African
institutions to undertake Al research that addresses key development challenges
facing the continent (Fig. 3). These themes are consistent with those identified in
previous studies on the role of Al on social impact in emerging economies (Tomasev
et al. 2020). The major technical sub-themes across the selected African institutions
and countries include Computer Vision, Machine Learning, Artificial Intelligence,
Robotics, Natural Language Processing, Mobile Computing, the Internet-of-Things,
and Human-Computer Interaction. There are minimal Al ethics-specific research
themes in the Al research labs (IL6) and graduate research in Al ethics is still in its
infancy. In some institutions, Al research labs are establishing sub-groups focussing
on Al ethics. However, Al in graduate research is still low with only 20% of the faculty
surveyed indicating that their research labs have graduate students researching in the
area of Al ethics. No single institution reported an Al ethics research paper. This
finding shows a gap in raising the profile of Al ethics research. Some institutions
attributed this to the lack of funding and lack of local capacity to research in the area.

Health 9 (75%)
Agriculture 6 (50%)

Robotics 4 (33.3%)

Environment 5 (41.7%)

Natural Language Processing 5 (41.7%)
Mobile Computing 4(33.3%)

Human Computer Interaction 5 (41.7%)

Computer Vision 5 (41.7%)

Machine Leaming 8 (66.7%)
Atificial Intelligence 8 (66.7%)
Cognitive Science 1(8.3%)
Neuroscience 1(8.3%)
‘We do not have a specialize... 1(8.3%)
0 2 4 ] 8 10

Fig. 3 Major focus areas and application domains of Al research labs
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Table 3 Al ethics issues identified in practical projects implemented by the Al labs

Research focus Al ethical considerations

Al in health Informed consent, privacy, confidentiality, safety, transparency,
bias, explainability, algorithmic fairness, explicability

Al in agriculture Transparency, inclusion, security, privacy, accuracy, data
ownership, explainability, explicability

Natural language processing | Bias (gender, racial), exclusion, discrimination, diversity,
algorithmic fairness, transparency, explicability

Al in environment Security and data privacy, economic and political harm, misuse,
algorithmic fairness and biases, accuracy, explainability

Despite the minimal Al ethics research topics, Al research labs are providing
relevant content for Al ethics curricula and serving as an essential vehicle for experi-
ential learning (L7). Development and delivery of Al ethics curricula on the African
continent can be at risk of replicating content taught elsewhere without much consid-
eration of the relevance and fit to the unique Al ethics issues for the continent. Al
research labs are involved in the implementation of Al projects and can use that
experience to enrich Al ethics curricula with real-world examples from the devel-
opment and deployment of Al systems. Take, for example, the Al lab at Makerere
University first started a specialised track in Computer Vision in 2009 and recently
leveraged the practical experience in developing and deploying local Al systems to
improve the curricula and develop relevant content. Further, Al labs are critical in
contributing to relevant graduate education and resear