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Foreword

Dedication to Robert E. MacLaury

Luisa Matfi
Terralingua, Salt Spring Island, BC, Canada

I first heard about the making of Anthropology of Color when Rob MacLaury contacted me
in the fall of 2003 to explore my interest in contributing to this book, which had its roots
in a session by the same name held in 2002 at the 7th Biennial Conference of the European
Association of Social Anthropologists in Copenhagen. Rob and I had met at the University
of California, Berkeley, in 1986, where I was starting my doctoral program in anthropology
and he was finishing his. We shared an interest in color categorization and naming and had
the same mentors, Brent Berlin and Paul Kay. Since then, Rob and I remained in contact
over time about color categorization matters, and I followed with admiration his intense
dedication to the topic, as witnessed by the steady flow of his publications on the matter,
and the growth of his knowledge of this topic to truly encyclopedic proportions.

Although in 2003 I was unable to accept Rob’s invitation to contribute to Anthropology
of Color, I once again admired Rob’s unstinting pursuit of the development of a compre-
hensive, solidly grounded, and integrated field of color anthropology. I didn’t know then
that this volume would turn out to be his last effort in this pursuit. Rob died in early 2004,
leaving a void that his co-editor Galina Paramei has valiantly undertaken to fill with the
generous collaboration of Don Dedrick.

It is thus a strange and moving irony that Galina and Don, unaware of my earlier
contact with Rob about this book, have now asked me to write the foreword for it. It
is hard not to do so without turning this piece into a eulogy for Rob. Yet it must be
said at the outset that Anthropology of Color is a truly collaborative work, and one of a
rare kind: one that seeks to make available for the first time in the English language a
body of scholarship on this topic produced in Eastern Europe and Russia that has so far
remained isolated from the developments in this field in Western Europe and North Amer-
ica. Bridging the gap between these two traditions of work is a goal very much in the spirit
of Rob MacLaury, whose enthusiasm for color categorization knew no borders, and whose
encyclopedic knowledge of the literature in this field was constantly nourished by the dis-
covery of new, untapped references. Galina Paramei, whose own professional trajectory
brought her from Eastern to Western Europe, has been highly instrumental in support-
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ing this bridging effort for the purposes of this book. The chapters included herein were
contributed by authors from Eastern, Central, and Northern Europe, North America, the
Middle East, and Asia.

The collaborative nature of Anthropology of Color is also evident in the effort that the
editors put into integrating work by authors from anthropology, linguistics, psychology,
semiotics, and a variety of other fields, around the central issue of modeling. The field of
color categorization has always been intrinsically multi- and inter-disciplinary, since its
beginnings in the nineteenth century. The main contribution of this book, however, is to
foster a new level of integration among different approaches to the anthropological study
of color. The universalist evolutionary tradition of color categorization research spawned
by Brent Berlin and Paul Kay’s Basic Color Terms (1969) is grounded in color perception.
Rob MacLaury’s own research, culminating in his magnum opus Color and Cognition in
Mesoamerica (1997), brought to the fore a focus on the dynamics of color cognition, on
which basis he elaborated a full-fledged cognitive theory he named Vantage Theory. (See
his 2002 guest-edited issue of Language Sciences, “Vantage Theory: Applications in Lin-
guistic Cognition”; see also a website devoted to Vantage Theory that has been created
by Adam Glaz 2005.) The main tenet of Vantage Theory is that categories (whether of
color or other) are constructed not simply on the basis of perception, but in addition
on the basis of a process of cognitive engagement with fixed and mobile coordinates that
produces different vantages or points of view (analogous to the way people track their
physical position in space). By its nature, Vantage Theory is also open not only to the uni-
versals of color categorization, but also to its specifics grounded in particular languages, as
well as to semiotic aspects such as color connotation, metaphor, and symbolism, color in
discourse and cultural practice, and so forth. The latter topics had so far been pursued sep-
arately in color ethnography and semiotics. In this edited collection MacLaury, Paramei,
and Dedrick have endeavored to bring together these distinct approaches by promoting
the exploration of the different but interacting and complementary ways in which these
various perspectives model the domain of color experience. By so doing, they significantly
promote the emergence of a coherent field of the anthropology of color.

Nobody can tell where Rob MacLaury’s inquisitive mind would have led him in years
to come in his passionate quest of an anthropology of color. But this collection is certainly
a testament to what he had set out to accomplish. Galina Paramei and Don Dedrick are to
be commended for seeing it through and making it available to an interdisciplinary and
international public that will no doubt benefit from it and further advance this complex
and fascinating field.

References

Berlin, Brent & Paul Kay (1969). Basic color terms. Berkeley: University of California Press.
Glaz, Adam (2005). Vantage theory and linguistics. A website dedicated to linguistic applications of Robert
E. MacLaury’s Vantage Theory. http://klio.umcs.lublin.pl/~adglaz/vt.htm.
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Color naming research in its many forms
and guises

Don Dedrick and Galina V. Paramei

The history of this volume

This idea for this book originated in a conference workshop, “Anthropology of colour:
Colour as a phenomenon of culture” at the 7th Biennial Conference of the European
Association of Social Anthropologists in August, 2002. The workshop was initiated and
organized by Liudmila Samarina and Galina Yavorska (the latter, unfortunately, was un-
able to participate) and carried out with the very active support of Robert MacLaury and
Galina Paramei. There were seven one-hour talks and a very fruitful and interdisciplinary
discussion ensued. As a result, Robert MacLaury suggested a book which would include
contributions from various perspectives, levels of analysis, and disciplines (anthropology,
linguistics, psychology, semantics, culture studies). This book, as MacLaury saw it, would
go well beyond the modest list of original conference speakers. And this work has grown,
as the reader can see from the table of contents, to a large, comprehensive presentation of
contemporary color naming research from a variety of disciplines.

To the great sadness of all the contributors to this volume, Robert MacLaury died
before the volume could be published. We hope his spirit lingers in this book, nonetheless,
and we dedicate this book to Rob, a fine social scientist who devoted a good and great part
of his life to the complex topic explored here.

Introductory remarks

The interdisciplinary or multidisciplinary nature of the investigation into color naming
has always been its great attraction. Here is a field of inquiry that requires psychophysicists
and physiologists, cognitive psychologists and linguists, ethnographers and ethnoscien-
tists, computer scientists and philosophers and neuropsychologists and ophthalmologists
and literary scholars to take each other seriously, on pain of mistake or irrelevance. This
has been — and still is — accomplished with greater or lesser success. It is hard enough to
understand what is happening in one’s own discipline, without trying to figure out the
nuances — the “spin,” as the politicos would have it — of other epistemic practices. And yet
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some accommodations have been made. C. L. Hardin, a well known philosopher who has
written extensively about color, was probably the first to bring together practitioners from
a variety of disciplines, and to get them to talk to one another. Since that landmark event,
at Asilomar in California in 1993 (see Hardin and Maffi 1997), a number of other excel-
lent conferences and workshops and special journal editions and books! have come into
existence. What seems clear to us, at least, is that the investigation of color naming, in an
interdisciplinary context, is a rather good model for how to do cognitive science. We —and
here we include all those who take the interdisciplinary project seriously — are involved in
exactly the sort of inquiry that any serious study of cognition needs to engage. What is the
basic science that is involved? How do individuals and groups within and across different
cultures respond to controlled stimuli? What is the relevant physiology like? Can we de-
sign cross-cultural (and cross-species) investigations that bear on what humans do, both
experimentally and “on the ground?” How do human babies categorize? What is going on
in the brain when humans categorize? What are the specifically cultural details we need
to account for, and which details can be ignored? (an extremely difficult question!) How
much of the basic (and other) science actually matters, and why? What are the culturally
specific semantics of a color vocabulary like? This list could be made longer. Indeed, such
a list is itself a controversial specification in an interdiscipline where there is no full agree-
ment as to what “matters” (see Barbara Saunders’ comments along this line, in the final
chapter of this book, Ch. 26). That said, some things clearly do matter, and this book is
about many of those things.

When Robert MacLaury and Galina Paramei conceived of the Anthropology of Color,
they were interested in exposing an English speaking audience to a rich tradition in Russia
and more generally Eastern Europe that is concerned with color naming. Our book serves
this need admirably, as the reader can tell, just from looking at the articles and authors
in all parts of this volume. But the Anthropology of Color goes beyond the simple need for
a consideration of more Eastern European input to the debate. It addresses fundamental
issues that are at stake in the color naming literature. Thus we find important papers by
historically significant participants in the debate. Marc Bornstein’s canonical work on in-
fant color psychophysics (Bornstein, Kessen and Weiskopf 1976) has been used to provide
a baseline justification for a physiological account of color naming. Bornstein starts us off,
here, with a survey of the perceptualist account of color naming (though not only this,
as Bornstein is sensitive to more “cultural” issues), and there is related work, updating
the cross-cultural tradition, by Michael Webster and Paul Kay. Kay is the most significant
single figure in the ongoing discussion about color naming, so it is good to have an up-
to-date account of his views on offer. It is also worth pointing out that Bornstein’s paper
and Kay’s move in somewhat different directions. Bornstein argues for the possibility of
very strong perceptual constraints on color categorization, while Kay and Webster point
out that we do not have a good understanding of the relationship between individual data

1. Two recent special issues concerned with color categorization: The Journal of Cognition and Culture, 5 (3—4),
2005; Cross-Cultural Research, 39 (1-2), 2005. See also Progress in Colour Studies, Volume I, Eds. C. P. Biggam and
C. J. Kay; Volume II, Eds. N. J. Pitchford and C. P. Biggam. John Benjamins, 2006.



Color naming research in its many forms and guises X111

and data that is normalized across speakers and languages. This does not contradict the
perceptualist position — as Kay argues — yet it does leave open a rather striking question:
given there is significant individual difference, how is such difference ameliorated to the
larger and more uniform cross-cultural scheme?

Bornstein’s and Webster and Kay’s papers can be found in Part I of this book, a section
concerned with perceptual modeling. Other researchers represented in this section pro-
vide a variety of more or less specific work, mapping perceptual data into color naming
practices. Galina Paramei extends and enriches our understanding of the “two blues” one
finds in Russian — an issue of long-standing interest to color naming research (Berlin and
Kay mentioned the possibility of two blues for Russian in the first edition of Basic Color
Terms 1969). Safuanova and Korzh, assuming a perceptual basis for color naming, provide
a perception-to-naming map for Russian, and a comparison to American and British En-
glish speakers, while Schifer-Prief8 and Schontag help us to understand the rich history of
color naming research, with special attention to the work of the German ophthalmologist
Hugo Magnus.

Part II begins, fittingly, with a paper by Robert MacLaury. “Fittingly” because
MacLaury has argued, for years, that one needs an account of the cognitive dimension
of color naming (e.g. MacLaury 1997; Dedrick has made a similar argument, Dedrick
1998). The core idea here is that color categorizers are processing information, and that a
story that explains how they map their perceptual experience into their naming practices
is a desideratum for an adequate, ultimate account of color naming. Some applications
of MacLaury’s Vantage Theory of categorization are presented here and they are used to
help us understand and explain individual differences in color categorization, a concern
that came to preoccupy MacLaury. The other authors represented in Part II (Kerttula,
Biggam, Oja, Schenkel, Warburton, Bulakh, Borg, Stanlaw, Heinrich, L-Thongkum) cover
an amazing amount of ground, in terms of both their theoretical interests and in terms of
actual geography — we find studies of languages from Japan, Venezuela, Egypt and other
Middle-East countries, England, Finland, Estonia, and Thailand. These are not, one needs
to emphasize, simple descriptive studies. To cite two examples here: James Stanlaw writes
about his anthropological understanding of Japanese color terms in light of current “cog-
nitive theory,” and Carole Biggam is interested not just in a concordance of color names,
but an integration of her linguistic evidence with the theoretical literature concerned with
brightness classification.

Part III contains research in a much neglected realm: that of color semiotics or, more
broadly, color term meaning. One criticism of the perceptual modeling tradition is that it
often abstracts color words from their contexts (again, the reader is directed to the chap-
ter by Saunders) a procedure which, as a psychologist might say, affects the “ecological
validity” of the research. This is an issue for anthropologists as well. What would an an-
thropology of color be like without detailed descriptions of color vocabularies and their
cultural and societal functions? In Part III we have presented a range of semiotically im-
portant research, that covers topics such as color and metaphor (Galloway), the linguistic
construal of color (Rakhilina), color in artist’s discourse (Anishchanka) and in fashion
(Stoeva-Holm), color language and emotion (Steinvall), face coloring and cultural con-
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notations (Vankova) as well as gender and age (Samarina), color terms for marketing cars
(Bergh), and in folklore (Popovic). This list is somewhat misleading. The authors are not
just writing about the cognitive-cultural function of color terms within a language, En-
glish, say. They are writing about their specific cognitive-cultural concerns in the context
of a specific language. As with the preceding part of this book, Part II, a range of cul-
tural groups and languages are discussed (German, Czech, Caucasus, Slavic, Halkomelem
North West Coast (Canada) — even English!). The papers presented here are important,
partly because they help to fill the aforementioned lacuna in the interdisciplinary research
tradition, and partly because they address a concern that is of great interest in its own right:
what are the different ways and roles in which color terms function in specific languages
and cultures?

We hope that the readers of this volume will come away with two messages from the
text as a whole. First, it is important not to forget that color words are culturally encoded
and embodied. Parts I and III of this book should make that clear. Second, we must not
forget that there is a more abstract science of color and of color naming that needs to be
considered and integrated into a larger whole. Rob MacLaury, a cognitive anthropologist,
conceived of this book in that light. We think it is fair to say that MacLaury — and there
is no question he had the best grasp of this detailed interdisciplinary literature — never
thought that abstract science could trump the cultural detail, or vice-versa. He thought, as
anyone with a serious interest in color naming is bound to think, that the broad range of
sciences (of the mind, of the brain, of language, culture, and cognition) are all grist for this
mill. While we do not know how this interdiscipline is to be resolved, we are confident that
its interdisciplinary project is worthwhile, and that this volume, Anthropology of Color, is
a milestone on an uncertain, challenging road.

Luisa Maffi introduced this book with a remembrance of Robert E. MacLaury. We
would like to close this introduction with a quotation from MacLaury’s major work, Color
and Cognition in Mesoamerica (1997):

Modeling categories as points of view incorporates a commitment to what categorization
is and to what it is not. It is a process that a person undertakes, maintains, and changes in
order to comprehend the world. It is a way of organizing what one senses by continuously
projecting oneself. It is a method consisting of specific procedures. It wholly depends on
human agency. It is not a metaphysical container, nor is it a neural reflex that deserves a
name; it has no existence apart from the person who produces it on the basis of an edited
selection of external reality. The selections are not taken from a boundless store of equally
related possibilities; rather, they are limited by the organs of perception and motivated by
social and physical environments, such as those that are easy to live in versus others that
demand close attention to difficulties and unpredictable events. (MacLaury 1997:393)
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Figure 1 (Webster & Kay p. 32). Contour plot, over the Munsell stimulus space (illustrated by the
color panel), of the number of naming centroids in the WCS data set. Each contour represents
centroids of 100 individual speakers. Filled circles represent average English focal choices observed
by Sturges and Whitfield (1995). [Adapted from Kay and Regier, 2003, Figure 4b.]



xvirr Full color illustrations

Figure 3 (Safuanova & Korzh p. 65). Location of focal colors of the eight Russian chromatic basic
terms in projection into the NCS color circle (clockwise): zéltyj ‘yellow’ (Zélt), oranzevyj ‘orange’
(Or), koritnevyj ‘brown’ (Kor), krasnyj ‘red’ (Kr), rozovyj ‘pink’ (Roz), fioletovyj ‘purple’ (Fiol), sinij
‘dark blue’ (Sin), goluboj ‘light blue’ (Gol), and zelényj ‘green’ (Zel). Locations of the frequent non-
basic terms are designated by numbers (for legend see Table 2). Adapted from Korzh et al. (1991).

Figure 5 (Safuanova & Korzh p. 69). Location of focal colors for the Russian chromatic basic color
terms (letter designation as in Figure 2) and compound chromatic terms (indicated by numbers as
in Table 3) in projection into the NCS color circle. Adapted from Korzh et al. (1991).
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Figure 2 (Paramei p. 82). Relative deviation from correct recognition of six spectral colors and
goluboj by Russian children, from early childhood to preschool age: (a) matching task, (b) compre-
hension task. Color terms other than the Russian ‘blues’ are indicated by English glosses. Based on
Istomina (1960a, 1960b, 1963).
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PART I

Color Perception

The studies in this Part emphasize perception, although some refer
as well to cognition






Hue categorization and color naming

Cognition to language to culture

Marc H. Bornstein

National Institute of Child Health and Human Development,
National Institutes of Health, USA

Introduction

This survey and update about basic hue categorization and basic color naming proceeds
to four principal goals. In a companion chapter (Bornstein 2006), I first reviewed practi-
cal and theoretical characteristics and functions of psychological categorization, including
infants’ capacities to categorize. These considerations identified, asserted, and highlighted
the essentialness and adaptive significance of categorization to mental life. Second, I ad-
dressed the psychological, biological, developmental, and ethological manifestations of
basic hue categorization, and its connections to color vision. In this companion chapter, I
discuss cultural variation in basic color naming and its possible biological and experien-
tial substrates. Toward the final goal of this survey and update, I assess the development of
categorization to naming regularities and possible mechanisms for how we get from the
start — universal biologically grounded basic categorizations of hue — to the end — cultural
variation in basic color naming.

The overarching aim of these companion chapters is to bring rudimentary order to
the literature on basic hue categorization and color naming. These chapters are heuristic
and selective and are not intended to constitute a comprehensive review of every topic cov-
ered or associated with color phenomena. Hue categorization and color naming involve
physical, sensory, perceptual, cognitive, linguistic, and cultural considerations. Moreover,
I do not take as my purpose here the final adjudication of the origins or the develop-
ment of hue categorization and color naming. However, the contemporary study of basic
hue categorization and color naming wants clarity and demystefication. The backdrop to
the present exposition is provided in Bornstein (2006). There, the significance of catego-
rization in mental life is discussed, and four independent lines of argument are detailed
that clarify, highlight, and embolden a universalist perspective on basic hue categoriza-
tion that encompasses red, yellow, green, and blue. Caterogization normally refers to the
treatment of a set of physically different and psychologically indiscriminable or discrim-
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inable entities as equivalent in some way (for example, by giving a group of discriminable
colors the same color name). The four arguments for the basicness of red, yellow, green,
and blue categories include psychophysical and perceptual studies with adults from dif-
ferent cultures and language communities, infancy studies, studies of diverse infrahuman
species, and studies of the physiological structure and function of the visual system. First,
a high degree of uniformity and regularity obtains among the four basic color names and
in experimental studies that use color stimuli even when (some) different languages and
cultures are sampled. Second, human infants, long before the acquisition of language or
inculcation of even the rudiments of culture, partition the spectral continuum into basic
categories of hue. Third, various infrahuman species that see color, but are devoid of lan-
guage and culture, partition the spectrum regularly as well; primates with visual systems
like human beings see similar basic hues. Last, the physiological responsiveness of neural
pathways in the visual system shows patterns of wavelength discriminability that appear
compatible with (and perhaps determinative of) basic hue categorization. Thus, anatomy,
physiology, and psychology contribute integrally to patterning basic hue categorizations
of the color world and point to the existence of a small set of natural divisions of the
chromatic spectrum.

All that said, an apparent paradox in the color literature obtains: Perceptual catego-
rization (color categorization without the involvement of language) supports a universal
system, whereas color naming (color categorization in which language plays a role) points
to widespread diversity and, in specific, to exceptions and variants in basic color naming.
This chapter (companion to Bornstein 2006) attempts to address this paradox.

Exceptions and variants to basic color naming

Every known culture appears to have a primary color-naming system of some sort. How-
ever, cross-linguistic reports cite a wide variation in color-naming systems. Some investi-
gators have focused on the universality of basic hue categorization. Many others, however,
have been drawn to exceptions and variants. Nearly two centuries of ethnographic inves-
tigation have pointed to numerous cultures around the world that linguistically partition
in the visible spectrum, but do so in diverse ways.

Perspectives on variation in color naming

What exceptions and variants to basic hue categorization exist across cultures and lan-
guages? What accounts for these exceptions and variants? I first review the second question
and after return to the first. Historically, philosophers, linguists, anthropologists, and psy-
chologists have proffered separate explanations, which can be grouped into three distin-
guishable stances. One perspective is that language and perception are one, and observed
or reported differences in language reflect differences in perception. A second perspec-
tive shares the underlying assumption of perceptual-linguistic isomorphism, but ascribes
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language primacy over perception. A third perspective divorces language from perception
and sees variations in language independent from variations in perception.

Probably the oldest view in the first school of thought is a biological evolutionary
one that proposed that in the course of human history color vision itself and, attendant
to it, color naming have evolved. This evolutionary view is principally associated with
William Gladstone, the nineteenth-century British PM. Gladstone was a Greek scholar
avocationally, and in his studies of Homer and the Homeric Age Gladstone (1858:488)
recognized a paucity of color terminology in Homer and in classical Greek from which
he concluded that: “the organ of color and its impressions were but partially developed
among the Greeks in the heroic age.” In short, Gladstone proposed that color language re-
flects color perception, that Greeks in the third century BC were (at least marginally) color
deficient, and that between third-century BC Greece and nineteenth-century AD England
human beings (must have) evolved from color deficiency to color trichromacy and, thus,
from using incomplete and undifferentiated color vocabularies to complete and differ-
entiated ones. However, it appears untenable that color vision per se evolved in human
beings in this way, or could have evolved in so short a time. It is also worth noting that
dimensions other than hue (e.g., saturation) may have served as a basis for naming in an-
cient Greek and no likely form of inherited deficiency could have clearly yielded the color
partitions that classical Greek named.

The evolutionary view was supplanted early in the twentieth century by the pre-
dominance of a cultural and linguistic relativism. First associated with the German
polymath Humboldt and the American anthropologist Boas, relativism is perhaps most
commonly identified with the anthropologist-linguist-insurance adjuster, Benjamin Lee
Whorf (1950, 1964). The Whorfian hypothesis holds that languages organize properties
of the world pragmatically and, further, that their organization in turn influences per-
ception (Lucy 1992). The relativist position sees human activities as driving perceptual
categorization and not the other way around: That is, perception is shaped by cultural
knowledge and practices (Dubois 1997), and unique local or cultural factors influence the
development of lexical distinctions such as for colors (Pastoureau 2000). In relativism,
language usage and cultural practice exert joint effects on the experience of color by selec-
tively directing attention toward or away from perceived features of the chromatic ecology
(Gellatly 1995).

Whorf himself commented on color vocabulary and perception specifically but only
infrequently. Another anthropologist of the Whorfian school, however, Ray (1952, 1953),
crystallized the Whorfian hypothesis on color in the following way: “The color patterning
of man’s world is not psychological, anatomical or physiological; there exist no natural
divisions of the spectrum. Cultures divide it arbitrarily (Ray 1952:43),” and “Each cul-
ture has taken the spectral continuum and divided it upon a basis which is quite arbitrary
except for pragmatic considerations (Ray 1953:102).” Later, Krauss (1968:268-269) re-
iterated that “our partitioning of the spectrum consists of the arbitrary imposition of a
category system upon a continuous physical domain.” So, for example, in a 1955 report of
color naming among the Hanundo people of the Philippines, the anthropologist Conklin
(1955:341) suggested that four colors predominated in this Stone Age culture: (ma)biru
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“relative darkness (of shade of color); blackness” (black). (ma)lagti~ “relative lightness
(or tint of color); whiteness” (white). (ma)rara= “relative presence of red; redness” (red);
and (ma)latuy “relative presence of light greenness; greenness” (green)”. These four cat-
egories, Conklin further observed, spring from a taxonomy of vegetation and food stuffs
that are materially important to the Hanundo. In a nutshell, the relativist theory is that
color categorization is linguistically constructed (e.g., Roberson 2005): Experience shapes
the perceptual system which as we see later is probably an active force in some exceptions
and variants to basic hue categorization.

Another force in relativism is diffusion. Tornay (1978), for example, suggested that
nineteenth- and twentieth-century Western colonialism might account for the varying se-
mantics of color worldwide. However, the color-naming systems of local languages cannot
all have formed through the insinuation of colonial languages because there is nothing in
the major languages of Western colonialism (Dutch, English, French, German, or Span-
ish) that could give rise to the particular exceptions and variations in hue categorization in
the languages of colonized peoples (Kay & Berlin 1997). Moreover, many native languages
were reported to have idiosyncratic systems of color naming at the time of their initial
contact with the West.

In the third view, color-naming systems per se are thought to evolve apart from color
vision. This position was first asserted by W. H. R. Rivers, an English anthropologist who
accompanied the expeditions of the Royal Anthropological Institute to Australia, Africa,
and India at the turn of the nineteenth century. In studying the color vision and color
vocabulary of various peoples in those parts of the world, Rivers (1901a, 1901b:47) con-
cluded that different peoples (mostly) possess color normal vision, but from a sociotech-
nological perspective that “the order in which [peoples] are placed on the grounds of the
development of their color languages corresponds with the order with which they would
be placed on the grounds of their general intellectual and cultural development.” Rivers’s
position strictly cleaves vision and vocabulary. A variant of this position (paradoxically) is
found in the contemporary work of Berlin, Kay, and their associates on the culturally or-
dered encoding and acquisition of color terms. In this perspective, languages evolve from
partitioning colors into only two categories, “dark” and “light,” and then add new color
words in a fixed order from a universal set of 11 basic color terms. Ceteris paribus, Berlin
and Kay (1969) contend that, as a culture becomes technologically more complex, speak-
ers of its language have more frequent need to distinguish objects and other entities by
their colors. Many contemporary authors likewise believe that color categorization gains
its primary impetus from sociocultural mechanisms (e.g., Dedrick 1998; Eco 1985; Gage
1997; Hardin 1993; Kay & Maffi 2000; Saunders & van Brakel 1997).

Cultural relativism dominated philosophical, linguistic, anthropological, and even
psychological thought about color (as well as related cognitive issues) for the better part of
the twentieth century. With respect to color, how can universalism (Bornstein 2006) and
relativism be reconciled?
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Experimental observation

In the 1970s some systematicity was brought to the haphazard literature of cultural excep-
tions and variants in basic color naming (Bornstein 1973; Kay & McDaniel 1978). These
reviews showed that color-naming systems in the world’s languages were not random,
but that languages that constitute exceptions or variants with respect to basic hue catego-
rization showed systematic and explainable kinds of exceptions and variations. Bornstein
(1973) first taxonomized and then plotted a world-wide geographic distribution of the
major types of color-naming systems. His survey revealed that a minority of societies
(only about 25%) semantically distinguishes among the four basic hues, whereas the ma-
jority (about 75%) does not. Furthermore, he identified specific kinds of exceptions and
variants. First, there were no cases of single names (or categories) denoting red=green or
yellow=Dblue (that is, when a single word denotes both red and green), an observation con-
sistent with opponent color theory (Bornstein 2006). Second, he found that languages
that do not have separate basic terms for each of the four basic chromatic primaries tend
to have terms that cover certain perceptually adjacent sensations (e.g., a single word that
denotes red and yellow: red=yellow; or green and blue: green=>blue). Third, the majority
of languages that do not distinguish the four basic hues normally collapse among a very
small set of the same basic categories.

On his world map, Bornstein displayed the color-naming systems of 145 societies in
terms of “semantic identities” among the four basic hue categories of red, yellow, green,
and blue. Three main kinds of semantic color identities appeared in this worldwide survey
of basic color-naming systems. The most frequent semantic identity (50% of the total sam-
ple) equates green with blue (that is, the society has one word that denotes both green and
blue); several societies (15%) utilize a single term for blue and black; and nearly as many
(12%) possess only one word to encompass the experience of green, blue, and black. Later,
Kay and McDaniel (1978) similarly proposed that hue categories denoted by the basic
color terms of the world’s languages divide into three types: (1) primary color categories
are red, yellow, green, and blue; (2) derived color categories are intersections or mixtures
of primaries, for example, orange (red-and-yellow) and purple (red-and-blue); and (3)
composite color categories are unions of two or more primaries, for example, red=yellow,
green=>blue. Data from the World Color Survey confirm that all categories denoted by basic
color terms fall into one of these three types (Kay, Berlin, Maffi, & Merrifield 1997). Later
still, Lindsey and Brown (2002) replicated and expanded Bornstein’s (1973) observations
to 203 languages.

The most frequent semantic identity or composite (by far) is a term covering the per-
cepts of green and blue. Indeed, the term grue has been applied to languages that do not
have independent terms for green and blue (Kay 1975:258-260). As early as 1928, Spier re-
ferred to the “familiar blue-green confusion.” Likewise, languages that do not distinguish
blue and black or green, blue, and black have been termed “dark” languages. In overview,
although peoples all over the world distinguish black and white semantically, they some-
times, though not often, subsume red and yellow under the same name. The majority of
societies, however, fail to distinguish semantically between green and blue, or between blue
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and black, or among green and blue and black. Apparently, many cultures around the world
perceptually and/or semantically equate select basic hue categories.

Universalist-relativist reconciliations

Prolegomenon

In some languages and cultures, an isomorphism obtains between basic hue categoriza-
tion and basic color naming. However, diversity in basic color naming and perhaps basic
hue categorization appears to represent a dominant mode of human color sensitivity. The
vision, ontogenetic, and experimental data suggest that this diversity probably develops
out of a shared uniformity (Bornstein 2006). In the face of these data, a central ontoge-
netic/diachronic question arises: How might human beings proceed from the uniformity
of hue categorization in infancy to the diversity that characterizes some systems of adult
color naming? Is basic categorical perception an artifact of verbal coding, learned through
a process of linguistic and cultural training (Ratner 1989; Saunders & van Brakel 1997), or
does verbal coding describe basic categorical perception that itself arises out of the neu-
ropsychology of visual system structure and function (Bornstein 1973, 1976, 1987; Kay &
McDaniel 1978; Roberson, Davidoff, & Braisby 1999)?

A gap has emerged between the biological cum perceptual level and the linguistic cum
cultural level that needs to be bridged by an account of the rules that people (consciously
or unconsciously) use to move from the one to the other. In shorter words, the cluttered
path that takes us from basic hue categories to basic color naming needs to be cleared.
Furthermore, the translation rules must be stated with some precision and yet be flexi-
ble enough to account for other major variations in color language that are commonly
found (Dedrick 1997). Finally, how this system of mappings between color percepts and
color nominals is implemented during the developmental period in which children are
learning color terms needs to be clarified (Bornstein 1985; Pitchford & Mullen 2003). Al-
though children may “know” where the color space is cut up and how many portions
there are, they must still await external tuition to acquire the lexical labels that map on
to each portion. One-hundred percent of words in a language are learned, and children
learn the words they hear: The evidence is clear that children’s earliest vocabularies share
variance with their mothers’ vocabularies (Anglin 1977; Blewitt 1983). Indeed, mothers’
and children’s uses of specific color words are correlated (e.g., Andrick & Tager-Flusberg
1986). The role of parental input on children’s learning color words is evident even in
the classical speech transcripts of Adam, Eve, and Sarah (Brown 1973). Thus, children
have to learn the perceptual foci, plateaus, and boundaries of each basic color term in
their language, and these boundaries might be determined by the culture in which the
child is reared. Moreover, this perceptual learning is flexible, and it appears that people
can “unlearn” preexisting categories while learning novel ones (Ozgen & Davies 2002).
The effects of linguistic categories on discrimination and memory are not immutable, but
subject to experience (Bornstein 1976; Bornstein & Korda 1984; Boynton et al. 1989). In
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short, biological and experiential forces define and redefine the basic hue-categorization
and color-naming systems.

In what possible ways could development proceed to overlay the homogeneity of hue
categorization with a heterogeneity of color naming? What roles do forces of “Nature”
and “Nurture” play in hue categorization and color naming development? It is possible
to identify a set of logical principles by which infant perceptions and cognitions about
color are transformed during ontogenesis into the small variety of adult modes of cat-
egorizing and verbalizing about color. The field of developmental science is concerned
with just such ontogenetic questions (Bornstein & Lamb 2005). Developmental change,
such as in perception, can be attributable to (1) neural, anatomical, or sensory matu-
ration (Johnson 2005); (2) improvements in attention which plays a role in perceptual
learning (Ahissar & Hochstein 1993; Shiu & Pashler 1992), and differential attention to
category-relevant information may result in the acquired equivalence or distinctiveness of
different dimensions (Nosofsky 1986); (3) alterations in motivation or improvements in
task performance; (4) learning and experience; or most probably (5) combinations and
interactions of “all of the above.” Some of the foregoing explanations, however, are only
appropriate to individual-level analysis (attention, motivation), and therefore less likely
to apply to populations that embody language and culture. Here I concentrate on those
explanations that are appropriate to the level of the population (biology, experience, and
their interaction). Despite the fact that they are sometimes conceived as either-or con-
tributors to development, nature and nurture inevitably and invariably interact: That
is, (perceptual) development fuses organismic factors with environmental experiences
(Overton 1998).

Models of development

To simplify the argument as well as clarify the potential ways in which the forces of na-
ture and nurture possibly interact to influence the trajectory of categorization-to-naming,
the course of development can be conceptualized in a straightforward but comprehensive
manner. Three different possible courses of development of a psychological structure or
function like basic hue categorization before the onset of experience can be identified: The
structure or function can be (1) undeveloped, (2) partially developed, or (3) fully devel-
oped. In addition, there are three possible ways that experience might influence eventual
outcome afterward: (A) induction, (B) modification, or (C) deprivation. The three devel-
opmental courses interact with the three mechanisms of experience (Gottlieb 1981). The
onset of experience, and not birth, is used intentionally as a benchmark.

First, there is the possibility that a structure or function is undeveloped at the onset
of experience, but can be induced by relevant experience, the 1A combination; without
relevant experience, the structure or function is presumed never to emerge (1C). Induc-
tion is the most dramatic experiential form of influence: Induction means that experience
completely determines whether the structure or function emerges (Fahle & Poggio 2002).
There is reason to suppose that some perceptual categories of color can be induced. In
English, blue covers a large region in color space (Uchikawa & Boynton 1987). However,



10

Marc H. Bornstein

some languages possess more than one color term to describe the blue region. Russian
has two color terms for blue: goluboj (light blue) and sinij (dark blue), but depending on
context, sinij appears to have two meanings — either blue or dark blue (Berlin & Kay 1969;
Davies & Corbett 1994; Paramei 2005). Category segmentation of blue, similar to that in
Russian, is also observed in at least two East Slavonic languages — Ukrainian and Belaru-
sian (Hippisley 2001; MacLaury 2001; Moskovi¢ 1968). This usage is also similar to the
two blues in Japanese: ao may be used as a generic blue, whereas mizu is a secondary term
limited to light blue. This natural induction has been modeled in the laboratory. Ozgen
and Davies (2002) had one group of participants learn to categorize across a hue boundary
and a second group across a lightness boundary. Lightness and hue discrimination were
then measured for both groups in the training region of color space. Learning either hue-
or lightness-based categories induced categorical perception. Their experiments provide
evidence that color discrimination is flexible and that it is possible to induce categorical
perception effects on same-different judgments through a relatively fast learning regime
based on either hue or lightness. Furthermore, the effects of existing color categories on
same-different judgments can be reversed through training. Following this account, color-
name acquisition might be viewed as a similar process of categorization induction that
takes place over a much longer time.

That said, the induction of the basic hue categories of red, yellow, green, and blue is
unlikely and unnecessary in human beings on extensive universalist physiological and de-
velopmental arguments (Bornstein 2006). Visual system operation yields a fluctuating A\
function that contributes to basic hue categorization, and young human infants without
language, experience, or culture categorize basic hues. To be fair, it is possible, if unlikely,
that infants completely learn the four basic hue categories. Even 3-month-old infants are
capable of learning categories (Bornstein 2006), so that tender age alone is insufficient
proof that experience plays no inductive part in the hue categories exhibited by infants.
However, the basic hue categories in infants (Bornstein et al. 1976a, 1976b) are uniform,
predictable on biological accounts, and comparable cross-culturally (Franklin & Davies
2004). It could also be that infant perceptual categories and adult naming categories are
wholly different phenomena. However, this is extremely unlikely as well, because there is
good evidence for similarity in adult and infant perception.

Second, a structure or function such as basic hue categories may partially develop
before the onset of experience (2), after which experience could operate in one of three
ways. Relevant experience may modify the partially developed structure or function (2B)
facilitating further development or attuning the structure or function; experience may
maintain the structure or function at its partial level of development attained before the
onset of experience (2); or, in the absence of relevant experience, the partially developed
structure or function may be lost (2C). (Of course, experience per se may not be altogether
necessary where the structure or function would continue to mature as a reflection of the
genetic blueprint.)

A close analysis of the structure of hue categories shows that categorization processes
do indeed change after the onset of experience in identifiable ways. Two prominent ways
in which hue categories appear to alter developmentally entail perceptual “sharpening”
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and “broadening” (Raskin, Maital, & Bornstein 1983). Sharpening manifests itself in the
narrowing of boundary regions between hues, and broadening manifests itself in the com-
plementary expansion of category plateaus. Between 3 and 4 years of age the boundary
regions between children’s hue categories narrow and reciprocally their plateau regions
broaden; after 4 years of age, both categories and boundaries appear to remain stable
through the balance of the life-span. This early change might be attributable to con-
tinuing maturation or to experience. At the very least, cultural and linguistic training
can affect low-level perception. The internal color space is not fixed and static (David-
off 1991), and some distances within linguistic categories can stretch or modify. Matsuno,
Kawai, and Matsuzawa (2004) found that, despite equivalent high levels of accuracy in
color matching, Pendesa, a chimpanzee with little experience in discriminative learning of
colors and/or acquisition training of color names, showed low consistency and indistinc-
tive response times for color responses in contrast to Ai, a chimpanzee which had years
of experience and showed distinctive consistent and inconsistent response times. Ai per-
ceived colors with a clearer distinction of being inside or outside of a color group and
hesitated in responses to colors located on the borders of color groups. However, these
structural developmental changes in hue categories are really marginal and do not, for ex-
ample, alter hue foci or the positions of wavelength cross-over points between hues, that
is the general organization of hue categories along the wavelength continuum.

We know that the system of basic hue categorization is essentially fully developed
even early in infancy (Bornstein 2006), and the marginal (biological or experiential) at-
tunement (sharpening, broadening) that takes place later does not alter the number or
placement of basic hue categories. Third, then, a structure or function like hue catego-
rization may develop fully before the onset of experience (3). Afterward, the structure or
function requires experience to be maintained; without relevant experience or because of
biological change, the structure or function may be lost (3C). Experience can also attune
a mature structure or function if it is plastic (3B)(as seems to be the case with color; see
above). This third scenario appears to account best for the status of basic hue categoriza-
tion in infancy and for the exceptions and variants to basic color-naming systems after
infancy. Let’s explore two prominent ways how.

Grue and dark languages revisited

In Western societies it appears that the four basic categories of hue that are fully de-
veloped before the onset of experience (Bornstein et al. 1976a, 1976b) are maintained
during development so that they are essentially the same as those for adults (Bornstein
1973; Bornstein et al. 1976a, 1976b). However, in most other societies, where it is com-
mon for color-naming systems to differ from the basic four-fold hue category system,
some processes in biology and experience modulate basic hue categorization during de-
velopment. As we have seen, categories extant in infancy may be lost; existing categories
may be tuned; or new categories may be induced. How these biological and experiential
changes are effected requires further exacting research. The pace of neurophysiological to
cultural research makes it difficult to survey accurately the state of theory (Simpson 1997)

1
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and shortsighted to question existing theories just because the data and phenomena are
complex (Stanlaw 1997). Nonetheless, the balance of available evidence renders certain
possibilities more likely than others (Van Laar 1997). Divining the linkages between hue
categorization and color naming will provide a model realm for understanding the fused
roles of biology and experience in development.

Most Indo-European languages distinguish blue from green and blue from black; so do
languages in many other language families. However, grue languages have one basic color
term to denote green and blue, and dark languages have one basic color term to denote blue
and black, or, green and blue and black. In either case, infants’ categorization of green and
blue as separates seems inconsistent with the absence of the green-blue distinction in adult
speakers (Davies et al. 1998; Roberson et al. 2000). The apparent contradiction might be
resolved in a number of ways following the comprehensive logic of the developmental
scheme detailed earlier. First, it could be that for infants in these cultures or linguistic
communities the basic green-blue hue distinction is undeveloped in the first place, and
remains one that does not develop. But, as has been shown (Bornstein 2006; Bornstein et
al. 1976a, 1976b; Catherwood, Crassini, & Freiberg 1987; Franklin & Davies 2004), infants
do categorize green from blue, and they are likely to do so universally. Second, it could
be that the green-blue distinction is really only partially developed, and that it is not later
attuned by language experience. Again, however, the green-blue distinction, which is both
qualitative and categorical, is present and mature long before infants acquire language.

Third, then, the green-blue distinction might be present before the onset of experi-
ence, but in peoples who speak grue languages it is (mis)attuned or lost. It could be attuned
or lost for experiential (e.g., utilitarian) reasons or for biological (e.g., visual) ones. For ex-
ample, it could be that infants possess the categories of green and blue but the distinction
is lost during development because it is not used. There is some precedent for this pos-
sibility. For example, Werker (1990) showed that infants from English-speaking families
discriminate Hindi phonemic speech contrasts that are not used in English and they do
so as well as do Hindi-speaking adults; however, English speakers 4 years of age and older
do not. Thus, a perception present in infancy is lost. Apparently, infants stop being “uni-
versal listeners” for certain phoneme distinctions around the end of the first year of life
(Werker & Tees 1984). It also appears that experience can “maintain” those perceptual
sensitivities that are already evident in the young infant, but without such exposure initial
abilities are lost (Best et al. 1988). Together, these observations suggest that sometime be-
tween infancy and maturity a perceptual discrimination that is present at birth weakens
on account of lack of experience, even if it is not wholly or permanently lost. Studies such
as these underscore the diverse interactions that biology and experience play in perceptual
development.

Several authors have argued that color categorization is principally motivated by so-
ciocultural mechanisms (Dedrick 1998; Eco 1985; Gage 1997, Hardin 1993; Kay & Maffi
2000; Saunders & van Brakel 1997). Such learning views are compatible with a deter-
minative role of experience vis-a-vis biology: induction where development had not yet
occurred (1A) or attunement or loss where partial development obtained (2B, 2C) or at-
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tunement or loss after full development (3B, 3C). I return to these possibilities at the end
of this chapter.

Biological explanations for grue

Normally, however, before appealing to experiential (cultural and linguistic) explanations
it is reasonable to explore and to rule out possible biological (visual and physiological)
explanations. To be concrete, psychological aspects of differential color naming should
come into consideration only when the assumption that no differences exist in actual vi-
sual processing by different peoples is eliminated. Pragmatic explanations of color naming
will suffice only if no significant explanatory differences in biology that could underlie se-
mantic identities or confusions exist among groups shown to vary in their color naming.
Cultural and linguistic explanations necessarily suppose prior assumptions about equiva-
lent biology and physiology. Perhaps some differences in color lexicons among some lan-
guages are related to physiological and, concomitantly, perceptual discriminations among
the peoples who speak them.

Cross-cultural regularities in the use of grue and dark could emerge because of varia-
tion in visual sensitivity specific to the region of the visible spectrum associated with green
and blue. The prominent types of semantic identities or confusions which investigations of
color-naming systems have unearthed — namely, green with blue, blue with black, green and
blue with black, as well as red with yellow — are in fact consistent with known deficiencies
in color vision. Most people possess normal color vision: They are trichromats (having the
three cone photoreceptors). Some are deficient in color vision: They are dichromats (hav-
ing only two of the three). Three classical kinds of dichromats are protanopes (lacking the
LWS “red” receptor), deuteranopes (lacking the MWS “green” receptor), and tritanopes
(lacking the SWS “blue” receptor). Protanopia and deuteranopia are the most common
and best understood color vision deficiencies in Western medicine. Tritanopia is the most
rare (0.00092% of the population; Wright 1952). Tritanopes notoriously confuse greens
and blues, reds and yellows.

Pickford (1951) conducted extensive studies with tritan observers and described their
color-naming behavior in detail: In the blue blind, and even the blue weak, forms of
the deficiency, blue and sometimes yellow are diminished in saturation compared with
the normal trichromat. Dark grey invades blue and light grey or white invades yellow.
The intermediate colors, violet and blue-green “join hands” across blue, and orange and
yellow-green join across yellow. Thus, tritans have difficulty in accepting distinctions
made by color normal persons about any of the four intermediate colors: blue-green, vio-
let, orange, and yellow-green. The tritan person reports having disputes or differences of
opinion about why a blue-green should not be called blue or green, about why red should
be distinguished from orange, and so on. The tritan may confuse yellow with white, and
call orange yellow and yellow white; to a tritan broadband stimuli that look pale blue,
bluish, cyan, or turquoise reportedly look greenish. As Wright (1952) and Walls (1964)
pointed out, in tritanopia all wavelengths short of the neutral point (around 570 nm)
are seen as uniform bluish-green and give rise to naming confusions or semantic identi-
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ties except at extremely short wavelengths where the visible spectrum is sharply curtailed
or darkened.

It so happens that tritan and tritan-like vision is distributed geographically in a way
that overlaps the geographic distribution of grue and dark languages. To explore this argu-
ment, first, I briefly discuss the distribution of sunlight on the earth; next, the transmission
and filtering of sunlight in the eye and in aging, and their effects on vision; after that,
the adaptive significance of intraocular pigmentation; and, last, I return to the linkages
between color vision and color naming systems around the world.

The highest values of ambient light intensity (Fischer 1960) as well as largest mean
annual amounts of solar radiation (Ashbel 1961; Kimball 1935; Osborn 1929) have been
recorded in the tropics, with a steady decrease toward the poles. Sunlight reaching global
areas of equatorial proximity (or of greater altitude) is richer in ultraviolet-B (UV-B:
280 nm < A < 315 nm) radiation (Golding 1954; Henderson 1970; Kimball 1935; Os-
born 1929), and exposure to UV-B has two notable phototoxic effects that in turn likely
influence color and detail vision. Specifically, high UV-B exposure in sunlight naturalis-
tically accelerates aging of the ocular media especially the crystalline lens (Javitt & Taylor
1994; Werner, Peterzell, & Scheetz 1990; Young 1991). In accord with these physical facts,
the incidence of cataract increases with proximity to the equator (Young 1991); the in-
cidence of cataract is often used to estimate the incidence of damage to the lens (Young
1994). Moreover, as the lens ages, it becomes denser and more opaque (a process known
as brunescence), permitting less light to reach the retina, especially at shorter wavelengths
(Weale 1988). Finally, exposure to UV-B can also cause direct selective damage to the SWS
(“blue”) cone photoreceptors (Harwerth & Sperling 1971; Werner, Steele, & Pfoff 1989).
In turn, these phototoxic effects produce tritan color vision defects or circumstances that
essentially mimic tritan color vision deficiency.

Before light reaches the retina, isomerizes photoreceptor pigment molecules, and
thereby becomes an effective stimulus for vision, it passes through several optical struc-
tures including the cornea, the lens, the aqueous and vitreous humors, and the macula
lutea. In essence, our visual world is filtered through these several ocular media. Each of
these structures has some density, and so each attenuates incoming light by reflection,
absorption, and scattering. Optical structures are typically pigmented yellow, and there-
fore they selectively absorb, and so deprive the visual system of, short-wavelength light.
Furthermore, light scattering in the eye operates according to Rayleigh’s law: Optical scat-
tering is inversely proportional to the fourth power of the incident wavelength. Therefore,
shorter visible wavelengths are scattered most. Longstanding studies of the attenuation
characteristics of the eye converge on the fact that intraocular structures combine se-
lectively and cumulatively to absorb and scatter incoming short-wavelength radiation
(Ludvigh & McCarthy 1938; Norren & Vos 1974).

Changes in vision often also accompany aging, particularly changes in the transmis-
sivity of the lens and preretinal ocular media. Yellow pigmentation normally accumulates
throughout the lens as it ages, selectively absorbing short-wavelength light. During the
normal life span, the transmissivity of the lens also reduces due to cumulative damage
(caused in part by UV-B light; Werner 1991). This process sometimes even eventuates in
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the development of cataracts (Young 1991). High exposure to UV-B accelerates aging of
the lens (Javitt & Taylor 1994).

The reduction in transmissivity of light on account of exposure to UV-B and aging is
greatest for the short wavelengths and so results in decreasing sensitivity to short wave-
lengths or tritan vision. By screening short-wavelength light, intraocular pigmentation
thus contributes in varying degrees to mimicking the tritan color-vision complex. Physi-
ological differences between observers in how strongly their lens filters light depend both
on their environment and their particular exposure to it (Werner 2000).

However, yellow intraocular pigmentation is also biometeorologically adaptive in two
ways. First, yellow filtering of ambient daylight serves the important protective function
of screening potentially damaging actinic blue and ultraviolet radiation from retinal tissue
(Frost 1948). Several different natural preretinal ocular filters are yellow and have (pre-
sumably) evolved to protect the retina from UV-B radiation by selectively absorbing near
ultraviolet and shorter visible wavelength light before it arrives at the retina (Pokorny,
Smith, Verriest, & Pinckers 1979; Young 1994). Second, by filtering short-wavelength light
before the retina, yellow pigmentation enhances pattern definition in vision and visual
acuity. On account of Rayleigh’s law, short-wavelengths are the most out of focus or chro-
matically aberrant (Millodot 1976; Wald 1967). Chromatic aberration increases linearly
from 750 to 550 nm, but then rises exponentially as wavelength shortens further. Thus,
preretinal yellow filtration that cuts shortwaves down serves, under natural conditions,
to sharpen retinal images (Foley-Fisher 1968; Luckiesh & Moss 1925; Reading & Weale
1974) and to increase target visibility and contrast (Luria 1972). As photographers know,
yellow filters reduce the blue haze associated with distance vision. It is noteworthy that,
at the fundus of the fovea, the part of the retina of highest acuity, SWS cone photorecep-
tors are absent — the fovea is blue blind (Wald 1967) — and color naming study shows that
short-wavelength vision is suppressed foveally (Bornstein & Monroe 1978).

Thus, yellow filtering in the eye curtails visibility in the short-wavelength end of the
spectrum and adversely affects chromatic vision but, as a trade-off, generally enhances
visual acuity and secures some biological protection for UV-B-sensitive retinal structures.
In the context of adaptive evolutionary radiation, the vertebrate eye of diurnal animals
(such as man) has pressed for better acuity (Walls 1942). The greater reduction of axial
chromatic aberration through the elimination of short wavelengths must mean for many
peoples better detail vision. Evolution appears to favor detail over color, quantitative over
qualitative aspects of vision. The adaptive significance of this tradeoff, as Wald (1967)
noted, cannot be overemphasized.

The color-naming system of the identifiably blue-weak or blue-blind encompasses the
same complex of semantic color identities (grue and dark) as is commonly found to occur
in the investigation of color-naming systems around the world. Are these two phenomena
related? Quite possibly.

The effects of yellow ocular pigmentation in most areas of color testing and color ex-
perience are identical to the effects of tritanomaly or tritanopia (Judd, Plaza, & Farnsworth
1950; Kalmus 1955; Pickford 1951; Verriest 1963; Wright 1952). Indeed, the main cause
of the acquired tritan defect appears to be accelerated yellowing of the lens due to the
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high prevailing levels of UV-B radiation, augmented by reflected UV from the ground.
Following this line of argument, Bornstein (1973) suggested that people living in high
sunshine areas, such as the tropics, would be advantaged if they filter high levels of UV-B
radiation that otherwise damage the retina and attenuate visual acuity. As a product of
yellow intraocular filtering, damaging and out-of-focus short wavelengths reaching their
retinae would be attenuated, but as a by-product visible short wavelengths (blue) would
also be reduced.

A number of experimental studies conducted during the twentieth century have re-
ported lower sensitivity to visible wavelengths shorter than 500 nm in individuals living or
originating in geographic areas subjected to high UV-B radiation. Rivers (1901a, 1901b,
1903, 1905) found that sensitivity to blue was greatest for Englishmen, much less for Mur-
ray Islanders and Indians, and least for Central Africans. Ishak reported that chromaticity
coordinates for the standard illuminants (1951), photopic luminosity curves (1952a), and
spectral chromaticity coordinates (1952b) were lower for comparative groups of Egyptian
than British observers. Sperling and Hsia (1957) reported that Hsia, a native of Hunan
Province, China, was the considerably less sensitive of the two in the blue (430—460 nm).
Dodt, Coperhaver, and Gunkel (1959) found that “darkly pigmented” eyes displayed con-
sistently lower sensitivity at blue wavelengths below 460 nm than did “lightly pigmented”
eyes. Fitzpatrick (1964) found a dark-pigmented group of observers significantly less sen-
sitive than a light-pigmented group when absolute thresholds for 430-530 nm blues were
tested. Eckhardt (1966) reported that thresholds for African Americans were slightly, but
significantly, higher than those for European Americans at short blue wavelengths (400—
440 nm). Webster et al. (2002) tested for similar population differences by comparing
color judgments in sets of observers in India and the United States: Compared to the U.S.
observers, the Indian observers tended to choose yellows and reds that were significantly
shifted toward orange, and they chose blues that were even more strongly shifted toward
green (although it is possible that for some of these observers, the term interpreted as blue
was really grue). Each one of the methods used by these investigators carries with it an
appreciable amount of reliability and validity. First, each of the studies is internally consis-
tent. The same experimenters used the same apparatus and applied the same procedures;
only the experimental eyes (participant populations) varied. Second, each of the studies
produced vision data (e.g., luminosity coefficients) for European or European American
groups that compared well to those already established for Europeans. However, third,
when researchers experimentally investigated directly or indirectly international or inter-
racial differences in spectral sensitivity, their results indicated consistent and significant
differences in the blue regions of the spectrum.

Although it is well established that the incidence of red-green color deficiency varies
around the world, tritan conditions are generally less well known. Indeed, the likely inci-
dence of congenital tritanopia was deemed so small as to make estimate variations difficult
or not worthwhile, and most field assessments of color vision have used the Ishihara Test
Plates which do not even include tests for tritan errors (Fletcher & Voke 1985:191; for ex-
amples see Simon 1951, and Reuning 1988). However, when sought, a higher incidence of
tritan defects has consistently emerged in equatorial-dwelling populations. For example,
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peoples from southern and central Africa show a high incidence of blue errors: Pickford
(1951) found that West Africans suffered significantly more frequent blue weakness than
Europeans. Collier (1966) administered the Farnsworth-Munsell Dichotomous Test for
Color Blindness to a handful of his Zinacantecan observers. He reported “in all cases,
maximum bulging (and poorest discrimination) seems to occur in the blue-green range ...
[p. 11].” Furthermore, Davies and colleagues (Davies, Corbett, Mtenje, & Snowden 1995;
Davies et al. 1992; Davies, Laws, Corbett, & Jerrett 1998) recorded high incidences (at least
20%) of tritan vision in three independent samples from southern and Central Africa.
About one-fifth of an African sample, and almost one-fifth of a Greek sample (remember
Gladstone), made one or more color vision errors, and the errors they made were pre-
dominantly tritan errors. None of Davies’s age-random British or Spanish samples made
any such errors; and their Irish sample revealed the expected level of red-green errors. No-
tably, however, the pattern of errors made by the African sample resembled the pattern
exhibited by an elderly British sample. Recently, in a pilot study, Wortman (2004) devel-
oped tests to assess variations in color discrimination in people living at different distances
from the equator in Brazil, the longest country in the world North to South. He hypoth-
esized that, holding language (Portuguese) constant, discrimination of short-wavelength
hues would be worse for residents nearer the equator than for Brazilians farther from
the equator. He conducted experiments in three coastal cities: 1°, 8°, and 24° south of the
equator. Wortman found a statistical trend toward impoverished performance in ability to
discriminate hues in the blue and green regions of the spectrum the closer to the equator
his observers lived.

Intraocular yellowing reduces transmissity and decreases sensitivity to short wave-
lengths thereby producing predictable shifts in perceived hue: With sensitivity to blue
reduced, blue-greens look greener, purples look redder, and dark blues look blacker
(Fairchild 1998:5). Pickford (1951) noted that blue weakness owing purely to preretinal
yellow pigmentation is associated with darkened violet. Few of these stimuli would look
predominantly blue. In short, tritan defects render blues and greens less discriminable
and blues blacker, and there would be less “perceptual pressure” to encode these color
differences in language (Davies, Laws, Corbett, & Jerrett 1998).

Is short-wavelength perception or discrimination restricted in speakers of grue or dark
languages? The short answer may be yes. The distributions of grue and dark languages
are nonrandom: Most languages of temperate-dwelling peoples distinguish the four basic
categories of hue, whereas many other languages, and in specific those of more intraoc-
ularly pigmented and tropical-dwelling peoples, do not. Bornstein (1973) reported that
the distributions of grue and dark languages related to a culture’s residential proximity to
the equator. For example, an internal analysis of African color-naming systems showed
that the average deviation (north or south) from the equator of the green=blue semantic
identity (having a single color term to describe greens and blues) is 16°, of the blue=black
identity is 11°, and of the green=blue=black identity is 9°. (Lindsey & Brown 2002, later
reconfirmed this relation with a somewhat larger data set.) For example, Chichewa and
Setswana are two grue languages spoken in southern Africa by people who receive 3.25
times more UV-B radiation than people who live in Greenwich, England (Davies, Corbet,
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Mtenje, & Snowden 1995; Davies et al. 1992). If lens aging is linearly related to lifetime
UV-B exposure, then a 98-year-old Englishman might have a lens as dense as the aver-
age 30-year-old South African (Lindsey & Brown 2002). The density of yellow intraocular
pigmentation and attendant tritan vision parallel the worldwide distribution of collapsed
color-naming systems (Bornstein 1973; Lindsey & Brown 2002).

Some time ago, Verriest (1963) showed that yellow filters in front of younger eyes
cause a diminution of color discrimination which resembles the senile decrease and the
tritan (blue-deficient) type of congenital color-vision deficiency. Further to this point,
Lindsey and Brown (2002) experimentally tested these kinds of phototoxicity effects on
color naming in a study that used computerized, colorimetric simulations of Munsell
colors viewed through clear versus brunescent lenses. Young native American-English
speakers used blue as a color name when the simulated lens through which they viewed
colors was clear, but they named colors as though they were speaking grue or dark lan-
guages rather than American English when the simulated lens was dense. At the densest
lens values, blue was replaced by green, analogous to grue, and to a lesser extent by gray,
analogous to dark. Hardy, Frederick, Kay, and Werner (2005) later replicated Lindsey and
Brown’s (2002) lens-brunescence simulation (however, when the same physical stimuli
were presented to younger and older observers, the two groups named the relevant stim-
uli in virtually the same way). Some boundaries between color-name loci, particularly
between yellow and green and between green and blue, changed position along the color
axis as denser lenses were simulated. These experimental within-subjects designs preclude
cultural or language explanations for the result. Although they should not be accepted
at face value (Regier & Kay 2004), the qualitative similarity between color naming by
speakers of grue and dark languages and color naming at the densest lens values in these
experiments is arresting.

Finally, it is important to note that grue or dark could become established as predom-
inant color terms in a language even if only a minority of a community were affected by
tritan-like color anomalies because communication of color information requires color
competence in speakers as well as listeners. The names for colors learned by children over-
lap those spoken by their mothers (Andrick & Tager-Flusberg 1986). Lindsey and Brown
(2002) argued that, if the fraction of individuals in the general population who are affected
is a, then (1 — a)? random dyads will involve a speaker and a listener who both have a color
vocabulary that is not affected. For example, if 10% of the population were affected, then
about 20% of all conversational partners would use grue; if 25% were affected, then about
45% would. This effect would be even more pronounced for triads or larger groups of
people. In this way, grue or dark could become established and acceptable in a language
even if some members of the community retained the ability to distinguish green from
blue from black.

Experiential explanations for grue

Interactions among culture, language, cognition, and physiology that ultimately deter-
mine the usage of color terms are doubtlessly complex. Yellow intraocular filtration, which
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aids visual acuity and selectively attenuates short-wavelength visible radiation reaching
the photoreceptors thereby decreasing the distinctive sensation of blueness, may help to
explain in the paucity and polysemy of extant color terms and the promotion and distribu-
tion of grue and dark languages around the world. Of course, this biological account is only
one, and it is not exclusive. As discussed, there is a variety of complementary experiential
pathways to hue categorization and color naming that may be equally valid. Categorical
perception of hue could be innate, as the infant research suggests, and later modified by
language and experience along the lines outlined earlier. For example, Franklin, Davies,
and their colleagues compared English and Himba groups on various color naming and
search tasks. The Himba tribe is found in the Kaokoveld region of Northern Namibia. The
Himba language, Otjihimba, has five basic color terms: otjivapa (white), otijzoozu (black),
otjiserandu (red, orange, and pink), otjidumbu (yellow), and otjimburou (blue, green, and
some purples). (It also has a few secondary and borrowed terms.) These authors predicted
that, as there is a single Himba term for blue and green, if color naming affects color
perception, search for one blue target among green distractors (and vice versa) would be
faster and more accurate than search for one blue target among other blue distractors
(or one green target among other green distractors) among English speakers who have
distinct linguistic categories for blue and green but not among Himba speakers because
search conditions would be within the one Himba green-blue category. Franklin, Clifford,
Williamson, and Davies (2005) tested for categorical responding in English 2- to 4-year-
olds, the age range for the onset of color term knowledge and in Himba toddlers. They
found categorical perception irrespective of naming — that is, there were no cross-cultural
differences in the extent of categorical perception — and categorical responding was not
stronger in those children with more developed color-term knowledge. Their findings
support universalist models of color categorization and suggest that color term knowledge
does not modify categorical perception, at least during early childhood.

The authors also tested English and Himba adults (and they included a green-yellow
set for which the Himba possessed separate terms). They found a significant category ad-
vantage (cross-category search was faster and more accurate than within-category search)
in the English group, but not the Himba group. The adult language group that had a lin-
guistic boundary for two colors performed their searches categorically; the adult group
that categorized colors under a single name did not. Together, these results support ro-
bustness to the claim that the origins of hue categorization lay in perception not language.

Of course, language experience operates later in development. A complete account
of hue categorization and color naming must take into account the constraints of vision
system function and trichromacy, but it also needs to take into account our rich color ex-
perience as well as the pragmatics of cultural linguistic communication. Languages differ
semantically, but obviously not without constraint; people cannot just call anything any-
thing, after all. These constraints, however, are often a complex interface of both human
cognitive universals and the particulars of cultures and languages (Stanlaw 1997). Basic
hue categorization and color naming within and across cultures are as much influenced
by constraints and commonalities imposed by visual-processing mechanisms as they are
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influenced by common culturally learned naming practices and the ways cultures come to
form their naming systems.

Categorical perception in infants cannot be due solely to naming, but verbal labelling
can explain some cross-cultural differences in categorical perception. Perhaps, then, there
is an innate predisposition for categorization, but language or other types of learning
can modify categorical perception and reorganize the representation of perceptual color
space. If color perception is both innate and plastic, then these twin processes could
result in compression and expansion of perceptual space for the areas of color space
that are given the same term and for the areas of color space where there is a linguistic
boundary. Such perceptual learning could also account for new categorical perceptions
across newly learned boundaries and the attenuation of others, altering the structure of
perceptual categorization. In this way, categorical perception present in infancy can be
lost if a language does not reinforce the perception, and categorical perception may be
induced and sharpened if a language does. Finally, categorical perception not present dur-
ing infancy may later be induced if the child’s ambient language distinguishes between
color regions. Category training studies attest to the flexibility of categorical perception
(Goldstone 1994; Goldstone, Lippa, & Shiffrin 2001; Guenther, Husain, Cohen, & Shinn-
Cunningham 1999; Livingston, Andrews, & Harnad 1998). Notably, Ozgen and Davies
(2002) showed that color discrimination could be improved by training and that learning
could induce subdivision of a preexisting basic color category.

Conclusions

Physical attributes and properties of the world are complex and, like biological processes
in the observer, constantly in flux. Through categorization, perception and cognition are
organized so that psychological unity and coherence replace physical variety and biologi-
cal instability. This chapter focuses on hue categorization and color naming. All physical
stimuli in the color domain are not perceived as equally different from one another psy-
chologically; rather, some are categorized together and treated as equivalent (but not
necessarily as identical) based on their perceptual similarity. Whether they are adults or
infants at the beginning of life, human beings perceive a set of such basic categories of
hue. Psychophysical, developmental, and comparative findings further support this uni-
versalist position on basic hue categories and their biological substrates. Data on cultural
diversity in hue categorization, and anthropological, linguistic, philosophical, and psy-
chological opinion, point to systematic exceptions and variants in basic color naming,
however. In this chapter, I attempted to reconcile the unity of native categorization pro-
cesses with the diversity of cultural naming through a consideration of different possible
developmental pathways between the two and the interplay of nature and nurture. There
are nontrivial biological constraints on color categorization and color experience, and the
initial phenomenology and psychophysics of color can be adequately explained by neuro-
physiologically identifiable mechanisms in color vision processing. The available evidence
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seems compatible with a position of universality that leads to expectations of probabilistic
rather than deterministic cross-cultural correspondence.

The psychological structures that characterize color perception have been revealed in
a series of psychophysical studies with adults, with infants, and with various infrahuman
species, and they show that basic hue categorization possesses an identifiable physiological
substrate. The data that these studies have yielded supplant an older psycholinguistic and
anthropological literature that posited that language and culture alone influence or direct
perceptual processes and thought even at the most basic level. Indeed, modern studies
invert the traditional view and point to the influence of perceptual and cognitive forces
on shaping language. Thus, modern psychophysical and perceptual data help to resolve
an anthropological-linguistic question of direct and manifest importance to the study
of neonate and infant cognition: Does perception influence language, or does language
influence perception? Hue is a model domain for how categorical perception, linguistic
relativity, and perceptual learning relate to one another. The existence in infancy of basic
hue categories that appear to be firmly rooted in physiology strongly favors the primacy
of perception. In color, however, relativism can overlay and modulate this universalist
foundation. Languages exploit hard-wired perceptual discontinuities in forming color cat-
egories and other, presumably social, forces drive how many and (to some degree) which
categories are formed. However, it is also the case that adaptive visual information process-
ing alters perception and affects hue categorization, color naming, or both. A critical point
of future research will be to further disentangle linguistic and physiological influences on
conceptual hue categories.
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Using the data of the World Color Survey, variation in the selection of focal colors both
within languages and across languages was studied. The variation within languages was
found to be much greater than the variation across languages. For example, for color
terms in different languages that roughly translate as English ‘red’, focus placements were
found to cluster to a much greater extent across languages than within languages, although
statistically significant differences in cross-language average focal choices were found. The
resulting picture is one of constrained but not identical focus placements across languages
and impressively greater variation in focus placements within than across languages.

Introduction

Perhaps the central problem in understanding color appearance is that the only available
measures of it are subjective. Much is now known about the neural mechanisms under-
lying the early encoding of color information in the human visual system, yet few clear
links have been identified between these mechanisms and the perceptual organization of
color experience [For recent reviews see (Gegenfurtner & Sharpe 1999; Mausfeld & Heyer
2004)]. Without an objective test for “red”, studies of color appearance have instead had
to rely on characterizing how observers describe the stimulus, and this has left open the
debate of whether these descriptions reflect the characteristics of perceptual or linguistic
processes. Arguments in this debate have hinged largely on the question of whether dif-
ferent individuals label spectral stimuli in similar or different ways. Comparisons of color
naming across languages point to a remarkably consistent structure of color categories
(Berlin & Kay 1969; Kay & Regier 2003). Though exceptions and counter-arguments have
been noted by a number of authors (Davidoff 2001; Davidoff et al. 1999; Gage 1993; Jame-
son & D’Andrade 1997; Lucy 1997; Lyons 1995; Roberson et al. 2002; Saunders & van
Brakel 1997), the observed similarities have been taken by many as strong evidence for
universal tendencies in color experience that are shaped by common perceptual processes
(Boynton & Olson 1990; Chapanis 1965; Hardin 1988; Kaiser & Boynton 1996; Kay &
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McDaniel 1978; Ratliff 1976; Shepard 1992). Yet within-language studies of color naming,
and in particular of the loci of perceptually pure or unique hues, have also shown that
these can vary widely from one individual to another within a given population (Kuehni
2004), and this suggests that something about the underlying processes is highly labile. In
this chapter we examine the potential sources and nature of inter-individual and inter-
language variability and what these mean for the notion of universal color categories.
While individual differences have been taken by some as evidence for linguistic relativity
(Saunders & van Brakel 1997), we argue that they instead suggest that the vagaries of par-
ticular languages may often place only a weak constraint on color categories, and that the
factors that underlie within-language differences may themselves show strong universal
tendencies.

The World Color Survey

Berlin and Kay (1969) advanced a hypothesis of universals in cross-language color nam-
ing in a study that compared color naming across 20 languages. Naming was assessed by
asking individuals to label the colors they saw in a palette of Munsell chips that varied
in hue and lightness (Munsell Value) at a high saturation (Munsell Chroma; see Figure
1A). The chips chosen as the best examples of color terms by speakers of these languages
were also elicited. The responses of the participants of each language were aggregated to
produce a naming pattern and a best example pattern for each language. The best example
(“focal”) choices clustered in small regions of the palette, leading to the proposal that color
categories are similar across languages and are restricted to a set of 11 basic terms. The pri-
mary difference found among languages was in the number of basic color terms, and these
varied in a consistent pattern: languages with the same number of terms tended to have
terms of similar denotation. The resulting typology of basic color term systems formed an
implicational hierarchy. For example, languages with only three basic color terms tended
strongly to have terms focused in black, white and red. This in turn suggested that color
terms are added to the lexicon in a strongly constrained order. These results were taken to
imply a strongly universal pattern in color naming.

Since Berlin and Kay (1969) there has been a large number of studies arguing both
for and against the notion of color universals (see, e.g., the papers in Hardin & Maffi
1997). Criticisms of the 1969 study included the points that in most cases only one
speaker was tested for each language, that these speakers also spoke English and were
living in the US, and that the languages were mostly restricted to written languages of
industrialized societies. Thus the similarities in color naming might have resulted from
the shared history and similar experiences of the speakers and not been representative
of the world’s languages. The World Color Survey (WCS) was in part undertaken to
address these concerns, by collecting color naming data for a much larger sample of
languages and speakers (Kay et al. 1997). The data, which are now available online at
http://www.icsi.berkeley.edu/wcs/data.html, include color naming and focal (best exam-
ple) responses for 110 unwritten languages, with an average of 24 speakers per language.
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The respondents were the most monolingual persons obtainable in the communities stud-
ied and were tested in their own languages and in their local communities. The 110
WCS languages represent 45 different language families (see Kay & Regier 2003: 9087 for
the list).

Recently, Kay and Regier (2003) analyzed the WCS data to evaluate whether the terms
of different languages cluster in similar ways, that is, to perform explicit statistical tests
on the evident, but primarily impressionistic, clustering observed by Berlin and Kay in a
smaller sample of languages. For each speaker they calculated the centroid (i.e., the average
value on each dimension) of the set of chips that were labeled with each term (after trans-
forming the Munsell coordinates of the stimulus chips into the CIEL*a*b* uniform color
space). Figure 1 reproduces from their paper the resulting contour plot of these centroids,
and also shows the location of the focal colors for English terms (Sturges & Whitfield
1995). The English focal choices fall at or near the peaks of the naming centroid distri-
bution for the WCS languages. Moreover, the relatively small discrepancies between the
English focal choices and WCS naming centroid peaks are plausibly explained by the fact
that the WCS data pictured are for naming centroids, while the English data are average
focal (i.e., best example) choices. Most of the WCS languages included ‘green’ and ‘blue’
under the same name, and similarly for ‘yellow” and ‘orange’; one would expect a nam-
ing centroid for a ‘green-or-blue’ ‘grue’ term to fall between focal ‘green’ and focal ‘blue’
(as observed in Figure 1). For the same reason one would expect the naming centroid
for a term covering ‘yellow” and ‘orange’ to fall somewhere between the best examples of
‘yellow’ and ‘orange’ terms in languages which have them (as may also be observed in Fig-
ure 1). Kay and Regier also show statistically that significantly more of the WCS speaker
centroids fell on the chips representing the English foci than on the remaining chips in
the palette.

To test whether the centroids for different WCS languages tend to cluster, Kay and
Regier first calculated the distance D between each term centroid in the WCS and the clos-
est term centroid in each other WCS language and summed these distances. Intuitively,
the smaller the value of D the greater the clustering in the WCS dataset. To perform a
Monte Carlo test of the D statistic, they then created hypothetical WCS datasets by taking
each WCS language, as represented by its term centroids in CIEL*a*b* space, and rotated
the data for the language in the hue dimension by a randomly selected angle — the same
angle for each term in a language and a different angle for each language. The D statistic
was then calculated for each of the 1,000 hypothetical WCS datasets. The value of D in
the actual WCS dataset was found to be lower than the lowest D value of any of the 1,000
hypothetical WCS-like datasets. This Monte Carlo test established that the WCS naming
centroids are significantly clustered in color space, with p < .001. A similar Monte Carlo
analysis showed that the WCS clusters are in fact similar to the locations for the original
Berlin and Kay terms (p < .001), demonstrating that the clusters of favored colors in un-
written languages of low-technology societies are close to the favored colors of the written
languages of high-technology societies. On the whole, these results demonstrate that dif-
ferent languages tend to parse color space similarly and that written languages, including
English, are not exceptional in this regard.
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Figure 1. Contour plot, over the Munsell stimulus space (illustrated by the color panel), of the num-
ber of naming centroids in the WCS data set. Each contour represents centroids of 100 individual
speakers. Filled circles represent average English focal choices observed by Sturges and Whitfield
(1995). [Adapted from Kay and Regier, 2003, Figure 4b. See text for further explanation.]

A version of this figure in full color can be found on p. xvii.

Individual differences in color naming

In their 1969 study Berlin and Kay also drew attention to the large individual differences
within a language. In particular, they noted that the focal colors for corresponding terms
from speakers of the different languages they tested were more similar than were the foci
obtained in a separate study of 40 respondents from a single language (the Mayan language
Tzeltal). Individual differences like these have been extensively investigated in psychophys-
ical studies of color appearance. Most of this work has concentrated on the unique hues —
the stimuli that are perceived as pure red, green, blue, or yellow, and which are assumed
to represent landmarks of color coding in many models of human color vision (De Valois
& De Valois 1993; Hurvich & Jameson 1957; Kaiser & Boynton 1996). The loci for these
hues can differ dramatically from one person to the next (Jordan & Mollon 1995; Kuehni
2004; Pridmore 1999; Schefrin & Werner 1990; Volbrecht et al. 1997). For example, the
wavelength that observers select as unique green can vary by up to 80 nm between sub-



Individual and population differences in focal colors

+
w

oy / o
[ ]
ol
° .
green .. L
°
A
P [

|

—
—
+
=
~

:

'

|

'

|

'

'

'

'

'

|

'

'

'

'

'

|

'

'

!

'

g

]
wn-

Figure 2. Individual differences in unique hues for 51 observers (Adapted from Webster et al., 2000,
Figure 4). Points are plotted in terms of a color space whose two axes represent changes in the ratio
of long- to middle-wavelength cone response (horizontal axis) and variation in short wavelength
cone response (vertical axis), at constant luminance.

jects, that is, over a quarter of the visible spectrum. Comparable differences are also large
for the broader spectra characteristic of natural color signals (Kuehni 2001; Webster et al.
2000), and thus do not simply reflect observers’ inexperience with monochromatic lights.
For example, Figure 2 plots the distribution in a cone-response space of hue angles chosen
as unique red, green, blue or yellow for moderately saturated stimuli for 51 color-normal
observers (Webster et al. 2000). The settings for unique green span a range of 60 degs, and
thus include a large fraction of the color circle, and this range remains large (~45 deg)
even when the settings are restricted only to the subset of subjects who set the unique hues
reliably. For the remaining hues the variation is less, but still striking, in the sense that
what some English speakers would call a pure yellow will be described as clearly too red-
dish or too greenish by others. Similar variations in perceived hue and lightness are also
found for intermediate or binary hues such as orange and purple (Malkoc et al. 2002). In
this chapter we consider possible sources of this variation and how it influences the focal
colors measured both within and between different populations of observers.

Before exploring this question, it is worth pausing to note the location of the stimuli
that observers select for unique hues. In Figure 2 these loci are plotted by their coordi-
nates within a color plane whose two dimensions correspond to the two color-opponent
axes that characterize color coding at early post-receptoral stages of the visual system (Der-
rington et al. 1984; MacLeod & Boynton 1979). While reds tend to cluster around one of
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these axes, the remaining hues fall at intermediate angles in the space (Krauskopf et al.
1982). It is in fact this discrepancy — between the axes defined by the subjective unique
hues versus the axes defined by psychophysical and physiological measures of chromatic
sensitivity — which is at the heart of the explanatory gap between the neural and phe-
nomenological organization of color vision, a point which has been made previously with
specific regard to basic color terms (Jameson & D’Andrade 1997). That is, the stimuli that
are thought to isolate pure chromatic sensations are not the stimuli that isolate the cardi-
nal chromatic axes of early color vision, nor do the known transformations of color signals
in visual cortex suggest that the unique hues are special (Lennie et al. 1990). Yet these hue
sensations seem special in the phenomenological experience of color.

Sources of variation in normal color vision

The bases for the prominent individual differences in color appearance remain unknown,
and controversial. This is not surprising, because again it has not been possible to link the
hue sensations to independently identifiable processes in the visual system. Speculations
about the sources of normal variation include differences in the physiology, visual envi-
ronment, and cultural environment of individuals. We consider each of these factors in
turn, though it should be emphasized that they are frequently not separable. For example,
the colors in an observer’s environment are shaped by how color is used by the observer’s
culture, and physiological differences between observers (e.g., in how strongly their lens
filters the light) depend both on their environment and their particular exposure to it
(Werner 2000). It is important to note also that to the extent that any of these factors affect
differences in color appearance, they are also important for understanding the similarities
or universal tendencies in color naming. For example, if differences in physiology or en-
vironment are capable of causing differences in color naming, then uniformities in color
naming imply uniformities in the color-relevant aspects of physiology or environment.

Physiological differences

Differences in chromatic sensitivity among individuals with normal color vision are large.
Most of these differences have been characterized at the level of the retina and the optics of
the ocular media (the substructures of the eye, such as the lens, which physically affect the
light striking the retina), though there is no reason to expect that important differences do
not occur throughout the visual pathway. The light reaching the photoreceptors is filtered
by inert screening pigments in the lens and, around the fovea (where vision is best), by
the macular pigment. Both these media selectively absorb at shorter wavelengths, reduc-
ing the intensity of “blue” light available at the receptors. Individual differences in lens
and macular density are pronounced (Bone & Sparrock 1971; Van Norren & Vos 1974;
Werner 1996), and are a primary source of normal variation in color matching (Webster
& MacLeod 1988). The spectral sensitivity of the photoreceptors can also vary in the wave-
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length of peak sensitivity because of polymorphisms in the genes encoding the pigments
(Sharpe et al. 1999), and can vary in bandwidth because of differences in pigment den-
sity (Smith et al. 1976). Jameson et al. (2001), using a novel procedure, reported that the
color experience of women who may possess more than three retinal photopigments by
virtue of X-chromosome-inherited opsin gene dimorphisms may be richer than that of
other humans, although other efforts to find perceptual effects of inferred human female
tetrachromacy have not succeeded (e.g., Jordan & Mollon 1993; Nagy et al. 1981). There
are also striking differences in the relative numbers of the three different types of cone
receptors. For example, humans have on average twice as many L cones as M cones, yet
in individual subjects this ratio has been found to vary by over a 30-fold range (Carroll et
al. 2002).

These physiological differences lead to obvious differences in visual sensitivity, for ex-
ample in the relative sensitivity to different wavelengths. However, it is much less obvious
how they contribute to color appearance. Webster et al. (2000) compared the individ-
ual differences in unique hues to the variations that would be predicted from estimates
of normal variations in the lens and macular pigment and in the cone spectra. Because
these factors affect a broad range of wavelengths they should influence more than one hue
in similar ways in different observers, and thus they predict high correlations across ob-
servers between the settings for different unique hues. Yet the observed variations in the
unique hues are remarkably independent. The effects of these sensitivity factors on color
appearance have also been assessed by studying changes in color judgments with aging.
The density of the lens pigment increases with age, so that the same spectrum that is achro-
matic to the young eye will be greatly attenuated at short wavelengths in the older eye. Yet
the achromatic locus and the unique hues instead remain surprisingly stable across the
lifespan (Schefrin & Werner 1990; Werner & Schefrin 1993). Finally, a number of studies
have also tested whether the unique hues can be tied to variations in the relative numbers
of different cones, and recent work has established that the differences in the L:M ratio are
far too large to account for the range of individual differences in the unique hues (Brainard
et al. 2000; Miyahara et al. 1998).

Despite these negative examples, there are some cases where differences in spectral
sensitivity could play a role. One interesting case involves the unique hues of red-green
anomalous trichromats, who have three types of cones like color normal observers but
with altered photopigments so that the difference in spectral sensitivity between the L and
M cones is very small. Deuteranomalous individuals set unique yellow to much longer
wavelengths than normals, and this is important because it suggests there are limits to the
degree to which constant color appearance can be maintained despite sensitivity differ-
ences (Neitz et al. 2002). A more controversial case is the recent proposal by Lindsey and
Brown (2002) that differences in color naming may be tied to differences in lens pigmen-
tation and retinal damage due to differences in exposure to sunlight. They observed that
languages that lack a distinct ‘blue’ term tend to be spoken in areas of the world that have
a high exposure to ultraviolet light, and suggested that the phototoxic effects of UV expo-
sure might have reduced short-wavelength sensitivity to the point where blues effectively
drop out of the spectrum and the color lexicon. This account was intended to explain dif-
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ferences between languages (those with and without a separate term for blue), and not
within them, and whether it succeeds in this regard has been questioned on the basis of
cross-language color naming patterns (Regier & Kay 2004; Lazar-Meyn 2004; see also a re-
joinder by Lindsey & Brown 2004). A recent study casts further doubt on this explanation
of the absence of ‘blue’ terms in equatorial languages and, in any case, shows it is unlikely
to provide a plausible explanation for individual differences within a population. As we
have noted these differences are at most weakly related to lens density. In a direct test,
Hardy et al. (2004) show that older and younger observers do not differ in how blue they
rate spectral stimuli, despite their large differences in lens density. Hardy et al. also show
that lens density itself — which they measured directly — appears unrelated to the degree to
which spectral stimuli are rated as blue.

Environmental differences

The failure to find clear correlates between color appearance and chromatic sensitivity
has led a number of authors to suggest that the factors shaping color perception are in
the environment rather than the observer (Shepard 1992). For example, Pokorny and
Smith (1977) and Mollon (1982) argued that unique yellow — the putative null point of
the red-green opponent process — may correspond to the average illuminant in the ob-
server’s environment. This could readily explain how individuals with very different cone
ratios can have similar unique yellows (Brainard et al. 2000), or how a single observer can
maintain stable color percepts despite aging (Werner & Schefrin 1993) or a developing
cataract (Delahunt et al. 2004). In each of these cases color perception could be calibrated
according to a similar pattern of stimulation. Such proposals hinge on the idea that the
visual system can adapt in order to compensate for variations in the observer, and there is
abundant evidence for these adaptive adjustments, beginning as early as the receptors and
extending throughout the visual system (Webster 2003).

In an elegant extension of these ideas, Yendrikhovskij (2001) used the statistical tech-
nique of cluster analysis to examine the distribution in color space of the colors that can be
observed in natural images and showed that the resulting clusters — in effect, the regions
of color space most often represented in natural images — fell near the foci for basic color
terms. This suggests that the special status of these terms may be because they correspond
to the relative frequencies of the spectral properties of objects rather than to privileged
axes in the mechanisms encoding color. The analysis also provided a possible account of
the relative salience of different color terms. For example, ‘red’ is the earliest chromatic
color term to emerge in the evolutionary sequence for languages identified by Berlin and
Kay (1969) and in individual development (Kay & Maffi 1999), and this could be pre-
dicted by supposing that the distinctiveness of ‘red’” results because of the frequency of
these stimuli and the distinctness of the cluster they form (Yendrikhovskij 2001).

If color perception reflects an adaptation to the color statistics of the environment,
then variations in these statistics could underlie differences in color judgments. Natural
environments do in fact vary widely in their color properties. For example, Webster and
Mollon (1997) measured the color distributions for a range of outdoor scenes from dif-
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ferent environments in the US and India, and showed that these distributions varied both
in the mean color and in how the set of colors were distributed around the mean. In lush
environments color differences within a scene tend to lie along an axis that varies signals
in the short-wave sensitive cones (the vertical axis of Figure 2), while in arid environments
the distributions are instead rotated toward bluish-yellowish axes (the negative diagonal
of Figure 2). Webster and Mollon also showed that measures of color appearance were
strongly affected when observers were adapted to the set of colors drawn from these distri-
butions. More recently, a similar pattern of variation was found to occur within the same
environments as the seasons change (Mizokami et al. 2003). One interesting aspect of this
seasonal difference is that changes in vegetation cause the average color in scenes to vary
along the L vs. M axis of cone-opponent space (the horizontal axis of Figure 2). This is the
chromatic dimension that distinguishes ripening fruits from foliage (Regan et al. 2001),
which may have been the driving force in the evolution of trichromacy in primate color
vision (Mollon 1989; Polyak 1957). (An alternative suggestion is the L vs. M axis evolved
to allow primates to judge the complexion of conspecifics; Changizi et al. 2006; Mollon
1989.) As shown in Figure 2, the +L pole of the L vs. M axis is also the chromatic angle
that unique reds tend to cluster along [though precisely how close the mean red settings
are to the +L pole is uncertain; Webster et al. (2000, 2002); Wuerger et al. (2005)]. These
observations jointly make it tempting to speculate that the special salience of red may be
related to the special importance of this axis for our foraging primate ancestors. That is,
red may have achieved special salience for our primate ancestors because it served the
uniquely important evolutionary function of signaling ripeness (or skin tone). However,
whatever value this speculation may have, it is not apparent how it might be reconciled
with the large differences in hue settings of contemporary humans.

Cultural differences

The concordance of basic color terms across languages provides strong evidence for uni-
versal tendencies in color naming, but does not preclude all cultural or linguistic influence.
This is an aspect of color naming that has been extensively debated elsewhere (e.g., Hardin
& Maffi 1997; Saunders & van Brakel 1997). Most of this debate has focused on how
linguistic or cultural differences might or might not contribute to differences between
groups, and it is less obvious how they might give rise to variations within a population.
However, color judgments are inherently subjective, and consequently may be suscepti-
ble to criterion effects that can be biased by individually experienced linguistic or cultural
contexts. It is also possible that variability in focal hues arises because the latter are only
weakly constrained by linguistic categories. For the physiological or environmental vari-
ables we considered above, we implicitly assumed that an individual’s focal setting would
be pinpointed by characteristics of the visual system or the world and that the differences
between observers would thus be closely tied to these differences. However, to the extent
that color categories are conceptual, they might also vary according to how much infor-
mation an observer has about them, and the specific prototypes this allows them to form
(Rosch 1975).
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Focal color differences in Indian and United States observers

Given the large variation in color naming among individuals and the fact that these vari-
ations could plausibly arise from many different factors, it would be remarkable if the
focal colors for different populations did not show some amount of nonrandom variation.
Webster et al. (2002) tested for these population differences by comparing color judgments
for a set of observers in India and the United States. The US observers were college students
in Reno, Nevada, tested in English. The Indian participants included college students in
the city of Chennai (formerly Madras) who were fluent in and also tested in English, ad-
ditional urban residents of Chennai tested in Tamil, and two groups of monolingual rural
farmers tested in regions of Tamil Nadu (in Tamil) or Maharashtra (in Marathi).

In one task, observers selected the best examples of the corresponding terms for ‘red’,
‘green), ‘blue’ or ‘yellow’ (as well as the binary hues ‘orange’ and ‘purple’) from a Munsell
palette that was very similar to the palette used by Berlin and Kay (1969). (See Figure 1a).
In a second task, specially printed palettes were used to display a finely graded series of
hues spanning a range of reds, of greens, of blues, and of yellows, and subjects were in-
stead asked to make a unique hue judgment for each of the four terms (e.g. by pointing
to the blue that did not appear too reddish or too greenish). Figure 3 shows histograms
of the focal color choices from the Munsell palette, formed by collapsing across different
lightness levels to find the hue (palette column) that each observer chose for each term.
The different panels are for different groups or testing conditions, with the US observers
shown in the bottom two panels. There are two notable features in these results. First, the
modal values of the focal hues for the different groups fall along similar columns in the
palette, and in fact were identical for all groups for selections corresponding to ‘red’ and
‘yellow’. This is consistent with a strong common basis for color naming across the differ-
ent groups. The second feature is that — at a finer level — the means of the distributions are
not the same. For example, compared to the US observers, the Indian observers tended
to choose yellows and reds that were significantly shifted toward orange, and chose blues
that were even more strongly shifted toward green (although it is possible that for some
of these observers, the term interpreted as a ‘blue’ term was really a ‘grue’ term). Similar
differences were also found for the unique hue judgments. These differences suggest that
while basic color terms are similar across the groups, their specific foci can, and probably
often do, vary in real, if modest, ways across different populations.

The Indian and US groups tested by Webster et al. (2002) differed along many of the
dimensions we considered in the preceding section, in that they were drawn from dif-
ferent ethnicities, different languages, and different color environments. Thus, it is not
clear what the basis of the focal color differences might be, and the aim was not to iden-
tify the source of any potential differences, but rather to maximize the chance of finding
them. However, one potential factor that probably can be safely excluded is differences in
the immediate testing environment. The college students in Chennai and in Reno were
each tested under both natural outdoor lighting and incandescent lighting, illuminants
with very different spectra [The top two panels of Figure 3 show the results for the Indian
(ESO) subjects, tested in(doors) and out(doors), respectively, and the bottom two rows
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Figure 3. Color naming in Indian and US observers. Histograms show the number of observers
that selected a particular Munsell hue (from the palette of 40 chips shown in Figure 1) as the best
example of the color indicated. The different panels plot the choices for different groups of Indian
and US observers. ESO-in and ESO-out: college students in Chennai tested in indoor or outdoor
lighting; SM: sari merchants in Chennai; RTN: residents of rural Tamil Nadu; RM-mon and RM-
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et al., 2002, Figure 5.)
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for the Reno (UNR) students, similarly varied by testing environment.] Within-observer
group results were quite constant across changes in lighting conditions and the differences
between the U.S. and India groups were thus maintained under both indoor and out-
door lighting. This suggests that whatever the bases for the differences between the two
populations, they probably reflect some longer-term influences on color naming.

Focal color differences in the World Color Survey

In the preceding study, comparing focal and unique hues for Indian and US observers,
the subjects were instructed to select the stimuli corresponding to what we assumed were
corresponding terms across the languages. That is, they were asked to choose the best ex-
amples of ‘red), ‘green’, ‘blue’ or ‘yellow’. Again, the results showed that these focal choices
clustered within very similar regions of color space, but also that there were significant
group differences in the mean foci within these clusters (e.g., in the precise location of the
mean ‘red’ or ‘yellow’ for the different groups).

These results led us to explore whether there are similar patterns of within-cluster
variability across the 110 languages sampled as part of the WCS. In this case the ques-
tion of equivalent color terms becomes admittedly more problematic, in part because the
WCS includes languages that have different numbers of basic color terms. We consider
this problem below. However, for the purpose of the present analysis, we assumed that
a subset of languages in the WCS data set have terms with foci that are close to the foci
for the English terms red, green, blue, and yellow. This allowed us to examine individual
and group differences in the foci for these nearest-neighbor terms, in the same way that
we compared differences across corresponding terms for Indian and US speakers. That
is, it allowed us to ask how focal colors might vary within the similar-focus clusters, and
specifically, to test whether the terms that fall within a common cluster are characterized
by a common mean focal stimulus or by a range of stimuli that vary across the different
populations.

The corresponding terms for each language were identified in the following steps.
First, to be included in the analysis a term had to be used by more than half the speakers
of the language sample. Then, for each speaker, the mean (i.e. centroid) focal point for
each term was compared to the various foci for English basic color terms. The ‘closest’
English term was defined as the English term whose focal point was closest to the speaker’s
mean focal chip, as given by the Euclidean distance within the palette array. (The nominal
Munsell foci for the English terms were similar to the foci shown in Figure 1.) We next
tallied across the speakers within a language to find the English term that was most often
closest to the focus of each term in the language. To be included in a cross-language focus
cluster, a term had to be closest to the same English term for more than half of the speakers.
Consensus by a simple majority may seem an overly liberal criterion for defining a term as
part of a focus cluster. However, in most cases consensus was in fact much higher. Finally,
once a term was assigned to a cluster, the data from all speakers of the language were
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Figure 4. Location of focal colors for WCS languages that were close to the focal colors for the
English terms red (filled circles), yellow (unfilled triangles), green (filled diamonds) or blue (unfilled
squares). Coordinates give the location of chips in the Munsell array of Figure 1 (Kay & Regier,
2003). [See Figure 1 for the location of English focal choices. Lightness level 9 here corresponds to
lightness level B in Figure 1.]

included in locating the cluster, whether their own individual foci were consistent with
this classification or not.

We analyzed only the sets of terms clustering near red, green, blue and yellow. The
achromatic English terms (white, black, and gray) correspond to a small set of neutral
chips, and the remaining color terms (orange, pink, brown, and purple) were the closest
terms for only a small subset of the languages (Kay & Regier 2003). Figure 4 plots the
foci for the ‘red’, ‘green, ‘blue’, and ‘yellow’ clusters, with each point showing the mean
selection for speakers of a single language. This is similar to the contour plot derived for
the WCS data by T. Regier (available at www.icsi.berkeley.edu/wcs/foci-20030418.html).
In Figure 5, the foci have been replotted to also show the variability within each language.
In this case the two panels plot the hue and lightness of the mean focal point for each
language, while the error bars show the standard deviation in the foci within the language.

Note that the hue clusters in the upper panel of Figure 5 are similar to the focal color
settings we discussed above for the Indian and US observers (Figure 3) in that the indi-
vidual differences within the languages are pronounced. We again asked whether there are
also significant differences between foci for different languages. To assess this, for each
cluster we compared the observed variance in the foci to the variance predicted by ran-
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Table 1a. Variance in the mean foci for WCS terms closest to 1, g, b, or y, compared to the variance
predicted by random sampling across languages.

focal hue focal lightness
term  # mean var pred F p mean var pred F p
r 100 1.78 45 .25 1.81 <.002 4.26 .097 .040 241 <e-5
g 72 18.9 3.05 .96 3.16 <e-8 4.74 41 099 412 <e-10
b 49 27.6 2.38 .93 2.56 <e-5 4.32 45 093 4.84 <e-10
y 85 9.46 .65 31 2,13 <.0002 7.79 13 .038 338 <e-8

Table 1b. Variance in the mean foci for WCS terms closest to g and b, for the 31 languages that
included distinct b and g terms.

focal hue focal lightness
term  # mean  var pred F p mean var pred F p
g 31 18.1 1.12 .58 193 <.01 4.56 30 .074 4.06 <e-7
b 31 28.3 1.93 .60 193 <.01 4.23 .56 .088 6.37 <e-11

domly sampling across the languages. To generate these predictions, we drew repeated
random samples of 20 speakers from the entire WCS sample, which is equivalent to treat-
ing all of the WCS speakers as a single population. The predicted variance in the means
was estimated from 100 random samples. Figures 6-9 replot the mean hue and lightness
settings for each cluster and compare these to the predictions for a single population. To
help visualize the differences across the languages, the settings have been sorted in ascend-
ing order. In all cases, the spread of focal settings is larger than that predicted by a single
population. This was verified by F-tests comparing the observed variance vs. the vari-
ance predicted by sampling across the languages. The observed variation is roughly 2 to 4
times the spread that would be expected if there were no differences between the groups,
a difference that in all cases is highly significant (Table 1a). Notably, the between-group
differences are consistently larger (relative to the within-group variation) for the lightness
than for the hue of the focal color.

Table 2 shows the correlations between the hue and lightness settings for the dif-
ferent color terms. These correlations are generally weak, and are consistent with the
largely independent variations in unique hues for individual observers reported by Web-
ster et al. (2000) and Webster et al. (2002). This suggests that whatever factors give rise
to the variations within the WCS clusters, they do not reflect global differences in how
observers classify color (e.g., in the tendency to choose a higher or lower lightness for
different colors).

One potential source of variation in the focal colors of different languages is in the
number of color terms. The languages sampled in the WCS generally had far fewer basic
color terms than English. For example, as noted above only a small proportion of the lan-
guages had terms with foci near ‘orange’ or ‘pink’, and thus in most cases these regions are
instead subsumed within terms corresponding to ‘yellow” or ‘red’ (Kay & Regier 2003).
It is not obvious how the best example of a color term should vary with the number or
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Table 2. Correlations between the mean hue and lightness values for WCS languages with terms
near English red, green, blue and yellow.

r hue r light ghue g light b hue b light y hue y light

r hue

r light =22

g hue -.03 -12

g light —-12 43 -.09

b hue 25 -.27 —-.14 —.44

b light —-.26 29 .04 .15 -.53

y hue -13 .36 0 22 -17 15

y light -.03 23 —-.04 .02 -.05 .04 22

range of different terms, since it depends on whether these differences reflect perceptual
or linguistic differences (Regier & Kay 2004). One possibility is that the focal colors might
lie near the center of the region labeled by a given term, because the region is treated as a
single perceptual category. This would predict that in languages that lack an ‘orange’ term
focal yellow might shift toward orange. A second way this shift could arise is if individual
speakers chose foci near one or the other foci (e.g., near orange or yellow) or both, so that
the average across speakers would again lie at an intermediate point. Previous studies have
analyzed these patterns of variation specifically for the WCS languages that lack distinct
‘blue’ and ‘green’ terms, and which thus label this region of the color space with a sin-
gle ‘grue’ term. The best examples chosen for these ‘grue’ terms are bimodal, with peaks
near the separate English foci for green and blue (Regier & Kay 2004). MacLaury (1997) re-
ported a similar pattern among Mesoamerican languages. These results are consistent with
the ‘grue’ term representing a generalization over perceptually distinct blue and green re-
gions. On the other hand, Lindsey and Brown (2004) found that the set of grue foci in
the WCS were less bimodal than the distribution given for blue and green foci. They ar-
gued that this is because a subset of speakers treats grue as if it were an undifferentiated
perceptual category.

For the present analysis we did not attempt to distinguish ‘grue’ terms as such, and
thus it is likely that some of the observed spread in the ‘blue’ and ‘green’ distributions re-
sulted from including speakers that did not lexically distinguish blue and green. To assess
this, however, we also examined the mean foci for the 31 WCS languages that were found
to have separate terms near both ‘blue’ and ‘green’, according to the criteria we described
above for identifying these terms. The foci for these languages are shown on the right side
of Figures 7 and 8, and are a subset of the foci shown for the independently defined ‘blue’
or ‘green’ clusters plotted to the left in the figures. Restricting the terms to this subset elim-
inated languages near the boundary of the ‘blue’ and ‘green’ clusters. Thus the variations
in the foci for ‘blue’ and ‘green’ may be partly attributable to differences in the degree
to which the ‘blue’ and ‘green’ clusters are merged by the different WCS groups. (Note
that because these plots show only the mean foci for each language, they do not reveal
the extent to which these intermediate foci are the best examples for individual speakers.)
Yet despite this factor, the cross-language variance in the ‘blue’ and ‘green’ terms remains
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Figure 7. Sorted color foci for the WCS languages that had a term for stimuli near the English
focal color for green (filled circles), compared to predictions for variations in a single population.
Symbols at left plot results for all languages that included a term near “green.” The right side shows
the distribution for the “green” cluster for the subset of languages that also included a separate term
for “blue.”
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large, and again is significantly greater than would be predicted if languages with distinct
‘blue’ and ‘green’ terms shared the focal stimuli for each term (Table 1b).

We have gone to some length to establish the fact that the foci for corresponding terms
can vary across different groups. However, this finding should not overshadow the point
that these differences within clusters are small compared to the differences across clusters.
For example, the standard deviations of focal hues for languages within the ‘red” and ‘yel-
low’ clusters were 0.67 and 0.81, respectively, while the mean hue difference between these
clusters was 7.8 steps, or roughly 10 times the within-cluster variation. This is not simply
an artifact of our procedure for defining clusters by nearest-neighbor terms. For example,
the color category of orange falls roughly half way between the red and yellow foci, yet
only one of the 110 languages included a consensus term near orange. Similarly, despite
the differences we noted for similar terms in Indian and US respondents, these differences
are again small compared to the foci for different terms (Figure 3). The differences among
nearest-neighbor terms are important for understanding how color naming varies across
populations, but these differences reflect local dispersion within well-defined clusters and
are more likely to reflect modulations of the basic color foci than categorical differences.

Conclusions

In this chapter we have approached the question of focal colors from two different tradi-
tions. Psychophysical studies of color appearance have typically started with the assump-
tion that terms like yellow and blue correspond to special and well-defined perceptual
phenomena that are shared by observers. The stimuli that elicit these states have been in-
vestigated with the aim of characterizing the visual mechanisms that might underlie these
phenomena. Linguistic studies have instead focused on testing the assumption that there
are corresponding color categories across languages. In the present investigation, focal
colors were analyzed to determine whether they are similar enough among languages to
support conclusions about universal tendencies in color naming. We have shown that at
both the individual and the language level there is variation in focal colors, with markedly
greater variation in the former. Speakers of a common language differ in the focal stim-
uli they choose for the same color term, and similarly, different languages show some,
but noticeably less, variation in the average focal stimuli they choose for their nearest-
neighbor terms. What are the implications of these differences for the psychophysics and
linguistics of color?

First, the presence of large inter-individual difference within languages does not per se
bear on the issue of cross-linguistic universals in color naming. Even if the individual lan-
guage samples were random samples from a single population, the Central Limit Theorem
(Feller 1968:229) tells us that under reasonable assumptions the standard deviation of the
distribution of any statistic calculated in each of the 110 sample languages will, on average,
be a little less than one tenth the standard deviation of that statistic in the population it-
self —and hence less than one tenth of the value expected in any particular language sample
(since the variance would be reduced by a factor equal to the number of language sam-
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ples, 110, and the standard deviation is the square root of the variance). Of course we know
from the statistics displayed in Table 1 that in fact the individual languages of the WCS are
not, with respect to focal colors, drawn from a uniform population — or, more accurately,
that they are highly unlikely to be so drawn. The present point is that we need Table 1 to
tell us that the large variation of focus placement within individual languages is relevant
to neither the issue of whether languages differ from each other in focus placement nor
whether there exist universal tendencies in focus placement across languages

The present analyses of the WCS data suggest that different language groups do vary in
the average focal choices for nearest-neighbor terms. These group differences place some
limits on universal tendencies in color naming. In particular, they suggest that to the ex-
tent there are corresponding basic color terms, these reflect constellations of similar color
categories rather than a strict equivalence, and this means that there can in fact be signifi-
cant contextual influences on color naming. Our analyses have not examined the possible
causes of this interlingual variation: environmental, cultural or physiological. Yet, the ex-
istence of some dispersion due to any of these factors is not surprising. For example, we
have noted that there are clear differences in the physical color characteristics of different
environments, and it is well established that processes of adaptation will adjust the char-
acteristics of color perception to the observer’s ambient environment. These adaptation
processes alone may ensure that perceived color will differ when a single person is im-
mersed in a lush jungle or arid desert, and thus predict that color judgments will differ
on average for different inhabitants of different environments (Webster et al. 2005). What
is surprising is perhaps how constrained these contextual influences are, for the foci for
different populations remain strongly clustered in color space. This suggests that whatever
factors give rise to the large individual differences in focal colors, they may themselves
have strong universal tendencies.
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Mapping into a perceptual color space
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The purpose of the present study was to determine foci for the basic and frequently
used non-basic, compound, and modified Russian color terms, as well as to assess their
denotative precision. Such an estimate of denotative meaning indicates the area of the color
space onto which the color term is mapped. It also indicates consensus, or the degree of
agreement between subjects in their color naming, while enabling one to rank the color-
term conceptions in order of denotative precision. Finally, mapping these terms with a
large number of color samples enabled us to ascertain nominal density of the perceptual
color space, which we interpret as reflecting a distinctive elaboration of Russian speakers’
conception of color.

Introduction

In the present study we are interested in mapping the denotata of frequently used Russian
color terms and in the linguistic elaboration and differentiation of a perceptual color space
in Russian. We approached the problem of the relationship between color perception and
Russian color nomenclature, from two main theoretical perspectives.

One of these is the hypothesis of linguistic relativity articulated by Whorf (1956) and
Sapir (1968). The conception is rooted in the theory of relativity originating with Wilhelm
von Humboldt (1836/1971). According to his tenet, language is the subject to a permanent
process of human creativity, whereby each language represents a unique worldview. The
Sapir—Whorf hypothesis was elaborated within this theoretical approach; it was based on
results of their ethno-linguistic studies which indicated a direct relation between language
typological homogeneity and socio-cultural environment.

The idea of linguistic relativity is further developed within modern linguistics,
wherein language is argued to be the determinant of modes of organizing collective and
individual experience, in both cognition and communication. Categorization of color ex-
perience by means of color terms is considered a particular case of linguistic relativity.
Saunders, one of its main proponents, conjectures that ... ‘to see color’ is not a biological
‘given, but a many-stranded socio-historical ‘institution™ (Saunders 2007:474).
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Particularly relevant to our study is the proposition that to reveal a complete picture
of the color reality expressed in a language, one should consider the total color-lexical
content, in particular, by including a broader realm of color terms in addition to basic
color terms.

An alternative framework is presented in the theory of Berlin and Kay (1969). This
holds that in languages with highly elaborated color nomenclature, there exist univer-
sal 11 basic color terms (BCTs). The names of colors are considered to reflect univer-
sal characteristics of color perception and are related to opponent characteristics of the
color-processing system.

Rosch (1972) underscored the insight of Berlin and Kay by demonstrating that the
color continuum is subdivided into segments, or categories, perceptually as well as ver-
bally. She tagged colors of greatest salience and verbal definitiveness within a color cate-
gory focal colors; these can be defined denotatively via parameters of corresponding color
samples. The focal colors have the capacity to semantically “attract” adjacent colors of the
color continuum.

Since its appearance, Berlin and Kay’s seminal work (1969) found support in numer-
ous anthropological, ethno-linguistic, and psycholinguistic studies. Many of these focused
on determining the basic color terms across languages according to criteria established by
Berlin and Kay; on elaborating those criteria further; on investigating the structure and
boundaries of color categories, and the evolution of the color-category system (e.g., Boyn-
ton & Olson 1990; Corbett & Davies 1997; Crawford 1982; MacLaury 2002). This rich
body of research has greatly contributed to development of the theory of universal color
nomenclature (Kay et al. 1991; Kay & Maffi 2000).

Recent studies, however, reveal certain exceptions to the original assertions of Berlin
and Kay’s theory. In particular, there is convincing evidence that possession of linguistic
categories facilitates color recognition and influences perceptual judgments, an indica-
tor of weak linguistic relativity (e.g., Davies & Corbett 1997a; Jameson & Alvarado 2003;
Moore et al. 2002; Roberson et al. 2000). Moreover, it was demonstrated that color-term
basicness, as measured by its salience or frequency, can be graduated, thereby introduc-
ing the concept of relative basicness (Kerttula 2002). Further understanding of cognitive
mechanisms of color categorization is provided by vantage theory (MacLaury 2000, 2002).
Without disputing the influence of underlying physiological mechanisms of color process-
ing, MacLaury conjectures that rather than producing “frozen” formations in individuals,
color categorization is mediated by an actual cognitive viewpoint (vantage), which selec-
tively emphasizes either perceptual similarities or differences between categorized stimuli,
thus resulting in broader or narrower categories. Finally, there is accumulating evidence in
favor of more than 11 basic color terms in some languages, with the additional terms be-
ing culturally specific (e.g., Hippisley 2001; Lin et al. 2001; Paramei 2005, 2007). Cultural
distinctions manifest themselves, in particular, in a differentiated use of color terms for
denoting variations in lightness within a single category (e.g., Uchikawa & Boynton 1987).

Russian color nomenclature and its denotative elaboration attracted attention from
many investigators during recent decades, regarding the many contentious issues named
above. Russian presents a possible exception to the Berlin—Kay theory by arguably pos-
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sessing two basic terms for ‘blue’ — sinij ‘dark blue’ and goluboj ‘light blue. Though the
status of goluboj as a basic term is controversial (for reviews see Paramei 2005, 2007), the
predominant view among linguists and psycholinguists (Corbett & Morgan 1988; Davies
& Corbett 1994; Frumkina 1984; Hippisley 2001), as well as the intuitive judgments of
native Russian speakers justify treating it in our study as a basic color term.

In the present study, along with the basic terms, to broaden the scope we included
other frequently used non-basic color terms. The rationale is the significance of non-basic
terms in color naming (Frumkina 1984; Guest & Van Laar 2000; Kerttula 2002; Korzh
et al. 1991; Vasilevich 1987, 2003). Specifically for Russian, Vasilevich (1987) notes that
such frequently used non-basic terms as malinovij ‘raspberry’ or sirenevyj ‘lilac’ enable
native speakers to construct a differentiated color picture of their environment and cannot
therefore be ignored. In addition, Russian native speakers eagerly use compound color
terms, such as zélto-zelényj ‘yellow-green’ (‘chartreuse’) or krasnovato-koricnevyj ‘reddish-
brown’ (‘maroon’), or color terms specified by achromatic modifiers, which create color
names with higher precision (cf. Alvarado & Jameson 2002).

The purpose of the present study was to determine foci for the basic and frequently
used non-basic, compound, and modified Russian color terms, as well as to assess their
denotative precision. Such an estimate of denotative meaning indicates the area of the color
space into which the color term is mapped. It also indicates consensus, or the degree of
agreement between subjects in their color naming, while enabling one to rank the color-
term conceptions in order of denotative precision. Finally, mapping these terms with a
large number of color samples enabled us to ascertain nominal density of the perceptual
color space, which we interpret as reflecting a distinctive elaboration of Russian speakers’
conception of color.

Method

Natural Color System (NCS): Atlas and notation system

For our psycholinguistic experiment, colors from the NCS were used. The NCS atlas con-
tains 1526 samples in 40 hue pages (Hard & Sivik 1981). Each page presents a single hue,
corresponding to one of 2.5%-steps around the color circle. On each hue page, the sam-
ples are systematically arranged with chromaticness vs. blackness presented against a white
background.

The NCS perceptual space is based on Hering’s opponent-color theory, according
to which six colors are considered elementary and are organized in three pairs, one
achromatic: white (W)-black (S), and two chromatic: red (R)—green (G) and blue (B)-
yellow (Y).

Within the NCS, any color is defined operationally in terms of its degree of re-
semblance to the six elementary attributes: whiteness (w), blackness (s), yellowness (y),
redness (r), blueness (b), and greenness (g). The achromatic dimension blackness (s)
links elementary W and B, implying variation of a color on a gray scale; it should not

57



58  Olga V. Safuanova and Nina N. Korzh

70

[/

90 30

X

S

Figure 1. The NCS color space; (below) a vertical cut-through projection, blackness-chromaticness
triangle (left) and the color circle (right). Adapted from Hérd and Sivik (1983).

be confused with lightness dimensions in other color systems (for a discussion see Sivik
1997). The four chromatic attributes organized in two bi-polar orthogonal dimensions
span the equator (Figure 1). Psychometric properties of the NCS are defined by ascribing
the achromatic and each of the four chromatic attributes a metric scale with values from
0 to 100 %.

Since r and g and b and y are mutually exclusive, the hue notation of a given color
can be compressed: for example, R60B is a purple whose visual content is 60% blueness
and 40% redness. Within the NCS color circle, hue is defined, in addition, as an angular
measure, .

Along with these dimensions, a certain color is also defined by chromaticness (c); in
the NCS, this parameter reflects the resemblance (in percent) to the maximal color of the
given hue, where the maximal color is a point on the NCS equatorial circumference. Note
that s + ¢ + w = 100.

In the NCS atlas each color can thus be denoted by a digit-letter combination standing
for the three parameters s, ¢, and ¢. For example, 10 80 Y50R indicates 10% blackness and
80% chromaticness of a color half-between elementary Y and R.
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Comparing the NCS to the widely used Munsell system, differences in underlying
perceptual definitions are worth noting. Munsell adopted perceptual attributes of Hue,
Value (or lightness), and Chroma (saturation), where Chroma is defined as subjective dif-
ference of a certain hue from a neutral color of the same value. By comparison, in the
NCS chromaticness is defined as the degree of sample’s resemblance to the maximal color;
it corresponds to the dimensional direction of Munsell’s Chroma, but not to the scaling
(Sivik 1997). In the NCS, saturation is defined as the ratio of blackness and chromatic-
ness (Tonnquist 1986). Also unlike the NCS, Munsell-system elementary colors are not
symmetrically positioned and do not belong to its equator (Valberg 2001).

Color terms

A list of Russian color names was generated in a preliminary study based on a color-term
eliciting task and dictionary analysis (Penova 1991). A total of 250 color names were used
in the present psycholinguistic experiment. They included Russian cognates for the eight
chromatic basic color terms: krasnyj ‘red, oranzevyj ‘orange, zéltyj ‘yellow, zelényj ‘green;
sinij ‘dark blue, goluboj ‘light blue, rozovyj ‘pink; fioletovyj ‘purple, and kori¢nevyj ‘brown.

Along with these, the following color names were included: (1) frequently used non-
basic color terms, for example, visnévyj ‘cherry’ or salatovy;j ‘lettuce-colored’; (2) com-
pound (double or triple) color names; (3) compound color terms with achromatic com-
ponents, such as -belyj ‘-white, -seryj ‘-gray, -¢érnyj -black’; and (4) terms with achromatic
modifiers, such as bledno- ‘pale, svetlo- ‘light, jarko- ‘bright, and témno- ‘dark. For En-
glish translations of the Russian color terms, we used the list suggested by Frumkina and
Mikhejev (1996:86) and Davies and Corbett (1994:73-74).

Participants

Thirty native Russian individuals (Muscovites) volunteered for the experiment. They were
aged between 20 and 45 years, and had no formal training in color. All were screened for
red-green abnormalities using the Rabkin Pseudoisochromatic Plates. The experiment was
conducted with each participant individually.

Procedure

The color samples of the NCS atlas were presented under standard daylight illumination.
For each color term, the focal color was estimated. When presented with the color term,
the individual was requested to indicate in the atlas page the only sample that would best
represent the term. If in the person’s view, none of the samples adequately represented the
color name, or the meaning of the name was unknown, no response was recorded.

The order of presentation of color names was yielded by an experimenter in the
following steps. First, according to the hue of the NCS atlas page, one of the eight Rus-
sian chromatic basic color terms was named: krasnyj ‘red, oranzevyj ‘orange, and so
on. Second, color-term variants with the achromatic modifiers were named. Next, com-
pound chromatic terms were presented, comprising two basic color names (or more, if
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a participant insisted), such as oranzevato-krasnyj ‘orangish-red” or zélto-zelényj ‘yellow-
green. (In Russian, the suffix -ato in an adjective indicates lower salience of the denoted
quality.) Then followed the names comprising basic chromatic and achromatic compo-
nents, such as rozovato-belyj ‘pinkish-white, krasnovato-¢érnyj ‘reddish-black, rozovato-
seryj ‘pinkish-gray’; and finally, frequent non-basic names, such as malinovyj ‘raspberry,
or sirenevyj ‘lilac.

Analysis

For each color name, the following denotative indices were calculated across the individ-
uals who participated in the study: mean value (M) of each of the NCS parameters (s, ¢,
¢); standard deviation (o) of M; and, related to it, the 99% confidence interval (CI). M
values parameterize the focal color of a color term; o indicates the color-name spread in
the color space, i.e., the term’s denotative precision; and CI indicates its denotative consis-
tency. (Thus-defined denotative consistency should not be confused with consistency as
within-subject replicability of a sample naming, as defined by Boynton & Olson 1990.)
In addition, for each color name, histograms representing distribution of chosen color
samples were plotted for each of the three parameters s, ¢, ¢. Finally, inter-participant
consensus was calculated as percent of individuals agreeing in their color naming of the
sample in question (cf. Boynton & Olson 1990); this parameter is considered here, though,
in less detail.

Results and discussion

Russian basic chromatic color terms

We found that certain basic chromatic terms map onto narrow areas in the color space,
whereas other map broadly. Table 1 shows parameters for the focal colors (M), their de-
notative consistency (CI), and denotative precision (o). It indicates that the most precise
terms are krasnyj ‘red’ and zéltyj ‘yellow, with low variance along all three dimensions,
blackness (s), chromaticness (c), and hue (¢). By comparison, oranzevyj ‘orange’ shows high
denotative precision along two dimensions, s and c. The lowest precision is revealed for
zelényj ‘green, koritnevyj ‘brown, and rozovyj ‘pink.

As Table 1 and example histograms in Figure 2 show, chromatic terms differ in pre-
cision along one or the other attribute (Korzh et al. 1991; Korzh & Safuanova 1993). For
example, for oranzevyj all participants chose samples with the same blackness (o5 = 0), but
they were not so unanimous for the hue (o, = 9). Krasnyj, goluboj, and fioletovyj indicate
the highest denotative consistency along hue. Rozovyjhas low variance for two dimensions,
while kori¢nevyj and zelényj are poorly defined along all three attributes. It is noteworthy
that some terms indicate split focal denotata. In Figure 2 this is illustrated by the distri-
bution of sample choices for rozovyj, with two hue peaks: R and R20B (loosely related to
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Table 1. Russian basic chromatic terms: NCS parameters of focal colors

Color term/ M=CI Hue
gloss o

s c [
krasnyj 7.8£2.5 86.11+3.0 84.84+3.9 1090Y80R
‘red’ 4.2 5.0 5.1
oranzevyj 0.0£0.0 85.8+3.3 45.3£5.9 0090Y40R
‘orange’ 0.0 5.1 9.0
zéltyj 0.5+1.4 77.1£4.8 3.545.3 0080Y
‘yellow’ 2.2 7.8 8.6
zelényj 21.1+8.1 66.71+7.4 7.8£7.3 2070G10Y
‘green’ 11.8 10.8 10.6
sinij 31.6%7.3 63.71+4.7 85.31+4.8 3060R80B
‘dark blue’ 10.7 6.8 7.0
goluboj 11.8+2.9 56.2+7.5 92.944.0 1060R90B
‘light blue’ 5.3 10.9 5.9
rozovyj 4.2£3.6 41.244.2 14.7£8.6 0040R,
‘pink’ 5.0 7.4 15.0 0040R20B
fioletovyj 29.0+5.0 56.3£3.2 46.0+4.3 3060R50B
‘purple’ 7.9 5.0 6.8
kori¢nevyj 56.7£6.6 40.0£5.7 43.3£6.6 6030Y50R,
‘brown’ 9.7 8.4 9.7 6030Y50R

the English ‘salmon’ and ‘pink’). Denotatum splitting was also found for kori¢nevyj (not
shown here).

The data reveal high inter-subject consensus among participating individuals for cer-
tain basic chromatic names: for Zeltyj, the focal 0080Y was chosen by 13 of 30 individuals
(43%); for oranzevyj, 14 of 30 (47%) chose the focal 0090Y40R. These results are in ac-
cord with earlier findings of Frumkina (1984), who reported Zéltyj, krasnyj, and oranzZevyj
among the Russian color names with the highest consensus. It is of interest that, for some
other languages studied, the terms for ‘red, ‘orange, and ‘yellow” were also found to be
among those with the highest consensus and/or consistency [Boynton & Olson, 1990
(American English); Hard & Sivik 1981 (Swedish); Lin et al. 2001 (British English and
Mandarin Chinese); Sturges & Whitfield 1997 (British English)].

The above observation prompts a deduction that the naming of the ‘warm’ colors in
Russian follows a tendency common across languages, with their high consistency due to
the primary differentiation of the ‘warm’ area in the color space, and hence more elabo-
rated representation by the color nomenclature [e.g., MacLaury et al. 1998 (Hungarian);
Warburton 2007 (ancient Egyptian)].

In the evolutionary vein, we assume that the differentiation of the red-yellow area
can be traced to the necessity of discriminating ripeness of berries and fruits, gathered or
cultivated. Further, increasing functional load in culture may have stipulated categorical
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Figure 2. Histograms of distributions of color-sample choices for the Russian basic color terms z¢ltyj
‘yellow, rozovyj ‘pink, and zelényj ‘green’ along the NCS parameters blackness (s), chromaticness (c),
and hue (¢). Ordinate indicates the number of subjects (out of 30) choosing the sample.

refinement of the ‘warm’ area and the emergence of more elaborated nomenclature, useful
for making fine distinctions (see the partition principle of Kay & Maffi 2000).



Denotata of Russian color names

In the ‘cool’ segment, the green area of the color space is represented in a less dis-
criminative way by the basic terms for a Russian speaker, who refers to its nuances as ‘light
green’ or ‘dark green.

By contrast, the ‘blue’ area is nominally well-elaborated in Russian being represented
by two BCTs, sinij ‘dark blue’ and goluboj ‘light blue’ (Table 1), in accord with previ-
ous findings (Davies & Corbett 1997; Frumkina 1984). Notably, the coordinates of the
focal sinij and goluboj are separated along all three color-space attributes. The most ap-
parent distinction, though, is along the blackness (s) dimension: the focal sinij (s = 31.6)
is mapped under the plane for the NCS elementary blue (the maximal color), whereas the
focal goluboj (s = 11.8) above the plane. This distinction provides additional evidence, as
noted by Paramei (2005; Figures 2 & 5), that the denotata of the Russian ‘blues’ differ
foremost with respect to the achromatic attribute. Indeed, Lin et al. (2001:198), who also
employed the NCS array, obtained s = 20.0 for the (British) English blue.

Russian non-basic chromatic terms

The great majority of the frequently used non-basic chromatic terms presented in the ex-
periment were familiar to the participants. However, some of these terms produced much
higher denotative dispersion and were hard to relate to the color samples (see Table 2). For
instance, fistaskovyj ‘pistachio’ and olivkovyj ‘olive’ reveal the highest variance, especially
for hue; some individuals reported little knowledge of what pistachio and olive colors look
like, others refused to indicate corresponding color samples. Notably, these two names are
related to the green area of the color space.

Conversely, the best-defined non-basic chromatic terms map onto the red area, such
as rubinovyj ‘ruby’ and kirpi¢nyj ‘brick-red, showing denotative consistency comparable
to that for some basic chromatic terms.

Also, non-basic terms related to the purple area such as malinovyj ‘raspberry, sirenevyj
‘lilac, and lilovyj ‘mauve’ appear highly consistent; for the two former, CI is smaller
than for basic kori¢nevyj ‘brown. This might seem a surprising result, since sirenevyj was
found to have widely distributed denotata (Moss et al. 1991:325) and lilovyj was reported
to lack a well defined focal point, while denoting not only a variety of purple nuances
(Moss 1989), but also colors as distant as green and yellow (Corbett & Morgan 1988: 60;
Frumkina & Mikhejev 1983:58).

In view of these results, Russian names for the purple area are worth closer considera-
tion. Corbett and Morgan (1988) note that Russian possesses five terms, which map onto
this area and have rather comparable salience. Among those, lilovyj and sirenevyj, rank
higher in a free-list task than four basic color terms (Morgan & Corbett 1989; Moss et al.
1991), implying their high cognitive salience. By comparison, the term used for translation
of the English purple by Slobin in Berlin and Kay (1969), purpurnyj, appears a weak con-
tender for the basic-term status: semantically it greatly overlaps with krasnyj ‘red” (Allmere
1982; Vasilevich 1983) and is better translated as ‘cardinal red’ (Frumkina & Mikhejev
1996:86). Our data confirm that for Russians purpurnyj refers to a deep red color (Korzh
et al. 1991; Korsch & Safuanova 1996). Instead, fioletovyj was suggested as a semantically
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Table 2. Russian non-basic chromatic terms: NCS parameters of focal colors

No. Color term Gloss M=£CI Hue

s c )
1 kofejnyj coffee-colored 47.5£11.1 31.9£10.8 34.4+9.1 5030Y30R
2 persikovyj peach-colored 4.3+42 46.4+144 343+9.3 0050Y30R
3 slonovaja kost’ ivory-colored 1.2+1.7  12.9+6.6 14.1+8.2 0010YI10R
4 bezevyj beige 16.9+6.2 25.3+7.6 30.7£6.8 020Y30R
5  kremovyj (mean) creamy 54.8+£6.4 19.3£8.1 46.7£7.7 0020Y50R
5a  zeltovato-kremovyj yellowish-creamy 4.7+6.7  20.3£5.6 25.8+59 0020Y30R
5b  oranzevo-kremovyj orange-creamy, salmon  5.0£5.3 22.84£11.7 43.6+8.8 0020Y50R
5¢  rozovato-kremovyj pinkish-creamy 6.1£7.2 15.3+6.9 71.1+8.1 0020Y70R
6 pesotnyj sandy 82441 4244126 18.848.9 1030Y20R
7 ryzij brownish red, ginger 8.5+4.5 76.9+9.3 48.2+10.5 1080Y50R
8  kirpicnyj brick-colored 13.0£6.3 75.4+£5.8 65.9+4.5 1080Y70R
9  korallovyj (mean) coral 9.1£5.9  62.5+£9.6 74.6+6.1 1070Y70R
9a  oranzevo-korallovyj orange coral 10.7+6.8 60.7£10.2 69.3£7.3 1060Y70R
9b  krasno-korallovyj red coral 8.0+4.9 64.0+£89 83.5+7.5 1070Y80R
10 alyj scarlet 8.8+£3.5 82.1+11.6 90.0£5.6 1090Y90R
11 malinovyj raspberry 15.8£5.1  69.0£4.9 14.2+£6.0 1070R10B
12 rubinovyj ruby 17.0£54 76.5+£6.2 3.24+5.8 2080R
13 bordovyj red whine, claret 30.8+9.1 65.3+8.2  6.1£55 4060R
14 visnevyj cherry 29.7+7.7  65.6£7.2  7.845.3 3070R10B
15 sirenevyj lilac 232444 50.5+3.4 46.3£3.9 2050R50B
16  lilovyj mauve 28.9+7.2 50.6£6.9 47.8+£5.9 3050R50B
17 biruzovyj (mean) turquoise 17.5£5.1  52.5£5.2 33.6+10.6 2050B30G
17a  sinij-birusovyj dark-blue turquoise 153+£4.0 52.7£6.1 23.3+12.3 2050B20G
17b  zelényj-biruzovyj green turquoise 20+6.0  52.3+6.2 45.3+£13.2 2050B50G
18  morskaja volna (mean) sea wave 29.7£7.  54.045.7 42.7+£9.4 3050B40G
18a sinyaja morskaja volna ~ dark-blue sea wave 30.6+£6.2 53.8+4.7 31.3£7.0 3050B30G
18b  zelénaja morskaja volna green sea wave 22.849.7 54.1+£5.3 54.2411.1 2060B50G
19 izumrudnyj emerald-green 235+6.1 61.8+7.2 95.3+7.6 2060G
20 salatovyj light green, lettuce 3.14£3.5  62.54£8.2 28.8+7.5 0060G30Y
21 fistaskovyj pistachio-green 12.1£9.5 50.0+10.4 44.3+19.8 —
22 limonnyj lemon-colored 0.0£0.0 65.6+£10.8 88.1+£8.6 0070G90Y
23 tabacnyj tobacco 40.0+14.4 38.64+6.7 81.5+6.7 4040G80Y
24 xaki khaki 42.3+7.0 41.5£8.3 70.8+11.7 4040G70Y
25 olivkovyj olive 36.6+12.1 43.8+£13.2 56.3+15.7 —
26  bolotnyj marsh 48.6+£3.0 42.1£9.1 67.1£7.4 5050G70Y
27 zascitnyj brown-green, khaki 34.4+16.9 47.8+7.4 76.7+13.7 3050G80Y
28  purpurnyj cardinal red 16.5£5.1 75.5+8.4  1.0+£5.4 2080R
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Figure 3. Location of focal colors of the eight Russian chromatic basic terms in projection into the
NCS color circle (clockwise): Zéltyj ‘vellow® (Zélt), oranzevyj ‘orange’ (Or), koricnevyj ‘brown’ (Kor),
krasnyj ‘red’ (Kr), rozovyj ‘pink’ (Roz), fioletovyj ‘purple’ (Fiol), sinij ‘dark blue’ (Sin), goluboj ‘light
blue’ (Gol), and zelényj ‘green’ (Zel). Locations of the frequent non-basic terms are designated by
numbers (for legend see Table 2). Adapted from Korzh et al. (1991).

A full color version of this figure can be found on p. xviii

more adequate Russian counterpart for the basic purple (Corbett & Morgan 1988; Frumk-
ina & Mikhejev 1996; Vasilevich 1987, 1988). This assertion is confirmed by our data: the
NCS parameters for focal fioletovyj are very similar to those for purple found by Lin et
al. (2001).

Interestingly, the refinement of the ‘red’ and ‘purple’ areas in the Russian color
nomenclature is echoed, in respect to English, by Kerttula; she notes that “Color term cat-
egories that might divide in future are red-related and purple-related terms, which already
have hyponyms and are used to define other color terms in dictionaries. Violet, which is
hyponym of purple, will probably form a group of its own” (Kerttula 2002:335).

In accord with the note of Rosch (1972) that focal colors have the capacity to semanti-
cally attract adjacent colors, we, too, observe that focal colors denoted by non-basic color
names tend to group around corresponding foci of the basic color terms. For instance, the
foci of alyj ‘scarlet’ and rubinovyj ‘ruby’ are located near that of krasnyj ‘red, while focal
sirenevyj ‘lilac’ and lilovyj ‘mauve’ abut to fioletovyj ‘purple’ (see Tables 1 and 2).

Figure 3 shows locations of focal colors for the chromatic basic and frequent non-basic
color terms projected into the NCS color circle. The diagram illustrates a non-uniform
lexical representation of the color space: as was noted above, nominative density is highest
in the red-yellow area, whereas the least number of color names is associated with the
blue-green area.
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Figure 4. Histograms of three-peak distribution of color-sample choices for the non-basic name
kremovyj ‘creamy’: a — Zeltovato-kremovyj ‘yellowish-creamy, b — oranzevo-kremovyj ‘orange-creamy,
and ¢ — rozovato-kremovyj ‘pinkish-creamy. Abscissa indicates the NCS attribute of hue (¢), ordinate
the number of subjects (out of 30) choosing the sample.

Here we consider, in addition, those non-basic chromatic names that appeared espe-
cially resistant to referral to a single color sample. When confronted with them, Russian
individuals commonly tended to introduce their own specifications, by qualifying the
main term with a number of various chromatic modifiers. This frequently resulted in
multiple focality of the main term. For example, when presented with kremovy;j ‘creamy,
participants preferred to find denotata tinged with various hue nuances rather than that
for pure ‘creamy. As a consequence (see Figure 4), three sub-focals were obtained that
vary in their hue: Zeltovato-kremovyj ‘yellowish-creamy’ (0020Y30R), oranzevo-kremovyj
‘orange-creamy’ (0020Y50R), and rozovato-kremovyj ‘pinkish-creamy’ (0020Y70R). The
three best examples of kremovyj reveal, though, the same values for s and ¢; they are light
and low saturated.

The tendency of multiple focality was similarly observed for other non-basic terms
(whose histograms are not presented here): for korallovyj ‘coral’ some subjects indicated
color samples for red coral, whereas the other for orange; for morskaja volna ‘sea wave’
dark-blue and green focals were obtained; and for biruzovyj ‘turquoise’ dark-blue and
green focals.

Russian compound chromatic names

Along with the basic and frequent non-basic terms, we estimated the precision of frequent
Russian compound names, combinations of two basic color terms that denote colors
neighboring in the color circle. Here only a part of those terms and their best examples
are listed illustrating main tendencies (see Table 3). As expected, inter-subject consistency
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Table 3. Russian compound chromatic terms: NCS parameters of focal colors

No. Color term Gloss M=CI Hue
s c [

1. zeltovato-oranzevyj  yellowish-orange 0.6+1.8  81.2+6.5 34.4+54 0080Y30R
2. krasnovato-oranzevyj reddish-orange 3.1+4.4 84.4+4.6  58.1£5.5 0080Y60R
3. krasno-oranzevyj red-orange 0.9£2.9 80.9+6.7  65.4£5.0 0080Y70R
4. oranzevato-krasnyj orangish-red 6.5+4.7  84.0+4.3  73.0£3.0 1080Y70R
5. oranzevo-krasnyj orange-red 2.0+4.3 83.0+£6.9  68.0£6.5 0080Y70R
6. zeltovato-kori¢nevyj  yellowish-brown, tan ~ 35.0+8.0  58.8+7.1  24.4£6.5 4060Y20R
7. fioletovo-sinij purple-dark blue 29.0£11.3  55.6+8.0 71.0£11.3 3050R70B
8. sine-fioletovyj dark blue-purple 31.0£3.3  51.0£5.9  61.0£5.8 3050R60B
9. golubovato-zelényj light-bluish green 22.9+7.0 48.8+£79  70.6+£9.3 2050B70G
10.  zelenovato-goluboj greenish light-blue 16.9£5.9 169459  15.3+8.3  1050B20G
11.  sine-zelényj dark blue-green 33.8+£10.0 51.2+7.7  45.6+6.9 3050B50G
12.  zelenovato-sinij greenish-dark blue 37.5£8.9  51.2£59  10.6+9.1 4050B10G
13.  zelenovato-zéltyj greenish-yellow 1.9£2.5 67.7£6.0  82.6£6.5 0070G80Y
14.  zeléno-zéltyj green-yellow 45450 67.3%11.4 70.0+£9.6 0070G70Y
15.  zélto-zelényj yellow-green 10.0£5.3  70.6+£6.7 55.6+11.4 1070G60Y
16.  zeltovato-zelényj yellowish-green 10.6£5.4  71.24+6.6 43.5+13.1 1070G40Y

for non-monolexemic names was lower then that for the basic color terms (cf. Boynton &
Olson 1990).

As a rule, the compound terms are mapped systematically in the color space; that
is, their foci are located between those of corresponding basic terms (see Figure 5). For
example, Zeltovato-zelényj ‘yellowish-green’ is located closer to zelényj ‘green, whereas
zelenovato-zéltyj ‘greenish yellow’ is nearer to zéltyj ‘yellow, while Zélto-zelényj ‘yellow-
green’ is mapped between these two compound terms. The same tendency is observed
for compound names related to red-blue or blue-green areas of the color space. Some
exceptions are observed, though, in the area of ‘warm’ colors: as seen in Figure 5 and Ta-
ble 3, best examples of some compound terms (krasno-oranzevyj ‘red-orange, oranZevato-
krasnyj ‘orangish-red, and oranzZevo-krasnyj ‘orange-red’) actually overlap, denoting ap-
proximately the same color. The latter is believed to result from the high nominative
density of the ‘warm’ area, where compound terms abound and their denotative meanings
are very similar.

Basic color names with achromatic modifiers

Table 4 presents coordinates of best examples for the chromatic basic terms with achro-
matic modifiers bledno- ‘pale; svetlo- ‘light, jarko- ‘bright, and témno- ‘dark’ Note that for
certain basic terms (krasnyj ‘red, oranzevyj ‘orange, koritnevyj ‘brown, and sinij ‘blue’),
‘pale’ variants could not be defined: lexical combinations such as bledno-krasnyj ‘pale red,;
bledno-oranzevyj ‘pale orange’ or bledno-kori¢nevyj ‘pale brown, though possible in Rus-
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Figure 5. Location of focal colors for the Russian chromatic basic color terms (letter designation as
in Figure 2) and compound chromatic terms (indicated by numbers as in Table 3) in projection into
the NCS color circle. Adapted from Korzh et al. (1991).

A full color version of this figure can be found on p. xviii

Table 4. Russian compound terms consisting of basic chromatic name and an achromatic modifier:
NCS hue notations of focal colors

Hue

Modifier term / gloss
Color term Gloss svetlo- ‘light’ jarko- ‘bright’ témno- ‘dark’ bledno- ‘pale’
krasnyj red 0080Y80R 1090Y80R 2080Y80R -
oranzevyj orange 0070Y40R 0090Y50R 1080Y50R -
zéltyj yellow 0060Y 0080Y 1080Y10R 0040Y
zelényj green 1060G10Y 1070G10Y 4060G10Y 1050G10Y
sinij dark blue 2060R90B 2070R80B 5060R80B -
goluboj light blue 1040R90B 1060R90B 3050R90B 1020R90B
rozovyj pink 0020R10B 2050R10B 2050R10B 0020R10B
fioletovyj violet 1040R50B 3060R50B 4050R50B 1040R50B
koricnevyj brown 3040Y50R 040Y50R 7030Y50R -

sian, are used quite infrequently (Morgan & Corbett 1989:132-134) and are subject to
attributive combinability (Rakhilina 2007). We found that for non-elementary colors,
their achromatically modified terms may be mapped within the modifier area of elemen-
tary colors; for example, focal goluboj ‘light blue’ is mapped within the area of svetlo-sinij
‘light dark blue’

Figure 6 illustrates a typical arrangement of focal colors for a basic name and its
variants with achromatic modifiers, in projection into the NCS blackness—chromaticness
triangle. Note that ‘pale; ‘light, and ‘bright’ examples of the term are systematically ar-
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Figure 6. Location of focal colors (®) for the basic terms oranZevyj ‘orange, zelényj ‘green, sinij
‘dark blue, and rozovyj ‘pink, as well as for their variants with achromatic modifiers bledno- ‘pale’
(), svetlo- “light’ (O), jarko- ‘bright’ (%), and témno- ‘dark’ (@) in projection into the NCS
blackness-chromaticness triangle.

ranged along an imaginary axis, approximately parallel to either the W—C triangle side —
for lighter colors — or the S—C side — for darker colors. Further, the best examples for terms
with ‘light’ and ‘dark’ modifiers are located along an imaginary axis approximately parallel
to the W=S side, or blackness dimension. Both indicate that, within the perceptual space,
the modifier bledno- ‘pale’ displaces the term’s focality in the direction opposite to modi-
fier jarko- ‘bright’; at the same time its denotatum is similar to that of the ‘light, though
with lower chromatic component.

Achromatic basic color terms with chromatic nuances

We also estimated denotative consistency of a number of compound terms for achromatic
colors with chromatic nuances (see Table 5). As denotative references for Russian basic
achromatic names belyj ‘white; ¢érnyj ‘black, and seryj ‘gray, the following NCS samples
were used: white 0500, black 9500, and gray 4500.
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Table 5. Russian compound terms consisting of achromatic names with chromatic nuances: NCS

parameters of focal colors

Color term Gloss M=CI Hue
s c 0]

rozovato-belyj pinkish-white 0£0 9.2£1.6 99.248.6 0010R
fioletovo-belyj purplish-white 040 14.5+3.8 49.0£2.8 0010R50B
zelenovato-belyj greenish-white 040 9.4+4.2 15.6£12.8 0010G10Y
golubovato-belyj light-bluish-white 0£0 8.442.9 90.0=+6. 0010R90B
Zeltovato-belyj yellowish white 0£0 10.6+3.6 98.9+8.4 0010Y
krasnovato-¢érnyj reddish-black 65.0£5.7 30.0£6.9 9245.7 7030Y90R
fioletovo-cérnyj purplish-black 69.545.0 21.446.0 49.543.1 7020R50B
kori¢nevato-cérnyj brownish-black 76.7£3.3 11.943.1 42.9+11.2 8010Y50R
zelenovato-cérnyj greenish-black 77.5£3.3 15.0+4.7 11.2£14.8 8010G10Y
sinevato-cérnyj bluish-black 73.8+3.7 22.545.1 83.75+7.1 7020R90B
krasnovato-seryj reddish-gray 31.84+8.7 22.446.5 87.7+£4.9 3050Y90R
fioletovo-seryj purplish-gray 37.84+8.9 20.04+4.7 45.5+5.9 4020R50B
koritnevato-seryj brownish-gray 48.146.2 15.0£6.7 28.7+12.7 5010Y30R
Zeltovato-seryj yellowish-gray 19.5£7.0 23.5+7.5 97.5+8.8 2020G90Y
zelenovato-seryj greenish-gray 43.91+7.8 18.91+4.6 17.8+13.4 4020G10Y
golubovato-seryj light-bluish-gray 25.45+9.9 16.4+4.8 94.5+8.9 2020R90B
sinevato-seryj bluish-gray 37.0£9.2 20.0£5.6 86.5+4.8 3020R90B

Among the three groups of compound terms with the achromatic components — -belyj
‘white, -¢érnyj ‘black, and -seryj ‘gray’ — the most denotatively certain is the ‘white’ group.
Within it, the cold golubovato-belyj ‘bluish-white’ and fioletovo-belyj ‘purple-white’ re-
veal the highest denotative precision, whereas the ‘gray’ names show the lowest (Korzh
& Safuanova 1994).

With regards to the chromatic component, compound terms with names for basic col-
ors, krasnovato- ‘reddish, sinevato- ‘dark-bluish, and fioletovo- ‘purple, show the highest
denotative precision, as opposed to that for names with zelenovato- ‘greenish, kori¢nevato-
‘brownish, and rozovato- ‘pinkish.” The latter finding is of certain interest, since the or-
der of denotative precision replicates that for the monolexemic basic chromatic terms (cf.
Table 1). The finding indicates that denotative precision of compound terms with achro-
matic modifiers depends predominantly on the precision of their constituent chromatic
component.

Conclusions
The purpose of the present study was to estimate foci of the Russian basic color terms, as

well as of frequently used non-basic names and polylexemic color names with chromatic
and achromatic compounds; and to ascertain each color-term’s denotative precision and its
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denotative consistency. As denotata, samples of the Natural Color System were used. The
psycholinguistic experiments provided the following findings.

1. The perceptual color space is represented non-uniformly by Russian color nomen-
clature, with color names distributed with different densities across this perceptual gamut.
The red—yellow ‘warm’ area is represented nominally most densely. In the ‘cool’ segment,
in Russian, unlike many other languages, the blue area is nominally well-elaborated too; it
possesses two terms for blue, sinij ‘dark blue’ and goluboj ‘light blue), distinctive in their
foci and comparable in denotative consistency. By contrast, the green area reveals the fewest
associated color names. These findings indicate that color nomination evolves differently
across the perceptual gamut, with its ‘warm’ part being generally in advance. Nomina-
tive density is believed to be one of the factors that influence the denotative precision of
color names.

2. Russian basic color terms differ with regards to their denotative precision in the percep-
tual color space, and denotative consistency. Among the nominally best defined are terms
for the ‘warm’ area.

3. Russian color terms differ in their denotative consistency with regards to the three NCS
perceptual attributes: blackness (s), chromaticness (c), and hue (¢). For example, krasnyj
‘red” shows high denotative consistency along all three attributes; by comparison, rozovyj
‘pink’ is poorly defined for hue, whereas kori¢nevyj ‘brown’ is least consistent along all
three attributes.

4. The best-elaborated Russian non-basic color terms are no less consistent than some of
the basic terms. (These are predominantly related to the red and purple area; for exam-
ple, rubinovyj ‘ruby, kirpi¢nyj ‘brick-colored, sirenevyj ‘lilac; malinovyj ‘raspberry, and
lilovyj ‘mauve.’)

5. Denotative precision of compound color terms with achromatic modifies depends
predominantly on the precision of the color-name constituent that designates the chro-
matic nuance.
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Russian ‘blues’

Controversies of basicness

Galina V. Paramei

Technische Universitdt Darmstadt, Germany

Sinij and goluboj, the two Russian confounders for ‘blue’, are considered. The question
addressed is whether solely sinij or both have status of basic color terms. Results along
various lines of experimental research are analyzed. Developmental studies in preschoolers
show that with regards to sinij, acquisition of goluboj is overdue, but comparable to that of
‘orange’ and ‘purple’. Psycholinguistic studies indicate that both Russian ‘blues’ are named
with high consensus and have circumscribed, though adjoining areas when mapped
into a color space. Psychometric studies relate data of Russian and English speakers on
color categorization and discrimination within the blue region. Results are indecisive on
whether Russian speakers possess a sinij-goluboj category boundary. However, choices of
stimuli and/or experimental design were suboptimal. Further controlled psychometric in-
vestigation is required. Nevertheless, linguistic (developmental, metonymic, metaphoric)
and psycholinguistic analyses provide converging evidence that both Russian ‘blues’ have
status of the basic color terms.

Introduction

The accepted cross-cultural universal inventory of basic color terms (BCTs) is comprised
of 11 terms (Berlin & Kay 1969). In particular, the inventory includes a single basic
term for ‘blue’; its listed Russian equivalent is sinij. For native Russians, however, it is
self-evident that two terms for ‘blue’ are indispensable — sinij and goluboj — commonly
translated as ‘dark blue’ and ‘light blue), respectively.

This exceptional feature has generated a considerable body of research. In the linguis-
tic domain, both terms are held to be basic; however, the basic status of goluboj is disputed
on ethnographic grounds. To address the controversy about the basicness of the two Rus-
sian ‘blues, arguments are drawn from diachronic and lexical-semantic analyses, as well
as from empirical linguistic and psycholinguistic studies. These are surveyed at length
elsewhere (Paramei 2005); here I briefly summarize findings along those lines of research.
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Diachronic perspective on the Russian ‘blues’

Diachronic analysis shows that sinij had emerged in Old Russian as early as the 11th cen-
tury (Baxilina 1975:35). Derived from the same root as sijat’ ‘to shine; it is of Proto-Slavic
origin (Vasmer 1971:Vol. 3, 624, 629) and was used to designate color of bodies of water
(sea, lakes, or rivers), skin, or eyes. However, in Old Russian the chromatic meaning of sinij

>

had not crystallized from two other inherent meanings, (1) ‘radiant, ‘sparkling, ‘glitter-
ing, for example in collocations with ‘stars, ‘lightning, or ‘eyes, and (2) ‘dark, ‘gloomy,
‘swarthy, ‘deep shade of color’ (Baxilina 1975:36, 176—179; Ivi¢ 2000: 144); the latter is
traced to the name then for devil, sinec.

In comparison, the term goluboj is first registered in the early 13th century, being an
East Slavic innovation; it was used as a cognate for gray horse coat (Baxilina 1975:36). The
adjective descends from the Russian noun golub’ ‘dove.” By the 16th—17th centuries it had
dissociated from its etymon altogether and attached itself exclusively to a different ‘blue’

modal, also attested in its current meaning, ‘light blue’ (Baxilina 1975:193-195).

Psycholinguistic analysis

Psycholinguistic studies of modern Russian confirm the implied opposition of the two
‘blues’ along the dark-light semantic dimension. They provide converging evidence that
focal goluboj and sinij are mapped as non-overlapping entities, differentiated along the
lightness dimension (for details see Paramei 2005). When mapped onto the Munsell color
array, the goluboj-focus corresponds to lighter blue samples, whereas the sinij-focus maps
onto relatively darker samples (Figure 1). By comparison, the blue foci found in various
studies partly overlap with those for sinij. Note, however, that elementary blue, i.e. the blue
sample that across cultures is most often named with a ‘blue’ gloss (MacLaury 1997b),
is located at intermediate lightness. The difference between the foci of the two Russian
blue terms spans one or two steps in hue and at least two steps in lightness, as Figure 1
illustrates (see also Jameson 2005: Figure 11).

However, when along with the foci, ranges of the two ‘blues’ were estimated, these
were found to overlap across medium lightness (Taylor et al. 1997). On these grounds the
authors contend that goluboj has a recessive status in relation to dominant sinij — rather
than being a complement (MacLaury 1997a).

Notably, further psycholinguistic studies reveal that the two Russian ‘blues’ are dis-
tinct along the saturation dimension, provided color samples varying in saturation are
used. In particular, in a study by Korzh and associates, who employed the Swedish Nat-
ural Color System, the Moscow authors found that goluboj has lower chromaticness (is
less saturated) than sinij (Korzh et al. 1991:Figure 4; Safuanova & Korzh 2007, Table 2).
A study by the Surrey group, who employed Color-Aid Corporation samples, revealed a
pronounced separation between sinij- and goluboj-regions along a saturation dimension
(Davies & Corbett 1997:506).

This finding that the two ‘blue’ categories are differentiated along both achromatic
dimensions — brightness (lightness) and saturation — is hardly surprising, since these
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Figure 1. Munsell color array (a detail). Foci for the Russian ‘blue’ terms goluboj ‘light blue’ [light
gray shaded] and sinij ‘dark blue’ [dark gray shaded] estimated by A Frumkina (1984), € Morgan
and Moss (1988/1989), and = Taylor et al. (1997). For comparison, foci are shown [medium gray
shaded] for ‘blue’ by @ Berlin and Kay (1969) and ‘Elementary blue’ by ¥ MacLaury (1997b),
obtained across languages, and for English blue estimated by % Sturges and Whitfield (1995).

are integral dimensions (Burns & Shepp 1988). They are argued to be psychologically
fused, whereby selective sensitization to brightness at category boundaries spills over to
saturation (Goldstone 1994).

Together, these points mean that psychometrically the category boundary between
sinij and goluboj would be more accurately demarcated in a color space of higher dimen-
sionality, and imply a need to assess lightness and its interaction with saturation.

Lexical-semantic analysis

Lexical-semantic analysis concurs that sinij and goluboj are used with near synonymy for
naming an abstract color of medium-lightness blue (Alimpieva 1982:50-51). Beyond this
range, darker and saturated blue is termed as sinij, as opposed to lighter and desaturated
blue, named by goluboj.

More importantly, though, the two terms are not equivalent when denoting certain
objects and properties, especially the coloration of natural environments (e.g., sea, sky),
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animals, and plants (Vendina 1998:281) or artifacts (Rakhilina 2000: 172; 2007) in relation
to their utility.

Further, the two Russian ‘blues’ function metonymically, implying extensions that
go beyond the lightness and saturation dimensions, and invoking quite distinct senti-
ments and axiological connotations. In particular, while sinij connotes semantic intensity,
strength, deepness of a blue color, goluboj refers to a diluted, dim, tarnished, or airy blue
(Alimpieva 1987:93-94).

Sinij calls for positive associations in collocations with words like Rus’ ‘Russia,” nebo
‘sky, or sneg ‘snow, but also for negative emotional associations of potential danger or
unpleasantness, when one refers to (for example) heavy clouds, haze, or harsh, shrill light.
Interestingly, the two emotionally opposite connotations are related to the two archaic
meanings delineated above and inherent in the term, that is, (1) ‘glitter’ versus (2) ‘gloom.
In contrast, goluboj conveys positive emotional expression of ‘tender, ‘affectionate, ‘soft,
or ‘tranquil’ (Alimpieva 1987:94, 98) and is associated with ‘serene’ and with ethically
lofty features (Gaddnyi 2000:67).

Both ‘blue’ terms in Russian are richly symbolically charged; they have specific socio-
ethnic and socio-political loadings, providing them with distinct functions (Kul'pina
2001; Vendina 1998). Lastly, apart from the function of directly designating color expe-
rience, the two blue terms as parts of metaphors are in no way interchangeable for native
speakers. This can be exemplified by the expressions sinij chulok ‘bluestocking’ (equiva-
lent to and perhaps borrowed from the English expression) as opposed to golubaja krov’
‘blue blood’

This brief account of lexical-semantic analysis lends further support to the contention
that sinij ‘dark blue’ and goluboj ‘light blue’ denote distinct colors in Russian, not just dif-
ferent shades of the same color, as an English translation might suggest (Lyons 1997:200).
Along with undoubtedly basic sinij, the Russian equivalent of the universal term for ‘blue’
(Berlin & Kay 1969), goluboj should also be bestowed a basic status.

Linguistic indices

The basic status of goluboj is also buttressed by linguistic studies from the Surrey group
(for a review see Corbett & Davies 1995). In elicited-list experiments, the researchers
explored the psychological salience of the Russian ‘blues’ by assessing each term’s fre-
quency and order of occurrence: indices implied by Berlin and Kay (1969:6) in their
fourth criterion of color term basicness. After a five-minute elicitation, sinij ranked 7
(Morgan 1993:11) or 1 (Davies & Corbett 1994:73); the contentious goluboj ranked 4.5
in both studies.

In the Surrey linguistic tests, the frequency of the two Russian ‘blues’ in texts, and
their derivational elaboration were assessed (one of Berlin and Kay’s subsidiary criteria).
These two indices respectively ranked sinij as 5 and 2, whereas goluboj ranked 6 (Corbett
& Morgan 1988:57).
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These briefly-surveyed lines of research show that both terms rank ahead of many
other BCTs, and provide strong and converging evidence that psychological salience of
goluboj is comparable to that of sinij.

The exceptional nature of goluboj, and its proposed status as a 12th basic color term,
imply a more general question: whether the number of basic color categories is not re-
stricted to eleven, and might further evolve, thereby refining a grid of categories that
conceptually filter color sensations. This possibility is admitted in later modifications of
the BCT theory by Kay and McDaniel (1978:640-641).

In the following, psychological studies on the Russian ‘blues’ are surveyed, with the
intention of assembling further arguments on the terms’ status. In particular, findings
along the following lines of research are considered:

1. Developmental studies;
2. Acquisition of Russian color terms as reflected in semantic color space;
3. Exploration of any Whorfian effect of the Russian ‘blues’ upon perceptual tasks.

Perceptual-cognitive universals of color sensation serve as prerequisites for partitioning
the Blue region; these are briefly addressed in conclusion — along with socio-cultural
factors that foster the refined categorization of blue in Russian. The present survey also
pursues a subsidiary goal of presenting, at greater length, Russian studies that are not
always available in English translation.

Developmental studies

Developmental studies are complementary, and arguments from them are of high po-
tential for elucidating the status of sinij and goluboj in Russian color nomenclature. The
rationale underlying a developmental paradigm was suggested by Berlin and Kay (1969):
it is essentially that children should acquire the basic color terms in hierarchical order,
because of the fundamental nature of perception of the BCTSs’ referents, and because of
greater exposure to the more frequent color terms in language. In developmental studies,
acquisition of color terms is commonly assessed using a combination of color elicitation
(“Which color names do you know?”), production (“What do you call this?”), compre-
hension (“Show me a... ?”), color matching, grouping, and mapping tasks.

With respect to the two Russian ‘blues; Berlin and Kay (1969:35-36) questioned the
basic status of goluboj, while arguing that goluboj is “less salient and less well understood
by Russian children” than the other terms, citing Istomina’s experiments (1960b/1963) on
color perception and color naming in two- and three-year-olds.

One counter-argument to Berlin and Kay’s conjecture is provided by Wierzbicka
(1990:121), who notes that among Spanish children, the word for ‘blue’ is less salient
than that for ‘yellow, which in turn is less salient than the word for ‘green’; and yet all
these words are regarded as BCTs.

In this perspective and in the present context, Berlin and Kay’s rationale could be
relaxed as follows: if goluboj and sinij are both basic, then children should acquire and
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master both before acquiring any non-basic terms. Keeping this in mind, let us look closely
at the results reported in the original Russian developmental studies.

In an early study, Shif (1940) assessed matching, naming, and comprehension of color
by Russian children aged from two to 14 years. Her main finding is that the primary
basic colors and BCTs were better recognized than derived basic colors and BCTs. In par-
ticular, she reports that in the color-naming task, goluboj-response was more prevalent
than rozovyj ‘pink, oranzevyj ‘orange, or fioletovyj ‘purple, though all were mastered less
completely than the primary BCTs.! (For a summary see Davies et al. 1998: Appendix.)

Istomina’s studies

Here I look more closely at Istomina’s (1963) study cited by Berlin and Kay, as well as at her
companion study published in Russian (Istomina 1960a) — with a similar design, but with
three- to seven-year olds. In both studies, the researcher tested seven colors — those con-
sidered spectral (rainbow) hues in the Russian tradition: krasnyj ‘red, oranzevyj ‘orange,
zéltyj ‘yellow; zelényj ‘green, goluboj ‘light blue, sinij ‘dark blue, and fioletovyj ‘purple.
Note that the researcher herself implicitly regarded sinij and goluboj as basic. Outcomes
are considered from two of Istomina’s experiments that were intended to highlight the
development of perceptual versus verbal color categorization.

In the perceptual experiment, seven cards with the rainbow hues were presented, one
at a time. To each card, three circles of one hue were pasted that varied in lightness (light,
medium, and dark).? When presented with a card, the child’s task was to select from a set
of samples (7 x 3 = 21) those that matched the target, without verbal designation (this
does not exclude, though, their sub-vocalization). Absolute numbers of selected samples
aggregated for each of the five age groups are presented in Istomina (1960a: Table 3) and
Istomina (1963: Table 1).

Figure 2a shows in a graphic form the outcome compiled from the two studies. Data
were converted into relative values [(% actually selected) — 100%]. These convey the de-
gree of deviation from correct matching: positive numbers indicate an over-extension (i.e.
that the target color was matched with samples from other categories) whereas negative
numbers point out to under-matching to the target. The graph underscores Istomina’s
observation that in early childhood color perception is dominated by the primary basic
color categories (BCCs) — ‘red, ‘yellow, ‘green, and sinij; by contrast, goluboj and the de-
rived BCCs ‘orange’ and ‘purple’ are under-extended. It is noteworthy that in children
under 4 years old, the sinij category is markedly extended — apparently, at the expense of
goluboj and fioletovyj ‘purple. Figure 2a also shows that in preschoolers the goluboj cate-
gory undergoes continued expansion and that its dynamics is comparable to that of the

1. For English glosses, here and henceforth I use the list suggested by Frumkina and Mikhejev (1996:86) and
Davies and Corbett (1994:73). Note that the Russian basic term for ‘purple, fioletovyj, includes the violet and
bluish purple range (Vasilevich 1988).

2. All colors were defined in hue, saturation, and lightness in terms of Rabkin’s Atlas. Unfortunately their colori-
metric indices are not provided by the author.
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two derived BCCs. Notably, by the age of 5 all seven categories are perceptually recognized
correctly.

Another experiment, comprehension, used the same set of 21 color samples. They were
placed in front of the child, who was asked to choose all examples of the color that was
named by the experimenter (“Give me the green”). Outcomes for the five age subgroups —
absolute number of chosen samples aggregated for each group — are presented in Istomina
(1960a: Table 11) and Istomina (1963:Table 5). The data are presented here graphically
as the degree of deviation from correct choice (Figure 2b). Positive and negative val-
ues, respectively, indicate over-extension and under-extension of the chosen referents of
the target color name. As in the perceptual task, in the comprehension task the primary
BCCs are forerunners in their elaboration; however, even in seven-year-olds only three of
these — ‘red, ‘yellow;, and ‘green’ — are recognized without error. Expansion of the non-
primary color categories is markedly slower; note that the error percentage for goluboj is
comparable to that for the derived BCCs.

Comparison of the results from the two tasks confirm Istomina’s conclusion that
preschoolers’ perceptual categorization precedes their verbal-based categorization; the de-
velopment of color-term comprehension leaves much room for improvement even after
the age of 7.

To summarize with respect to the present issue, Istomina found that for the youngest
age performance on goluboj was the poorest of the seven rainbow colors, whereby perfor-
mance on sinij was of the same order as the other primary colors. However, for preschool-
ers performance on goluboj was absolutely correct in the matching task (from 5 years old)
and in the grouping task (from 6 years old; Istomina 1960a:91). In the comprehension
task, performance on goluboj was as good as on oranzevyj and fioletovyj; when assessed
by color-term production, it was better than fioletovyj, though less good than oranzevyj
(Istomina 1960a: Table 8). This more thorough examination of Istomina’s results indicates
that it is scant basis for disqualifying goluboj as a basic term.

In a more recent study (Davies et al. 1998), three- to six-year-old Russian children per-
formed tasks of color-term elicitation, production, and comprehension. To a reasonable
approximation, the order of color term acquisition — as a measure of basicness — was in
accord with Berlin and Kay’s theory. Davies et al.’s data are also consistent with the weaker
claim that primary terms tend to be learned before derived BCTs.

For all age groups, goluboj was the most frequently elicited term, after the conventional
primary terms vying for first place. In production and comprehension, the rank of goluboj,
at worst, scored higher than fioletovyj and higher than almost all derived terms. In the
production task, however — and even more in the comprehension task — the two ‘blue’
terms were confused more often than other neighboring pairs of terms up to age 6, with
the asymmetry in errors favoring sinij. The degree of confusion declined with age, but
nevertheless persisted for the oldest age group indicating that both ‘blue’ terms are not
completely mastered in the five- to six-years-olds. Although goluboj scored poorly on the
comprehension task, its performance was generally better than at least one other accepted
BCT, usually fioletovyj ‘purple’ or seryj ‘gray.
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terms other than the Russian ‘blues’ are indicated by English glosses. Based on Istomina (1960a,
1960b, 1963).

A full color version of this figure can be found on p. xix
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On balance, the pattern found by Davies et al., as well as in the studies of Shif and
Istomina, support the contention that both ‘blue’ terms are genuinely basic in Russian,
but this support is weaker than that from the adult data reviewed above. The data from
developmental studies suggest that in terms of Kay and McDaniel’s (1978) framework,
goluboj belongs to the derived rather than to the primary basic color terms.

Semantic color space: An indication of the lexical partition in ‘blue’ region

The problem of separation of the sinij and goluboj categories can be approached psycho-
metrically by exploring their projections within a semantic color space. Below I consider
recent studies by Vartanov and colleagues aimed at reconstruction such spaces; the studies
pursued different purposes but were carried out with the same experimental paradigm.

Color-term acquisition by adult non-Russian speakers

Vartanov and Nguen (1995) were interested in possible changes in the structure of the
semantic color space, expected to reflect the progressive acquisition of Russian color
nomenclature by non-native speakers. Five Vietnamese subjects with varying command
of Russian and no special education on color nomenclature were confronted with 25 Rus-
sian color terms. The color-term set comprised 11 BCTs plus goluboj ‘light blue, some
BCTs with qualifiers, (e.g. bledno-rozovyj ‘pale pink’), some compounds (e.g. Zélto-zelényj
‘yellow-green’), and some frequently used non-basic terms, like sirenevy;j ‘lilac’ or cveta
morskoj volny ‘sea blue’ (Vartanov & Nguen 1995:31-32).

Color terms were presented in pairs. The subject’s task was to estimate the subjective
similarity within each pair on a 0-9 integer scale, with 0 indicating subjectively identical
terms and 9 most dissimilar. Matrices of similarity were processed using non-metric mul-
tidimensional scaling (MDS). As a result, for each subject color terms were represented as
points in a four-dimensional (4D) Euclidean space (based on the values of characteristic
roots indicating the impact of dimensions). Here the relationship between the color terms
is reflected by the configuration of points; the larger the distance between a certain pair of
points the greater the dissimilarity between corresponding color terms. The dimensions
stand for the perceptual (phenomenal) channels: the first two represent the opponent sub-
systems, red-green and blue-yellow, which contribute to the chromatic content implied by
the term; two others represent the term’s achromatic content, with the third dimension
labeled by the authors as reflecting the “degree of grayness” and the fourth “white—black”
(the two latter may be treated as saturation and brightness/lightness, respectively).

The main finding in the study is that the structure of the semantic color space becomes
markedly elaborated and refined with progress in Russian language proficiency. In partic-
ular, the authors contrast configurations for two subjects — with the best and the poorest
command of Russian (Vartanov & Nguen 1995: Figure 2). These demonstrate that initial
clustering around the six primary BCTs gives way to a more diversified configuration with
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larger distances between the term-points, whereby the configuration of the Vietnamese
proficient subject approaches the one obtained for native speakers.

With regards to the present issue, the Russian ‘blues, Figure 3 (my adaptation of
Vartanov & Nguen’s Figure 2) illustrates the relationship between the two terms. For the
subject poor in Russian, it indicates apparent confusion of the meaning of goluboj: in the
chromatic plane, goluboj abuts to ‘green’ and ‘yellow-green’; and its shade, ‘pale’-goluboj
is mis-located between ‘red’ and ‘orange’ (Figure 3a); in the achromatic plane, points for
both goluboj and sinij fall onto the same locus (Figure 3b).

By contrast, the configuration for the subject proficient in Russian clearly separates
points for the two ‘blue’ terms along all four dimensions in the expected way. Specifically,
in the chromatic plane goluboj is located midway between sinij and zelényj ‘green’” (Figure
3a); and in the achromatic plane it is appraised as lighter than sinij (Figure 3b). It is worth
noting, though, that goluboj’s location for this observer still slightly deviates from that
obtained for native speakers in that it is not differentiated from non-basic ‘sea blue, and is
not readily mastered when accompanied by ‘pale-’modifier (for the semantic color space
for Russian speakers see Vartanov & Sokolov 1995:348, Figure 2).

Semantic disentangling of the two Russian ‘blues’ by this subject is especially remark-
able when one takes into consideration that Vietnamese is one of the ‘grue’ languages,
designating ‘blue’ and ‘green’ by a single category name, xahn; though it contains fixed
expressions such as ‘grue like the sky’ and ‘grue like the leaves’ (Jameson & Alvarado 2003).

Representation of colors in the Russian blind

Further arguments on the demarcation of sinij and goluboj in cognitive color representa-
tion are drawn here from Vartanov’s (1997) study of a congenitally blind native Russian.
The researcher followed an approach from the frequently cited study by Shepard and
Cooper (1992) for US-English speaking subjects.

For the blind subject, the semantic color space preserves only a deformed vestige of
the color circle, as Figure 4 shows (adapted from Figures A and B in Vartanov 1997:78-
79). The chromatic plane reveals, in particular, polarization of warm and cool color terms;
within the latter, goluboj is clustered with sinij and ‘dark’-sinij (Figure 4a). However, in the
achromatic plane goluboj is clearly detached from sinij along the white-black dimension,
while gravitating to terms for ‘white, ‘gray, and ‘beige’ (Figure 4b).

Together both studies, though indecisive about the status of the two Russian ‘blue’
terms, give some indication that in Russian semantic color space the ‘blue’ region parti-
tions into singj and goluboj. The partition seems to result from differential deployment of
attention to the lightness and saturation dimensions, which conceivably is a function of
both availability of the two color terms, and demands of communication accuracy.
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Figure 3. Semantic space of Russian color terms for two Vietnamese subjects with poor (e) and proficient (a) command of
Russian: projection on (a) chromatic plane and (b) achromatic plane. English glosses for color terms are given, except for sinij
and goluboj. Dimensions represent phenomenal channels: X; — red-green, X, — blue-yellow, X3 — ‘degree of grayness, and X —
‘white-black. (Adapted from Vartanov & Nguen 1995:37-38, Fig. 2a,b).
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Figure 4. Semantic space of Russian color terms for a blind subject: projection on (a) chromatic
plane and (b) achromatic plane. Terms and dimensions labeled as in Figure 3. (Adapted from
Vartanov 1997:78-79, Figs. A, B).
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Blue region: Exploring the Whorfian effect

Here findings from a multifaceted series of studies conducted at Surrey University are
surveyed. They are considered at some length, being the only studies to bear directly on
the issue; for the same reason, the findings are subjected to critical scrutiny.

The Surrey researchers compared the perceptual performance of Russian and English
speakers in the Blue region of the color space. The studies were intended to investigate
whether lexical categories available in Russian affect non-linguistic perception in its speak-
ers, that is the lexical category boundary (Whorfian) effect, as formulated by Kay and
Kempton (1984). Below results from the naming, triads, and free-sorting tasks are con-
sidered in more detail. Inferences from other tasks (Stroop; rating color similarities) are
mentioned only briefly.

Mapping the ‘blue’ terms

In a psycholinguistic study (Davies & Corbett 1997), English and Russian subjects named
Color-Aid Corporation tiles that evenly sampled the color space. The focus here is per-
formance over a sub-sample of 10 tiles, all named blue by half or more of the English
subjects. In comparison, the Russian subjects used sinij for five of the tiles (including one
with a ‘gray-"modifier), morskoj volny ‘sea blue’ for a tile abutting to the green-termed
region, and goluboj for the other four (Davies & Corbett 1997: Appendix 2).

Figures 5 and 6 (adapted and extended from Davies & Corbett 1997:500, Figures
1b & 1c,) illustrate the distribution of term use in the CIE-1976 chromaticity diagram
(L*u'v'). It shows that for the Russians the Blue region is split into two termed with dom-
inant sinij and goluboj; as expected the splitting is especially distinct along the luminance
dimension, L*.

The numbers accompanying each point indicate the naming consensus within the
respondent sample, that is, the percentage of times the modal term was used (Davies &
Corbett 1997: Appendix 2). English participants were quite unanimous in tile naming
(Figure 5). By comparison, for Russian participants the consensus is markedly weaker
(Figure 6). A possible explanation may lie in the instruction to subjects to “name as
many of the tiles as they could” (Davies & Corbett 1997:501), without necessarily using
monolexemic names. The low percentages thus imply that Russian respondents frequently
used the ‘blue’ terms either with modifiers, or as part of compound names (like ‘gray’-sinij
indicated in Figure 6).

This is indeed confirmed by findings from another naming study (Laws et al. 1995).
Here Russian subjects were instructed to use single words, while the Blue region was
sampled a total of 35 tiles (rather than 10), and the procedure was repeated three times,
increasing data stability.

Figure 7 (based on Laws et al. 1995:Tables 1 & A1) shows the Russian ‘blue’ terms
mapped onto the CIE-1976 chromaticity diagram. For each of the blue tiles employed,
the most frequent term is indicated, along with the percentage of its use. Of the 35 blue
tiles, eight were always given the same name, indicating consistency within subjects and
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Figure 5. Tiles named as blue (B, W) in English, mapped onto the CIE L*1/v' chromaticity diagram:
projection onto the plane (a) ¥’/ and (b) L*%/. Numbers indicate the naming consensus (%) among
the subjects. (Based on Davies & Corbett 1997:516-517, Apps 1 & 2.)

a b
V' L*
66
0.434 Gray-S 30
L4 62
0.411 Sea blue 27 oG 51
O{G 34 58 oG 27
0.39- G 27 oG 51 5 0G 43
oG 34
0.371 50
1 G 43 46
0.35 e{s pos ®S 44
42
0331 OSea blue 27 32 23
s 38 i
0.314
34
0.29
30
o
0.27 . , , , , 26

013 014 015 016 017 0.18 u' 013 0.14 015 0.16 017 018 u'

Figure 6. Tiles named as sinij (S, @) and goluboj (G, @) in Russian, mapped onto the CIE L*u'v/
chromaticity diagram: projection onto the plane (a) #'v/ and (b) L*#/. Numbers indicate the naming
consensus (%). (Based on Davies & Corbett 1997:516-517, Apps 1 & 2.)
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Figure 7. Tiles named as sinij (S, e) and goluboj (G, @) in Russian, mapped onto the CIE L*u'v/
chromaticity diagram: projection onto the plane (a) #'v/ and (b) L*#/. Numbers indicate the naming
consensus (%). (Based on Laws et al. 1995:66, 92-93, Tables 1 & Al.)

consensus between subjects — sinij for two tiles and goluboj for six. Two more tiles, one
sinij and one goluboj, achieved nearly this level of unanimity (93%). Naming decisions
were split between sinij and goluboj for other 12 tiles.

The plot in Figure 7 illustrates that the boundary between the two ‘blue’ terms be-
comes apparent when represented in 3D: there is a clear-cut watershed in the L*u/'-plane.
All tiles with L* < 50 are named sinij and L* > 52 named goluboj. In contrast, in the
2D-plane (#/v), within a region v’ = 0.14-0.16, v = 0.35-0.41, both sinij and goluboj
are assigned.

The pattern of distribution of the two Russian ‘blue’ terms confirms that generally
sinij predominates at low lightness levels and goluboj is used for lighter and greener sam-
ples. The conclusion is that the Russian ‘blue’ categories are structured as two small focal
regions, with an intermediate region between them (Laws et al. 1995:87), and occupy non-
overlapping regions only in three-dimensional color space — whereas the regions of other
BCTs do not overlap when projected onto the color plane (Moss et al. 1990:324).

Categorical perception of blue: Behavioral measures

A number of behavioral studies compared the perceptual performance of English and
Russian speakers in order to examine the possible effects of the goluboj category in the
Russians. The following presents a short survey of results obtained in various perceptual
tasks.
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Naming times for the ‘blue’ terms

Moss et al. (1990) repeated, with Russian participants and Color-Aid Corporation colors,
a study that Boynton and Olson (1987, 1990) carried out with US-English speaking par-
ticipants and OSA colors. In the Moss et al.’s study, the tiles were exposed for two seconds,
while subjects were instructed to name the color with a monolexemic term as quickly as
possible. Performance indices that characterize color terms were obtained: mean nam-
ing time (RT), frequency of term occurrence, intra-subject consistency, and inter-subject
consensus. Here results for the ‘blue’ terms, the point at issue, are compared.

For American observers (Boynton & Olson 1987:Figure 1), mean RT for blue was
1420 ms (across all respondents and term occurrences), second fastest; the minimal RT
(reached at focal blue) was 1230 ms. For another American sample (Boynton & Olson
1990: Figure 5), mean RT for blue was 1940 ms (rank 3), with 1530 ms for the focal.

For the Russian sample, goluboj appeared to be second fastest, with mean RT of 1509
ms, while sinij ranked third, with RT of 1531 ms (Moss et al. 1990: Table 2). The authors
do not provide RTs for individual tiles; therefore it is not possible to determine focal col-
ors for the Russian terms for ‘blue.’ It is noteworthy, though, that of 11 tiles that gained
complete consensus (out of 219), six tiles were named sinij and one tile goluboj (Moss et al.
1990:318). In sum, short RTs and high naming consistency provide converging evidence
that goluboj has semantic accessibility comparable to that of sinij.

Triads task: Probing the within-Blue boundary

The triads task (Laws et al. 1995) was designed to compare the performance of English and
Russian speakers in estimating perceived differences within the Blue region. Its rationale
was that Russians were expected to use the name strategy (Kay & Kempton 1984); conse-
quently, if sinij and goluboj are both genuinely basic, subjective distances at the two terms’
boundary would be larger for them compared to those for English respondents.

Blue tiles from the Color-Aid Corporation were used (ranges B, BG or BGB). Seven
triads were constructed so that in each triad, two color tiles tended to share one of the
Russian ‘blue’ terms, with the third tile attracting the other term. Subjects were presented
with each triad and asked which tile was most different from the other two.

Two indices characterize the members of the triads. Perceptual Distance Index (PI),
ranging from 0.5 to 1.0, measures each tile’s perceptual distance relative to the other two
members. Nominal Overlap Index (NI), ranging from 0 to 1.0, reflects the degree of sinij-
goluboj confusion (Laws et al. 1995:69). The tile expected to be odd-one-out is the one
with highest PI and lowest NI.

For each triad, the number of times a given tile was selected as most different was
calculated across nine subjects in each language group. The authors found that for four
triads, in line with the prediction, the most-different tile maintained the highest PI/lowest
NI relation in choices of nearly all subjects.

Three other triads were crucial, since different choices were predicted for English and
Russian respondents depending on whether perceptual or name strategy would motivate



Russian ‘blues’: Controversies of basicness

the selection. All three triads produced split decisions from the Russian group, but (con-
trary to expectations) also from the English group, with the split distributed similarly. The
authors interpret the result as lack of evidence for any reliable boundary effect from the
Russian linguistic categories.

Since this inference is counterintuitive, the critical triads warranted closer attention.
Table 1 presents indices for the three triads; specifically, for each tile it shows PI, NI, and
respondents’ choices (Laws et al. 1995: Table 2). Inspection of the PI reveals that the triads
do not meet the primary criterion of perceptual balance crucial for this kind of test: within
each triad, PIs are not equal for pairs of items, strongly indicating an odd-one-out decision
on perceptual grounds.

A secondary criterion is that the two languages being compared should provide dif-
ferent naming-strategy contributions to subjective similarity. In the authors’ terms: in one
of the languages, nominal index NI should be small for one of the PI-balanced stimuli but
not the other, whereas in the other language, NI should be the same. However, the sole
principle of triad construction was that NI was low (in Russian) for one of the stimuli
(Laws et al. 1995:68). We do not know what NI would have been in English (presum-
ably balanced, since all stimuli were putatively from the Blue region). But because PI was
ignored in the choice of the triads, they cannot be optimal.

To elucidate perceptual characteristics of the triads, the items are plotted in the L*a*b*
chromaticity diagram (Figure 8).? Projection onto the L*a*-plane (Figure 8b) illustrates
that the blue tiles varied in lightness — the dimension inherent in the differentiation of
sinij and goluboj.

Further, perceptual distances between each pair of items within the triads were cal-
culated (in L*a*b*-space). Prompted by the visual impression from Figure 8, in addition,
hue distances (in the chromatic plane a*b*) and distances along the lightness dimension
L* were separately estimated. These are shown in Table 1, in absolute units and normalized
on the smallest distance. Table 1 also presents the frequency of sinij- and goluboj-naming,*
and the location of the lexical boundary between the two ‘blue’ categories (depicted by a
vertical double line).’

3. Yxy coordinates of the blue tiles employed by Laws et al. (1995: Table Al) were converted into L*a*b*
coordinates for the Illuminant C, 2-deg standard observer (for conversion see http://colorpro.com/info/tools/
convert.htm).

The CIE L*a*b* measures were chosen to enable a direct comparison with discrimination distances in the
study of Kay and Kempton (1984). In it, Munsell color chips were employed; perceptual distances among these
are expressed as L¥a*b* measures usually (in particular, within the World Color Survey). For conversion of
Munsell notation to the L*a*b* coordinates see: http://www.gretagmacbeth.com/index/products/products_color-
standards/products_books-for-designers/products_munsell-conversion/products_munsell-conversion_sw.htm

4. Distributions of the two ‘blue’ terms are taken from absolute values obtained in the naming task of the same
study (Laws et al. 1995: Table 1). The percent values reflect sinij- or goluboj-naming as a proportion of N = 15.

5. The lexical boundary is defined as the point where sinij- and goluboj-naming are equally frequent (cf. Kay &
Kempton 1984:68). The boundary location is inferred from Figure 7.
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Table 1. Indices for color tiles in the ‘split-voice’ triads A, B, D in Laws et al. (1995).

A « SINTJ | GOLUBOJ —
BGBS1 — L*a*b* 6.61 (1.00) — BGBS2— L*a*b* 7.24(1.10)— BGB S3
@bt 3.14 (4.62) a*b*  0.68 (1.00)
L* 5.82 (1.00) L* 7.21 (1.24)

L*a*b* 13.30 (2.01)
a*b* 2.66 (3.91)
L* 13.03 (2.24)

PI=0.71/NI=0.55 PI=0.50/NI=0.75 PI=0.78/NI=0.68
Russian 4 1 4
English 5 4
Russian sinij 57 sinij 13
term (%)  goluboj 34 goluboj 87 goluboj 100

B < SINIJ || GOLUBOJ —
BGBS1 — L*a*b* 6.23(1.00) — BGBS2— L*a*b* 10.16(1.63) — BGBS3
a*b*  4.11(148) a*b*  6.43(2.31)
L* 4.69 (1.00) L* 7.87(1.68)
L*a*b* 12.86 (2.06)
bt 2.78 (1.00)
L* 12.56 (2.68)

PI=0.62/NI=0.59 PI=0.50/NI=0.75 PI=0.88/NI=0.71
Russian 5 4
English 3 6
Russian sinij 13
term (%)  goluboj 53 goluboj 93 goluboj 100
D <« SINIJ || GOLUBOJ —
B Hue — L*a*b* 14.38 (1.00)— BT1— L*a*b* 27.23(1.89)— BT4
a*b* 4.16 (1.00) a*b*  25.30 (6.08)
L* 13.76 (1.37) L* 10.05 (1.00)

L*a*b* 37.74 (2.06)
a*b*  29.28 (7.04)
L 23.81(2.37)

PI1=0.68/NI1=0.07 PI=0.50/NI=1.0 PI=0.82/NI1=0.93
Russian 5
English 6 3
Russian sinij 93 sinij 7
term (%) goluboj 67 goluboj 100

A closer inspection of the distance sub-measures (a*b*; L*) in Table 1 (see also Figure
8) reveals a common particularity of all split-voice triads — one concealed by the overall
L*a*b*-measure, as well as by the PI: among the three items, one pair is more similar in
hue (a*b*), whereas the other pair in lightness (L*¥).
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Figure 8. Crucial (and ‘split-voice’) triads A, B and D, mapped onto the CIE L*a*b* chromaticity
diagram: projection onto the plane (a) a*b* and (b) L*a*. Letters are tile designations; ellipses in-
dicate within-triad pairs of items that are most similar in either (a) or (b). (Based on Laws et al.
1995:69, 92-93, Tables 2 & Al.)

We do not know whether, in their choices of the most different tile, respondents were
aware of the two color dimensions along which the tiles varied. It is conceivable that,
faced with the difficult judgment, they resolved the hue versus lightness conflict by decid-
ing on the dimension that subjectively was more salient. Paraphrasing Kay and Kempton
(1984:72), the subjects might reason as follows: “It’s hard to decide here which one looks
the most different; are there any other kinds of clues I can use? Aha! X and Y are both GOL-
UBOJ [Russian]/LIGHT BLUE [English]” Or, in an alternative, lightness based variant:
“Aha! X and Y are both DARKER”.

The two alternative outcomes — expressed as split voices — suggest that subjects may
be sensitized to the two dimensions (hue and lightness), by a marked and conflicting vari-
ation of compared stimuli along them. Further, the split-voice distribution implies that
a perceptual dimension strategy is pursued, independently of the language spoken. This
implicit labeling of color dimensions would qualify as a naming strategy or lexical classi-
fication, but it is distinct from — and capable of overriding — the strategy of naming color
categories.

From the above, two general conclusions may be drawn. First, the results of this triads
experiment cannot be considered decisive for the question of whether there is a boundary
effect from the two Russian ‘blue’ linguistic categories. Secondly, to ensure a reliable infer-
ence with respect to the Whorfian effect, each Blue triad should be perceptually balanced,
with respect to the CIE metrics, along both hue and lightness — to preclude the pop-out of
the color dimensions and to stop them over-ruling the color-category labeling.
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Geometric representation of similarities in the Blue region

In a further study, Davies and Corbett (1997) posed the question of how similar the color-
grouping behavior would be in English and Russian. In particular, they looked for any
evidence that Russian speakers are more likely than English to form groups distinguishing
dark blues (sinij) from light blues (goluboj).

A free-sorting task was used, with 65 tiles from the Color-Aid Corporation that evenly
sampled the color space. Subjects were asked to sort randomly placed tiles into groups, so
that members of a group looked similar to each other (Davies & Corbett 1997:499, 501).

On average, Russian speakers produced 12.9 groups (% 7.3), not significantly different
from the 12.4 (% 6.9) produced by English speakers — these are similar to the number of
BCTs in both languages.

As a next step, similarity matrices were calculated for both language samples (for de-
tails see Davies & Corbett 1997:503). The correlation between the matrices for Russian
and English participants was high (r = 0.95). The two groups differed on an index of con-
sensus: SD,,, = 10.9 for English, 14.2 (higher) for Russians; it is not clear, however, whether
the difference is significant.

The inter-blue similarity between dark-blue and light-blue tiles was seen as greater
by English than by Russians (Davies & Corbett 1997:Table 2b). To assess whether the
two language groups differed significantly, the authors performed a two-way ANOVA on
color region (‘intra-dark blue, ‘intra-light blue’) by language (English, Russian). The main
effect of language was highly significant. The interaction between the two factors showed
the predicted pattern, but only approached significance (p = 0.07).

This result does not confirm the prediction that Russians would be less likely to group
dark blue tiles with light blue tiles than English. Consider, however, that a form of statis-
tical analysis was used that sets a high threshold of significance. Each class of tile pairs —
inter-blue, intra-sinij, and intra-goluboj — contains few cases (only six intra-goluboj pairs),
and is treated by ANOVA as a distribution sampled randomly by each language group. A
more powerful test (e.g. MANOVA) would use the fact that this is a repeated measures
situation, where the same tile pairs are being measured in two conditions, so that the sim-
ilarity for a given pair according to the Russian data can be matched with its similarity
according to English. Plausibly the inter-blue category boundary for Russian respondents
would then be significant.

Finally, the similarity matrices were processed using non-metric MDS to reconstruct
the grouping of the tiles as geometric spaces. A 3D solution was retained for both language
samples. Both solutions are similar in their basic structure, with the spatial distribution of
colors resembling the color circle — reds opposing greens and blues opposing yellows.

Figure 9 (adapted from Davies & Corbett 1997: Figures 2 & 3) details the Blue region
from each solution (plotting the first two dimensions). Inspection reveals that English
have a major cluster with blue as the modal term (Figure 9a). By comparison, the Russian
blue cluster splits into two abutting sub-clusters with the dominant terms of goluboj ‘light
blue’ or sinij ‘dark blue’ (Figure 9b).
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Figure 9. The blue region of the MDS solution: projection onto the first two dimensions, DID2,
for (a) English and (b) Russian. Letters are tile designations. For between-language comparison, the
tiles named by Russians as sinij ‘dark blue’ are indicated by filled symbols and those as goluboj ‘light
blue’ by gray symbols. (Adapted from Davies & Corbett 1997:505-504, Figs. 2, 3.)

The authors note that the separation of the two sub-clusters is greater when repre-
sented in the 3D solution, as the sinij-tiles have lower scores on the 3rd dimension (labeled
as roughly saturation) than the goluboj-tiles.® Even so, they report stretching of distances
between the sinij and goluboj regions in the MDS solution for English speakers, the op-
posite of the prediction from the Sapir-Whorf hypothesis. It is not clear whether this
stretching is in absolute terms, or relative to distances within the sinij and goluboj regions.

Davies and Corbett add, though, that since there are reliable differences between the
two language samples in the grouping behavior (indicated above), the effect of color-
category availability must be small relative to the inter-sample overall similarity. Davies
(1998) reaches the same conclusion, from the results of a forced-sorting task.

The language effect on perceptual color structure must indeed be elusive, as was
shown by Moore et al. (2002) for US-English and Chinese speakers: in a common so-
lution, the effect size of language constituted only 1.5%, whereas the effect size of the
universally shared knowledge of color similarities amounted to 60% and of individual
differences to 14%.

Laws et al. (1995:Experiment 3) also collected sorting data, but with only nine
English- and nine Russian-speaking informants, the estimated similarities are too noisy
to discern any pattern in the results.

Finally, Laws et al. (1995, Experiment 2) collected direct ratings of inter-tile similarity
from six English and eight Russian speakers. Here there was the complicating possibility
that informants varied in response style, exacerbated by the fact that each informant was
presented with a different pair of tiles as a reference or baseline for judging subsequent
pairs. Even so, the English group judged inter-blue pairs to be on average more similar

6. It may be that 4D solutions, allowing separate lightness and saturation dimensions, would accentuate any
‘stretching’ between the two ‘Russian blue’ sub-clusters. Stress values fell in the range 12% to 17%. According
to common guidelines (Kruskal 1964:3), these values are ‘poor;, suggesting that more than three dimensions are
appropriate.
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(relative to intra-sinij and intra-goluboj pairs) than did the Russian group (Laws et al.
1995: Table 4). Again, an ANOVA analysis failed to find this difference to be significant; but
a more powerful test, taking into account the repeated-measures nature of the situation,
might have done so. It would be interesting to see MDS solutions for these latter data.
Ideally, any MDS analysis would use the repeated measures option, keeping individuals’
data matrices separate and thereby correcting for response style.

Is there a category effect from the Russian ‘blues’ in perceptual tasks?
Pros and Contras

The Surrey group’s perceptual results are briefly summarized below, in conjunction with
a recent study on discriminability (Winawer et al. 2003). All these studies compared be-
havioral measures for English and Russian speakers, while exploring the putative category
effect of the two Russian lexical labels for ‘blue.

Pros: For Russian speakers, the partitioning of the Blue region into sinij and goluboj
categories reveals itself in the following.

1. The naming task: two small unique regions are separated and circumscribed in a
three-dimensional color space (Davies & Corbett 1997; Laws et al. 1995).

2. The naming times: RTs for both goluboj and sinij are comparable and faster than for
almost all other BCTs (Moss et al. 1990).

3. The free-sorting task: the blue tiles are customarily separated into two groups —
named sinij and goluboj (Laws et al. 1995).

4. The similarity color space (derived from the free-sorting task): the Blue cluster is split
into two abutting sub-clusters — comprising light blue and dark blue tiles, with goluboj and
sinij, respectively, as modal terms (Davies & Corbett 1997).

5. The two-alternative forced-choice color discrimination task: Russians have an advan-
tage in making near-threshold discriminations among blue stimuli crossing the goluboj—
sinij boundary. The advantage, which is reduced by verbal interference, is revealed by
shorter RTs for cross-category compared to within-goluboj or within-sinij discriminations.
By contrast, the English (for whom all discriminations are within-blue) do not show this
pattern (Winawer et al. 2003).

Contras: No reliable evidence for the effect of the two Russian ‘blues’ in the Blue region
is shown in the following.

1. The triads task: No difference between the Russian and English ‘odd-one-out’
choices (Laws et al. 1995). However, the critical triads were not perceptually balanced and
contained items with conflicting hue and lightness differences; therefore they were not
optimal and not necessarily capable of testing the hypothesis.

2. The similarity color space (derived from the free-sorting task): No support for
‘stretching’ between the sub-clusters of light blues and dark blues (Davies & Corbett
1997). However, the MDS procedure and the ANOVA test applied cast doubt on the
statistical outcome.
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3. Rating similarity between pairs of blue stimuli: No significant effect of language on
mean similarity ratings for (a) intra-sinij, (b) intra-goluboj, and (c) inter-blue (Laws et al.
1995). However, the variability of mean ratings within each category was quite large, 1.71
=+ 0.81 for intra-sinij’ pairs for Russian speakers (Laws et al. 1995: Table 3). As mentioned
above, noise in the data might have arisen from different subject response styles. This
variability, and especially the small number of pairs compared by ANOVA, might obscure
any differences between the rating distributions.

4. Free-sorting and labeled-sorting tasks: No significance between English and Russian
in the mean number of categories produced (Laws et al. 1995). However, there is a dif-
ference under the free-sorting instruction: Russian produced 8.8 + 4.0, English 7.3 & 3.8
categories (Laws et al. 1995: Table 5). Besides, in the labeled sort all Russian subjects in-
cluded categories for sinij and goluboj. Last but not least, the obtained data is apparently
quite noisy: the presence of noise is indicated by low correlation coefficients between sort-
ing estimates (Laws et al. 1995: Table 9). It is highly probable that with only nine subjects
in each language group, the ANOVA could not detect any differences between pairs of
broad distributions.

5. Stroop task: No larger effect for the sinij/goluboj combinations with Russian sub-
jects than for the navy/sky combinations with the English (Davies et al. 1991). For both
language groups, the light blue interfered less than other colors or names (red, yellow,
and dark blue). However, for the Russians, light blue had the fastest RT and dark blue
the next fastest; by comparison, for the English light blue has the slowest RT (Davies et
al. 1991:317). As the authors mention, it remains possible that the effect of the Russian
‘blues’ is obscured by the inherent variability of the RT task.” Also, the insignificant ef-
fect for the light blue and dark blue might be due to an overall marked difference in RTs
between the two languages, with the Russian group being much slower.®

To sum up the results from the surveyed perceptual tasks: sinij and goluboj are com-
parable with regards to naming times. Discriminative RTs indicate a category boundary
separating the two ‘blue’ categories, which form distinct but abutting clusters in perceptual
space. The categorical distinction between sinij and goluboj can be revealed reliably, pro-
vided (1) representation within a 3D space, including the lightness dimension, and (2) a
dense sampling of the Blue area, that is, the differences between stimuli are near-threshold.

Since the separation of the two Russian ‘blue’ categories is small, any boundary effect
in perceptual tasks is obscured when the differences are large, i.e. when the judgment no
longer is “hard to make” (cf. Kay & Kempton 1984). Due to the subtlety of the category
effect, statistical tests appear insensitive to it when data are noisy, the number of compared
stimuli is small, and/or subjects are too few.

7. Since RT data are noisy (Paramei & Cavonius 1999:1666), obtaining a reliable RT difference requires many
more trials than the number (N = 64) in the considered study.

8. Significantly shorter RTs of English participants are quite explicable keeping in mind that almost all were
secretaries professionally used to a computer keyboard, whereas the Russian subjects from the Soviet Union,
visiting teachers at the University of Surrey in the late-1980s, could hardly have had many possibilities for computer
experience.
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Driving forces for partitioning of the Blue region

Driving forces for the categorical refinement of the color space may be sought within
different explanatory schemes. Here I briefly review two explanatory hypotheses that
shed light on the emergence of the additional ‘blue’ category in Russian. Together they
indicate that the potential for ‘blue’ term development arises from the behavioral im-
portance of differentiation that allows improvement of category codability and com-
munication accuracy.

Environmental optimality

The environmental optimality scheme invokes the necessity of communication about per-
ceptual regularities of terrestrial color experience, and can be traced to a concept put forth
by Shepard (1992). In operational terms, this hypothesis was elaborated by Yendrikhovskij
(2001), who postulated that the structure of color categories originates from the statisti-
cal distribution of colors encountered in the visual environment. Vector quantization of a
large database of color scenes, while introducing a minimum distance criterion, enabled
the author to compress the environment color statistics into a restricted number of clus-
ters (= color categories). In the present context, the relevant finding is that the number of
the BCCs delimited in the color space varies depending on a compromise between the dis-
tortion costs (communication accuracy, codability) and complexity costs (differentiation)
of the category system. In particular, when distortion costs prevail, the result is progressive
partitioning of BCCs and hence an advanced BCT nomenclature.

With respect to the Blue region, of interest is the model’s prediction that beyond the
11 BCCs, there is a strong potential for further segmentation of the color space — into two
or three categories between the foci for blue, white, and gray (Yendrikhovskij 2001: Figure
4d). This tendency might, indeed, well fall on fertile ground in a language (Russian) devel-
oped for communication in a natural environment where various shades of blue are main
colors of the ambient landscape of large water areas and snow.

Implications from topological properties of the color space

Further arguments of progressive categorical segmenting of the color space are grounded
in its topological properties — as suggested by the Interpoint-Distance Model (IDM; Jame-
son 2005; Jameson & D’Andrade 1997). According to the model, asymmetries in the
cognitive color space imply that certain existing BCCs are separated by wide perceptual
gaps, a feature that fosters emergence of color categories within the gap.

Some psychophysical studies support this view (using the Munsell color solid). In par-
ticular, Indow (1988) provided evidence that the purple category bisects a great distance
between red and blue. Also, Sun (1983) estimated psychological distances between the foci
of the 11 BCTs and demonstrated that the largest distance between blue and green yields
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a potential zone of difficulty for color naming, thereby promoting an additional term to
fill the gap.

There is evidence that perceptual space sets the stage for a light-blue term. The World
Color Survey found a fair number of ‘black-or-blue’ terms, but not ‘black-or-green,
‘black-or-red, or ‘black-or-yellow” terms (Lindsey & Brown 2002; Regier & Kay 2004).
The existence of ‘black-or-blue’ terms in several languages does suggest that blue is sub-
jectively a darker sensation than the other named (understandable in view of the fact that
the most saturated blue samples of the Munsell array barely stimulate middle- or long-
wavelength cones, which signal lightness). As a consequence, blue is sensed as closer to
black — which makes the subjective distance between blue and white larger than it might
otherwise be.

This appraisal of blue category in terms of lightness-darkness prompts a suggestion
that salience of lightness, as well as perceptual separation, preconditions categorical par-
titioning of the blue area. This inference is in accord with another significant assertion of
the IDM model — that cognitive salience of a certain perceptual dimension predetermines
the location of an emerging BCC in the color space.

In this vein, the goluboj ‘light blue’ category emerges as a mid-point along the longest
color-space stretch between basic blue and white. The partitioning of the Blue region
in Russian, as Jameson (2005:Figure 11) forcefully points out, is facilitated by the fact
that sinij ‘dark blue’ is denotatively offset from ‘elementary blue. Driven by the needs
of pragmatic communication, goluboj therefore emerges as a complementary category by
designating light and unsaturated blue and effectively balancing sinij’s features of greater
darkness and saturation.

Cultural specificity: A Russian rhapsody in sinij and goluboj

From the above it follows that goluboj basicness is quite feasible on psychometric grounds
alone. By all accounts, these fulfill the necessary requirement for the Blue region to be par-
titioned. Though the “bottom-up” factors function as cognitive constraints, they cannot
serve as exhaustive explanatory principles for conceptual refinement of the blue category
and naming. This is because color terms are part of socially anchored linguistic systems
(Gellatly 1995; Lucy 1997; Rakhilina 2007; Wierzbicka 1990), whereby the process of color
categorization gains its primary impetus from cultural mechanisms (Dedrick 1998; Gage
1997; Hardin 1988; Kay & Maffi 1999; Saunders & van Brakel 1997). Here I argue that
such mechanisms fulfil the sufficient requirement for fine-tuning the ‘blue’ category. Be-
low some evidence is considered that the differentiation between the two Russian ‘blues’
was induced by semiotics originating in socio-history.

The question arises — apart from estimating basicness of the two Russian terms for
‘blue’ — what exceptional cultural conditions might stimulate the emergence of two such
terms? Elsewhere (Paramei 2005) I surmise that this distinction is rooted in color semi-
otics, specifically, in the deep and sustained influence of the Russian Orthodox Church
and its predecessor in the Christianization of Russia, the Byzantine Church. My view con-
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verges with a hypothesis of Moss (1988) that early Russian iconography played a crucial
role in elaborating the differentiated spiritual symbolism of the two shades of blue.” Moss
conjectures, in particular, that Suzdalian iconographic art — with its predilection for light
bluish and silvery range — became culturally powerful after the capital of Russia and the
Patriarch’s seat were transferred first from Kiev to Vladimir-Suzdal’ and later to Moscow
(Moss 1988:166—167).

Blues of various shades (produced from rare lapis lazuli) acquired an exceptional
salience in icons and frescoes by the two most influential iconographers of early Moscow,
Theophanes the Greek and his pupil Andrei Rublev. The different blues appear to be theo-
logically loaded, in particular, in depicting Christ’s mandorla: the emanating Divine Light
becomes light-bluish and silver as it recedes from its source, but is dark blue when it takes
on Christ’s flesh (Gage 1993:55, 59).

Consider also that in Orthodox art the Holy Spirit is symbolized by a dove. And as a
derivation from golub’ ‘dove, goluboj ‘light blue, is symbolic of the spiritual and heavenly.
Note too that the halos for symbolic figures (i.e. spiritual beings) are light blue (Kandinsky
1911/1977:38).

A rich icon palette of light and dark blues was echoed by color terms in Russian
iconographic manuals — these contained an obligatory and detailed description of colors
and frequently, metonymic or symbolic meanings of color terms (Lindgren 1997). In the
manuals, as many as five pigment terms indicate blue shades — two of goluboj (golubec and
lazor’) and three of sinij (lavra, sin’, and krutik). Notably, modern books on icon painting
strictly follow the regimentations of the medieval Russian Orthodox Church and still use
some of these old names for different shades of ‘blue’ (Schneider & Fedorov 1978:55).

If one considers the expansion of the state-dominated Russian church in medieval
Russia and the importance of iconography in the extremely religious population, along
with the fact that icons and mural paintings in churches “probably constituted the Rus-
sians’ main experience of bright colours, then it is reasonable to assume that the Russian
language would quickly have acquired a basic term denoting light blue” (Moss 1988:167).

A need to distinguish the blue shades — negligible under neutral conditions else-
where — was encouraged by the culture, in which the percepts of dark blue and light
blue appeared to function as cultural signifiers (cf. Sahlins 1976). Within this explanatory
scheme, for Russian speakers goluboj emerged as a semiotic code, a historic conception,
and should be considered culturally basic (Frumkina 1999:952).

Speakers of modern Russian share a tacit knowledge about the meaning of goluboj:
beyond the color itself, the percept also implies the luminous dimensions of luster, glitter,
and iridescence. But more important are conceptual extensions inherent in its meaning,
for goluboj is associated with sentiments of tenderness and serenity. For religious Russians,
it is, in addition, a symbol of spirit and grace, of transcendental tranquility and ultimate
feeling of rest — to quote Kandinsky, “the typical heavenly colour” (1911/1977:38).

9. Lonly discovered Moss’s (1988) study of the cultural history of the Russian ‘blues’ after completing the previous
article.
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Conclusions

The present study surveyed results from various behavioral tasks to evaluate the basic-
ness of the two Russian terms for ‘blue, sinij and goluboj. All the behavioral measures are
predicated on Berlin and Kay’s (1969:6) fourth criterion for a color term’s basicness — the
notion of psychological salience. As conceptualized in the literature, these behavioral mea-
sures operationalize the color-salience construct in empirically different ways. However,
the rationale for the comparability of various empirical measures as indices of salience has
not been addressed explicitly.

In this context, the survey of results on the two Russian ‘blue’ terms sheds additional
light on (1) what ‘facets’ of psychological salience certain behavioral measures capture, (2)
which tasks optimally measure salience, and (3) how this operationalization is related to
the definition of basicness. The following specific observations help clarify the use of the
basic construct in analyses of the two Russian ‘blue’ categories:

1. Basicness of both sinij and goluboj is reliably found in naming tasks. It is mani-
fested by short naming times and high frequency of occurrence. These behavioral measures,
together with high rank in elicited lists, capture the high degree of lexical accessibility of
the two Russian ‘blues’ and indicate that both terms are at a hyperonym level in the color
nomenclature.

2. Mapping tasks provide evidence for perceptual distinction between the Russian
‘blue’ categories, in the form of distinct focals, and domains that are circumscribed though
abutting — provided the two categories are mapped onto a 3D space and the color space is
sampled densely.

3. Naming and mapping tasks show high codability of the two Russian ‘blue’ terms —
by measures of high within-subject consistency of use and high consensus among re-
spondents.

4. Discrimination 2AFC tasks reveal an RT boundary advantage — a lexical category
boundary between sinij and goluboj, indicating that they are proper categories. This cate-
gory boundary effect disappears under verbal interference, indicating that it is specific for
Russian verbal coding.

5. Both sinij and goluboj are conceptually distinct and salient. In tasks of free sorting
of color samples, this is shown by the emergence of sinij and goluboj clusters. In the task of
rating color term similarity, conceptual distinction of the two ‘blues’ is indicated by good
separation in the semantic color space. Also from the developmental perspective, conceptual
distinctiveness of the two ‘blues’ shows up as high rates of performance in naming and
matching behaviors of preschool children.

The above named behavioral measures capture the terms’ denotative meanings. How-
ever, to adequately appraise the conceptual distinction of the two Russian ‘blues, be-
havioral measures should be complemented by linguistic measures — such as the terms’
metonymic and metaphoric usage and combinability — to capture their attributive mean-
ings.

As indicated above, in determining the lexical category boundary (Whorfian) effect of
the two Russian ‘blues’ it is crucial to insure that stimuli used vary within near-threshold
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range of perceptual differences. In the absence of a fine gradient of stimuli, visual coding is
likely to be promoted as a subject’s choice strategy, thereby obscuring any potential lexical
boundary effect. For future studies this reinforces the need for psychometric tasks, which
would minimize judgments based on purely color discrimination criteria, and invoke the
verbal coding strategy. The choice of tasks, stimuli, and behavioral measures is essential
for understanding and reliably measuring any perceptual groupings attributable to the
intrusion of lexical categorization.

What seems clear from the present survey is that the Russian ‘blues’ — sinij and gol-
uboj — satisfy the abovementioned basicness criteria on the basis of both perceptual and
lexical grounds.
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In the second part of the 19th century, there was an international scientific controversy
on the development, recognition and denomination of color terms, in which participated
famous scholars like William E. Gladstone, Lazarus Geiger, Grant Allen, Ernst Krause
or Charles Darwin. Among the proponents of the theory that human color perception
had developed gradually during the evolution of the human species was the German
ophthalmologist Hugo Magnus, who formulated crucial suggestions concerning the
relationship between the human capacity of perceiving different colors and the existing
color terms in the languages of the world.

Revising his original point of view in further publications in consequence of the
results of his ethnological inquiry, Magnus brought to light much information still
relevant for current debates. Comparing some of his results like e.g. the evolutionary
color term sequence to a modern scientific concept such as Berlin and Kay’s, there appear
to be astonishing similarities, suggesting that the contributions of Hugo Magnus to the
color-term discussion have unjustly fallen into oblivion.

Introduction

In the late 18th century arose a cross-scientific controversy, which reached its peak around
1880 and generated results that can still be seen to be valid today. An interest in human
perception of color and its possible reflection in different color terminologies began with
philological analyses by William Ewart Gladstone (1858), when he noticed the lack of cer-
tain major color terms in ancient Greek literature, the sort later to be called basic. Starting
from a detailed report on Homeric epics,! the controversy grew with appearance of works
by Lazarus Geiger (1871) and Hugo Magnus (1877a, 1877b), especially their observations

1. In Section IV (Homer’s Perception and Use of Colour) of Gladstone’s third volume, he lists “the signs of the
immaturity” he found in the Homeric poems: “I. The paucity of colours. II. The use of the same word to denote
not only different hues or tints of the same colour, but colours which according to us, are essentially different. III.
The description of the same object under epithets of colour fundamentally disagreeing one from the other. IV. The
vast predominance of the most crude and elemental forms of colour, black and white, over every other, and the
decided tendency to treat other colours as simply intermediate modes between these extremes. V. The slight use of
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on the designations of colors in the Rigveda, the Bible, and Greek and Latin authors, such
as Aristotle, Juvenal, Statius and Valerius Flacchus.

Philological Research

Gladstone (1877:366) postulated that in the time of Homer the human eye was incapable
of discerning and distinguishing all colors. He based his hypothesis on the evolution-
ary perspectives in the tradition of Charles Darwin and Jean Baptiste Pierre Antoine
Lamarck.? Consequently, Gladstone (1877:367) imagined an “education” over time to
higher color sensibility for humanity as a whole.” He concludes his argument with the un-
informed observation that the primitive human being was only equipped with the faculty
to distinguish between bright and dark hues, and that the development of the visual organ
was accompanied by the recognition of more colors; for example, Homer already named
the colors red and orange [erythros, xanthos] (see translation in Gladstone 1878:388).

Lazarus Geiger (1871:57) was also convinced that color perception was an acquired
faculty, which could be retraced through the study of ancient literature. He proposed a
‘black-red-gold’ age followed by a ‘white-yellow-red-black’ age. The more primitive stage
would correspond to the color terms in the Rigveda and the latter to the stage of color
perception in the time of Ionian natural philosophy. Neither Gladstone nor Geiger dis-
tinguished between the color terms they found in the ancient texts and the capacity to
perceive colors.

By 1877, Hugo Friedrich Magnus, professor of ophthalmology at the University of
Breslau, became aware of Geiger’s work. The historical evolution of the function and
capacity of different human senses had rarely been treated in medical literature,* and
Geiger’s work suggested to him a way to link philological analysis and evolutionary theory
with medical and physiological research. Magnus also recognized a significant and prob-
lematic contradiction in comparing the sensory faculties of ‘uncivilized peoples’ (Wilde)
of his time with the ancients. At first thought one is inclined to believe in the famous

colour in Homer, as compared with other elements of beauty, for the purpose of poetic effect, and its absence in
certain cases where we might confidently expect to find it” (Gladstone 1858:458).

2. Jean Baptiste Pierre Antoine De Monet, Chevalier de Lamarck.

3. “Painters know that there is an education of the eye for colour in the individual. The proposition, which I
desire to suggest, is that this education subsists also for the race” (Gladstone 1877:367). Magnus followed him in
this position (cf. 1878b, f).

4. Magnus had also shown his interest and passion for the history of ophthalmology and connected subjects in
many other publications such as Geschichte des Grauen Stares [History of cataract], 1876a; Das Auge in seinen
dsthetischen und cultur-geschichtlichen Beziehungen [The eye in its aesthetic and historic-cultural relationship],
1876b; Die Anatomie des Auges bei den Griechen und Romern [The anatomy of the eye at the time of the Greek
and the Romans], 1878a; Culturgeschichtliche Bilder aus der Entwickelung des drztlichen Standes [Historic-cultural
images of the development of the medical profession], 1890; Die antiken Biisten des Homer: eine augendrztliche-
dsthetische Studie [The Ancient busts of Homer: An ophthalmologic-aesthetic study], 1896; Die Augenheilkunde
der Alten [ The Ophthalmology of the Ancients], 1901.
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acuteness of hearing, the sense of smell and eyesight of the hunting and gathering people
who live in accord with nature (Naturleben). He asked “Why should they not be able to
distinguish colors?”

Magnus tried to solve this contradiction, as he saw it, by postulating a difference be-
tween the elementary capacity of a sense organ, for example, the perception of light (eye)
or sound waves (ear), and other possible functions (Functionsiusserungen), such as be-
ing able to discern different colors or melodies. The latter faculties are for Magnus higher
functions, which were formed in the course of evolution and, therefore, should be seen as
modern acquisitions of mankind (1877a: 1-6).

For an investigation of color terms Magnus had to rely, as did his predecessors, on
philological analyses, even though he was a doctor of medicine and a scientist particularly
interested in the anthropological and physiological aspects of the subject. But in accor-
dance with his theory of the evolutionary acquisition of higher functions of the sense
organs, he rejected the method of analysis practiced up to then, which had used as a point
of reference the color scale of the spectrum established by Isaac Newton. Magnus instead
chose a subdivision, which, in his view, was closer to the ancient capacity of color percep-
tion, because the Newton scale reflected the modern faculty to perceive and discern the
color spectrum; hence he drew up light ‘richness’ (Lichtreichthum) as a criterion for his
analyses of the ancient texts.” Thus, unlike his scientific predecessors, he avoided a direct
identification of the color terms found in ancient literature with the color nomenclature
of modern European languages (Magnus 1877a:6-9). According to this concept, he struc-
tured his first inquiry: “Colors of luminous intensity” (lichtstarke Farben) like red, orange,
yellow; “colors of medium luminous intensity” (Farben mittlerer Lichtstirke) like green;
and “colors of little luminous intensity” (Farben geringer Lichstirke) like blue and violet
(Magnus 1877a:9-41).

Finally Magnus (1877a:41-42) postulated four stages of evolution concerning the per-
ception of color in the history of mankind. At a first primitive stage people had only a
sensibility for red, which coincided with the sensibility for bright and luminous colors.
For that Magnus found it more useful to speak of the capacity to discern quantities of light
and not color hues in a stricter sense.® A second stage was reached when the human retina
was sufficiently developed to distinguish red from yellow, as these colors were no longer
merged in perception of simple brightness. By the third stage mankind had developed the
sensibility for green hues, colors of a medium luminous intensity, which were detached
from, on one hand, perception of darkness (dark green) and, on the other, perception of

5. Magnus (1877:45-46) followed Aristotle and Helmholtz, who both try to explain color sensibility by focusing
on color lightness. Magnus, who was fully aware of physical and physiological theories of his time — see Magnus
1881:27-50, where he discusses the theories of Young, Helmholtz, Hering and others — explicitly quotes Helmholtz
(1867:267).

6. Magnus (1877b:19) deduced this first stage from the diminishing faculty of the eye to discern colors when the
light is insufficient, referring to observations of Chodin (1877).
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darker yellow (light green).” The last stage was reached with the faculty to perceive colors
of weak luminous intensity like blue and violet, which were until then perceptually merged
in an idea of general darkness. In sum, Magnus inferred an evolution, which followed the
spectrum of color, starting at the luminous, intense colors and finding its end in the dark
part of the spectrum.

For Magnus, as an ophthalmologist, the most intriguing part of the investigation
might have been the possibility of a physiological explanation, which could illuminate this
postulated evolution. To substantiate his assertion that at the earliest stage people could
only perceive the quantity of light hitting the retina and not its quality,® he quotes Greek
testimonies like Empedocles, Aristotle and Plato, who emphasized the basic opposition of
dark versus light whence all other colors emanate.

Magnus believed that over the centuries of human evolution the retina had been more
and more exposed to light and the continuous stimulation by light rays had caused a
gradual change in perception of lightness with respect to darkness. This path of evolution
seemed to him quite logical, because his queries about the color perception of children
suggested certain parallels, such as the preference for red stimuli in the young children
(Magnus 1877a:43-56).

In this earliest study by Hugo Magnus, the striking element is the importance he at-
tributes to brightness in color perception. This reminds us very much of the findings a cen-
tury later of Kay and McDaniel (1978:616—617) and Kay (1975:258-260). At Stage I of the
Berlin and Kay (1969) theory of color-term evolution, there is only a distinction between
black and white. But with Rosch’s (1972) Dugum Dani studies, we received a different pic-
ture of this first stage. People of this ethnic group seem to distinguish between light-warm
colors (mola: white, red, orange, yellow, pink, red-purple) and dark-cool colors (mili:
black, blue, green). Foci of mola and mili were found to be situated, respectively, in light
and warm versus dark and cool hues. Especially remarkable was the focus of mola, which
in 67% cases was identified with English focal ‘red’.” Magnus had not, though, introduced
the opposition of light-warm hues versus dark-cool hues. His decisive criterion is the
degree of brightness related to the light richness, strength (Lichtreichthum, Lichtstirke).

When Magnus brought up the argument of color brightness in order to support the
evolutionary theory of Geiger, it might be considered as the right step with the wrong
objective. For the remotest ages Magnus (1877a:10-11) favored red and not white as the
focus of bright hues, because of the luminous intensity of the former. Thus he postulated
that those people could not really perceive red hues, but just the intensity, which caused
a particular sensibility to these rays of the spectrum. For him, it was the most reasonable

7. This development also implied a clearer distinction between the luminous, intense colors red and yellow. In
this respect, dark green is the dark part of the luminous, intense color spectrum.

8. “This even lower stage . .. in the development of the color sense could fairly be characterized as follows: at that
time the human retina, when struck and excited by light of any composition, sensed only its quantity and not its
quality, i.e. color” (Magnus 1877a:44, our translation).

9. Hardin (1998:211-216) offers an interpretation of these findings integrated in the Berlin & Kay scheme and his
critical observations.
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means to explain why the Rigveda makes no clear distinction between white and red. In
Magnus’s second publication on color terms (1877b) he mainly presents more concisely
the theory of his first publication (1877a).!% As before, Magnus (1877b:19) situates the
first stage in the age of the Rigveda, characterized by a bright (red/white)—dark opposi-
tion, and the second stage, with emerging sensitivity to yellow, in the age of Homer. He
adds considerations about the distinction between green and blue. At this third stage of
evolution, the sensitivity is so far developed that man could finally perceive and distin-
guish the color green, but not yet blue. This could explain the frequent confusion of blue
and green in ancient Greek texts. The following stage is characterized by the sensitivity to
blue and violet. Bright blue is resolved from the formerly grey part of spectrum, dark blue
from the dark/black spectrum (1877b:10-12).

As an interesting supplement, Magnus (1877b:12) reports on Bastian’s (1869:89)
investigation, which described the confusion of blue and green in Burma at that time as be-
ing totally normal.'! Magnus drew what was for him the logical conclusion that these peo-
ple were still on a lower level of evolution and had not reached the sensibility for blue hues.

At the end of this publication, Magnus’s considerations about the consequences of his
thesis on color evolution lead him to speculate that the development of our physiological
faculties has not come to an end, but is still in alteration. In other words, future humans
will be able to perceive more in the color spectrum than current humans do, being able to
see beyond the present limit at wavelengths shorter than ultraviolet.

Polemics on the Gladstone—Geiger Hypothesis

Before publication of Magnus’s first study (1877a) on the development of color sensa-
tion, its scholarly discussion was broadly limited to classical philological research. He
and others enriched the debate, however, by introducing physiological, ethnological, and
evolutionary facets.

The theory of evolutionary change is in first place influenced by Lamarck, who denied
invariability of species and attributed changes to the pressure for an animal to adapt itself
in an optimal way to its habitat such that corresponding change in an organ’s structure,
which would be inherited, would depend on frequency of the organ’s use.'?

10. “The living strength of different colors should be regarded as the guiding principle of the evolution of color
sense” (Magnus 1877b:19, our translation). Hirschberg (1877:111) offers a short summary. This first publication
by Magnus on color sense instigated such reverberations in the scientific world that merited its translation to
French (Magnus 1878g).

11. The coincidence with the modified Berlin & Kay scheme (Kay 1975:260) that introduces the category grue
(cool), unifying the colors green and blue, cannot be ignored. The grue category appears first at Stage I1la of their
scheme.

12. “In the evolution of animals, the progression in the composition of the organization sometimes undergoes
anomalies due to the influence of circumstances of habitation and adopted habits” (Lamarck 1809: 134135, our
translation). “The frequent use of an organ, becoming regular because of habits, increases the organ’s faculty; it

111
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Darwin also supported the evolution of species but explained it with natural selection:

Nothing at first can appear more difficult to believe than the more complex organs and
instincts should have been perfected, not by means superior to, though analogous with,
human reason, but by the accumulation of innumerable slight variations, each good for
the individual possessor. Nevertheless, this difficulty, though appearing to our imagina-
tion insuperably great, cannot be considered real if we admit the following propositions,
namely, — that gradations in the perfection of any organ or instinct which we may con-
sider, either do now exist or could have existed, each good of its kind, — that all organs and
instincts are, in ever so slight a degree, variable, — and, lastly, that there is a struggle for
existence leading to the preservation of each profitable derivation of structure or instinct.
The truth of these propositions cannot, I think, be disputed. (Darwin 1859/1996:371)

Magnus (1877a:44) saw the basic principle for his theory in the generally accepted fact that
all organic forms tend to develop from a relatively low initial level, to perfection.'” Even
though calling himself an adherent of Darwin,'* Magnus found himself in conflict with
other adherents of Darwin’s theory.!> According to Magnus and others, color perception
as an evolutionary product developed over the last few thousand years. This notion is,
however, no longer discussed in modern color science. Due to interventions of scholars
like Ernst Krause (1877a, 1877b, 1878), Charles Grant Blairfindie Allen (1879),'¢ Anton
Marty (1879), and Rudolf Hochegger (1884), who exposed gaps in this version of the
theory, it was finally abandoned.!”

The first objection came from Krause, who did not believe that the sense of color is
such a recent acquisition among mankind: “The color-sense manifestly appears already in
insects and many of the lowest vertebrates; its complete absence could therefore hardly be
supposed in the very lowest race of men (1878:120).” In his preface to the German transla-
tion of Allen’s The Colour-Sense, Krause made controversial comments reproaching Allen,
Magnus, and Stein for not quoting his objections adequately. He also accused Magnus
of having misinterpreted Darwin, as a differentiated color sense was already known to

develops by its use and acquires a size and a strength of action, which is lacking in animals, that less exercise it”
(Lamarck 1809:248, our translation).

13. “The probability of this assumption ... of insensitivity to color as an original starting point of color sense
can ultimately be justified by the general fact, that all organic creations, by means of a gradual evolution, raise
themselves from a correspondingly low initial stage by and by to ever-greater perfection” (Magnus 1877a:44, our
translation).

»

14. “As an advocate of the Darwinist perspective...” (Magnus 1881:171, our translation).

15. For modern comments on the founding fathers of evolutionary theory, see, for example, Bayertz et al. (1982);
Heinrich (1982); Kohn (1985); Lefevre (1997); Messerly (1996); and Riedl (2003).

16. For the announcement of his forthcoming study, see Allen (1878); for the German translation of Allen (1879),
see Allen (1880).

17. The list could have been extended: Cohn (1878a), Schroeder (1879), Zehender (1878), and Dor (1878a, 1878b,
1878c¢) doubted the short period of evolution, because people like the Ancient Egyptians already knew how to
paint in many different colors.
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be developed in animals. He even communicated his thoughts about this discussion to
Charles Darwin, who was keenly interested in these observations, as is documented by his
correspondence:

To Ernst Krause
Down, June 30th, 1877.
I have been very much interested by your able argument. [Editors’ footnote: The interest
felt by Mr. Darwin is recorded by the numerous pencil-marks on the margin of his copy
against the belief that the sense of colour has been recently acquired by man.] The fol-
lowing observation bears on this subject. I attended carefully to the mental development
of many young children, and with two, or as I believe three of them, soon after they had
come to the age when they knew the names of all common objects, I was startled by observ-
ing that they seemed quite incapable of affixing the right names to the colours in coloured
engravings, although I tried repeatedly to teach them. I distinctly remember declaring that
they were colour-blind. But this afterwards proved a groundless fear.'®

On communicating this fact to another person he told me that he had observed a nearly
similar case. Therefore the difficulty, which young children experience either in distin-
guishing, or more probably in naming colours, seems to deserve further investigation. I
will add that it formerly appeared to me that the gustatory sense, at least in the case of
my own infants, and very young children, differed from that of grown-up persons. This
was shown by their not disliking rhubarb mixed with a little sugar and milk, which is to
us abominably nauseous; and in their strong taste for the sourest and most austere fruits,
such as unripe gooseberries and crab apples. (Darwin & Seward 1903:47-438)

Magnus (1877¢) responded to the Krause’s criticisms directly in the later study Farben
und Schopfung, wherein he rejects the argument of the equivalence of animal and human
color sense, while emphasizing the agreement of his color theory with Darwinist claims
(Magnus 1881:138-140).!% Krause (1877a:272), however, had the same opinion as Mag-

18. Also Magnus (1881:176-177; 1883:30) mentioned this case without quoting a source. As Krause printed this
(1877) letter in Kosmos, Magnus surely referred to Darwin (1877) in Kosmos.

19. The main criticism of Krause was that color sense should have been an original faculty of human beings:
“These principal laws [of natural selection], manifesting as various secondary laws (mimicry etc.), are essentially
based on the requirement that color sensitivity is a general and original, in other words a very early developed fac-
ulty of the sense organ” (Krause 1877a: 270, our translation). Magnus (1877c:423—424) rejected this by postulating
an evolution of color sense in animals. But he also denied the equivalence of the quality of animal and human color
sense: “Nevertheless individual especially enthusiastic Darwinists, for example Mr. Dr. Ernst Krause, made the as-
sertion that the theory of gradual evolution of color sense is in irreconcilable contradiction to Darwin’s theory and
must therefore be rejected unconditionally. .. . If these scientists want to derive a principal contradiction between
Darwin’s theory and the hypothesis of the evolution of color sense, from their purported but as-yet-unproven
identity of animal and human color sense, then we can justifiably show this premise to be incorrect, out of hand”
(Magnus 1881:138-139, our translation). Krause (1877b) insisted on his point of view.

13
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nus with regard to the stages by which color terms emerge, which reflect the order of the
color spectrum.?’

Allen (1878) showed two complementary ways to argue against any hypothetical de-
velopment of color perception. The description of works of art and other archaeological
material of pre-historic man and the ancient world proves undoubtedly (according to
Allen) “that the color-sense was fully developed long before the epoch of the Iliad or the
Book of Genesis” (Allen 1879:204). An inquiry sent to officials among different tribes in
Europe, Asia, Africa, America, and the Pacific Islands should back up “the supposition
that the colour sense is, as a whole, absolutely identical throughout all branches of the hu-
man race” (Allen 1879:205). The result of his analysis did indeed confirm his supposition:
“Man is the descendant of an arboreal quadrumanous animal, of frugivorous habits, who
shared the common vertebrate faculty of colour perception, and the common frugivorous
taste for bright hues” (Allen 1879:21).

Criticizing Geiger, Gladstone, and Magnus because of their one-sided philological
method, he addressed particularly to Magnus the reproach of arguing “a priori as to what
the sensations of the savages must be like” (Allen 1879:220), without further observations
or inquiry, whereas “a little more care and a little more extended search would le[a]d him
[Magnus] to abandon his theory, based as it is upon the shifting sands of half-forgotten
languages” (Allen 1879:220).

Marty (1879:63),2! who opposed the development theory, emphasized the need to
distinguish designation and perception, as the human faculty to perceive different colors
does not imply a broad classification in color terms.?? Hochegger (1884:48) also supported
this necessary distinction inter alia with regard to the results brought up by examination
of ‘ancivilized peoples’ (Naturvilker).?®

20. “With regard to the sequence. .. in which color names came into use, I share absolutely the view of Dr. Magnus
that the introduction of new terms should have occurred in the spectral order of colors” (Krause 1877a:272, our
translation).

21. For a recent comment on Marty’s point of view in the discussion on color perception, see Spinicci (2000).

22. Magnus (1881:167) rejected, however, Marty’s assertion that ‘uncivilized peoples’ (Naturvilker) have a better
developed color-sense.

23. “The adherents of the theory of color sense evolution proceeded on the basis of comparative language analysis
from the following principle: color sensitivity and color terminology run side-by-side in parallel, the chronological
constitution of color nomenclature implyinga direct and reliable conclusion about the corresponding state of color
sensitivity. This key principle and corner-stone of Geiger’s theory was wrong. In particular studies of color sense
of primitive peoples have shown clearly that discriminative sensitivity to all colors can exist, although a linguistic
language term is missing” (Hochegger 1884:48, our translation).
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Ethnological research

),%4 sent

Hugo Magnus (1880), ignoring (or not quoting) the investigations of Allen (1879
out more than 60 questionnaires® to all five continents.?® He planned to compare color
sense of ethnic groups with little or no contact with modern society, whence he hoped to
discover relations between color perception and its dependence on culture. At this point he
still favored Geiger’s thesis of color evolution.?” In the semester of 1877—1878, ethnologist
Eduard Pechuél-Loesche?® (Leipzig) prompted Magnus to start the project with support
from the ethnological museum (Museum fiir Volkerkunde zu Leipzig). Magnus referred to
Alarik Frithiof Holmgren (1878a, 1878b),% who was first’® to carry out an investigation
with ‘uncivilized people’ (auf niederer Stufen der Civilisation stehender Volkerschaften) to
gain insight into the relation between color sense and culture (Magnus 1880:1-4). For
the questionnaire, Magnus chose the following colors, whose names correspond to nine
of Berlin and Kay’s 11 basic color terms: white, black, red, green, yellow, brown, purple,

24. Quoting Allen (1879), Magnus (1880:48-49) refuted Allen’s speculations about the evolution of the ani-
mal color sense, but did not comment on his study. Only later did Magnus (1881:161-162) criticize Allen’s
questionnaire considering it in need of systematic chromatic description.

25. See Appendix.

26. Before he started his overseas study, first described in Magnus and Peschuél-Loesche (1878), Magnus
(1878b:288-289) carried out color tests with pupils from Breslau to gain experience in the questionnaire’s use
(Magnus & Cohn 1878; Magnus 1878c). Here we also see the relation between the color-sense problem and the
discussion on color-blindness with respect to revealing color-sense defects (Cohn 1878b; Magnus 1878d, 1878e,
1879).

27. The description of Magnus’s intentions at that time as given by Berlin & Kay (1991:139) might be seen as
ambiguous. Magnus definitely did not start the study to disprove assertions of Gladstone and Geiger with regards
to the physiological evolution.

28. He was already experienced in ethnographic studies, whose results were partly published later; e.g. The Loango
expedition (Giissfeldt et al. 1879/1907).

29. Holmgren, who was especially interested in color blindness, in 1877/1878 carried out a study with the Lapps
in the north of Sweden whose results he communicated to Magnus (see Magnus 1880: 1, who quotes Holmgren,
1878a, with a comment that his new test is especially apt for uncivilized people). Holmgren developed a well-
known test for diagnosing color-blindness: “According to our method, the examiner selects from the collection of
Berlin wools in a pile on a convenient table, and lays aside a skein of the especial color desired for this examination;
then he requires the one examined to select to other skeins most closely resembling the color of the sample, and to
place them by its side. The chromatic sense of the individual is decided by the manner in which he performs his
task” (Holmgren 1878b:182).

30. Seemingly Magnus ignores the already cited study of Grant (1879), although he was aware of the respective
publication, which he discusses only in Magnus (1880:161-162).
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orange, and gray, while omitting blue and pink. Along with his own investigation, he relied
on other studies to complete and control results.>!

The questionnaire was distributed to and filled in with the help of missionaries,
doctors, and overseas officers who had access to tribes, such as Challam, Sioux, Snake,
Makah (North America); Tambukki, Pondo, Fingu, Gaika, Damara, Fulah, Madingo,
Krobo (Africa); Toda, Koda, Badaga, Telugu, Batta, Olon (Asia); and tribes of territories
in Australia and Europe (Magnus 1880:4-6). Having analyzed the results, he frankly ad-
mits the failure of his first assessment of color-sense evolution: lack of a color term is not
directly related to perception of the corresponding color (Magnus 1880:22, 44).%

Despite the failure of his 1877 assessment of the evolution of color sense, Magnus
had therein made a number of significant observations, one of which is that many ethnic
groups do not provide an abstract designation of color.>* Color is often identified with
form or surface properties or at least with pattern, as with arrangement and size of spots
or of other markings. For example, the South African Ovaherero finely differentiate cat-
tle by names that designate color and form in many combinations (Magnus 1880:17-21).
Magnus offered his thoughts about the relation between color naming and the living con-
ditions or environment. In this respect, he did not want to abandon completely his ideas
of the physiological evolution of color sense. He postulated that under the pressure of cer-
tain external conditions, separate parts of the color sense undergo an education to higher
perfection (hohere Erziehung). As a striking example for this theory (Magnus 1880:19—
20), he extends his example from the Ovaherero by quoting the nomenclature among the
Kaffir of the same region, who have 31 names for colors, most of which relate to their
cattle, but only one expression for green and blue combined (luhlaza). Merging the other
quoted empirical researches with his own inquiry, Magnus (1880:34) concludes with ten
facts deduced from his worldwide overview:

1. ‘Primitive peoples’ have the same color sense as the civilized nations;
2. Color perception and color terms need not correspond;

31. Magnus (1880:3—4) quotes inter alia, Andree (1878), Cohn (1879), Gatschet (1879a, 1879b), Kotelmann
(1879), Stein (1879), Virchow (1878, 1879). Also, Andree (1879) reviews Gatschet (1879a), but this review is not
mentioned by Magnus. These studies further attest to liveliness of the color topic then.

32. “Therefore I have no hesitation at all about admitting without further ado my mistake concerning this
question; and to accept that I was wrong about the scope of the results obtained from comparative-language studies
and that the conclusions I drew from these do not correspond to actual situation. Above all, this retraction refers to
the attempt to assign single stages of color-sense evolution to definite chronological boundaries, boundaries whose
narrowness or width was solely defined by those eras, in which incomplete color nomenclature was deduced from
contemporaneous literature” (Magnus 1880:44, our translation).

33. “The understanding of color as an abstract conception ... as we find it in the civilized nations, is probably
missing in the majority of tribes that we investigated. It seems that the philosophical singling-out, the separation of
the abstract feature (the color) from the concrete form (the colored object) is too difficult an intellectual operation
for the majority of the primitive peoples; and therefore they dispense with developing the idea of independent
color in concept and language, preferring to but merge the notion ‘color’ with other concepts which are more
adequate and more comfortable for their intellectual sphere” (Magnus 1880: 15, our translation).
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3. Color perception and color terms are often found in enigmatic discrepancy (e.g., few
color terms versus well-developed sensation);

4. Cases of ‘incomplete’ color terminology mostly follow a set pattern;

5. Terms for long-wavelength colors are always more precise than terms for short-
wavelength colors;

6. The term for ‘red’ is always the best developed, followed by that for ‘yellow;, ‘green,;
and finally ‘blue’;

7. ‘Confusion’ of color terms mostly involves neighboring colors of the spectrum (e.g.,
red and orange, yellow and green, but never colors like blue and red);

8. The most frequent confusion is between blue and green;

9. The minimal color terminology consists of ‘red” for long-wavelength colors and ‘dark’
for short-wavelength colors;

10. Even in highly elaborated color terminology confusion of short-wavelength colors is
possible; these are then subsumed under terms for ‘dark’ (e.g., blue and violet are
denoted as ‘black’ or ‘gray’).**

5> remind us of the Basic Color

The regularities in color terminology identified by Magnus®
Terms theory of Brent Berlin and Paul Kay (1969:2—4) who nearly a hundred years later
determined similar patterns, relying — as did Magnus — on the analysis of many language

communities around the world. Table I compares the two schemes.*

Table 1. Evolutionary color-term sequences devised by Magnus in comparison to that of Berlin and

Kay.
Magnus (1877a:41-42) Berlin & Kay (1969:4)
Stage I bright (red)/dark black/white
Stage II red/yellow red
Stage IIla green green
Stage I1Ib yellow
Stage IV blue/purple yellow and green
Stage V blue
Stage VI brown
Stage VII (others) purple/pink/orange/ gray

34. A summary of Magnus’s results in their relation to actual knowledge can be found in Berlin & Kay (1991:139—
146), earlier synopses in Parsons (1924:158-159) and Rivers (1901a, 1901b). For a short history of color
ethnography see MacLaury (2001:1227-1231).

35. Although Magnus admitted his fault in assuming a development of color sense, he maintained an uneasi-
ness about the likelihood of a relation between its regularities, culture, and culturally based education (Magnus
1880:20-21).

36. For recent developments in research on color terms see Backhaus et al. (1998) and Zollinger (1999), both
including summaries inter alia of Berlin & Kay (1969), Kay & McDaniel (1978), and Kay (1975).
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Berlin and Kay assess the research of Magnus in reference to their data:

Magnus’s work is the most comprehensive and conclusive of his time. His only major find-
ing that requires revision now is his conclusion that yellow always appears before green.
This is not justified by his own data. One is tempted to speculate that Magnus, as Geiger
before him, was able to overlook this fact because of the attractiveness of maintaining a
simple theory which strictly ties “primacy” of a color category to magnitude of domi-
nant wavelength. It was not until Rivers’s work, some twenty years later, that comparable
research was carried out. (1991:145-146)

Magnus (1881, 1883) tried to defend this position, arguing against his critics. He quoted
further studies on color®” including works of the prominent evolutionists Ernst Haeckel®®
and Alfred Russel Wallace — in an attempt to show that the Darwinist evolutionary theory
was not in contradiction with his own theory of color sense and that he was right in his
postulated gradation of color-term acquisition.

Summary

The great achievement of Hugo Magnus is surely seen in his detailed description of his
worldwide survey results that brought to light much new information, and in the postu-
lation of a universal sequence of the emergence of color terms, which in its essence is still
valid today. What is also remarkable is that his empirical research led him to give up —
albeit somehow reluctantly — the then-dominant Gladstone—Geiger Hypothesis, which had
been his starting point.
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Appendix

Museum fiir Volkerkunde zu Leipzig

Sie wiirden der Wissenschaft einen Dienst leisten und die Un-
terzeichneten zu besonderem Danke verpflichten, wenn Sie
durch méglichst sorgfiltige Ausfiilllung dieses Fragebogens
zur Losung des Problems beitragen wollten: bis zu welchem
Grade die Naturvolker die Farben empfinden und durch Be-
nennung unterscheiden wie die Culturvélker. Wir bitten In-
dividuen des gleichen Stammes oder Volkes mit Hilfe der
beigefiigten Farbenscala zu priifen, inwiefern diesselben helle,
sowie dunkle Farbentdne als unter sich verschieden auffassen
oder benennen; (ob sie z. B. Blau, Violett, Schwarz, Griin;
oder Roth, Orange, Gelb mit dem namlichen Werte bezeich-
nen oder nicht);

ob sie die verschiedenen Farbentone der hellen sowie
tot dunklen Gruppen auch wirklich als durchaus gleiche
empfinden; oder ob sie dieselben wohl zu unterscheiden
vermdgen, obgleich ihnen die speciellen Benennungen
fiir dieselben ja ihrer Muttersprache fehlenn.
Wichtig wire es bei der Untersuchung, bald die ganze Farben-
scala, bald nur eine helle oder dunkle Gruppe, bald nur eins
einzelne Farbe dem Befragten zu zeigen, die tibrigen einst-
weilen durch Papier etc. verdeckend. Die Priifungen wiéren so
lange und an so vielen Individuen vorzunehmen, bis man im
Stande ist eine zuverlissige Auskunft am entsprechenden Orte
niederzuschreiben.
Wir bitten das beigegebene Schema (welches doppelt
gedruckt, fiir den Fall, dass Gelegenheit gefunden wird, mehr
als einen Volksstamm zu priifen) zu benutzen und zu notiren:
in A — den einheimischen Namen des Stammes oder Volkes,
den die befragten Individuen angehéren ; in die darunter
befindlichen Ficher, neben die betreffenden Farben, die fiir
diese erhaltene Bezeichnung;
in B — die geographische Lage des Wohnplatzes der Befragten;
in die darunter befindlichen Ficher, neben die Farben-
Benennungen, die etwaige Ableitung dieser Worte, ob sie —
wie Roth, Gelb etc. — fiir sich allein bestehen, oder ob sie von
Naturobjecten genommen sind, wie z. B. Orange;
in C — die allgemeine Bezeichnung fiir “Farbe“ an sich, wenn
iiberhaupt ein solches Wort vorhanden ist; in die Ficher
darunter, ob die Benennungen der einzelnen Farben der Mut-
tersprache des Befragten angehéren, oder aus einer dndern
Sprache entlehnt (und etwa verderbt) vielleicht mit einem
Handelsartikel iiberkommen sind; oder sonstige auf die be-
treffenden Farben Bezug habende specielle Bemerkungen.
Auf der leeren Riickseite dieses Bogens, wo "Raum gelassen
ist fiir alle sonstigen freundlichen Mittheilungen, bitten wir
anzugeben:
1) Ausdriicke fiir “das Bunte” sowie fiir die verschiedenen
Arten desselben: gestreift, getiipfelt, gefleckt, gesprenkelt, falls
solche vorhanden sind; sowie Ausdriicke fiir: hell, dunkel,
leuchtend, glinzend.
2) Anzahl und Geschlecht der Individuen, welche bei den
Untersuchungen befragt wurden.
3) Inwiefern der Farbensinn der Befragten durch fremde Cul-
tureinfliisse eine Veranderung erlitten hat, oder erlitten haben
konnte.
4) Genaue Adresse dessen, dem wir die Untersuchungen ver-
danken.

You would render a great service to science. and very much oblige
the undersigned, by answering the annexed questions as well as
possible, and by kindly lending your assistance in solving the fol-
lowing problem:
do the uncivilized tribes perceive colours and distinguish them
by names like civilized nations?
We beg to examine persons of the same tribe or nation by means
of the annexed scale of colours, and to ascertain, whether they
are able to discern hues belonging either to groups of bright, or
to groups of dull colours as being different among themselves,
and to give them separate names (whether they apply for exam-
ple to blue, violet, black, green, or to red, orange, yellow, the same
word or not);

whether they perceive the different hues either of the

bright or of the dull groups of colours in reality as identi-

cal or whether they distinguish them perfectly, although

they have no special names for them in their native

tongue.
In order to obtain unimpeachable results it would be advisable
to show them alternately the whole scale of colours, then only a
bright or dull group of them, and again but one single colour in
question, the others being covered with a piece of paper etc.
These examinations should be repeated as often, and in regard
to as many individuals, as would make it possible finally to write
down a reliable answer in the corresponding square,
We beg to make use of the annexed diagram (which is arranged
doubly in case more than one tribe) should be examined, and to
write
in A the native name of the tribe or nation, to which the persons
asked belong; in the squares below, corresponding to the colours,
the names received for them;

in B — the geographical situation of the home of those asked;
in the squares beneath, alongside the names of the colours, the
derivations of these words, whether they are special names — as
red, yellow etc. — or whether they have been taken from objects of
nature, as for instance orange;

in C — the general name for “colour” itself, if any such word ex-
ist; in the squares beneath, please to state, whether the names of
the colours belong to the native tongue of those asked, or have
been derived from any other language (and perhaps corrupted)
perchance with some article of trade; — or any other special notes
in regard to the respective co-lours.

On the fourth page of this sheet, where room has been left for any
other communications you may have the kindness to impart, we
beg to add:

1) the native expressions for “coloured” as well as for different
kind of patterns: striped, dotted, spotted, speckled, in case any
such exist, and also any words signifying: light, dark, bright, shin-
ing;

2) the number and sex of the persons who where examined;

3) whether the ability in distinguishing colours, has been or could
have been improved by foreign influences;

4) the full address of the writer, to whom we are indebted for the
answers to our inquiries.



PART II

Color Cognition

The studies in this part emphasize cognition, although some include other levels
of modeling, such as the sensorial






Categories of desaturated-complex color

Sensorial, perceptual, and cognitive models

Robert E. MacLaury¥
University of Pennsylvania, USA

Over sixty percent of investigated languages name a color category by which speakers
combine desaturation and complexity. The category engulfs the grey core of the Munsell
color solid to emerge on the least saturated but blended areas of the solid’s surface,
commonly brown, lavender, beige, and pale. But people vary in their construction of
the category, emphasizing either its desaturation or its complexity. Many reinforce its
composition with recognition of dark, light, or blue. A few who favor complexity include
very complex colors that are also highly saturated, such as purple, while they still recognize
desaturation and include grey as well. The category shows distinct patterns between
languages, whence it undergoes various trajectories of development. Many such categories
are of basic status, in spite of their variability. Yet individuals elect not to use them more
often than they disregard their basic categories of hue or brightness; apprehending color
in terms of its desaturation and complexity is an option that crosscuts the alternatives
while not precluding them. Statistical differences in the frequency and constitution of the
category appear between New World and Old World languages.

Interlocking models of sensation, perception, and cognition allow clearer under-
standing of this widely recurrent behavior. Their application here provides opportunity
to assess the merits of each. Issues regarding the perceptual model underscore one case
in which vision researchers and color ethnographers might pool resources to improve
knowledge.

Prior research

Categories of desaturated-complex color have a fifty-year history in academic research. As
will be developed, philologists recognized them as problematic and advanced ingenious
accounts of their semiotics and etymologies (e.g., Malkiel 1953). However, it was only after
Berlin and Kay (1969) published their universalist observations of basic color terms that
under their instigation Janet Dougherty and I independently and simultaneously chanced
on such categories by ethnographic elicitation with color chips, she in the Polynesian out-
lier West Futunese of the New Hebrides (1975) and I in Ayoquesco Zapotec of Oaxaca,
Mexico (1975). Dougherty used genuine Munsell chips in accord with Berlin and Kay’s
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acetate mapping method (cf. Lenneberg & Roberts 1956). She found that Futunese khdsi
denoted the “appearance and associated feeling of skin after swimming in salt water or be-
ing smeared with ashes” but also designated “desaturation, greys, browns, pastels” (p. 97,
Table 3.1) and “hues of medium saturation in the blues and purples” (118). Following
Chad McDaniel’s insight (personal communication, Anthropology Seminar, UC-Berkeley,
Fall 1974), she adds “Consideration of the actual color solid, however, suggests that khési
denotes the internally contiguous core ... The surface sections of such a desaturated core
appear at diverse locations on the Berlin and Kay array [of 320 surface chips] which cor-
respond to the discontinuous regions in which khdsi is mapped” (118-121, Figs. 3.7-9;
bracketed words added). Her figures show foci throughout grey and all those surface re-
gions, especially those below /6 Munsell chroma, with greatest concentration at Munsell
FO at middle lightness grey, 13 in light blue and light purple, 6 in darker blue and purple.
She further notes that khdsi fulfills the criteria of a basic color term (122), speakers vary in
its composition (123); not all informants who know of khdési use it to name chips (124);
children apply it as do adults without evidence of change across generations (123); and
khdsi coexists with frequent use of prdon ‘brown” and occasional use of kréi ‘grey’ (173—
174). Dougherty queries whether khési primarily names skin condition or color, and notes
its absence in Bill Gunn’s Futunese dictionary (ca. 1915, no source).

I reported Ayoquesco Zapotec ya?aé as ‘dark grey’ (opposed to té ‘light grey, pale’)
and as color de coyuche (Sp., color of [light brown] organic cotton) in my Master’s thesis
(1970:17, 177). But in 1972, after I investigated with various adaptations of Nick Hale’s
paper copy of Munsell chips from Berlin and Kay (1969), I learned that ya?a¢ names grey,
brown, lavender, beige, pale, and sometimes purple or chartreuse (MacLaury 1973). Its
variation is identical to that of khdsi, even its strong association with natural events. Those
include a tom turkey puffing its feathers, referred to by the reflexive verb alboratorse in
Spanish: Ayoquescans translated yaa¢ in the participle as color alborotado. Like other Ay-
oquesco Zapotec color terms that occur in doublets (yd?as/nagas ‘black’, nya?aty/nagety
‘white’), yaac is accompanied by naga¢ ‘color caluda’. Caluda is corn dough mixed with
mineral lime (Sp. cal) for making tortillas, which is chartreuse in color. The concept of de-
saturated and complex color, then, is associated with mixtures, for example, exploded like
turkey feathers, or compacted as dough with lime. The derivative verb root -ya?a¢ ‘scatter’
refers prototypically to scattering detached feathers, as would a feline that catches a bird
(ya?a¢ is cognate with terms for ‘white, yellow, and/or red’ in other Zapotec languages
and related linguistic families, and, thus, likely originates as a color adjective [MacLaury
1986a:app. 2, p. 9; 1997a:216]). I was also told that ya?a¢ means ‘turkey-egg color’, which
I found on very close examination to consist of myriad flyspecks of black, white, red, and
grey, giving a brownish grey impression at arm’s length. And like khdsi, yacaé is known by
all but used by fewer than all to name color chips. It, too, is accompanied by loanwords for
brown and grey, kafé and plomado, mainly kafé (Having been unable to obtain Berlin and
Kay’s book, then sold out, I neglected to elicit foci. Three of Hale’s prints were supplied to
me by Berlin).

Malkiel’s phylological encounter with prieto, preto in Iberian languages bears parallels
to our experiences with khdsi and yaac:
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Para Covarrubias, apretar ‘restringir’ y prieto en el sentido de ‘apretado’ se remontan in-
dudablemente a premo, -ere. En cuanto a prieto ‘oscuro, negro), cuyo uso y difusion define
con especial acierto, confiesa con honradez: “Es vocablo de los antiguos castellanos, y
derechamente yo no le hallo etimologia que me quadre”. Su coetdneo E Rosal comparte
la primera opinién; en cuanto a la génesis de prieto como nombre de color, ofrece al lec-
tor un alternativa: por una parte reconoce el origen idéntico de los dos empleos de prieto,
porque ciertos objetos, como el polvo o la niebla, cuanto mds densos (es decir, apretados),
mds negros parecen; por la otra, ofrece la derivacién prieto ‘negro’ ... De estas dos suposi-
ciones, sea dicho en defensa del benemérito humanista, juzgo mds verosimil la primera
(1953:6-7).

In sum, the dark color term (prieto) is associated with squeezing together (apretar), as
with dense dust or haze: the more compacted, the darker; the verb might have chrono-
logically preceded the adjective in word history, although the etymology is difficult. As we
shall see in the ethnographic examples, certain desaturated, complex categories are also
dark. Futunese, Zapotec, and various Iberian languages link the concept with mixture,
Zapotec and the latter with compacting. Both desaturation and complexity emerge in the
folk definitions.

In my diachronic study of basic color-term lexicons (MacLaury 1975: 2—6, Tables 1-2),
Iinclude a section on our then-recent recognition of desaturated terms. Besides introduc-
ing their universal characteristics with a description like those of khdsi and ya?ac, 1 cite
probable reports of desaturation terms, chart the coexistence of some with terms nam-
ing brown and grey, and project that publications may fail to fully describe desaturation
terms, erroneously passing them off as terms for grey or brown in absence of a pointed
identification of them in the literature. The reports include Tovarese briin ‘brown, light
blue, grey’ (Heinrich 1974:4, on a dialect of German in Venezuela), Castilian pardo ‘grey,
brown, dusky, cloudy’ (Peers et al. 1960:604), and Ayutla Mixtec kisi ‘a mixed colour,
something like the colour of ashes” (Merrifield 1971:266). Later we found Australian Wal-
biri yuljuduyuljudu ‘grey, light blue, light purple’ [cf. yuljudu ‘smoke’; Hale 1975:298]
(MacLaury & Greenfeld 1984:33). Tovarese briin and Ayutla Mixtec kiisi coexist with
brown and grey terms, respectively: braun and gri:s, yd?a and $a%a. The relations suggest
that desaturation-complexity categories differ from those of brown or grey.

Probably the desaturation-complexity category has been inaccurately described in
many a field report. In a section on Brown and Grey (1975:1-2), I show that 20 Numic
languages of California in the C. Wright Merriam Files (data compiled by Berlin 1975) are
reported to name grey, brown, or grey=brown at stages prior to Stage V of Berlin and Kay’s
implicational evolutionary order, and 6 name grey at Stage V — all early or ‘premature’
by their prediction — which suggests an alternative more consistent with that hypothesis:
some or all of these reportedly grey or brown terms might have actually named a desatura-
tion category when Merriam collected them. (Nichols 1974:269 lists such data as cognates
for reconstruction to Proto-Numic. “PN *ku and *ai occur throughout Numic, often on
the same roots, with the resultant form containing either a color implication or a color
specification, e.g. “‘blue’, ‘grey’, ‘dull’, ‘light-colored’, etc.”; he distills these data [1980:161],
“Udwid is from PN *ai-k’wi- which gives several words for GRAY and ‘smoky’ in Central
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Numic, but is BROWN in some Northern Paiute areas and PURPLE in others” [related
languages].) It is of descriptive and theoretical value that desaturated-complex categories
be understood, including their development within color-category systems, and that the
findings be commonly known.

Two examples of basic color terms from Berlin and Kay (1969:74, 89) emphasize that
point, one in Apache and the other in Masai. Keith Basso (in a letter) reported Western
Apache libaha (his transcription) with the gloss of ‘brown’ which prompted Berlin and
Kay to comment “Apache ... constitutes an exception to the partial ordering ... in that
libaha ‘brown’ appears before dukliz ‘green’ has segmented into green and blue.” Spec-
imens collected with Munsell chips from that dialect by Philip Greenfeld in 1979 show
libaah (different transcription) to be a classic term of desaturation and complexity (Green-
feld 1986, Fig. 5; MacLaury 1997a:56, Fig. 2.18; cf. Perry 1972:25, li-baah ‘dull color, grey,
brown’), which would have enabled Berlin and Kay to regard the issue differently. They
take their Masai basic color terms from (Hinde 1901), observing “The term for ‘blue’ in
Masai is complex and might therefore be analyzable. If so, Masai should be treated as Stage
IV rather than Stage V.” Hinde’s entry for ‘grey’ is mbusth (p. 57) and for ‘blue’ mbusth
ollonyori (49), grey + modifier (ol-o-nyori {masculine singular article-relative pronoun-
be green, the-which-(is)green, ‘the green one), said of beads, a snake-type, and the full
moon} [Mol 1995:26-27,95-98, 1996:286, 311]). A second head lexeme, gwarigoi, shares
the ‘grey’ gloss but not the blue gloss with mbusth. It looks like gwarigoi names only ‘grey’
while mbusth names a desaturated-complex category that includes blue, where mbusth is
modified. (Hinde might have distinctly sought a ‘blue’ term and featured the modifier
to mark it. But Mol [1995:58-59] under “proper colours” glosses {mbusth >} pus ‘light-
grey, bluish, {gwarigoi >} barrikoi and wuarikoi ‘brown. And he glosses ten other words as
shades of grey or brown, some, if not all, of which apply to cattle. Masai may harbor more
than one desaturated-complexity term.). In any case, what we now know of the T-C cat-
egory (T — desaturation, C — complexity) resolves Apache and Masai color terms as Stage
IV+T, explains why Masai mbusth (pus) names grey and blue, and clarifies why Hinde
glosses two terms as ‘grey’ with only one of them limited to that — although ninety-plus
years later Mol reports apparent doublet forms of the term to mean ‘brown.

In 1982, Richard Sun (p.c.) cautioned that the T-C category might not encompass all
of the color-solid core, especially in areas where certain warm colors become greyer. We
were unaware that Landar, Ervin, and Horowitz (1960) had determined precisely Sun’s
insight with measurements of Navaho basic color terms. Navaho and Apache are closely
related, and Navaho lebd is cognate with Apache libaah. Landar, Ervin, and Horowitz
(1960:371-376) find that lebd occurs in 20% of 144 responses to color chips from four in-
formants, which suggests that lebd is basic. They gloss these responses as ‘gray’ (consistent
with other less-than-complete recordings, e.g., The Franciscan Fathers [1910:71] gloss
Navaho labd‘ as ‘gray, roan’ and the same root in dinlbd‘ as “stone gray, white with a tinge
of black”). But Landar et al. also graph responses over a gamut of 29 Farnsworth-Munsell
chips (1960:380, Fig. 1), showing highest use of lebd in bluish purple: “lobd, though com-
monly translated as it is grey), sports strong connotations of lavender and might be used
as a translation equivalent to purple” (382). Thus, lebd names a desaturated-complex cat-
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egory of at least some extent. The Farnsworth-Munsell hues are uniformly of Munsell
brightness value 5/ and chroma /2, middle lightness and low saturation that show subdued
color (Farnsworth 1943:568, Fig. 1). Uses of lebd (1) pertain across all colors of this gamut,
except red, and (2) crosscut the uses of all other terms. No other Navaho term does (1)
or (2). In the same figure, Landar et al. (1960) diagram American English (AE) speakers’
responses to the same stimuli, which show that all color terms pertain to short segments
of the gamut, none nearly so widely as lobd. AE does not have such a category (Fig. 3
herein; MacLaury 1997a: Fig. 1.3). Collier (1966:422—424, Tables 1-3) diagrams Mexican
Spanish and Mayan Tzotzil color-term responses to the same Farnsworth-Munsell stim-
uli, languages which, like AE, do not name a desaturated-complex category (cf. MacLaury
1986: App. 1, p. 2, Fig. 1, Mex. Sp.; 1991a: 51, Figs. 9-11, Tzotzil). The Mexican Spanish and
Tzotzil ranges, too, are confined to local segments, even though each language segments
the stimuli differently. Navaho lebd is the only term for a desaturated-complex category
so measured, and its unique qualities are blatant by contrast. Its crosscutting range plus its
breadth of application suggest that it names a unique kind of color category which differs
in behavior from those of hue or of a local blend.

MacLaury and Greenfeld (1984) analyze desaturation terminology in 50 languages
from the Mesoamerican Color Survey (MCS), featuring Apache from which Greenfeld
collected 31 specimens with Munsell chips. We project that the desaturation category is
motivated by the difficulty of naming a residual sense of vague color caused by a perceived
combination of desaturation and complexity. Yet by compiling Greenfeld’s mappings, we
show that Apache positively structures the desaturated-complex category in graded mem-
bership of grey > brown > lavender > beige > pale > purple, which favors desaturation
(e.g., grey) more than complexity (e.g., brown). Further, we claim that most of the other
49 languages also structure the desaturated-complex category in this order, and we present
quantitative evidence from (a) 177 lexical idiolects and (b) naming and focus preferences
across the 50 languages. We find that lexical idiolects constitute four types of combinations
(of T desaturation term, Bn brown term, and Gy grey term): Type I (T alone), Type Il ( T
+ Bn), Type III (T + Bn + Gy), Type IV (T + Gy). Finally, we attempt to develop a percep-
tual model of proposed category structure. Because we deemed the model problematic,
most of our conclusions have remained unpublished — save those based only on Apache
data (Greenfeld 1986). But our compilation of lexical idiolects is impeccable. Segments
from our Table I follow in the present Table 1. Column headings are: Language (plus lo-
cation), Type (I, II, III, IV), Id (Idiolects a., b., c. etc.), Desaturation (terms that name
the desaturated-complex category), Brown (terms that name only brown), Grey (terms
that name only grey), Ref (reference number of each idiolect), In (number individuals
manifesting each idiolect), It (number of individuals interviewed in the language).

In Guarajio, 25 individuals were interviewed, 10 of whom named the desaturated-
complex category with one of three terms (wetapaeme, sawtame, or morisawame). Type
I comprises idiolects a. and b., which each are used by 3 individuals and identified by a
different term (wetapaeme or sawcame). Type II comprises idiolects c., d. and e. which
each is used by one individual and differs by its combination of terms (wetapaeme / cokora
vs moriswame | sawcame vs morisawame | ¢okora). Type III comprises idiolect f., used
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Table 1. Types of idiolects that name desaturation-complexity

Language Type Id Desaturation Brown Grey Ref In It
10. Guarajio, I a. wetapaeme o o 25 3 25
Los « b. sawcame o o 26 3
Alamos, 1T C. wetapaeme ¢okora %} 27 1
Sonora, ¢ d. moriswame sawcame %} 28 1
Mexico « e. morisawame ¢okora (%] 29 1
111 f. wetapaeme sawcame wakosa 30 1
22. Mixtec, I a. nsara (%) (%) 64 1 16
Diuxi, « b. Cad (0] (0] 65 1
Oaxaca, nsara (%] (%)
Mexico “ C. ns$ard 66 1
nvazu
kaféé o o
II d. nsatd kaféé (%] 67 1
« e. cad kafée %} 68 1
111 f. nsara kaféé caa 69 2
VI g. kafée %) gris 70 1

by one individual who names desaturated-complex, brown, and grey categories with one
term each (wetapaeme | sawcéame | wakosa). Idiolect b. names the desaturated-complex
category sawlame, while idiolects d. and f. name brown sawcame. The Mixtec data show
how the intricacies can proliferate. Here 6 idiolects are named by 7 individuals. Idiolect
b. names the desaturated-complex terms with two terms (¢ad and nsa?d), idiolect c. with
three (nsa?d, nvdzii, and kaféé). All four types are used with the same terms naming dif-
ferent kinds of categories among the four. In some idiolects of other languages each of the
three categories are named with two or more terms. The original Table 1 of all data from
50 languages is an intricate compilation indeed.
From that, we extracted these statistics on the idiolect types:

Table 2. Statistics relating to lexical idiolect types

Types I I 111 0% Totals
Number of Idiolects 70 76 21 7 174
Number of Individuals 144 100 23 8 275

Ratio Individuals:Idiolects 2.058 1.358 1.095 1.143

Individuals of the sample use the types of idiolects with decreasing frequency in the
direction of Type I > Type II > Type III > Type IV. Ratios of idiolects to individuals reduce
in the same direction. The rarer the type, the greater its idiolectical variability.

We offer that Type I is most common because it is the simplest. Type II is more com-
mon than Types III and IV because most desaturation-complexity categories are organized
as we find in Apache, with grey of higher membership than brown, that is, with desatura-
tion emphasized more than complexity. We assume the common maximal membership in
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grey will encourage alternative naming of brown before grey — complexity before desatu-
ration — which foreordains higher correspondence of the desaturated-complex term with
terms for only brown than with terms for only grey. Type IV may occur exclusively among
desaturated-complex categories whose maximal membership is brown. (The exclusive
naming of lesser membership is substantiated in other kinds of color categories, such as
the “cool” category of green-with-blue wherein the prevalent focus in green throughout
Mesoamerica fosters secondary naming with head lexemes only of blue [Burgess, Kemp-
ton, & MacLaury 1983; MacLaury 1997a: Ch. 8]). Greater variability among rarer types
perhaps is encouraged by their reduced opportunity to influence each other.

We compared naming preferences between major and minor desaturated-complex
terms, and we also so compared focus preferences. The major term is that which an in-
dividual uses most and a minor term is another term used less by the same individual to
name the category, for example, as among the options seen in idiolects 65 and 66 of Ta-
ble 1 (Mol’s Masai glosses suggest a major and two minor terms, pus versus barrikoi and
wuarikoi). We prepared the comparison by plotting on the Munsell array the outlines of
what we saw as grey, brown, lavender, beige, and pale, which, respectively, include 8, 37, 28,
23, and 51 chips, which we called Divisors. Across our sample of 275 desaturated-complex
categories, we counted the number of times major terms were applied to the chips of each
color, and we divided the sum by the divisor for that color, which produced its Naming
Score. We did the same for minor terms. These Naming Scores appear in Table 3. For major
terms, they are highest in grey, next highest in brown, and lower in the other colors. They
generally parallel the descending numbers of major-term foci, which are also included in
the table. The data in Table 3 roughly match the descending Numbers of Individuals who
named Types [-IV as shown in Table 2. The descending orders match our proposed gra-
dation of membership values for the desaturated-complex category. Naming scores and
numbers of foci for minor terms show complementary orders that are commensurable
with numbers of alternative terms among the types, which are highest in brown, next
highest in grey, and lower in other colors. We surmise that the minor terms name an op-
posite slant on the category, from which it is organized to favor brown (In hue categories,
complementation of coextensive terms has been analyzed in accord with vantage theory,
wherein it is called “the dominant-recessive pattern of coextension” [MacLaury 1997a]).
As will be developed, the major and minor terms do not objectively name the category but
depict different emphases within it.

Table 3. Statistics from naming

Colors Gray Brown Lavender Beige Pale
Divisors 8 37 28 23 51
Major Terms

Naming Scores 103 62 31 22 22
Foci 111 74 17 11 22
Minor Terms

Naming Scores 15 32 8 9 3

Foci 21 52 5 11
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Although the statistics from naming ranges (Table 3) closely correspond to the statis-
tics relating to lexical idiolect types (Table 2), we have not rushed our findings into print.
Although we were confident of our assignment of chips to grey, brown, lavender, beige,
and pale — that is, the adequacy of our divisors — we lacked an objective standard. We
thought anyone could disbelieve our judgment, even though it would require blatant
distortion to produce such robust results invalidly.

Yet we faced the issues of modeling the desaturation-complexity category. Why is grey
usually favored by major terms? Why are there exceptions, however scarce? Why do the
exceptions as well as the secondary countertrends — those among minor terms and terms
for only brown or grey — favor brown? Why do the countertrends on the whole not totally
reverse the priorities to favor one of the other colors: pale, beige, or lavender?

While retaining our plots of the five colors over the Munsell chips, we devised a system
of dual scoring that consisted of desaturation scores or “T-scores” and complexity scores
or “C-scores” to constitute the model shown in Table 4.

Table 4. Membership values of the desaturated-complex category.

Colors T-Scores C-Scores Sums = Membership Values
Grey 7 1 8 8

Pale 3 1 4 4

Lavender 3 3 6 6

Beige 2 3 5 5

Brown 1 6 7 7

Summary Grey 8 > Brown 7 > Lavender 6 > Beige 5 > Pale 4

T-scores are inverses of Munsell chromas (saturations) 0-6 that compose most of the
desaturated-complex category: Munsell /0 = T-score 7, /1-2 = 6-5, /3-4 = 4-3, /5-6 = 2-
1. Thus, grey of /0 receives T-score 7; /6 at center of brown (/2-12) warrants T-score 1;
/4 at center of lavender begets T-score 3; /5 at center of beige (/2-6) begets T-score 2; /4
at center of pale (/2-6) begets T-score 3. C-scores sum mergers of pure sensations that
compose a color: grey 1 (white+black, 1 relation), brown 6 (yellow+black+red+green, 6
relations), lavender 3 (white+blue+red, 3 relations), beige 3 (white+yellow+red), pale 1
(white+any hue with nonprevalent overlaps of 2 hues, mostly 1 relation). To enhance the
differences between the summed values of grey 8 > brown 7 > lavender 6 > beige 5 >
pale 4, we invoked the notion of nonlineal progression in which an arithmetic difference
between two higher gradations has exponentially greater effect than the equivalent differ-
ence between lower gradations, for example, as with degrees on the seismologic Richter
scale or with subjective valuation of increasing loudness between decibels (Eugene Ham-
mel, p.c). Thus, the difference between grey 8 and brown 7 would be subjectively much
greater than the difference between lavender 6 and beige 5; 8 grey would be far and away
the best example of the desaturated-complex category while 7 brown would be the next
best example by a sizable increment over the other colors, which, in turn, would differ
in value of membership negligibly among themselves. Nonlinear progression seemed to
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explain the distinctively stronger correspondences at the top of our scale, as shown in Ta-
bles 2 and 3. It also might explain why major and minor terms favor, respectively, grey
and brown, rather than full reverses of all category members, and it might likewise ex-
plain the favoritism of brown over grey when single colors are separately named within
the range of major desaturated-complex categories. Further, the notion is consistent with
the indistinctive, mixed statistics among lavender, beige, and pale.

We saw problems with our model. First, T-scores and C-scores are derived from our
personal plots of the five colors. Second, nothing explains why a T-unit and a C-unit
should be of equivalent subjective strength. Third, no psychophysical literature point-
edly measured perceptual complexities of grey, brown, purple, or other blends (Karen
De Valois, p.c. 1984); rather, we inferred them from naming patterns in then-unpublished
ethnographic data (later publication cited below). Fourth, our predictions and our data
are not independent. Fifth, the encoding of different emphases on one category by major
and minor terms requires a cognitive model, whatever the merits of our speculation about
perception; the prevalence of Type II over Type IV calls for the same. So we shelved our
draft for a day when we might know more.

The literature on perceived chromatic complexity deserves a sketch. Ata point, the sci-
entific world recognized the elemental, simplex compositions of white, black, red, yellow,
green, and blue (as summarized by Boring 1942). Sternheim and Boynton (1966) showed
that while red and yellow are irreducible, subjects compose orange as their combination —
the first quantitative demonstration of nonelemental complexity. Bartleson (1976:188-
189) asserts that brown is a three-dimensional color and distinct from a one-dimensional
hue perception, as “orange might be adequately described by hue alone.” In addition to
hue [optimally 5.0 YR], brown consists of low lightness [optimally 1-2/] and low chroma
[optimally /6]. Fuld, Werner, and Wooten (1983) initially propose that brown is elemen-
tal after finding that, unlike with orange, subjects fail to recognize its pure constituents,
neither black nor yellow. But later they express misgivings in a conference paper, cited
in Quinn, Wooten, and Ludman (1985:198): “This last finding has, however, been called
into question by a recent report indicating that brown is not an elemental color, although
it may differ, perhaps in terms of its susceptibility to linguistic response biases, from other
nonelemental colors (Rosano, Wooten, and Quinn 1984),” published as Quinn, Rosano,
and Wooten (1988). Improving their methods, they find that brown is an intersection
of yellow and black sensations. Indeed, English speakers confine their categories and se-
mantics of yellow and black to exceptionally small ranges in relation to those named by
languages explored by our ethnographic color surveys (e.g., Fig. 3 herein, brown = brown
in English; MacLaury 1997a: 12, Fig. 1.3). Fuld, Wooten, and Whalen (1981) find purple to
be nonelemental, composed of red and blue on a middle level of lightness. Quinn, Wooten,
and Ludman (1985) find that grey is nonelemental, being composed of perceived black
and white. Overall, these researchers distinguish elemental colors from perceptual blends.
They do not exhaustively explore perceptual complexities of the blends, even though some
of their results impinge on that issue. For example, Quinn, Rosano and Wooten (1988)
find lesser perception of red in brown, and they cite others who regard brown to be par-
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tially composed of red (e.g., Webster’s Third New International Dictionary of the English
Language; Hering 1964). Neither they nor others consider the contribution of green to
brown. Yet their conclusions, as far as they pertain to perceptual complexity, are consistent
with the linguistic facts upon which Greenfeld and I based our projections of complexity.
We specified the chromatic input of brown as yellow+black+red+green [6 relations] be-
cause speakers of different languages name brown with either a word focused in yellow
or a word focused in black or, less commonly, with a word focused in red or a word fo-
cused in green (e.g., MacLaury 1997a:100-101, Figs. 4.5 and 4.6, brown = black or yellow
in Tzeltal; 224, Fig. 8.1, brown = red in Nahuatl; 175, Fig. 6.35, brown = green in Mix-
tec). Some idiolects name the red and green halves of brown separately while focusing
the names together in middle brown (e.g., Fig. 3b herein). Quinn, Wooten and Ludman’s
discussion of grey squares with our C-score of 1 for grey, while their composition of pur-
ple is simpler than our C-score of 3 for lavender, wherein we include the contribution of
white. In ethnographic data, purple is named with words focused in either blue or red or
white or black (respectively: p. 355, Fig. 11.14d; 78 and 267, Figs. 3.1 and 9.1; 261, Fig.
8.37; 60, Fig. 2.23), among various other means of naming. Even in grey, we and others
find occasional applications of green-focused terms (e.g., pp. 100-103, Figs. 4.5-9; p. 493).
We sidelined our perceptual model in 1984, but we might wait until the end of our lives
for vision researchers to thoroughly quantify complexity. They and color ethnographers
control different fragments of an unassembled picture and, thus, must talk to each other
more than they have.

Greenfeld (1986) published the compilation of his mappings and foci of Apache Ii-
baah, comparing them to Dougherty’s (1975) compilations from Futunese khdsi, and at
last making easily available the experimentally rendered descriptions of this kind of color
category. He proves that Apaches think of it as structured rather than as an amorphous
residue. I diagram four of his individual Apache results (MacLaury 1997a: 56, Fig. 2.18).

MacLaury (1985) refined the remains of our project (an intended dissertation chapter
that MacLaury [1986a] excludes). I came to grips with the depth and breadth of this mul-
tifarious genre of cognition, especially the ways that speakers of different languages vary
it. The data to be displayed and discussed herein extend observations first outlined in that
unpublished chapter. Table 5 lists them and indexes them to figures.

Issues Revisited

MacLaury and Greenfeld (1984) and MacLaury (1985) set forth ten facets and implica-
tions of the desaturated-complex category, which are up-dated here.

Qualities versus Hues

Categorization of color qualities, such as desaturation and complexity, differs from catego-
rizing pure colors and their local intersections. The separate objectives constitute different
types of color category. As a type, the desaturated-complex category is akin to categories
of saturated-complex color, which are ethnographically attested to include such combi-
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Table 5. Qualities of the desaturated-complex category indexed to examples

Characteristics Figures

Low codability
Interspeaker variation
Different words in one language
Different numbers of words
Differing Variability
Coextension, emphasis on parts
Switch of emphasis
Splitting, separation of parts
Naming of parts, as with Types I-IV
Saturated, Complex Categories
Purple=chartreuse
Purple=brown
Purple=brown=pink
Inverting complexity and desaturation
Brown emphasis
Confinement
Confinement to light
Confinement to dark
Migration via lightness to blue
Inclusion of Turquoise
Confinement to Blue
Retention of complexity with blue
Replacement of blue-complex with blue
Derivation of a blue term from T-C term
Crosscutting types, run-away categories
White-to-black expansion
Brown encompassing yellow

nations as brown-purple-pink or purple-chartreuse. MacLaury (1975) confounded the
latter sort with desaturation-complex categories, listing among them Chayuco Mixtec
ndyad ‘brown-purple’ (Merrifield 1971:266-267), and Tikopia fero ‘brown, brown-yellow,
pink, purple’ (Monberg 1970:352). We may add, “up to the end of the 18th century in
the German-speaking world, braun signified both ‘brown’ and ‘violet’... Braun then cov-
ered a wider section of the color field” (Ohmar 1953:133). The category of brown-purple
is of special interest, as it appears intermediate to categories of desaturation-complexity
and saturation-complexity, brown at /6 sitting on the fence. Among the data discussed
herein, saturation-complexity categories are introduced. In Tlapanec in particular, they
accompany the desaturated-complex category in dividing the domain.

Types of Perspective Taking

Color categories afford two kinds of perspective, first when a major term and one or more
minor terms each emphasize a different part of one category without entirely excluding its
other parts and, second, when separate categories are based on different perceptions that
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inhere in the same colors and while both categories pertain to the colors. Both a hue cate-
gory and a desaturated-complex category can be named by a major and minor term, and
thus they equally exemplify the first kind of perspective taking. The perspectives on one
category are related because they apply different priorities to the same perceptions. The
second kind, multi-categorical perspectives, is evident in the different bases upon which
hue categories and desaturated-complexity categories are constructed — vivid points and
their local intersections versus widely intermittent qualities. These kinds may simultane-
ously pertain to any color among grey, brown, lavender, beige, pale, sometimes purple
or blue, or any hue less saturated than /6, except red. The coexisting perspectives are
unrelated because their perceptual bases are distinct. The first kind of perspective was
ascertained among hue categories (MacLaury 1997a), then merely shown to pertain in the
same way to T-C categories. But ascertainment of the second kind has required principled
differentiation between categories on separate bases.

A Singular Organizing Principle

Although color categories are based on distinct recognitions — local hue versus qualities
that pervade the domain — the different types of category are organized by a singular cog-
nitive principle. The basis of a category does not affect its organizing principle. Vantage
theory models that principle, as will be specified.

Basic Color Category

Berlin and Kay (1969) defined a basic color term on criteria partial to those that name cat-
egories of hue, whether composite, primary, or derived (Kay & McDaniel 1978). But terms
that name qualities of color apart from hue will behave differently. Their status as basic
or nonbasic must be assessed on a standard consistent with their distinctive properties.
The crosscutting semantics of the desaturated-complex term is critical to its identity as a
basic color term. Because it crosscuts, individual speakers may opt to seldom use it or not
to use it, as Dougherty (1975) and I (MacLaury 1975) found with khési and ya?a¢: more
speakers neglected these terms than other major color terms. However, the option pro-
vided by its special nature will be predictably exercised. Unlike other types of color terms,
a desaturated-complex term cannot be ruled nonbasic or “parabasic” only because fewer
speakers volunteer it while naming chips.

Codability

Codability is the assumed capacity of a color term to be used repeatedly with the same
meaning (Brown & Lenneberg 1954). The capacity is assumed on the basis of observed
frequency and consistency of color-chip naming between subjects and between trials of
the same subject. Brown and Lenneberg conceived the diagnostic with only hue-based
terms in mind. But a basic desaturation-complexity category will encourage frequency
and consistency of naming below that exhibited by hue-based terms, even though its in-
herent capacity is equal. This could be revealed by selecting subjects from a language that
employs such a category and by restricting them to a choice between either its name or
a null response during chip naming experiments. Its crosscutting character would other-
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wise create the appearance of low codabilitiy, as on criterion of consistency. Such would
certainly occur on a criterion of frequency in response to color chips of predominantly
high saturation, as with the 330 ethnographic Munsell chips.

Brightness

So called brightness categories encompass all the spectral hues at high saturation
(MacLaury 1992, 1997a, 2002, 2005), similar to the way that the desaturation-complex
category crosscuts hue categories at low saturation. But “brightness” is only a conve-
nient rubric, for this kind of color category has never been analyzed psychophysically
(MacLaury 2005). It remains to be determined what relation(s) putative brightness cat-
egories bear to categories based on hue and categories based on other color qualities:
desaturation-complexity and saturation-complexity.

Perceptual Determination

As we claim of the desaturated-complex category, grey is usually a better member than
brown — desaturation over complexity. However, some languages favor brown over grey,
even among their major terms for the category, as is suggested by data from Mazatec,
Tlapanec, Seri, Huastec, and Guajibo. Perception in itself does not always determine
categorical values of membership, even though it is influential

Simplification Hypothesis

Addition to the desaturated-complex category of minor terms with contrasting emphases,
alternative terms meaning only ‘brown’ or ‘grey, curtailing emphasis on dark, light, or
blue, retraction of the range from some of its parts, renaming of those parts, or splitting
of the range, might constitute ways of facilitating cognitive management of the exten-
sive desaturated-complex experience. Simplification of cognition in local regions might
be the propelling motive of all these trajectories of development, even though their total-
ity complicates color naming when beheld in overview. For example, it might be easier
to comprehend desaturation-complexity if regarded mainly in terms of its lightness, even
though the favoring of lightness requires a further take on the category. Simplification
appears to motivate change in exceptionally expansive categories of experiences unrelated
to color. For example, Zapotec languages prehistorically acknowledged a vast category of
entities that are related to each other by characteristic movement, diminution, and impor-
tance to people, as is suggested by the fossilized prefix bi- on words whose meanings share
these qualities (Cruz 1935:112—-117). But, before the category became extinct, Ayoquesco
Zapotec replaced the prefix with ni- on words of this complex that name referents that
are distant from people, such as stellar constellations, or that intrude on them, as do crop
pests (MacLaury 1986b, 1991b). Simplification as a motive for category change has not
been examined across domains.

Origins and Destination
We lack a definitive view of how the desaturated-complex category emerges and how it
might persist in highly differentiated systems of color categories, say, those of Berlin and
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Kay’s Stage VII with elaboration of secondary, tertiary, and technical color terms, as with
major world languages. My statement that the category reduces to the brown-grey range
of English dun or Spanish pardo might be premature (MacLaury 2001: §3.2; cf. Murray
1933:715, re. dun; MacLaury 1986a: App. 1, p. 11, Fig. 8a, re. pardo). It occurs among
early-stage brightness terminology (MacLaury 1997a: 69, Fig. 2.29, Cayapa ya- and fiin-).

Combining Blue with Grey

Willmer (1961) and Trezona (1970) discuss the evidence that rod signals travel in path-
ways carrying signals from short-wave cones, those that contribute most to blue sensation,
wherein signals of blue and achromatic low luminance are summed under photopic con-
ditions beneath those at which suppression by cones is total — as well as under scotopic
and mesopic conditions. “The sensations of blue, violet and purple are often associ-
ated with twilight conditions, when rods are beginning to dominate vision” (Willmer
1961:152); “rods and ‘blue’ cones exist separately but share a neural pathway” (Trezona
1970:332); there is a great deal to be gained by sharing pathways... because of the lim-
itation on the number of channels set by the small size of the optic nerve, necessary for
mobility of the eyeball” (326). Reitner, Sharpe, and Zrenner (1991) show in a blue-cone
monochromat that some rod and cone signals travel by separate pathways, which is why
the two types of signal can be compared and discriminated. But data supporting the shared
pathway might explain why speakers of some languages include blue in a grey-focused
desaturated-complex category, while they so include none of the other pure hues.

Levels of Modeling

To model the desaturated-complex category, I relegate the notion of residuality to primal
sensorial motivation, instate the MacLaury-Greenfeld perceptual model as a provisional
placeholder, and add vantage theory as a cognitive account of the categorization process.
These models integrate as three levels, which are arranged from simplest and lowest to
most complex and highest (1-3) in Table 6.

These levels represent a change over our earlier modeling, which treated levels 1 and
2 on a par and paid lip service to prototype theory (a la Rosch 1973) in lieu of vantage
theory — which had not been invented then.

Table 6. Integrated models of the desaturated-complex category

Experience Models
3. Cognition Vantage Theory
2. Perception T-Scores, C-Scores, Nonlinear Progression

1. Sensation Residuality
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Sensorial Residuality

The range of the desaturated-complex category shows an imperfect correspondence with
null responses compiled from our color surveys: Null responses prevail in grey, brown,
lavender, beige, pale, and blue, although they occur elsewhere, likely for many reasons.
They suggest that desaturated and complex colors are harder to name than are the pure
colors. They further suggest, then, that desaturated and complex color presents the viewer
with a vaguer, less identifiable experience than does distinctive color. Some people may
simplify their naming task by categorically referring to all vague color as “blah color”
or, collectively as speakers of a particular language, name such blah with its own color
term. However, as Greenfeld (1986) shows, such term does not name a hodgepodge of
leftover percepts. Although residuality might evoke a sensorial motive, higher powers of
integration soon, if not instantaneously, take over. Apparently, people prefer to impose
order on chaos.

Folk glosses of khési and yacaé refer to minor chaotic events: goose bumps and salt
on the skin, puffing and scattering feathers. Navaho lebd symbolizes chaos in other ways:
“(#bai, thahigi) is almost universally the color of evil, equivalent to our use of the word
‘dirty’ in its moralizing sense, ‘despicable. The monsters are referred to generally as gray,
but after the main ones had been destroyed, ‘gray gods’ were said to exist, some of which
were destroyed wholesale by a hail and wind storm” (Reichard 1974:202).

Perception of Desaturated-Complex Color

Elsewhere, I have equated sensation and perception, even though others equate perception
and cognition (MacLaury 1997a:87-93, cf. 471). Here I separate the three. Perception is
the addition of discernment to sensation, in this case breaking down the vague colors into
the constituents of their vagueness: desaturation, complexity, and their combination; per-
ception is of this low order of cognition, unlike the integrative order addressed by vantage
theory. But before a sensory experience can be organized as categorical vantages, people
must analyze it sufficiently such that its various gists will be extractable. As shown in our
perceptual model in Table 4, desaturation and complexity are rated separately by degree.
This requires some assertion on the part of the perceiver, more than a reaction. I plug in
the MacLaury-Greenfeld perceptual model, with its faults.

Potential for improving this model may reside in the apparently exceptional per-
ceptual distances among red/green/yellow/black and among blue/red/white/black. These
intersections constitute the longest stretches in hue perception. MacLaury and Stewart
(1984) found that brown and purple are named by MCS languages “prematurely” at Berlin
and Kay’s Stages I1Ia-b and IV more often than are pink, orange, or grey. But measurement
of large perceptual distances between Munsell chips is problematic (MacLaury 1997a: 88).
We need help from vision researchers (cf. Kay 1999:957-958).

The MacLaury-Greenfeld model of desaturation-complexity perception comple-
ments Berlin and Kay’s model of hue perception. The latter, which is consistent with
the Hering Opponent-Process Model (Hurvich & Jameson 1957), poses six simplex el-
emental colors; they are ascribed to points on the Munsell array from focus aggregates
of 20 languages (Berlin & Kay 1969:Fig. 5) and 107 languages (MacLaury 1997b:Fig. 1).
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Each model provides the perceptual foundation for an application of vantage theory: the
first application to account for cognition of hue categories (MacLaury 1997a, 2002a), the
second now to address cognition of desaturated-complex categories.

Vantage Theory

Vantage theory is a model of categorization. It includes the categorizer as a “viewer”
who actively creates, maintains, changes, divides, and dissolves a category, and it de-
tails how the viewer accomplishes these processes. In short, it specifies the method by
which any aspect of categorization is achieved. Whereas vantage theory originally ac-
counted for hue categorization (MacLaury 1986a, 1987, 1992, 1995, 1997a, 2000, 2002a),
researchers in distinct fields have applied it to problems apart from color (M. MacLaury
1989; Aoyagi 1995; Hill & MacLaury 1995; MacLaury, ed. 2002b; MacLaury 2003; Taylor
2003). The unproven premise of vantage theory is that the categorization method is based
on a deep-seated, neurally expedited analogy with the method by which people process
their positions in a terrain of landmarks and motion. The analogy is so engrained and
so automatic that it is instantly and unreflectively invoked for each category that a per-
son calls to mind, verbally or silently. The analogy is drawn on the level of coordinates,
which in space-time are the discrete, fixed landmarks and degrees of slow-fast. In a cate-
gory, the analogical equivalents are fixed images or certain other kinds of discrete ideas,
and they are the mutable degrees of attention to similarity and difference. Like slow-
fast, similarity-difference are separate points on one continuum that connects end-point
extremes; like assessments of slow and fast, judgments of similarity and difference are
reciprocally related such that a degree of magnitude assigned to one subtracts from the
magnitude attributable to the other, at least within the confines of any single percep-
tion. The analogy between space-time coordinates and categorical coordinates perhaps
allowed primordial people to adapt their capacity to negotiate space-time to categorical
thought, thus fashioning an ability to manipulate abstractions from their primary talent
to reckon the concrete. Thereby they established the basis of what would become language
and culture (cf. Nyan 2002).

The space-time equation is critical to the capability of vantage theory to explain
recurrent patterns among data pertaining to categorical dynamics, such as asymmetry,
alternative emphases, and skewing (MacLaury 2002a, especially §19). For now, however,
we shall apply the model to the category of desaturation-complexity.

A viewer begins to categorize a gamut of perception by extracting from it certain
gists, which he uses as fixed points of reference or inherently fixed coordinates. From vague,
residual color, he extracts the gists of desaturation (T) and complexity (C). T and C are
inherently fixed because he thinks of them, that is, retains their images, as maximal ex-
emplars — the limiting cases. The viewer completes the category by coordinating T and
C with the inherently mobile coordinates of attention to similarity (S) and attention to
difference (D). As said, S and D are inherently mobile because they are weighted in re-
lation to each other as movable points on a continuum. Whereas T and C define the
desaturated-complex category, S and D recur in all categories.
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Fixed Mobile
Levels Coordinates Coordinates Entailments
1 T S focus, range
2 S C breadth of range
3 C D margin
Formula: TSSCD

Range: grey > brown > lavender, beige, pale
Key: T — desaturation, C — complexity, S — attention to similarity, D — attention to difference

Figure 1. The desaturated-complex category modeled as the zooming hierarchy of a vantage.

In Figure 1, the vantage model organizes the desaturated-complex category as three
levels, each of which comprises one ground-figure relation between a fixed coordinate and
a mobile coordinate. On level 1, T is the primary fixed coordinate and the ground; T is co-
ordinated with S, an inherently mobile coordinate and the figure. Their relation entails
both a category focus in desaturated color and a category range that extends beyond the
focus to colors that are similar to it. On level 2, S is treated as a fixed coordinate because
it is established information; its treatment as fixed occurs even though S is inherently mo-
bile. C is coordinated with S and treated as mobile, even though C is inherently fixed. C is
treated as mobile because it is newly introduced and consequently highlighted as a figure.
This relation entails that the range broadens to include complexity. On level 3, C and D
are coordinated, which, respectively assume their inherent fixed and mobile roles. Their
relation entails that the category will stop its extension at a margin, that it will not expand
indefinitely (Indefinite expansion occurs among certain demonstrably “run-away” cate-
gories in which S is very strong and D very weak [e.g., MacLaury 1997a:340, Fig. 11.4a]).
In vantage theory, every coordinate must eventually assume its inherent role, regardless of
the role via which it is introduced.

The viewer may concentrate on any one of the levels and may move his concentration
between them by zooming in or zooming out. Zooming in is accomplished by adopting
the mobile coordinate of a higher level as the fixed coordinate of next lowest level and by
adding to that a new mobile coordinate. Zooming out is accomplished in the reverse. The
levels are thereby connected within a zooming hierarchy, which composes a unified frame
of reference. Therein, every part implies the presence of every other part, even those that
are not in concentration. Thus, all levels within the frame influence the category to some
extent at any time. Yet the current level of concentration will have the strongest influence.
Because the viewer can change concentration between levels, a category may differ some-
what in organization on different days, during different phases of an experiment, or at
different procedures of an interview.

The arrangement of a vantage into levels of ground-figure relations is determined
by the space-time analogy. Through it, certain qualities of terrestrial experience are car-
ried over into categorical thought. One of these is that people can directly regard only
one ground-figure relation at a time, although they can hold more than one such rela-
tion in short-term memory. In a vantage, then, only one ground-figure relation can be
concentrated on, while the others are retained as presuppositions. They are automatically
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presupposed because they are integral to the frame. The hierarchical order accommodates
the viewer’s limitations while enabling him to manage the obligatory multiplicity. Even
the simplest category requires no fewer than three coordinates, in the abstract X, S, and D.

The cognition of the category is completely expressed as a formula, TSSCD, which
represents all of its constituting thought. S occurs twice in the formula because it is inher-
ently mobile; its mutability makes it quantitative, which means that its occurrence on two
levels will reinforce its contribution to the category, depicted as SS. This double input is
opposed to the singular contribution of inherently fixed C, whose status as a limiting case
prevents C from waging an influence beyond that maximal threshold. This limitation, too,
would apply to T, if T were not already limited by its singular appearance. D is limited in
precisely that latter way, even though D, like S, is inherently mobile and quantitative (As
opposed to S and D, T and C are qualitative). In vantage theory, nothing besides TSSCD
need be stated about the cognition of the desaturated-complex category (i.e., the variant
modeled in Fig. 1), because the entailments are automatic.

The entailments are not the thought but consequences of the thought; only they are
manifested as observable behavior. For reasons expounded in MacLaury (2002a, §§9, 13,
26, 36), the entailments include gradation of category membership, whose overt range is
depicted in the figure as grey > brown > lavender, beige, and pale. In brief, values of mem-
bership can be plotted on a curve that ranges from maximal (1.0) through intermediate
(0.5) to nil (0.0). T S entails the height of the curve, S Cits shoulder, and C D its diminish-
ing flange. Its exact shape is entailed by the reciprocal strengths of S and D and by whether
the relation between S on level 1 and S on level 2 is additive or multiplicative.

The viewer is integral to category composition because he extracts the gists, poses
them as coordinates, and further coordinates them with his attentions to S and D. He also
changes the size and shape of the category range by varying his attention to S and D, and
by concentrating on different levels of the zooming hierarchy. He may affect long-term
change by permanently shifting his strengths of attention to S and D, which over time seem
always to favor D. At least across generations, as observed empirically, categories always
shrink and divide; they never expand. A viewer makes minor changes to his thought as he
is impacted by the influx of novelty from his surrounds and by various other mounting
requirements. Major differences in thought are found between individuals, even within a
small community and especially between generations (e.g., MacLaury 1997a:Figs. 6.2 vs
6.16, 6.1 vs 6.4). The variation is easy to interpret as representing a shift in emphasis from
S to D, which probably has been on-going among human populations since categorical
vantages became part of our adaptive complex.

The contribution of vantage theory to modeling categorization becomes starkly ap-
parent when a category is named from two perspectives, as with the major and minor
terms of certain desaturated-complex categories. In vantage theory, these are said to con-
stitute coextensive ranges, and they are formally represented as two arrangements of the
same coordinates, that is, two vantages on one category that are named separately. Thus,
the viewer names his vantages rather than naming the category as disengaged from him-
self, and he thinks of the category in that engaged manner. The vantages of any such pair
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as well as their names are called dominant and recessive, which are the theoretical ways of
referring to the heretofore major and minor. Figure 2 models these.

Dominant Vantage Recessive Vantage
Entailments Fixed Mobile Level  Fixed Mobile Entailments
focus, range T S 1 C D focus, margin
broad S C 2 D T narrow
margin C D 3 T S range
Formulae: TSSCD CDDTS

Ranges: grey > brown > lavender, beige, pale brown > grey > lavender, beige, pale

Figure 2. Dominant and recessive vantages on the desaturated-complex category.

The dominant vantage is as explicated in Figure 1. The recessive vantage inverts all
coordinates such that its formula is CDDTS, with DD obtaining for the same reason that
SS obtains in the dominant formula. The contrast of dominant SSD and recessive DDS
produces asymmetry between the vantages. The difference will be entailed by a recessive
vantage whose range is more likely to be focused on a marginal member, whose name is
used less and with wider dispersion, and whose name will be invoked with greater scrutiny
and critical care (which in Munsell interviews is seen in smaller mappings with smaller
average size of mapping steps; e.g., MacLaury 1997a:Table 6.1). There are further en-
tailments, such as dominant consistency and stability versus recessive inconsistency and
indeterminacy, prosaic use of the dominant term versus recessive poetic use, as well as
greater recessive participation in tropes, enrichment of qualifying morphology, and elab-
orated symbolism. The recessive entailments stem from the greater analyticity afforded
by DDS, which distances the viewer from the fixed coordinates and from the purview of
this vantage. Moreover, the primary recessive coordinates, C D, compel the viewer to over-
arch the focus and margin of the category, which enhances the distance between viewer
and purview. The difference between the dominant and recessive vantage commonly
translates into submerged and subjective versus reflective and objective points of view
(MacLaury 1995:232-36; MacLaury 1997a:Ch. 9, 2002a:§§26, 35; MacLaury, Almdsi, &
Kovecses 1997).

The asymmetry derives directly from the limitations imposed by the space-time anal-
ogy in that dominant SSD versus recessive DDS result from the inability to concentrate
on more than one ground-figure relation at a time. Thus, recessive C D on level 1 must
zoom to D T on level 2, accumulating in CDDTS on level 3. The constraint inherent in
the purported analogical origin of vantages explains categorical asymmetry both among
coextensive vantages and among cognitive psychological findings (e.g., Rips 1975). In that
sense, the proposed deep-seated equation of categorical vantages with points of view in
space-time is fundamental to the explanatory potential of the theory: categories behave as
they do because of the method by which we compose them and ultimately because of the
means by which the method itself has been constituted.

All categories involve, at least one vantage, although that requisite only becomes evi-
dent when we encounter a category that involves two vantages. When a category involves
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only one vantage, the vantage is always dominant. When a category involves two van-
tages, the second vantage is always recessive. A recessive vantage cannot exist apart from
its dominant counterpart.

A dominant-recessive pair of vantages constitute one categorical frame, which is the
upper limit for such a frame. Therein and throughout, one balance of strength pertains
between S and D, whatever their combination — SSD or DDS. However, a few idiolects
name the desaturated-complex category with three terms, which suggests those speakers
maintain three vantages. In Table 1, for example, Diuxi Mixtec idiolect 66 names the entire
category with either of na?d, nvdzii, or kaféé. The problem is to model the third vantage,
which as such must maintain a balance of different strengths — specifically, weaker S and
stronger D — and it must share these strengths with a second vantage that provides its
counterpart. The challenge is met in modeling hue categories and categories outside the
color domain (MacLaury 1997a:167-170, 2000:279-285, 2002a:$37; Adachi 2002:§3.4;
Pishwa 2002:§3). The solution is to relate the three vantages like links of a chain, A, B,
and C, and to distribute them across two frames, FI and FII. A and B constitute the dom-
inant and recessive vantages of FI, B and C the dominant and recessive vantages of FII,
respectively. The balance of strength between A and B is posed as strong S versus weak D,
that between B and C as weak S versus strong D. Between FI and FII, the relative degrees
of strength shift (FI > FII): strong S > @, weak D > weak S, @ > strong D. Any specific
balance could pertain, as long as S is stronger in FI than in FII and D is weaker in FI than
in FII (Probably, real categories composed of exactly equal strengths of emphasis on S and
D are very rare at best, although they too would fit the interframe formula). This part of
the model will not be further pursued. Four terms for a whole category have not been
found in one idiolect, within or outside the color domain, although there are simple ways
to model a relation among more than three vantages without adding frames (cf. Adachi
2002: § 3.5).

Figure 2 displays a full inversion between TSSCD and CDDTS. But there are cases in
which only the mobile coordinates need be inverted to model data, for example, TSSCD
and TDDCS, as when two vantages share a focus despite differences between the ways their
names are applied (MacLaury 2002a: §21; Adachi 2002: §3.2). Such partial inversion nec-
essarily applies in categories formed in reference to only one inherently fixed coordinate,
XSSD versus XDDS (e.g., MacLaury, Almasi, & Kovecses 1997; Stanlaw 2002).

When a viewer strenthens emphasis on D and thereby deemphasizes S, the range or
ranges of a category shrink(s). Within a dominant-recessive pair, SSD retards shrink-
age while DDS expedites it. The result is a changing trajectory of semantic relations
between vantages that extends from near synonymy to coextension to inclusion to com-
plementation, each relation requiring progressively less emphasis on S and more on D
(cf. MacLaury 1992:141-147, 1997a: 148-152, 2000: 260-277, 2002a: §32). Two terms will
assume the relation that is consistent with the balance of strength between S and D
that prevails in the category when the second term is innovated, and their relation will
change accordingly as the balance shifts thereafter. Complementation is consistent with
the complete split of a category and rearrangement of coordinates constituting each half
to compose dominant vantages of separate categories.
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Although most dominant ranges of the desaturation-complexity category — at least
those in the New World — favor desaturation (TSSCD), some favor complexity (CSSTD).
Nothing determines that T must constitute the primary fixed coordinate.

Many desaturated-complex categories are curtailed in range by addition to them of
emphasis on either light or dark or on blue. The accretions are modeled as curtailing
coordinates, L (light), K (dark), or Bu (blue), as with TSSCLD, TSSCKD, or TSSCBuD.
Moreover, such categories can develop by promoting the curtailing coordinate and by
demoting or discontinuing T or C, for example, CSSTBuD > BuSSCD or TSSCBuD >
BuSSTD or like developments involving L or K. Vantages of five coordinates are rarer
than those of four or three, and those of five are more variable and probably less stable.
They tend to evolve into vantages constituted by fewer coordinates, or they are replaced
by a simpler alternative that comes complete with a new name, often borrowed from a
language that uses that term to name the simpler construct. The prime example is the
replacement of Old English haewen ‘mold; grey, blue’ in Middle English with French bleu
‘blue’ (documented by Biggam 1997, who interprets her data independently).

Worldwide Overview

As in Table 7, the World Color Survey (WCS) reveals differences between the Old
World and New World in the frequency at which languages and individuals name the
desaturated-complex category, and in the emphasis they most often place upon it.

Explanatory hypotheses of the differences might emerge if a comparison of Old World
and New World color naming revealed other differences that imply a cause common to all
differences.

Table 7. Desaturated-complex categories in the World color survey

World Color Survey Old World New World
Number of Languages 110

55 55
Languages 68
with the T-C category 26 42
Percentage of languages 61.81%
with the T-C category 47.27% 76.36%
Valid interviews 1301 1279
Interviews yielding
a T-C category 147 391
Percentage of interviews
yielding a T-C category 11.30% 30.57%
Emphasis within Most often Most often

the T-C category complexity desaturation
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Munsell specifications

Data were elicited with 330 separate and numbered Munsell chips and with arrays of the
chips in their spectral order. The WCS used one green-centered array, while the MCS used
this plus a red-centered array, both of the same chips. Each informant was interviewed
in daylight shade without interference from onlookers. He or she named the loose chips
one-by-one in random order, the responses recorded by number. And he indicated on an
array his focus of each head lexeme that he had volunteered in chip naming. In the MCS,
some informants mapped on an array the range of each head lexeme, a procedure to be
described below. Data were analyzed after they were derandomized and combined on a
graph that depicts the green-centered Munsell array, as shown in Figure 3.' Its technical
specifications are found in MacLaury (1997a:Fig. 1.3, 1997b: Fig. 1). The graph represents
levels of lightness across the rows, A-]J at left and B-I elsewhere (lightest at top, darkest at
bottom), maximally saturated hues across columns 1-40, and minimally saturated white,
grey, and black in the detached left column (column © in text). Each row-column inter-
section represents a separate chip. Maximal saturation refers to that attainable by 1976
pigment technology (when these chips were produced), which are moderate levels and
not the higher levels obtained by monochromatic light or observed in nature, as with
vivid flowers. The maximal saturations are uneven. Otherwise, the psychological distances
between Munsell chips are equal within rows and regular between rows (Newhall, Nick-
erson, & Judd 1943), distance decreasing in proximity to white or black. Because B-1 1-40
constitute the outer skin of the spheroidal color solid, their flat projection in Figure 3 exag-
gerates psychological distances between chips across lighter and darker rows similar to the
way Mercator’s projection stretches the top and bottom of the global map. The left column
is innermost within the solid. Chips between that and the surface are excluded. MacLaury
(1997a:415-16) chronicles decisions leading to this composition of the 330 ethnographic
Munsell chips.

Figure 3 displays derandomized applications of color-term head lexemes to the chips
by individual speakers of four national languages, which might provide readers with a
guide to interpret the black-and-white diagrams of data from unfamiliar languages. Ap-
plication of each color term is distinctively hatched. A focus is represented as a cross in
an oval when it matches the application of its name to a chip, or as an oval with hatching
when it does not. Because naming and focusing result from independent elicitations, such
mismatches are common — especially where ranges overlap.

Summary

The sensorial model concerns the motivations for forming the category of desaturated-
complex color and might address such motivations as fully as would be possible. However,

1. Figure 3 was absent in the manuscript of the late R. E. MacLaury: Editor.
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the MacLaury-Greenfeld perceptual model is provisional. Its unresolved issues underscore
the benefits that color anthropologists and vision scientists might accrue by working in
collaboration on this problem and on many others. Vantage theory models cognition of
the desaturated-complex category in all its facets. This system of explanation applies here
as it has to other kinds of color categories and to categories unrelated to color, which
suggests the possibility that specific principles of categorization pertain to categories of
many sorts regardless of what they categorize. Semiotic nuance and symbolism might
accommodate to further levels of modeling, thus uniting diverse approaches to color.
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Modeling and measurement
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Color terms have been of great interest for nearly 150 years. After more than a century
of cross-linguistic studies with relativistic emphasis, Berlin and Kay’s theory switched
the focus to basic color terms and a supposed universal ground. Yet, towards the end
of the 20th century, research based strictly on universal basicness seemed to have come
to a standstill. Relativist voices were raised, broader approaches were developed, and
multidisciplinary efforts began to shed light on the nature of color naming. There was a
new need to combine universal and relativist approaches. Research described here shows
that a concept I call “relative basicness” is worthwhile. This concept makes it possible to
trace historical layers and universal trends. If proven applicable to terms in domains apart
from color, the model could be used to clarify general semantic structures and relations.

Introduction

Color terms have been of great interest for nearly 150 years. After more than a century
of cross-linguistic studies and relativist emphasis, Berlin and Kay’s theory (1969) turned
the focus to basic color terms and their universal regulation. Towards the end of the 20th
century research based on mere basicness seemed to have come to a standstill. Relativist
voices were raised (e.g., Saunders 1992), broader approaches were searched (MacLaury
1992), and multidisciplinary efforts shed more light on the universalism in color nam-
ing (Hardin & Maffi 1997). There was a new need to combine universal and relativist
approaches.

When I began my diachronic research on English color terms in the late 1980s, I was
unaware that the methods I had chosen reflected the new demand. First, and in a tradi-
tional sense, I sought to clarify how English color terminology had developed historically.
But in addition, I looked for an alternative approach to basicness. Rather than viewing it
as an all-or-none system, I wanted to find the degrees to which color terms are established
in relation to each other. I named this relative basicness. To study it, I developed a model
that allowed evaluating variables of basicness and combining their results. Thus, I hoped,
the model would prove reliable and adjustable across languages and might even apply to
terminologies apart from color. It was to be of special interest whether terms with highest
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values of relative basicness were the oldest. If so, the application of the model might extend
to relative dating.

Moreover, I was interested in other universal trends that might be shown by the values
of relative basicness in combination with historical data. Berlin and Kay’s theory is invalu-
able for generally defining the role of basic color terms and universals. However, universal
influence is not reflected by basic color terms only, but by all expression of color. To dis-
cover further trends, we must identify the underlying forces that direct them, and yet we
must do so while they are seemingly regulated by culture specifics. This approach requires
us to recognize variation, which is essential to every evolutionary process (cf. Kay 1975).

The model of relative basicness

In my dissertation (Kerttula 2002), I researched the development of English color terms
throughout the past and measured the relative basicness of 100 contemporary English
color terms, thereby introducing the model. For English color terms, I used a cumulative
value of relative basicness that was based on the following four parameters.

1. Primacy expresses how primary is the color sense of the term compared with its
other senses. This variable includes Berlin and Kay’s (1969:6) criterion 2 of hyperonomy
or nonhyponomy: “Its meaning is not included in that of any other color term.” The value
is based on definitions in advanced monolingual dictionaries. Such seem to reflect the
general sense of color; for example, some English nonbasic color terms that define other
color terms (such as crimson) also have high values of relative basicness. There are four
levels of primacy: (1) If color is the primary sense of the term and if it is a hyperonym, it
receives the highest value (e.g., red). This covers the cases in which the term is not defined
by another basic term, as with orange by yellow (e.g., “orange is a reddish yellow”). How-
ever, descriptions that merely fail to specify a hyponymic relationship, too, score highest,
as with “gray is between black and white.” (2) If the color sense is primary and the term
is a hyponym (e.g., violet defined as blue), it receives the second highest value. (3) If color
is the secondary sense of the term, it gets the third highest (e.g., rust: ferric oxide, reddish
brown). (4) If color is the tertiary (or later) sense of the term, it receives the lowest value
(e.g., ginger: a certain plant, its rootstock, light brown).

Although primacy may be defined using dictionary definitions, comparing the pro-
portions of different uses within a corpus might prove a more reliable method for the
purposes of this study, provided that the corpus is versatile. Dictionary definitions may
reflect fossilized sense hierarchies, which the corpus may reveal to be updated.

2. Frequency specifies number of occurrences in a text or discourse. The count must
only include uses referring to a color or light-related sense and not proper names, idioms,
animal and plant names, or metaphors (e.g., black market) and metonyms (e.g., black
music). However, additional color terms used to qualify these (i.e., not included in terms
themselves) are acceptable.

3. Application defines the number of referents and usually correlates with frequency.
This variable is given as Berlin and Kay’s (1969:6) criterion 3 of decontextualized, context-
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general, or noncontext-specific: “Its use is not restricted to certain objects.” Although I
used partial grouping to analyze application of English color terms, a simpler method
could be adopted by which the referent numbers are directly transformed into values.
Proper names and names of animals and plants as well as metaphoric and metonymic
uses are precluded (yet those attributing these are accepted as in frequency). Also exact
synonyms (e.g., Finnish lippis and lippalakki ‘peaked cap’) are excluded and proper names
are included in the general object name (e.g., Rolls-Royce and Chevrolet are counted as
auto ‘car’).

4. Derivational productivity is the number of derivative types and may include certain
compounds. While doing a diachronic survey of the development of English color terms,
using the Colour section of the Historical Thesaurus of English (University of Glasgow
2005), I noted that the oldest color terms have the most derivatives. This, too, consti-
tutes evidence of basicness, and I added this criterion to the parameters. The connection
between basicness and derivation is implicitly supported by Berlin and Kay’s (1969:6) sup-
plemental criterion 5: “The doubtful form should have the same distributional potential
as the previously established basic terms. For example, in English, allowing the suffix -ish,
e.g., reddish.” Corbett and Davies (1997:197-215) use derivation to establish basic color
terms (they assess results against how these match Berlin and Kay’s order).

While the first parameters (1), (2), and (3) build on historical development, the
long-term rooting of a term is most reflected by its (4) derivational productivity. This
renders (4) a valuable barometer for historical study of color terms, and it might suggest
relative age of a term when philological means are absent. While defining derivational
productivity, I counted the derivatives that carry a general color sense. For English color
terms, I included certain compounds. However, derivation can be measured without using
compounds.

Although parameters are four for English and Finnish, their number is open to ad-
justment to other languages or other types of terms for which certain parameters may be
inapplicable. Relative basicness might also be measured by using fewer parameters. Pri-
macy alone, with its few levels, is insufficient for showing difference between individual
terms, although it reveals clearly basic terms. Frequency and application are interrelated
and, thus, either by itself can show difference between terms. Derivational productivity
alone seems adequate for confirming basic color terms, but it must be supplemented by
either frequency or application to determine relative basicness. In addition to these four
parameters, others might be considered, as will be discussed in the analysis of Finnish
color terms.

The results produced by parameters are transformed into values, which when added
form a value of relative basicness. Although this cumulative method worked well in the
analyses of both English and Finnish color terms, I also introduce an alternative method
in the section for Finnish color terms. This method is based on mere rank order values in-
dicating the relative position of results within each parameter. The final rank order value
is achieved by ordering the terms by the totals of rank order values for each parameter.
Rank order values may bring up some differences, which are not shown by the cumula-
tive method, and this method may also be used independently. However, the cumulative
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method, although it cannot be regarded as statistically valid in the strict sense, presents
differences within a language more accurately. In general, there is a need for developing
further the way of presenting total basicness to show differences in the basicness of terms
in a more satisfactory way.

Evidence from existing studies shows that measuring relative basicness is worthwhile
(Kerttula 2002). Apart from revealing degrees of relative basicness, the values make it
possible to trace historical layers and universal trends. If proven applicable to terms in
domains apart from color, the model could be used to clarify semantic structures and rela-
tions. Philologically, the results of applying the model to English and Finnish color terms
conform to those obtained from chronological dating based on the etymologies and so
support its use for dating. These prospects indicate that the model may be used as a tool
to confirm, challenge, and check results that traditional methods have produced in both
diachronic and synchronic studies of languages.

Measuring relative basicness of English color terms

By way of terminology, brightness here and in Kerttula (2002) covers lightness and dark-
ness and sometimes shining, glittering, and luminance. Its use is rightly criticized by
Biggam (2007), because it commonly refers also to saturation. But English pale expresses
both saturation and lightness; in Finnish, saturation may be qualified by kirkas ‘bright’ and
loistava ‘shining. We need a cover term for shininess, brightness, and achromatic color,
as well as a cover term for both brightness and saturation. Biggam introduces a model
that provides color terminologists and lexicographers with tools for consistent color term
description.

The writing of English color terms spans more than 1,300 years. The quantity of Old
English (OE) terms that designate shininess, gloss, and other luminous effects indicates
that Anglo-Saxons emphasized this aspect of color. This preference, confirmed statisti-
cally, lacks in-depth semantic research (cf. Biggam 2007). The proportions of various Old
English color terms (including derivations and compounds) — in common use as defined
by the Thesaurus of Old English (Roberts et al. 1995:140-147) — illustrate the emphasis, as
in Table 1.

The table excludes terms for light by itself. It shows that OF terms designating bright-
ness, light, and glittering are plentiful (135 = 36%) and commonly used (76 = 39%), as are
the terms for darkness (79 = 21%; 34 = 18%); together they are more plentiful and com-
mon than terms for hue and achromatic senses (163 = 43%; 82 = 43%). Yet development
of OE hue-based terms was well underway. Biggam (1998:325) suggests that the categories
for white, black, red, yellow, green, and gray were basic in OE. However, certain English
basic color terms (e.g., white, black, brown, yellow) originate in terms that named shini-
ness, glowing, and other luminance, and some retain such meaning in Old English. All in
all, the table gives an impression that the most prodigious, and thus the oldest, elements
are those of brightness, darkness, and redness.
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Table 1. Proportions of common Old English color terms, Thesaurus of Old English

Color term type No. of terms Commonly used
Brightness, light, glittering, effulgence 135 76
Darkness, dimness 79 34
Red 40 24
Black 33 20
White 29 16
Paleness 16 10
Yellow 15

Green 8 3
Grey 18 2
Brown 4

Total 377 192

After the Norman conquest in 1066, English was exposed to strong French influence,
by which English enriched its color terminology (Kerttula 2002:244-250, 262-265). Many
color terms were borrowed, and new models for creating color terms were introduced by
which native and French resources were exploited. The foment seems to have fostered the
transfer of emphasis to hue. With this trend and starting from the fourteenth century,
new types of color terms were created (Kerttula 2002:306—314). These were brightness
and saturation qualifiers such as dark, light, deep, and pale that were newly restricted from
nominal use to modifying hue terms. Color terms were also borrowed from Latin, but
there were practically no loans from Germanic languages — even Scandinavian languages —
or from Celtic or Greek. My etymological survey of 100 English color terms shows that
32 are borrowed French color terms, while 43 represent assignment by English of color
meaning to a nonchromatic French term.

In sum, the development of English color terms represents a case in which an allegedly
universal process received heavy cultural intervention. It is of interest to see whether traces
of the incursion emerge in results of applying relative-basicness model to 100 English color
terms. They were selected from those with 10 or more occurrences in the British National
Corpus (BNC), a multigenre corpus of 100 million words of present-day British English.
Due to this size, the transformation of results into values (Kerttula 2002: 81-92) was more
complicated than in the analysis of Finnish color terms, and it is not described in full. Yet
the simpler methods of the Finnish analysis could be used in any application of the model.
Results for each parameter follow.

Primacy in English

To clarify the primacy of a color sense, I used the definitions of advanced dictionaries:
Cambridge International Dictionary of English (Procter et al. 1995), which is built around
the Cambridge Language Survey Corpus (100 million words); Longman Dictionary of
Contemporary English (Summers et al. 1995), which is based on the BNC, the Longman
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Table 2. Major English color terms and their scores

Color terms Frequency

Black 10
White, red, dark

Green, blue, grey/gray

Pale, yellow, golden, blonde, brown, pink, purple

A NN o o

Silver, cream, orange

Lancaster Corpus (30 million words), comprehensive corpora of British and American
speech, and the Longman Learner’s Corpus (5 million words); Collins COBUILD English
Dictionary (Sinclair et al. 1995), which is based on the Bank of English corpus (200 million
words). Highest values (4) were given to black, white, red, yellow, green, brown, gray, orange,
and blue. However, purple and pink, which are generally thought to be basic color terms,
are associated with red and so got value 3. Most other color terms received a value 3 or 2.

Frequency in English

For counts, I used the BNC. It was impossible to count the thousands of occurrences in
the BNC because this requires a manual review of data. I therefore checked all occurrences
that numbered less than 1,000, subsets of 1,000 for those of numbering more.

Black occurs most frequently. White and red are equaled by a nonbasic color term:
dark. Such is the like of pale, golden, blond, silver, and cream. Most of these are used both
to name color by themselves and to qualify other color terms. At the outset, I was unsure
what to do with these words but included them because of their nominal, singular use. The
results suggest that qualifiers, such as dark and pale, are integral to color-term evolution,
although they somehow inhere differently than nonqualifiers, such as black, white, and red.

Application in English

The applied range of referents was defined by using the BNC data. As with frequency, it
was impossible to inspect all the referents manually. I therefore relied on categories such
that an occurrence of a certain referent or occurrences of a term in a referent group scored
a credit. The English results showed that almost half the terms examined scored highest
credits, including the traditional basic color term.

Derivational productivity in English

While analyzing derivations, I collected those with a general color sense as well as certain
compounds. Highest derivational values are: white 20, red 17, yellow 13, pink 13, brown
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13, green 12, blue 12, purple 12, black 10, silver 10, golden 10, rose 10, dark 8, crimson 7,
pale 6, ruby 6.

Computing a relative basicness score for English color terms

Adding the credits, highest values of relative basicness are: 38 white; 35 red; 29 black,
yellow, green, blue, brown; 28 purple, pink; 27 grey/gray; 25 dark; 24 golden; 23 pale,
silver; 20 orange, crimson; 19 rose; 17 ochre, tawny, violet; 16 cream, drab, ruddy; 15
scarlet, ruby, blond(e), azure, dun, russet, fawn, tan, lilac; 14 maroon, dusky, emerald,
turquoise, beige, bronze, mauve, peach; 13 milky, ivory, light, buff, ginger, verdant, indigo,
navy, amber, smoky, livid; 12 vermilion, magenta, inky, saffron, sapphire, umber, lavender,
ashen; 11 carmine, burgundy, coral, ebony, aquamarine, olive, khaki, copper, chestnut,
pearl, slate, grizzled.

Unexpected is the value of black. Its relatively low 29 may be explained in that Mid-
dle English black replaced Old English basic sweart (Kerttula 2002:321), which is, for
example, reflected by black having fewer derivatives than white or red. Even if color
naming be universally regulated, its ordering and development might be altered by in-
tervening events.

Remarks on English color terms

The relative basicness and etymologies of English color terms produce the following re-
sults in support of universal development:

1. The basic color terms suggested by Berlin and Kay receive highest values of relative
basicness.

2. There are other color terms that receive high values of relative basicness and that
might develop into basic color terms. These are, for example, crimson and violet,
which are used to define other color terms in dictionaries.

3. Warm colors are named earlier and more readily than cool colors. This is shown both
by the values of relative basicness as well as diachronic analysis.

4. There are indications that over the centuries, when analyzing the color space to
name its segments, the emphasis was first on brightness, later on hue. The transfer
of emphasis to hue was followed by creation of abundant brightness and satura-
tion qualifiers. This might constitute a third universal phase in the development of
color naming.

Results (5) and (6) indicate that universal development may be altered by cultural inter-
vention.

5. There were overall changes in color naming after the Norman Conquest of 1066: the
emphasis was transferred to hue, while new models of naming colors were adopted.
6. The OE basic term for black, sweart, was supplanted by black.
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In sum, the result indicates that the universal development of color terms may be chan-
neled in a particular direction or, at least, accelerated by culture.

Testing the model: Relative basicness of Finnish color terms

The model must be tested against another language, preferably one from another linguistic
family. Finnish offers the contrast. It is of the Finno-Ugric group, part of the Uralic family,
and neither French nor Latin, the two main donors to English, has directly affected its
color naming. English has two cases; whereas Finnish with its fifteen cases is a synthetic
inflectional language in which suffixes are used both to show grammatical relations and
to derive words. However, as in English, the nominal and adjectival forms of Finnish color
terms are identical, which in Finnish otherwise only occurs in the names of nationalities
and tribes.

Finnish and other Finnic (Livonian, Estonian, Votian, Ingrian, Karelian, Olonetsian,
Ludian, and Vepsian) color terms are extensively discussed by Koski (1983). Cognates
across Finnic languages show that Late Proto-Finnic named three basic color categories,
white, black, and blue (Koski 1983:246). Koski assumes that Pre-Finnic only named two
basic color categories. He poses early emergence of blue, which contradicts Berlin & Kay’s
diachronic sequence. But he explains that blue overlaps with black and green such that the
term may have denoted only dark when it arose. In addition to Koski, Finnish color terms
have also been discussed by Sutrop (2002) and Oja (2001, 2007) in connection with their
analyses of Estonian color terms.

Apart from the oldest terms, the etymologies of the Finnish color terms (from Kulo-
nen et al. 1990, 1995, 2000, unless otherwise indicated) show varying loans.

Musta ‘black’ has cognates in Finnic languages and in the Sami language (Northern
Finland, the closest of the remote cognates of Finnish), with meanings such as black, dark,
dirty. The origin of this term is unclear.

There are two forms of ‘white, valkoinen and valkea, of which the latter also means
‘light, ‘bright, and the nominal form valkea denotes ‘fire.” A derivation, valjeta, means ‘to
dawn. Valkoinen and valkea are of Finno-Ugric origin; they have cognates in the daughter
languages with meanings such as ‘a white domestic animal, ‘light, ‘lightning, ‘bright;
‘shine, and ‘clear.’

Punainen ‘red’ is also Finno-Ugric. Puna originally meant ‘hair, from which it devel-
oped the meaning ‘color’ and later ‘red’

Keltainen ‘yellow’ was borrowed by Finnic languages from Baltic languages (cf.
Lithuanian gelta ‘yellow; ‘jaundice’ and geltas, gelténas ‘yellow, and Latvian dzeltans, ‘yel-
low, of the same Proto-Indo-European root as English yellow and golden).

Sininen ‘blue’ is the same as Erzya se#, si#i and Mordvin ser, seriam (Volgan languages
remotely related to Finnish); sininen has cognates in many Finnic languages. The word
may originate in Iranian languages, for example, Afghan $in ‘blue, ‘green,’ Persian yasin
‘bluish, and Ossetian @ysin ‘dark gray. In some Finnic languages its cognates also mean
‘green, as when they refer to verdure, and some Finnish uses indicate that it may have
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referred to blackness and darkness (Koski 1983:149-150, 246-249). Interestingly, similar
older usage is mentioned of Russian sinij (Paramei 2005).

To trace the earlier meaning of sininen, I turned to the newly digitized Finnish folk
poetry database (SKVR, in the Language Bank of Finland provided by the Finnish Infor-
mation Technology Center for Science). The database, with oral tradition mainly collected
in the nineteenth century, mirrors centuries-old Finnish usage, and parts of it were used
to compile the Finnish national epic Kalevala. The data yield hundreds of occurrences of
sininen, but listing its referents is as confusing as encountering Old English color use has
traditionally been for modern minds. Sininen refers to earth, meadows, woods, people,
eye-lashes, thighs, animals (ewe, elk, crane, duck, whitefish), dresses, silk, arrows, rocks,
sea, or the sky, giving an impression that it could be associated with various properties
such as darkness, brightness, greenness, and blueness. This shows another approach to
color, resembling that of Old English.

Vihred ‘green’ is still strongly associated with growing, whence it originates. It is re-
lated to Finnic cognates meaning ‘green, ‘growth’ and Volgan Mari aZar, uzar ‘green,
‘young’ and possibly Hungarian virit, virul ‘blossom, ‘grow green.

Harmaa ‘gray’ is a Baltic loan.

Ruskea ‘brown’ is of uncertain origin, possibly Germanic or Baltic. It earlier meant
‘red, and its cognates or assimilated counterparts in various Finnic languages are basic
color terms for ‘red’ (Koski 1983:82).

Oranssi ‘orange, turkoosi ‘turquoise, violetti ‘purple’ (which replaced earlier sinipunai-
nen ‘blue-red’), and lila ‘lilac’ are loans from Swedish, which borrowed them from French.
Beige may be similar. Pinkki ‘pink’ is a loan from English.

Analyzed material is from the 1999 corpus of Turun Sanomat (TuSa), part of the Lan-
guage Bank of Finland corpora. Turun Sanomat is a daily newspaper published in Turku;
its article corpus from 1999 consists of 11 million words (vis-a-vis the 100-million word
BNC corpus). The corpora differ because the BNC contains literary and spoken mate-
rial absent in the TuSa. I do not see this as an obstacle for contrasting the results, since
basicness should realize in a similar way across text types when large corpora are used.
However, most of the corpora consist of similar types of texts. References to foreign news
agencies indicate that 15 percent of the TuSa articles derive from non-Finnish dispatches.

The data show that Finnish color terms are fewer than those of English, compris-
ing 14 established chromonyms: musta ‘black, valkoinen or valkea ‘white, punainen ‘red;
keltainen ‘yellow, vihrei ‘green, harmaa ‘gray, ruskea ‘brown, sininen ‘blue, oranssi ‘or-
ange, violetti ‘purple, turkoosi ‘turquoise, lila ‘lilac, pinkki ‘pink, and beige ‘beige. The
suffix -nen marks an adjective; some newer loans ending in -i may have added -nen
to form an alternative: oranssi, oranssinen. When incorporated into the stem of a color
term, -nen is often omitted in compounds, for example, keltainen ‘yellow’ > keltasirkku
‘yellow hammer.

The terms of strongest basicness are easy to discern: musta, valkoinen, punainen,
keltainen, vihred, harmaa, ruskea, and sininen. These are followed by newer terms with
weaker basicness: oranssi, violetti, turkoosi, and beige. According to Koski (1983:238-9),
turkoosi is a hyponym of neither ‘blue’ nor ‘green.” The primary term for ‘purple’ is vio-
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letti. There also exists a rather literary and Biblical sounding term, purppuranpunainen,
literally ‘purple red. Koski (1983:231) asked 45 Finns the meaning of this term, but it was
most commonly defined as ‘bright red, other definitions being ‘red, ‘dark red, and ‘dark
red close to violet” Pinkki ‘pink’ is a late loan. It is replacing an older established term,
vaaleanpunainen, which literally means ‘pale red.’ Also lila ‘lilac, a hyponym of violetti, is
a relative newcomer.

Considering the number of Finnish color terms discussed, interest in cooler colors is
converse to the red-biased development of English. The preference is shown by violetti,
turkoosi (older than pinkki) and lila. This may reflect environmental chromaticness due
to the climate in Finland, in which warmer green periods may only last five months of
the year. Winter days are short and dark but sometimes enlivened by the appearance of
the sun, which makes the snow glittering white and the sky dazzling blue. Blue and white
are also the colors of the Finnish flag, symbolizing the sky, lakes, and snow, which are
regarded as the most beautiful natural elements of the nation. There are indications of a
similar preference for coolness in Russian, which has two basic terms for ‘blue’ (Paramei
2005, 2007).

Finnish brightness and saturation qualifiers are limited and seldom used: vaalean
‘light, pale, tumman ‘dark, kirkkaan ‘bright, and syvin ‘deep. These are normally written
together with the color term, as with vaaleanpunainen, and often refer to both brightness
and saturation at the same time (Koski 1983:314-9).

Vaalean ‘light, pale’ in TuSa distributes unevenly across basic color categories: red 55,
blue 13, brown 7, green 6, yellow 3, grey 3, turquoise 1. The exceptionally large number of
occurrences of vaaleanpunainen ‘light, pale red’ indicates that there is a mental readiness
for a pink basic term and that the recent loan pinkki has a good chance of becoming such.
Vaaleansininen ‘light blue’ is also rather established, which additionally supports the idea
of Finnish preference for cool colors. Vaalean expresses both brightness (lightness) and
saturation.

Tumman ‘dark’ occurs as follows: blue 20, brown 20, red 13, grey 6, green 5, blue-
red 2, orange 1. Although tumman occurs with certain color terms more than others, the
larger numbers show that nonbasic terms covering dark brown, dark blue, and dark red
might be expected to develop.

Kirkkaan ‘bright’ exhibits only these collocations: yellow 12, red 10, green 7, blue 4.
Kirkkaan is used with the names of purest hues, as is English bright, and it refers to both
brightness and saturation.

Syviin ‘deep’ only expresses saturation. It shows fewest occurrences: red 6, blue 2, green
2, black 2, orange 2. According to Koski (1983:316), syvin in this sense may be a late
translation loan from either Swedish or German.

There are some additional less common qualifiers, but their frequency is low. In gen-
eral, it seems Finnish brightness and saturation qualifiers appeared in Finnish at a similar
phase as they did in English. There is no evidence of this kind of qualifier use in the
SKVR corpus of old folk poetry, which only contains few other occurrences of tumma and
vaalea. Based on my diachronic analysis of English color terms, I have suggested (Kerttula
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2002:315) that brightness and saturation qualifiers are part of a universal sequence, in
which segmenting and naming of color evolves in three phases:

Phase 1: Emphasis on brightness
Terms for ‘brightness’ and ‘darkness’; first hue categories, starting with red.

Phase 2: Emphasis transferred to hue
Additional hue categories, reorganization of some existing terms for new uses.

Phase 3: Creation of brightness and saturation qualifiers
A new method for defining non-hue elements of color.

This process may also include aspects of two- and three-dimensionality. Emphasis on
brightness could be related to three-dimensional or spatial color, which may be visualized
by thinking of dark woods, dazzling bright sunshine over water, or flames in a fire. Spatial
view of color must have been more central in the minds of early people who lived without
constant light sources or easily reproducible surface colors, and so in a world where light
made a difference. Thus, the transfer of emphasis to hues, which are more clearly associ-
ated with two-dimensionality, may trigger a need for describing luminance and saturation
in a new way.

The model of relative basicness applied to Finnish color terms

In the following the model of relative basicness is applied to Finnish color terms. For all
criteria, both cumulative and rank order values are shown.

Primacy in Finnish

To determine primacy, I used two Finnish-Finnish dictionaries, Suomen kielen perus-
sanakirja (Itkonen & Kulonen 1992-2000) and Uusi suomen kielen sanakirja (Nurmi
1998). Primacy is defined by scoring 4 for color terms that are not hyponyms of other
color terms, 3 for hyponyms with primary color sense, 2 for hyponyms with secondary
color sense, and 1 for hyponyms with less than secondary color sense.

Eight color terms (valkoinen, punainen, musta, vihred, sininen, keltainen, harmaa, and
ruskea) score 4, that is, they are not defined using any other color term. Lila and pinkki are
still associated with red, violetti with blue and red. Oranssi and beige are defined in terms
of yellow. These all score 3. Apart from violetti, for which one of the dictionaries gives
the sense ‘violet dye’ as primary (which, since it contradicts practice, is ignored), turkoosi
‘turquoise’ is the only term with its literal sense in active use, scoring 2.
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Frequency in Finnish

The following table sums the frequencies of the Finnish color terms. Cumulative values
are determined by scoring 1 point for each complete set of 50 occurrences and 1 for the

partially filled remainder.

The frequencies of valkoinen/valkea ‘white’ and punainen ‘red’ are notably higher than
those of other established color terms. With smaller frequencies of similar quantity follow
musta ‘black, vihred ‘green, sininen ‘blue, and keltainen ‘yellow. Of the lower frequencies,

Table 3. Primacy of Finnish color terms

Color Term Cumulative Value Rank
Valkoinen/valkea ‘white’ 4 1
Punainen ‘red’ 4 1
Musta ‘black’ 4 1
Vihrei ‘green’ 4 1
Sininen ‘blue’ 4 1
Keltainen ’yellow’ 4 1
Harmaa ‘gray’ 4 1
Ruskea ‘brown’ 4 1
Oranssi ‘orange’ 3 2
Violetti ‘purple’ 3 2
Pinkki ‘pink’ 3 2
Lila ‘lilac’ 3 2
Beige ‘beige’ 3 2
Turkoosi ‘turquoise’ 2 3
Table 4. Frequencies of color terms in TuSa
Color Term Total Cumulative Value Rank
Valkoinen/valkea ‘white’ 625/65

=690 14 1
Punainen ‘red’ 655 14 2
Musta ‘black’ 554 10 3
Vihrei ‘green’ 393 8 4
Sininen ‘blue’ 386 8 5
Keltainen ‘yellow’ 363 8 6
Harmaa ‘gray’ 233 5 7
Ruskea ‘brown’ 149 3 8
Oranssi ‘orange’ 59 2 9
Violetti ‘purple’ 32 1 10
Pinkki ‘pink’ 15 1 11
Lila ‘lilac’ 13 1 12
Turkoosi ‘turquoise’ 12 1 13
Beige ‘beige’ 8 1 14
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Table 5. Referents of color terms in TuSa

Color Term No. of Referents Cumulative Value Rank

Valkoinen/valkea ‘white’

359 15 1
Punainen ‘red’ 300 12 2
Musta ‘black’ 269 11 3
Sininen ‘blue’ 189 8 4
Vihrei ‘green’ 168 7 5
Keltainen ‘yellow’ 163 7 6
Harmaa ‘gray’ 121 5 7
Ruskea ‘brown’ 91 4 8
Oranssi ‘orange’ 35 2 9
Violetti ‘purple’ 15 1 10
Pinkki ‘pink’ 10 1 11
Lila lilac’ 1 12
Turkoosi ‘turquoise’ 1 13
Beige ‘beige’ 2 1 14

ruskea ‘brown’ and harmaa ‘gray’ represent an older layer. These are followed by later loans
headed by oranssi ‘orange.

Application in Finnish

The cumulative values for application are determined by scoring 1 for each complete set
of 25 referents and 1 for the remainder.

Valkoinen ‘white’ has notably more referents than other color terms. It is followed
by punainen ‘red, musta ‘black, sininen ‘blue, vihredi ‘green, and keltainen ‘yellow. A full
comparison cannot be made with the English result, which only measures certain lev-
els of application due to a method based on counting referents grouped. However, the
corresponding English terms also show the highest values.

The numbers of referents show that there are two clear layers of color terms: the oldest
basic terms with numerous referents and later borrowed terms with a limited application.
Of the latter, oranssi is closest to the basic color terms in score.

Derivational productivity in Finnish

The derivational data was taken from Suomen kielen perussanakirja (Haarala et al. 1990—
1994) and updated by Internet searches (December 2003), which reflect the most recent
derivational development. Derivational productivity was calculated by scoring one credit
for the base form and each of the following categories if the term had one or more of these
derivatives:
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adjective, ‘somewhat x; e.g., mustahko ‘blackish’;

adjective, present participle of transitive verb, e.g., mustaava ‘making black’;
adjective, past participle of transitive verb, e.g., punattu ‘made red’;

adjective, past participle of the transitive verb ‘make x’ negated, e.g., punaamaton, ‘not
made red’;

adjective, present participle of intransitive verb, e.g., sinistyvi ‘becoming blue’;
adjective, past participle of intransitive verb, e.g., sinistynyt ‘become blue’;

adjective, past participle of intransitive verb ‘become x’ negated, e.g., kellastumaton,
‘not yellowed’;

noun, zero-derivation, e.g., keltainen ‘yellow’;

noun, formed with a suffix, e.g., keltaisuus ‘yellowness’;

noun formed from transitive verb, e.g., keltaaminen ‘making yellow’;

noun formed from intransitive verb, e.g., mustuminen ‘becoming black’;

transitive verb, e.g., punata ‘make red’;

intransitive verb, e.g., mustua ‘become black’

The basic terms have the highest derivational values as shown in Table 6.

Derivational productivity may not be an ideal parameter in Finnish, because this
agglutinative language allows freer creation of new derivatives than, say, English. How-
ever, the derivations distinguish the most established color terms from the nonbasic. The
notably higher and similar numbers of the basic color terms indicate that they could
be identified by derivation alone. The low value of oranssi suggests that it has not yet
become basic.

Table 6. The derivatives of color terms in TuSa

Color Term No. of Derivatives (Cum. Value) Rank

Valkoinen/valkea ‘white’

14 1
Musta ‘black’ 14 1
Punainen ‘red’ 14 1
Harmaa ‘gray’ 13 2
Keltainen ‘yellow’ 13 2
Vihreid ‘green’ 13 2
Sininen ‘blue’ 12 3
Ruskea ‘brown’ 12 3
Oranssi ‘orange’ 4 4
Violetti ‘purple’ 3 5
Lila ‘lilac’ 3 5
Pinkki ‘pink’ 2 6
Beige ‘beige’ 2 6
Turkoosi ‘turquoise’ 2 6
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Additional parameters considered

Other color term uses, too, seem to differ between basic and nonbasic, providing further
indication.

The proportions of nouns and adjectives

Steinvall (2002:73-78) notes that proportions of nominal and adjectival uses of English
color terms differ and that this correlates in reverse order with the frequencies of terms.
Table 7 shows the proportions of nouns and adjectives of Finnish color terms in TuSa.
The percentages indicate that older basic color terms are predominantly adjectives rather
than nouns, while the percentages change toward favoring nouns among the newest basic
color terms.

Rough correlation with basicness emerges in adjective/noun percentages. However,
comparison with values of the four main parameters shows that this might not mirror rel-
ative basicness in this kind of corpus research. For example, pinkki has a more advanced
position than harmaa, which is a notably older and more established term. (The high
noun frequency of harmaa may be explained by its frequent use in TuSa fashion texts
in 1999). In general, terms for warm colors seem more advanced here than by the criteria
used in the analysis. The position of pinkki may suggest that it is rapidly replacing vaalean-
punainen ‘pale red. In this respect, the proportions of adjectives to nouns might be used
for predicting whether a color term is gaining or losing a footing. The four main parame-
ters show that turkoosi, a relatively old loan, is losing its position and its noun percentage
sustains this.

Table 7. The noun/adjective proportions of Finnish color terms

Color Term Nouns Adjectives Total Noun %
Musta ‘black’ 56 498 554 10.1
Valkoinen/valkea ‘white’ 70/3 555/62 690 10.6
Punainen ‘red’ 74 581 655 11.3
Keltainen ‘yellow’ 41 322 363 11.3
Sininen ‘blue’ 63 323 386 16.3
Vihrei ‘green’ 78 315 393 19.9
Ruskea ‘brown’ 30 119 149 20.1
Pinkki ‘pink’ 4 11 15 26.7
Oranssi ‘orange’ 18 41 59 30.5
Harmaa ‘gray’ 75 158 233 32.2
Violetti ‘purple’ 11 21 32 34.4
Lila ‘lilac’ 6 7 13 46.3
Beige ‘beige’ 5 3 8 62.5

Turkoosi ‘turquoise’ 8 4 12 66.7
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Despite these discrepancies, this criterion might be a strong candidate for an addi-
tional parameter, provided that versatile corpus data are used, that is, one which includes
spoken language.

Metaphor

Study of the metaphoric use among Finnish color names shows that only the basic color
terms are employed to create metaphors. But they may not be fully reliable in defining the
relative basicness of color terms for two reasons. Firstly, a metaphor does not represent
the color sense of the term, but has moved elsewhere. Secondly, a metaphoric sense often
generates expressions within its new sense. Thus, the term for ‘black, musta, has notably
more metaphors (39) than others, as with ‘dark, evil, which many tropes elaborate with-
out apparent thought of color. Next comes vihred ‘green’ with many metaphors based on
ecological thinking that even outnumber occurrences of actual color sense in those con-
texts. Such results do not conform to those from the four main parameters. Metaphoric
use may only confirm the basicness of a color term if not otherwise certain.

Names of animals and plants or other nominal compounds
TuSa and listings provided by Suomen kielen perussanakirja show that only basic Finnish
color terms are used to create animal and plant names. The reason is clear: these groups
are no longer very productive. For example, the relatively established term oranssi ‘orange’
does not occur in animal and plant names. Although these two groups reflect basicness to
certain extent, they are not usable as an individual parameter. Separately they may reveal
something of historical color semantics. Using both the names of animals and plants — as
well as other nominal compounds — as one parameter might be useful in languages that
have multiple color terms and extensive corpora.

Names of illnesses and terms for food are formed with color terms, but in TuSa they
are too few for measuring relative basicness.

Proper names

Only basic color terms are used in proper names in TuSa. However, there are plenty of
translations (e.g., Valkoinen talo ‘“White house, Punainen mylly ‘Moulin Rouge’) among
them, and this parameter is hardly usable with similar corpus data. It might be useful
when examining anthropological and geographical corpora.

Additional more general parameters might also be considered such as measuring
salience by occurrences across different source or text types. As Biggam (1995:51-65) has
shown, this kind of sociolinguistic analysis is especially needed, when sources are scarce,
as with ancient languages.
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Scoring relative basicness of Finnish color terms

In Table 8, the four parameters produce total values, which are given with corresponding
values for English color terms. These values are only to show differences in terms within
a language and not to be considered as statistically valid in the strict sense. However, the
Finnish rank order values are directly based on given statistical results, not on cumulative
values deducted from them.

Cumulative values show that valkoinen and punainen score notably highest on relative
basicness, which corresponds to the result from English. The score of valkoinen may relate
to its common Finno-Ugric association with the senses ‘light’ and ‘shining.’ That the term
for ‘white” in unrelated languages begets the highest value of relative basicness implies
potential wide recurrence, a fact to watch in pursuing hypotheses of universality. Valkoinen
is closely followed by punainen, which further corresponds to the results from English.
The high value of punainen may be explained by its old meaning of ‘color. On the whole,
the orders are similar in Finnish and English. Musta has a relatively higher value than
English black, which may imply that it has a comparatively longer history as the basic term
for black.

The cumulative values of relative basicness show that eight Finnish color terms are
basic: valkoinen, punainen, musta, sininen, keltainen, vihred, harmaa, ruskea. Of these,
ruskea is the newest. However, oranssi has an outlying lowest value, which suggests that
it is nonbasic, although it is probably developing into a basic color term.

Compared with English, Finnish color terms are few. Violetti, pinkki, lila, and beige
are newer nonbasic color terms. The values indicate that oranssi will reach basicness
prior to others, while in English purple and pink reached basicness before orange. Beige

Table 8. The cumulative and rank order values of relative basicness of Finnish color terms

Cumulative rank Tot. Cum. Values Total
Color Term Prim. Freq. Appl Deriv. Finnish English (Rank)1
Valkoinen/ 4(1) 14 (1) 15 (1) 14 (1) 47 38 4(1)
valkea ‘white’
Punainen ‘red’ 4(1) 14 (2) 12 (2) 14 (1) 44 35 6(2)
Musta ‘black’ 4 (1) 10 (3) 11 (3) 14 (1) 39 29 8 (3)
Vihreid ‘green’ 4(1) 8(4) 7 (5) 13 (2) 32 29 12 (4)
Sininen ‘blue’ 4(1) 8 (5) 8(4) 12 (3) 32 29 13 (5)
Keltainen ‘yellow’ 4(1) 8 (6) 7 (6) 13 (2) 32 29 15 (6)
Harmaa ‘gray’ 4(1) 5(7) 5(7) 13 (2) 27 27 17 (7)
Ruskea ‘brown’ 4(2) 3(8) 4(8) 12 (3) 23 29 21 (8)
Oranssi ‘orange’ 3(2) 2(9) 2(9) 4(4) 11 20 24 (9)
Violetti ‘purple’ 3(2) 1(10) 1(10) 3 (5) 8 28 27 (10)
Lila ‘lilac’ 3(2) 1(12) 1(12)  3(5 8 15 31(12)
Pinkki ‘pink’ 3(2) 1(11) 1(11) 2(6) 7 28 30(11)
Turkoosi ‘turquoise’ 2(3) 1(13) 1(13) 2(6) 6 14 35(13)
Beige ‘beige’ 3(2) 1(14) 1(14)  2(6) 6 14 36 (14)
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shows no signs of deeper rooting, probably because its un-Finnish orthography hinders
spontaneous derivation. Turkoosi is shedding its former popularity.

The final rank order values are fairly in line with the cumulative values, showing that
this method could be used as a simple alternative to the Berlin and Kay criteria for defining
relative basicness. When used together, the two methods seem to complement each other.

Conclusion

Readapted basic color term criteria substitute for those of Berlin and Kay in analyses by
diachronic data and text data. Their reliability is sustained in application to English by
producing a plausible ranking that, in addition, matches the order in which English basic
color terms are independently known to have developed historically. As further support of
their validity, they apply with equal facility and plausibility in Finnish, whose result largely
matches that from English. The correspondence suggests a potential universal whereby
basic color-term status accumulates over time such that its strength may be ranked within
a language and rankings expected to coincide between languages. The coincidence would
derive from the tendency of basic color terms to evolve everywhere in a constrained order.
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The ambiguity of brightness (with special
reference to Old English) and a new model
for color description in semantics

Carole P. Biggam
Department of English Language, University of Glasgow, United Kingdom

The paper addresses problems of ambiguity in the use of the English words bright and
brightness in certain publications on color semantics. The Old English language (records
date from the late fifth century to ¢.1150 A.D.) is taken as a case study. After establishing
which visual sensations could be described as ‘bright), the usages of various authors writing
on Old English color are investigated, and found to differ considerably. The evidence for
the frequently encountered statement that Old English was concerned almost entirely with
‘brightness’, and not hue, is then investigated, and (hopefully) a more balanced conclusion
is reached. Finally, a proposed metalanguage for color statements concerning historical
languages (where native speakers cannot be consulted) is presented in an effort to avoid
future ambiguity.

The trouble with the word “brightness” is that it has been used
in a great many different senses . . . Clarification of terminology
is certainly in order. (Beck 1972:14)

Introduction

The words bright and brightness have often been used ambiguously in color semantics, as
others have also noticed (see MacLaury 2005). The nature of the problem will be illus-
trated here by using Old English (Anglo-Saxon) as a case study, and it will also be argued
that the Old English (OE) color system has usually been assessed on only partial evidence.
In addition, an attempt will be made to provide a standardized model and terminology
for research in color semantics, with the aim of avoiding ambiguity in future work.

It is well known that any research which aims, as far as possible, at objectivity, must
employ a technical vocabulary with agreed and fixed meanings (unlike popular vocab-
ulary) to facilitate unambiguous discussion. Controlled language of this type need not
consist of dedicated terms which occur in no other context, but, where vocabulary is
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pressed into technical service from everyday language, it must have a carefully delimited
definition.

The meaning of bright

As a first step, the everyday usage of bright will be considered. The Oxford English Dictio-
nary (OED) records nine major senses in which bright is, or has been used in Modern En-
glish (ModE). (I exclude sense 10, which concerns compound words with bright). Two of
the nine senses are relevant to color studies, and their definitions, including subdivisions,
are as follows:

1. Shining; emitting, reflecting, or pervaded by much light.

a. said of luminaries.

b. of polished metals, precious stones, and other objects whose surfaces naturally
reflect light.

c. of illuminated surfaces, of the day in sunshine, etc.

d. of transparent substances: Clear, translucent.
[I exclude sense le, which is figurative, meaning, for example, ‘lit up with happi-
ness’].

4. a. Ofvivid or brilliant color: used also with names of color, as bright red.
[Omitted is sense 4b, a specialized term for a color of tobacco].

When using bright in color semantics, all writers on Old English appear to be agreed that
sense 4a above is excluded, although the majority of them do not state this exclusion.
The lack of any clear statement can occasionally lead to doubt, as in the following: “... a
moment’s thought will show that the sensation of pale lemon yellow is very different from
that of bright lemon yellow” (Lerner 1951:246). The reader is left wondering whether
Lerner’s “bright lemon yellow” could actually be vivid yellow, even though he appears not
to use this sense of bright elsewhere in the paper. Usually, of course, the vividness sense
which occurs in popular usage is considered a feature of saturation, rather than brightness.

Having removed vividness, the remaining senses of the OED’s definition can be listed
to show the semantic elements of ModE bright in popular usage. The elements are: light-
emitting, light-reflecting (of surfaces, polished and similar), pervaded by much light (of
surfaces, highly illuminated), pervaded by much light (of spaces, for example, daylight),
transparent, and translucent.

The above list does not, however, include paleness, which has also been described as
‘bright’ in semantics. Pale colors and achromatics are perceived as reflecting more light
than their dark equivalents, and, moreover, certain hues, especially yellow, are considered
to be always pale. Another phenomenon of light, usually included by semanticists under
the heading ‘brightness), is the constancy, or lack of it, of the light source. Intermittent light
can be referred to in Modern English by words such as glinting, twinkling, and flashing, and
constant light by words such as gleaming and glowing.



The ambiguity of brightness 173

The list of elements which have been denoted by bright in color semantics can now be
presented as follows:

Light-emitting: a. intermittent; b. constant.
Light-reflecting: a. intermittent; b. constant.
Pale.

Pervaded by light (surfaces).

Pervaded by light (spaces).

Transparent.

N b=

Translucent.

The list is intended to show the semantic elements which have been involved in the various
published uses of the word bright, but it should be noted that the use of the noun brightness
in color semantics usually implies a range extending from ‘positive’ brightness to ‘negative’
brightness (such as darkness).

Mead’s “brightness”

It is now time to justify my statement that ambiguity has arisen in the past in the con-
sideration of brightness, and that this can be demonstrated by the case of Old English.
(Where brightness appears in double quotation-marks, it indicates the individual usage of
the author under discussion).

The first major article on color in Old English was published by William E. Mead in
1899. Mead contrasts “words expressing light or brightness” with “words denoting or im-
plying darkness” (1899:175). He lists all these words, in order to exclude them from the
main body of his paper on “color”. He interprets color as referring to hues and achromat-
ics only, and describes the lightness, “brightness” and darkness words as “in the strictest
sense colorless” (Mead 1899:176). Although he classifies lightness with “brightness”, he
always uses the two terms, rather than subsuming one under the heading of the other. He
lists the lightness and “brightness” words together in alphabetical order, without explain-
ing the semantic difference between them (Mead 1899:174). Lightness is also ambiguous,
meaning either ‘pale’ (surfaces) or ‘well-lit’ (spaces), but Mead’s inclusion of whiteness
terms with the ‘color’ words, shows that his ‘lightness’ refers to the lighting of spaces. His
“brightness”/lightness list includes words which clearly refer to the pervasion of space by
light (such as @fenleoht ‘evening light’), light-emission (sunne ‘sun’), and light-reflection
(goldbeorht, literally ‘gold-bright’).

It should be noted that “having ... cleared the ground” by excluding “brightness”,
lightness and darkness words, Mead proceeds to describe what he calls “color-words”, and
this section includes terms such as hwit ‘white, radiant’ and blac ‘shining, pale’, listed un-
der the heading ‘WHITE’. However, he writes, “Nearly all the passages where these words
are used imply something bright or shining” (Mead 1899:176), but he does not include
these words in his lightness/“brightness” category if he detects even the slightest hint of
whiteness or paleness.
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It is now clear that, when Mead refers to “brightness”, he includes the elements of
light-emission, light-reflection, pervasion of spaces by light, and transparency. Inclusion
of the last element is suggested by Mead’s mention of gleeshluttor ‘clear, transparent’ when
giving examples of words that “suggest brightness”, but which he had left out of his al-
ready long list. Finally, it is significant, in view of later publications on Old English color,
that Mead (1899:193—4) mentions “brightness” in connection with only one potential hue
term, and that is brun.

Lerner’s “brightness”

The next paper on Old English color which is frequently cited was published by L. D.
Lerner in 1951. Lerner lists four “sensations” which make up a color impression: hue,
admixture with white, admixture with black, and “brightness”. He defines “brightness” as
being “determined by the amount of light falling on or emanating from it [a color]”, and he
gives an example of the significance of “brightness”:
ent hues of a similar brightness may give very similar sensations. A piece of green corduroy,
well rubbed and caught by the sun at the right angle, will be almost indistinguishable from
a similar piece of yellow, orange or even red material” (Lerner 1951:246).

Lerner’s “brightness” includes light-emission. His definition of “brightness” as the
amount of light emanating from a color, could be taken to exclude light-sources, if he did
not use a passage in Beowulf which includes “gleaming lights”, as an example of “bright-
ness”. He also includes both light-reflection, since he cites referents of brun which “flash

... we tend not to notice that differ-

in the sunlight” as proof of this word’s brightness element, and the pervasion of surfaces
by light, since his corduroy samples are all “bright” because of a similar level of surface
illumination. The pervasion of spaces by light is not mentioned, but would appear to be
included, since he discusses the negative brightness of a dark night (1951:247). Lerner
clearly excludes paleness from “brightness”, since his ‘admixture with white’ sensation is
separate from it. There is no discussion of transparency or translucency, but they would
appear to be excluded by his general definition of “brightness” which involves light falling
on a color, not passing through an object.

The main point which Lerner wished to convey was that, while Modern English em-
phasizes hue in its color vocabulary, this was not necessarily true of Old English. He makes
a statement which has been extremely influential in Old English color studies, and beyond:
“A study of Anglo-Saxon color words in their contexts will show, I think, that the authors
were much more interested in brightness than we are” (1951:247). He then discusses OE
brun, fealu and wann, suggesting that the presence of strong “brightness” elements is the
reason why they had caused problems for translators. (Rough traditional definitions are:
brun ‘brown, dark, shining’; fealu ‘yellow, tawny, grey’; wann ‘dark’).

Lerner’s suggestion that “brightness” was more important to the Anglo-Saxons was,
by the 1990s, interpreted as meaning that hue was barely recognized by them. Lerner is
always cited in support of this view but it has been forgotten that, at the end of his article,
he writes, “A more thorough investigation might, in fact, show that a transitional stage
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had already been reached in the Old English period, and that many of the color words
which seem to have something like their modern senses did indeed have that” (1951:249).
It is interesting to note that Lerner sees the need for “a more thorough investigation”. (His
paper was just over three pages long, and appeared as a ‘Miscellaneous Note’).

Barley’s “brightness”

A third influential article on color in Old English was published by Nigel F. Barley in
1974. Barley lists the three variables of perceived color as hue, saturation, and “bright-
ness”. He defines brightness as “the amount of light transmitted”, and writes that “The
primacy of hues [in Modern English] is shown . .. by the fact that we reserve the noun cat-
egory for their designation and use ‘pale’ and ‘dark’ as qualifiers to express the brightness
dimension”. To make his meaning absolutely clear, Barley includes a diagram of the color
solid, involving hues, saturation, and a “brightness” range from ‘light’ to dark, and he
also describes the depiction of “brightness” on the Munsell color chart (Barley 1974: 15—
16). This “brightness” is quite different from that of Lerner who describes the increasingly
paler hues ending in white, and the increasingly darker hues ending in black on the color
pyramid, but adds “Brightness is not represented on the pyramid . ..”, thus differentiating
paleness/darkness from “brightness” (Lerner 1951:246). By contrast, Barley regards them
as identical. He is aware that his “brightness” is not the same as Lerner’s, and refers to the
latter’s use of the term as “somewhat vague” (Barley 1974:20).

Barley’s statements and diagrams suggest that his “brightness” excludes light-emission
and light-reflection (shininess), since they cannot be shown on the color solid or the
Munsell chart, and his statement quoted above, that pale and dark are used as bright-
ness qualifiers in the modern language, implies an exclusive equation of “brightness” with
paleness/darkness. His Figure 4, however, appears to contradict this conclusion, as it lists
the “white/light” Old English vocabulary as blac, hwit, beorht, leoht and scir (1974:18),
and any Old English dictionary would include senses like ‘shining’ in the definitions
of all of these. The reader’s comprehension suffers another blow when Barley mentions
Lerner’s suggested “brightness” element in brun, fealu and wann, which clearly involves
light-reflection (its presence or absence). Criticizing Lerner’s use of brightness, however,
Barley writes, “... he already has a light-dark axis in his model” (Barley 1974:20), thereby
apparently reaffirming his own equation of brightness with paleness/darkness only.

It is also unclear whether the pervasion of space by light is included in Barley’s
“brightness”, but his plotting of a “brightness” range on the color solid, makes it unlikely.
However, when he writes “Even one whose interests are principally anthropological can-
not but be struck by the fact that Beowulf is a poem of bright day and darkest night,
light ale-hall and gloomy wasteland” (1974:17), he implies he is including the lighting of
spaces, although this must remain uncertain. Whether transparency and translucency are
also included is unknown. The only bright element which can be clearly demonstrated
from Barley’s article is paleness, and, while this may well be a misunderstanding, the very
confusion of the reader supports the contention that the use of brightness is problematic.
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Mead, Lerner and Barley compared

The “brightnesses” of Mead, Lerner and Barley can now be compared, in terms of the
brightness elements listed earlier in this paper. The results are:

1. Mead: light-emission, light-reflection, pervasion of spaces by light, transparency.

2. Lerner: light-emission, light-reflection, pervasion of surfaces by light, pervasion of
spaces by light.

3. Barley: paleness, ?pervasion of spaces by light.

It can be seen from these results that the three most frequently cited writers on Old English
color could hardly differ more in their usage of the term brightness.

The significance of Barley’s article for later scholars is that he presents the suggestions
put forward by Mead and Lerner as facts. He writes, “The main stress of the Old English
system falls firstly, not upon hue, but upon brightness” (Barley 1974:17), and, elsewhere,
“The fact that the Anglo-Saxon color system was not hue-stressing . ..” (1974:18; my ital-
ics). These confident and unambiguous statements do not reflect the tenor of Mead’s paper
(“I realize clearly the tentative character of the paper” (1899:205-6)), nor of Lerner’s
recommendation for “a more thorough investigation” (1951:249). Barley was unaware
of Konig’s more thorough collection of data (see below) until after his article had been
completed (Barley 1974:19).

Konig’s “brightness”

Mead, Lerner and Barley are the major sources of later writers’ information on Old En-
glish color vocabulary and its meaning, but some authors also refer to Kénig and to Bragg.
Giinter Konig presented his dissertation on Old English color in 1957, and it was the first
major attempt to study poetry and prose texts. The dissertation consists of a detailed and
thorough listing of the Old English color vocabulary, with brief contexts, and a classifica-
tion into three categories: Farben; Glanz und Schein and Hell und Dunkel. His first category
consists of words denoting hues and achromatics, the second is for light-emission and
light-reflection, and the third for pervasion of spaces by light, transparency, and darkness.
This means that Konig essentially takes Mead’s “‘brightness”/lightness’ heading and di-
vides it into two. Like Mead, he classifies paleness with hues and achromatics, and it is not
clear whether he includes translucency.

Bragg’s “brightness”

By the time Lois Bragg published her paper on color words in Beowulf’ in 1985, there
was already a great deal of confusion concerning color in Old English. Not everyone re-
alized that the major authors on the subject had used brightness in different ways, but
it was generally accepted that the Old English color vocabulary was more about ‘bright-
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ness’ than hue. The fact that the surviving Old English poems chose to create atmosphere
by means other than hue was often remarked upon; for example, Mills writes “ ... the
ancient English poets chose to film their war movies in black and white” (1976:169).

“Brightness” was now spreading everywhere. Although Mead (1899:193-194) had
suggested that brun could “possibly” mean “brightness” in certain contexts, Lerner con-
cluded that the only element occurring in all the referents of brun was light-reflection
(“they flash in the sunlight”), that the “essential quality” of fealu was “brightness”, and
that of wann was lack of “brightness” (1951:247-248). Barley took this tendency further,
suggesting that brun, fealu, wann and greeg “are terms generally applicable to glossy things”
(1974:24).

Bragg, however, was more cautious. After her review of nine words in Beowulf, she
concludes “... the colors. .. are used with considerable specificity as to hue” (1985:48). In
particular, her verdict on brun, which Lerner and Barley had considered to be a “bright-
ness” word with hardly any hue meaning, is even more ‘hue-friendly’ than Mead’s, as she
interprets it as exclusively ‘dark brown’ in some contexts, and ‘dark brown plus glossy’
in others.

Casson’s “brightness”

In spite of Bragg’s implied warning that the rejection of hue in Old English color had gone
too far, the tendency continued still further. It should be noted that only Konig had, thus
far, produced a quantity of basic data from both poetry and prose which could be used to
assess the Old English color system, although even he had omitted certain sources, such
as charter bounds and place-names, and he had considered contexts in a minimal fashion.
Unfortunately, his work was frequently overlooked in the English-speaking world.

MacLaury’s publication of ‘From brightness to hue: An explanatory model of color-
category evolution’ (1992) is also of significance for the present discussion. He suggests
that, in the development of most languages’ color systems, the importance of “brightness”
gradually decreases and that of hue increases. Accordingly, he postulates four types of
color category: brightness (Type D), brightness with hue (Type C), hue with brightness
(Type B), and hue (Type A). It should be noted, however, that MacLaury’s “brightness”,
like Barley’s, is tied to the Munsell color chart, a color denotation system for surface colors,
on which, by definition, certain semantic features of brightness, as listed at the beginning
of this article, cannot be plotted.

Also in 1992, Ronald W. Casson published a paper which supported MacLaury’s
views, although he prefers the terms ‘pure-brightness, ‘brightness-dominated, ‘hue-
dominated’, and ‘pure-hue’ for MacLaury’s four types of color category.

Casson writes “Anglo-Saxon or Old English color vocabulary focused primarily on
brightness and only secondarily on hue”. So what exactly is Casson’s “brightness”? He de-

«

scribes it as follows: “. .. ranging from light to dark and including quantity of luminescence
(from light sources) and degree of reflectivity (from reflecting surfaces)” (1992:395). This

is probably the fullest explanation that any of the writers so far mentioned have given of
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their own use of brightness. It clearly includes light-emission, although his use of the word
luminescence ‘the emission of light by a substance that has not been heated’ (COED), if
taken literally, would exclude sources like the sun. Casson’s “brightness” also includes
light-reflection, and the pervasion of spaces by light, the latter because his reference to
the “light to dark” range must refer to the lighting of spaces rather than paleness, since he
includes “admixture [of a hue] with white or black” in his saturation range (1992:395).

Casson (1992:395-6) proceeds to classify the Old English color categories according
to MacLaury’s four-part scheme. He recognizes a pure-brightness category, represented
by words such as beorht ‘bright’ and deorc ‘dark’, and then classifies the Old English color
categories of names for BLACK, WHITE, YELLOW and BLUE as “brightness”-dominated,
RED as hue-dominated, and GREEN as pure-hue. Casson’s pure-brightness category is,
however, hard to reconcile with MacLaury’s Type D (“brightness”) category. Specifically,
MacLaury’s “brightness” category includes the achromatics, and, as exist in some lan-
guages, color categories consisting entirely of pastel colors (1992:150), while Casson’s
‘pure-brightness’ category consists of light-emission, light-reflection, and the pervasion
of spaces by light.

Casson published an elaboration of his earlier ideas in 1997, and this paper marks
the apex of the long trail from Mead’s tentative suggestion that brun may have a “bright-
ness” element in some contexts, to almost every Old English color word being, supposedly,
dominated by brightness. Even the one word which Casson (1992:396) had once described
as “pure-hue’”, namely, grene ‘green’, partially surrenders to “brightness” in his later pa-
per: “Old English grene was basically a hue term, but it also had significant brightness
senses” (1997:229). Casson’s position is that “Hue was only minimally conceptualized in
Old English ...” (1997:224).

The quality of the evidence for Old English brightness

At this stage, I am not dismissing anyone’s view of brightness in Old English color, but
merely pointing out that we are often talking about different things. It is now time to ad-
dress the quality of the evidence which has backed the arguments. The hunt for brightness
in Old English has been conducted on the basis of incomplete evidence, and an inadequate
research methodology. As an illustration of this, I propose to consider OE greag, since ear-
lier opinions can be compared with the more recent detailed examination of this word
(Biggam, 1998:31-99).

Mead: greg = ‘grey’ (1899:189-90).
Evidence given (including some quotations).

1. Referents: sword, mail-coat, wolf, seagull, flood of the sea, ash-spear with the grey
bark still left on the shaft, curling smoke, hoar-frost.

Lerner: greeg not discussed.

Konig: greeg = grau ‘grey’ (1957:149-50, 232-3).
Evidence given (including some brief quotations).
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1. Referents:

a. Proper application (eigentliche Verwendung): goose, seagull, swan, wolf, horse,
wheat, earth, mass of water.

b. Abstract application (abstrakte Verwendung): stone, sword, mail- coat, flowers.

c.  Symbolic application (symbolische Verwendung): horse (in a dream).

2. Translations: Lat. cinereus.

Barley: graeg = ‘grey, glossy’ (1974:18, 24, 27).

Evidence given (no quotations).

1. Old English referents: horses, other animals, metal, human hair, water.

2. Early Germanic (including Old English) referents: human hair, animal fur (chiefly
horses and wolves), iron

Bragg: greeg = ‘grey’ (1985:50).

Evidence given (including brief quotations from Beowulf, the subject of the paper).

1. Referents:

a. (from Beowulf) spear, mail-coat, sword.
b. (from other sources) animals, birds, metal.

2. Translations: Lat. fuscus.

Casson (1992): greeg = ‘glossy, grey’ (1992:396).
Evidence given (no quotations).

1. Referents:

a. (from Barley) horses, other animals (especially dogs and wolves), metals (primar-
ily iron), possibly human hair, water.
b. (from another source, probably Mead) ash bark.

Casson (1997): greeg = ‘glossy, grey’ (1997:228).
Evidence given (no quotations).

1. Referents:

a. Hue sense: grey animals, animal fur, human hair, ash bark, wheat, stone and rock,
hill, valley.

b. “Reflective and luminous senses”: water, wave, iron, sword, spearhead, mail-coat,
smoke, hoar-frost.

From the above, it can be seen that, of the major writers on Old English color, only Bar-
ley and Casson see a brightness element in greeg, and Casson’s (1992) evidence is taken
from Barley. A review of Casson’s later evidence (1997:228) for the “reflective and lumi-
nous senses” of greeg should, therefore, indicate what persuaded him to regard this word
as predominantly “bright”. Since none of the referents he lists is light-emitting, his “lu-
minous” sense can be rejected, and it must be assumed that he sees light-reflection in the
other referents. The only way such a belief can be tested is to consider the contexts in
which these referents are found, and this has now been done (Biggam 1998). My research
methodology, referred to as ‘interdisciplinary semantics, aims to wring every last drop of
information from the extant evidence, and is described in Biggam (1997:79-90).

179



180 Carole P. Biggam

Biggam: graeg = ‘grey (greyish hue)’ (1998:31-99). (Secondary sense in brackets).
Evidence given (including quotations from all known references).
1. Referents (including interdisciplinary studies of contexts):
a. Old English referents: spearheads, wheat (Spelt ear or glume grain), goose, seag-
ull, wolf, sword, stone, boundary stone, pigs, horse, mail-coats, sea, mark on a
sword-blade, human hair, iron, ash (from a fire), rock, wave in a storm, mass of
water, water, squirrel fur, warm fur garment, colt’s foot (a plant).
b. Latin referents: color, yellow/orange dye, human hair, gall dye, horse.
2. Translations: glaucus, ferrugineus, elbus, ferrugo, cycneus, cinereus, croceus, fuscus.
Also considered:
3. Contrasts and comparisons with other color words.
Alliterative contexts.
Early Germanic cognates.

AN

Related citations (citations with the same textual origin, which can reduce the empha-
sis on certain information).

It has been shown above that Casson (1997) confirmed his belief in a light-reflecting se-
mantic element of greeg, and quoted as evidence, the following referents: water, wave, iron,
sword, spearhead, mail-coat, smoke, hoar-frost. First of all, smoke and hoar-frost can be
rejected, as they do not occur as referents of greeg. This was an error made by Mead, prob-
ably resulting from confusion with the smoke referent of hasu, and the hoar-frost referent
of har (two other terms with grayness elements). Secondly, the referent ‘wave’ can also be
rejected since the context is a storm, and the water is unlikely to be reflecting sunlight.
This leaves the other references to water and those to metal.

The three remaining water references involve the sea, water running down from a hill,
and a mass of water. The contexts do not exclude light-reflection, but they could all be
understood as involving grayness or a grayish hue.

The five references to iron are all glossary entries in which greg translates Latin
ferrugo or ferrugineus. These words, in Classical Latin, indicated a color ranging from
reddish-purple to near-black (OLD 1982:691), and it can be shown that this dark ele-
ment continued into the early medieval period, in at least one source which was known
in Anglo-Saxon England, namely, Isidore of Seville. He states “Ferrugo color est purpu-
rae subnigrae ...”; ‘Ferrugo is a blackish purple dye ...” (1911:19.28.6). Isidore’s words
on ferrugo are quoted in an Anglo-Saxon glossary, now called the Harley Glossary. Other
Anglo-Saxons, however, appear to have understood that ferrugo is cognate with Latin fer-
rum ‘iron, and so they translated ferrugineus into Old English as isengreeg ‘iron-grey’. This
translation appears alongside the ‘blackish purple’ glossing tradition in the Harley Glos-
sary (Biggam 1998:84-5, 69-70; Oliphant 1966: 179). With such associations, it is highly
likely that ‘iron-grey’ was understood to indicate dark grey, and this makes sense to any-
one who remembers the dark kitchen-knives which were the norm before the advent of
stainless steel. The darkness which is conveyed in these uses of graeg makes it unlikely that
a light-reflecting quality was involved, which is what Casson claims, as the metal appears
to be unburnished.



The ambiguity of brightness

It can now be seen that, although Casson presents eight referents which he claims
indicate light-reflecting qualities, two of them are spurious, one of them occurs in an in-
appropriate context, and one of the remaining five, namely iron, occurs consistently in
a translation context involving non-shiny darkness. In addition, metaphorical consider-
ations cast doubt on the “brightness” of the sword and mail-coats. The sword refers to
Abraham’s weapon when he set out to sacrifice Isaac. The close identification of a man
with his sword led to the suggestion that the appearance and condition of Beowulf’s
sword reflected his own advanced age and scarred body in that particular passage (Biggam
1998:66). If a similar identification is made of Abraham with his sword, it should be noted
that the patriarch was over one hundred years old when he girded on his greg sword.
It has also been pointed out that warriors are often compared with wolves in Old En-
glish poetry, in phrases such as ‘sword-wolves, ‘slaughter-wolves’ and ‘war-wolves, and
the Anglo-Saxons referred to the wolf as ‘the grey animal’. This may indicate that warriors
in their mail-coats were seen as being clad in grey, like wolves (Biggam 1998:174-5). In
other words, these metaphorical uses, if acceptable, suggest that grayness, rather than re-
flectivity, was, at least, the primary element evoked in these contexts, and may have been
the only element.

The danger of Lerner’s, Barley’s and Casson’s research methodology, namely, the con-
sideration of a list of referents without their contexts, is that it ignores valuable evidence.
Using a similar approach with Modern English, I can ‘show’ that the word grey has a
brightness component. As an experiment, a random sample of fifty quotations has been
taken from the British National Corpus. The grey referents are: clothes, fat (in food),
street, human face, owl, chair, castle, hills (in mist), human eyes, wire, smoke, whale, bed-
cover, parrot, import, metal, human hair, stone barn, wind, satin, slate, wardrobe, sunlight,
church tower, river, cap (tweed), horses and ponies, distant shore, car. Using the methodol-
ogy which has been employed for Old English color studies, a brightness component can
be claimed for ModE grey on the basis of the italicized referents in this list. Having found
a substantial brightness element, I could now argue that the chair and wardrobe must be
painted in gloss paint, and that, because birds’ feathers have a sheen, the owl and parrot
can also be added to the “brightness” list. This produces a total of twelve referents with a
“brightness” element, ‘proving’ that ModE grey can mean ‘bright’. I think not.

The purpose of this exercise is to show that listing referents without their contexts is
likely to be misleading, but it is important to understand in what way it is misleading. The
argument is not that OF graeg was never used of, for example, a light-reflecting object,
just as this is not the argument in connection with ModE grey, but this usage does not
necessarily mean that light-reflection is a semantic element of either word. It is, therefore,
necessary to distinguish between a word’s semantic elements and the other undeniable but
non-denoted aspects of the referent. An accepted semantic element, such as GREY, may be
either always present, as in the case of a word meaning ‘grey and shiny’, or it may be some-
times present, as in a word meaning ‘grey, shiny’. Both these cases must be distinguished
from contexts in which a word means ‘grey’ but just happens to be used now and then of
shiny objects (or rough objects, or soft objects, and so on), without denoting these quali-
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ties. With historical languages, such a distinction, critical for evaluating a word’s meaning,
can only be established by a detailed consideration of the contexts.

I have argued above that the methodology previously used to establish whether greg,
and other words, have a brightness element, is inadequate to the task. My own findings
suggest that the probable early Old English meaning of greeg (indicated by the secondary
sense, ‘grayish hue’) was concerned with saturation, not brightness. Where does this leave
the Old English grey color category? When Casson assessed the position on the brightness-
to-hue scale of the Old English color categories, he did not mention grey, although he did
refer to grey terms as unlikely to be “pure-hue or hue-dominated” (1992:396). This means
he must classify the grey category as pure-“brightness” or “brightness”’-dominated. This
does not tally with my findings. I found only one grayness word which has a high like-
lihood of containing a light-reflecting element, and that is gleesen. The remaining eight
greyness words (including compounds) do not (Biggam 1998:312). If my evidence is ac-
cepted, this moves an entire Old English color category from a “brightness”-dominated
classification to, at least, a ‘hue’-dominated classification. It is probably better classified
as pure-°‘hue), although the word hue is technically inappropriate for an achromatic. The
reason for this suggested classification is that the Modern English grey category, which I
presume Casson would certainly classify as pure-‘hue’ nevertheless includes some words
with a brightness element, like silvery and pearly (Kirkpatrick 1987: Section 429).

Towards a standardized terminology

In this section, a proposal will be put forward which is intended to help with the discus-
sion of the color meanings conveyed by individual lexemes and languages. It is intended
to provide a semantic metalanguage for a less ambiguous description of natural-language
color words than has previously been employed. These metalinguistic terms for use in se-
mantic studies are not intended to conform to the principles of color-vision science or the
psychology of color perception. This is because natural language does not label everything
that a human perceives, still less every scientific phenomenon, and, furthermore, it is com-
mon for native speakers of a particular language to disagree on details of the meaning of
individual color words. It will still be necessary to study particular color terms in depth,
but it is hoped that the scheme below will facilitate general discussion and, in particular,
the description of dead languages, for which our comprehension will always be imprecise.

The major constituents of the color impression are usually listed as hue, saturation
and brightness, but it is now clear that brightness has been used to denote different aspects
of appearance, and this has caused confusion in the discussion of at least one language’s
color vocabulary. For the purposes of the study and recording of natural language, we need
to separate the several qualities described by hue, saturation and brightness. It cannot be
stated too strongly that I am not suggesting here that a speaker of any language consciously
analyzes the color elements in each word when s/he uses them, but, just as a lexicographer
must identify the senses which any word can indicate, so a color semanticist needs to know
the range of a particular color word, both in general terms, and in particular contexts. For
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those semanticists who write in the English language, it must be recognized that certain
of the descriptive terms they use are ambiguous, and they must either explain, in each
publication, precisely how they are using such terms, or refer to a standardized system.
The schema below, therefore, is an attempt to provide unique identifiers for the features
and ranges of phenomena which may be involved in the linguistic expression of a color.

1. HUE: red, yellow, green, blue, brown, purple, orange, pink, etc.
Other hue-terms can be used, e.g. turquoise, provided the coverage is first specified,
e.g. greenish blue+bluish green.
Mixtures of hues can be indicated by, e.g. yellow-green (an apparently equal mix of
the two hues), or yellowish-green (in which green is dominant).
Categories can be combined, e.g. green+blue (grue).
See below for further discussion on hue.

2. SATURATION: vivid — mid — dull
Saturation is interpreted as a fully-saturated hue (vivid), with the rest of the range
including increasing amounts of grey.

3. TONE:
3.1 Achromatic tone: white — pale grey — mid grey — dark grey — black
3.2 Chromatic tone: pale or dark

Chromatic tone is interpreted as a hue with graduated admixtures of white or
black.

4. BRIGHTNESS:

4.1 Light-emission: dazzling — shining — glowing
Light-emission can be further described by its constancy, i.e. intermittent or
constant.

4.2 Reflectivity: shiny — lustrous — matt
Shininess and lustre can be further described by their constancy, i.e. whether
reflecting light intermittently or constantly.

4.3 Surface illumination: well-lit or poorly lit
Medium illumination is taken as the norm, and need not be recorded.

4.4 Space illumination: brilliant — dim — unlit
Medium illumination is taken as the norm, and need not be recorded.

5. TRANSPARENCY: transparent — translucent

The use of the hue-terms requires further explanation. Red, for example, without fur-
ther qualification, indicates a single-hue coverage extending to all the variations of red
which are denoted by the other standard terms, namely, vivid red, mid red, dull red, pale
red, dark red, shiny red, lustrous red, matt red, well-lit red, poorly lit red, transparent
red and translucent red. When describing the coverage of a ‘red’ lexeme in a particular
language, the coverage may be relatively small, e.g. pale red+shiny red, or red (minus
orangey-red), or the coverage may be relatively large, e.g. red+pink+orange. The coverage
of such a lexeme may be quite complex to describe, e.g. vivid (red+pink+orange)+pale
(red+pink+orange) and so on, but, once described, the writer can revert to the actual lex-
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eme. It may also be necessary, of course, to describe the different coverages of the word in
different contexts. The qualifier very can be used, where appropriate, with any descriptor
in the schema.

Two examples of how the above terms may be used to describe isolated color words,
and color words in literary or spoken contexts, are given below, here using definitions
from the COED:

Chestnut, dictionary definition: ‘deep reddish-brown’

Standardized description: dark vivid reddish-brown. (Deep is taken to indicate a
fully-saturated hue to which black has been added).

Chestnut in the context of a newly-groomed racehorse seen exercising on a sunny day.

Standardized description: well-lit shiny dark vivid reddish-brown.

Cream, dictionary definition: ‘very pale yellow or off-white’.

Standardized description: very pale yellow or yellowish white.
Cream in the context of a jumper worn by someone on an evening walk.
Standardized description: poorly lit matt yellowish white.

The above standardized descriptions are simply examples to illustrate the purpose of the
metalanguage which is to unambiguously communicate broadly-defined color senses in
semantic discussion carried on in the medium of English.

My own concern is with text-restricted (dead language) studies, so what follows is
based on my experience of such work. A review of a color word by means of interdisci-
plinary semantics (Biggam 1997:26-39) produces information on the color impression it
conveys, as retrieved from each individual context. There has to be a process of weeding
out insignificant information, by which I mean those aspects of the referent’s appearance
to which the word is not alluding. It must be borne in mind that some languages do not
recognize color as an abstract concept, and the researcher may decide that such ‘color’
vocabulary actually belongs to a different semantic field (consider Conklin 1955, for ex-
ample). With living languages, native speakers can be questioned about such things, but
this is not possible with text-restricted studies. If some of the referents of a color word are
shiny, for example, under what circumstances should SHINY be considered a semantic
element of that word? I recommend that only two conditions be acceptable as indicating
that the phenomenon is significant:

1. Where SHINY, for example, occurs in the majority of the occurrences providing the
basic data, and where MATT does not occur more than once (to allow a margin
for error).

2. Where SHINY, for example, occurs in a reference as the only possible meaning. If no
other semantic element, including a hue, is appropriate to the context, then the word
must contain a SHINY element.

On the basis of the data retrieved and the application of the above two conditions, a revised
definition can be drawn up for the color word. The definition should include, of course,
any contextual restrictions which have emerged from the study, and these can be expressed

after the color definition, for example, ‘dark blue “textiles™. Any cultural contexts or inter-
pretations, such as exclusive use of the word by a certain social or occupational group, or
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symbolic significance such as the modern use of blue to mean ‘sad’, should also be added
where they can be ascertained, but this paper is chiefly concerned with the visual aspects
of color words.

The word brightness has been retained in the above schema to indicate light effects, as
discerned separately from features of hues, achromatics and transparency. It is to be hoped
that this does not prove problematic, but the word is useful as a superordinate term. From
here on in this paper, brightness, and other terms, will refer to the meaning of these words
as given in the schema, except where they refer to another author’s usage, in which case
they will appear in quotation marks.

Brightness to hue

Where does all this leave the brightness-to-hue evolution which has been proposed? It is
not the intention of this paper to disagree with the proposal that hue has become the most
important aspect of color in English over the centuries. If the first color distinction was
between brilliant and unlit (for day and night), then such a color system was not based
on hue, but on space illumination, and it is reasonable to suggest that this early contrast
was eventually extended to other aspects of brightness. It is speculative, of course, but
chromatic tone forms a logical semantic ‘bridge” between brightness and hue, and this
would be an interesting area of investigation in future research. For example, when an
informant labels pale color samples with a particular word, we need to know if s/he uses
the same word for any of the brightness features (thus regarding tone and brightness as
identical or closely related), or whether pale samples simply offer the nearest available
color impression to the true meaning of the word, which may be, perhaps, ‘dazzling’.

The historical time span between a color system based on space illumination and
one based on hue is massive, and it is maintained in this paper that it is still debatable
whether a brightness-dominance remained in Old English. The evidence brought forward
to support such a view is fragile. Only after a thorough review of the evidence, something
to which I have tried to contribute, can statements be made about the Old English color
system. Although this process is at an early stage, there are already hints that Old English
was more concerned with hues than we have been led to believe, just as Lerner and Bragg
suggested.

The undeniable differences between the Old and Middle English color vocabularies
have been explained by classifying the former as brightness-dominated and the latter as
hue-dominated, but, apart from the need for further word-studies, certain factors must
be taken into consideration before such a statement can be accepted:

1. The Anglo-Saxons evoked different color atmospheres in their poetry from those
evoked by the Anglo-Normans, and these two styles can be roughly summarized as
an atmosphere based on tone and brightness in the former, and, in the latter, one
based on hue. This difference in literary style does not necessarily mean that the
Anglo-Saxons had a poor hue vocabulary, nor that they avoided using it in non-poetic
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contexts. The heavy dependence on Old English poetic sources in most of the research
discussed in this paper has often not been acknowledged.

2. Arguments based on the number and variety of hue words in Middle English, com-
pared with Old English, usually avoid the undeniable fact that far fewer Old English
texts survive than Middle English texts. Of especial significance is the fact that we
have no Old English texts on the preparation of dyes or pigments, or the process of
manuscript illustration.

3. Those who discuss the number of Old English ‘pure-brightness’ words which be-
came obsolete in Middle English (Casson 1997:224), presumably implying that a
hue-dominated language requires fewer such words, need to address the reason for the
huge ‘pure-brightness’ vocabulary in Modern English, which is considered a ‘pure-
hue’ language (Kirkpatrick 1987:Sections 417-420). It is noteworthy that Kerttula
shows a peak in the number of achromatic/brightness terms in the 16th and 17th
centuries, rather than in Old English (2002:305).

4. The argument that “The first secondary [color] terms were incorporated into the lan-
guage in the late Middle English period” (Casson 1997:233) has been suggested as
evidence for the perceived lack of interest in hue on the part of Old English speakers.
Elsewhere in his paper, Casson limits his search for secondary color terms in English
to simplex terms formed by metonymic extension, whereby the name of an entity be-
comes the name of a color, as in, for example, ModE orange. By restricting his analysis
to simplex terms, when Old English is a language which delights in compounding,
and also by restricting to metonymic extension, which is rare in Old English, Cas-
son’s argument has a built-in bias in favor of Middle and Modern English. Removing
such restrictions, Old English can be shown to have plenty of secondary color terms
(Roberts & Kay 1995: Sections 3.1.14.5-3.1.14.9).

In conclusion, this paper is a general plea for less ambiguity in the specialized terminology
of color semantics, and, in connection with Old English in particular, for the revision of
conclusions based only on secondary evidence and misleading research methodologies.
A stately progress from brightness (and, perhaps, tone) to hue is not questioned, but I
maintain that this process began before Old English, perhaps long before, and that the
lack of hue concepts in that language has been overstated.
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Color naming in Estonian and cognate languages

Vilja Oja

Institute of the Estonian Language, Tallinn, Estonia

Modelling the Finnic color term semantics, two aspects have been considered: (1) the
semantic category expressed by every color term, and (2) the background motivation
of the name-giving process. We may divide the color terms of all Finnic languages into
eight synonym groups, referring to the notions of ‘white’ ‘black], ‘red, ‘blue’ ‘yellow’,
‘green, ‘brown’, and ‘grey’. The hyperonyms of the groups stand for the most general color
categories. Mixed tones are often designated by several hyperonyms. Most of the Finnic
color names have a descriptive background: the adjectives are semantically motivated by
colored objects. Many names of specific shades originate in nouns referring to a dye or its
origin. Secondary qualities of hues are referred to by the adjectival part of a compound
term. Color terms used by Finnic peoples belong to an open system providing for an
unlimited number of acceptable terms.

Introduction

Present analysis focuses on semantic aspects of Estonian (Est.) color names and their re-
lationships with those in other Finnic languages: Finnish (Fin.), Karelian (Kar.), Vepsian
(Veps.), Ingrian (Ingr.), Votic (Vot.) and Livonian (Liv.) — all making up the Finnic branch
of the Finno-Ugric language family. To facilitate the reader’s insight into the color term
distribution, Map 1 shows the geographical location of the seven Finnic languages in the
20th century.

The study draws on extensive authentic dialect material collected from Finnic lan-
guages. The Estonian vocabulary comes from the Database of Estonian color terms (see
Oja 1998a, 1998b:8-17). The database includes 1500 entries based on the material of more
than 20,000 usage records. A considerable share of the material has been picked from the
files of the Estonian Dialect Archives and the card index of standard Estonian usage, being
thus representative of the usage of the 1920s—1940s. The material on the other Finnic lan-
guages has been collected by leading experts of each language and is provided in the Finnic
linguistic atlas Atlas Linguarum Fennicarum (see Oja 2007). Additional material has been
obtained from dictionaries and other printed sources as well as from the Finnish Dialect
Archives (Helsinki, Research Institute for the Languages of Finland) and the card index of
the Votic Dictionary (Tallinn, Institute of the Estonian Language — IEL).
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Map 1. Finnic languages. A full color version of this map can be found on p. xx

The main focus of the study is on semantics of Estonian color names. Only when crit-
ical from the semantic point of view, will morphological structure be briefly mentioned.
Section 2 of the paper provides a survey of the system of color terms; Section 3 is dedicated
to the semantic background of the color terms.

2. Finnic color naming system: A semantic point of view

Color term in the Finnic languages is quite an extensive notion, which includes names
for chromatic as well as achromatic colors; names for basic as well as derived color cat-
egories; and terms for colors differing in lightness/darkness or other qualifiers. In Finnic
dialects there are general terms for eight color senses that cannot be defined using other
color terms (see Kerttula 2007; Koski 1983). Six of these eight denote — using the terms of
Kay and McDaniel (1978: 624ft.) — “primary basic color categories”: white, black, red, blue,
green, and yellow, while the remaining two denote secondary, or “derived categories”: grey
and brown. All other Finnic color names can be treated as partial synonyms of the general
terms. So we can divide all Finnic color terms into eight synonym series. The database



Color naming in Estonian

2.1

of Estonian color terms contains, for example, 349 different words for ‘red, 252 words
for ‘grey. Each group contains a few general terms (hyperonyms) for those categories (see
Section 2.1) while the rest are hyponyms including, in turn, various lexical groups (see
Section 2.2).

Finnic hyperonyms for color categories

In all Finnic languages ‘white’ is named by a noun with the stem val-: Est. valge; Fin.
valkea, Kar. valkie, valkei, valged; Ingr. valkia; Vot. valkoa; Veps. vauged, vouged; Liv. vaalda
(< Proto-Finnic valketa) (Suomen kielen etymologinen sanakirja [SKES], Toivonen et al.
1955-1981:1619-1621).

Words for ‘black’ have the stem musta-: Est. must, Fin., Ingr., Kar., Liv. musta, Veps.,
Vot. muss(a) (< Proto-Finnic musta) (SKES: 353—-354).

For ‘blue, terms with the stem sin(n)i- are used in all Finnic languages: Est. sinine,
Fin. sininen, Kar. sinine (Ludian $isiirie), Veps. sinine, siniifie, sinifie, Vot. sinin, sinin, Liv.
si’Ani (< Proto-Finnic sininen) (SKES: 1031-1032). It is noteworthy that in eastern Finnic
territories a semantic shift has occurred: analogous to the two Russian [Rus.] terms for
‘blue, sinij and goluboj (cf. Paramei 2007), some Finnic dialects use two words whose se-
mantic fields partly overlap (Koski 1983:164-165). The Karelians and Votes have come to
refer to a lighter blue color by the Russian loanword goluboj (KKS, Vol. 1: 302; Makarov
1990: 53; Vadja keele sonaraamat [VKS], Adler & Leppik 1990, Vol. 1:224), while the Vep-
sian equivalent for the Russian goluboj is an indigenous word taivazma, literally ‘sky-blue’
(Slovaf Vepskogo Jazyka [SV]], Zajceva & Mullonen 1972:558). Such usage is more similar
to the Russian category partition than to that of the western Finnic cognates of Vepsian
(e.g. Est. taevakarva).

‘Brown’ is referred to by an indigenous word ruskea in Finnish and Ingrian. The orig-
inal meaning of ruskea was ‘red’ (Koski 1983: 82ff., 210; SKES: 881). The rest of the Finnic
languages use relatively recent loans. The standard Estonian pruun and the dialectal vari-
ant pruum are Middle Low German loans. The same Middle Low German word briin is
the source of bruus in the South Estonian Leivu subdialect and the Livonian bruuni (both
mediated by Latvian [Latv.]), as well as of the Finnish (p)ruuni, which is a Swedish (Sw.)
loan (Miihlenbachs 1923-32, Vol. 1:341; Suomen sanojen alkuperdi. Etymologinen sanakirja
[SSA], Itkonen & Kuloken 1992-2000, Vol. 3: 114; Vaba 1997:263-264). In Karelian, Votic,
and Vepsian ‘brown’ is referred to by Russian loanwords kori¢rievoi or koricnevyi < Rus.
kori¢nevyj (KKS, Vol. 2:325; Koski 1983:225; VKS, Vol. 2:93).

We begin consideration of terms for the next four basic colors with the observation
that for each of them two synonymous hyperonyms are used in Estonian dialects. These
are: hall and hahk for ‘grey’; punane and verev for ‘red’; kollane and vahane for ‘yellow’; ro-
heline and haljass for ‘green’; notably, the second member of each pair is of South Estonian
origin.!

1. Up to the mid-19th century Estonian had two literary standards — North Estonian and South Estonian, of which

modern literary Estonian is closer to the former one.
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Map 2. Finnic terms for ‘grey’

211 ‘Grey’
All Finnic terms for a neutral grey originate in one of the following three stems: harm-,
(h)a(a)hk- and (h)all- (see Map 2).

Throughout the Estonian area hall (Genitive [Gen.] halli is a hyperonymous term for
‘grey. The word is a Baltic loan (Migiste 1982/1983: 272; SKES:52). (H)alli is analogously
common in the Votic area. In Finnish halli is normally used as a noun denoting ‘a grey-
haired person’ or ‘a grey animal, in particular, in combination with ‘dog’ or ‘ox.

In South Estonian dialects we find hall and the adjective (h)ahk. In modern standard
Estonian hahk [Gen. haha] means ‘a vague grey like ashes’ (Eesti kirjakeele seletussonaraa-
mat, Vol. 1: 387). A few South Estonian informants insisted on a distinction between the
denotata of the two words: some considered hall lighter than ahk, while others darker.
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Further, some informants considered hall the finer word, to be referred solely to better
or nicer things. The disagreement indicates that although the word is familiar enough, its
meaning is not unambiguous. Most of the available material shows that in South-East Es-
tonian dialects the semantic fields of the two lexemes totally coincide, but with hahk being
older than hall. Earlier, hall is believed to have denoted the color of animal fur (Saareste
1924:267).

Beside South Estonian, (h)a(a)hk-stem terms can be found in the Livonian, Votic and
Karelian languages: West-Livonian a’agi; East-Livonian 0’ogi; Votic aahka; Karelian Ludian
huahk, hoahke;?> and Karelian Olonetsian haahkoi, hoahkoi. In the Olonetsian dialect of
Karelian and in Votic those words denote a grey horse or sheep and its wool. In the same
dialects we find, however, a parallel usage of broader terms: Votic harmaa and (h)alli,
Karelian Olonetsian harmaa, harmoi. The form aatska has been suggested as the possible
Finno-Ugric original of the (h)a(a)hk-stem words (SKES: 45). The word-initial h- can
be secondary in Finno-Ugric languages (Mégiste 1982/1983:251). Association with the
as-/os- stem words occurring in some more distantly related languages is questionable,
though (SSA, Vol.1: 124).

The harm- stem characteristic of Finland and Karelia is a Baltic loan (cf. Latv. sifms
‘grey, silvery grey’; Lithuanian [Lith.] Sirmas, Sifmas; Sifvas ‘(bluish) grey’ < Sarvas ‘grey’)
(Fraenkel 1965:989; SKES:59). In South Estonian Voru dialect hafm [Gen. hafmi] refers
to a specific, slightly irregular grey as resulting from intermingled light and dark hair.

212  Red

According to Estonian orthological dictionaries (Kull & Raiet 1976; Erelt et al. 1999) there
are two co-existent hyperonyms for ‘red’ — punane and verev. As one can see in Map 3, the
word verev has its own compact area of distribution in Southern Estonia.

The word verev is considered to be an indigenous South Estonian derivative (< veri
‘blood’), as there is no color term from this stem used in other Finnic languages, even
though the noun veri, which is the derivational base of verev, is common throughout the
Finno-Ugric area (Migiste 1982/1983:3795). To cite a more distantly related language,
an etymologically similar word is used to denote both blood and the red color in Mansi
dialects, while the Hungarian voras (~ veres) ‘red’ (< vér ‘blood’) is analogous to the South
Estonian verev (SKES: 1707). It has even been suggested that it was the original name for
red in the Uralic languages (Sutrop 2002: 167).

In North Estonian dialects verev can be found to mean ‘red’ only in the vicinity of the
South Estonian dialect area, along with several other linguistic features common in South
Estonian. The sub-dialect of Viru-Nigula in Northeastern coastal dialect has the phrase
vereva inime meaning ‘a red-cheeked, ruddy person’ (vereva < veri ‘blood’). Analogous
usage of the lexeme in the sense of ‘ruddy complexion’ can be found in Finnish dialects
(Oja 2001: 43).

2. Ludian and Olonecian are treated as Karelian dialect groups here. According to some existing classifications
they are, though, defined as different languages.
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Map 3. Finnic terms for ‘red’

The origin of puna is a Finno-Ugric term for ‘animal hair, wool. The color-denoting
function of the word gradually advanced in the Proto-Finnic period and came to dom-
inate upon the naturalization of the Baltic loan karva for hair (Koski 1983:64; Saareste
1924:266).

Both Estonian adjectives qualify for general reference to the red color of any substance
and they both are also neutral, carrying no additional connotations. However, seman-
tic fields of the two words are not quite identical. A closer study of the compound term
helepunane ‘bright red” and its word-for-word equivalent valssver(r)ev used in Tartu di-
alect reveals that the former stands for an saturated bright red, whereas the latter refers to
a pale reddish, pink or even whitish hue. This semantic difference may be referred back
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to the different origin of the words. Since the meaning of the adjective punane had been
initially motivated by the brownish red color of animal fur, denoting the color of blood
required adding of the attributive prefix hele ‘light, bright. By contrast, the adjective verev
denotes the brightest possible red, so that any lighter hue implies red of a lower inten-
sity and saturation. Although in dialects the adjective hele may also mean ‘bright, radiant,
the ‘bright red’ meaning of helepunane does not overlap literally with this connotation.
In standard Estonian punane is the only chromatic color term whose quality of intense
brightness is conveyed by the attributive part hele-.

Derivatives from puna are common names for ‘red’ in Finnish, as well as in Ingrian
dialects — punane, punain, punnain — and the Livonian language — pu’nni. By contrast, in
the eastern part of the Finnic area, in particular in Karelia and the Vepsian area, the notion
is never conveyed by any puna- stem words. As for Votic, the word punain is known only in
its Kukkusi sub-dialect; in the rest of the Votic dialects the color of blood is called kaunis,
which means ‘beautiful’ in the Finnic languages. As a color term it is likely a translation
loan from Russian, where krasnyj is the adjective for ‘red, also used to mean ‘beautiful’
originally (Saareste 1924:256). Another analogy can be observed in Vepsian, where kibed
also means ‘red’ as well as ‘beautiful’ (SVJ: 259).

In addition to kiibed the indigenous word rusked is used in Vepsian dialects. Deriva-
tives of ruske- also denote the color of blood throughout Karelia. According to etymologi-
cal dictionaries ruske- is a Proto-Finnic stem (Méigiste 1982/1983:2559; SKES: 881-882;
SSA, Vol. 3:110-111). Modern Finnish employs ruskea as a basic term for ‘brown. In
addition there are many Finnic dialects using this adjective for a reddish brown or brown-
ish red (e.g. ruske in Northern Estonia). Most often the usage implies the color of some
reddish animal.

2.1.3 Yellow

The Estonian terms for ‘yellow’ are derived from either of the two stems: keld- and vaha-.
The basic term of standard Estonian is kollane, but the dialects offer a wide variety of pho-
netic variants of the same stem: (1) strong grade (a) without syncope ("kelda|ne; “kolda|ne;
“kolda|ne, Gen. -se, (b) syncopated (“kolne, “koldne, Gen. “koltse); (2) weak grade (kolla|ne,
Gen. -se; kolla|ne Gen. -fse); (3) sound alternation (“kéldand, Gen. kolladso).

In the Finnic languages kelta- is a Baltic loan (cf. Lith. gelta ‘yellow pigment, geltas,
gelténas; and Latv. dzgltans, dzeltens ‘yellow” — SKES: 181). A color term from that stem
occurs in all Finnic languages except Vepsian and Livonian. Reputedly, the originally-
borrowed word was a noun — the name of a plant used to dye things yellow. Although
a color term from that stem is absent in Vepsian, the language employs names of a yellow
coloring plant (Rhus, sumach) that are derived from the stem kelta-: keud (in Kortlahti);
kiiud (in Péazar); keldezhein (in Sodjdrvi) (SV]:192, 258).

The same lexeme keldaarie is used in the Kuujirvi sub-dialect of Karelian Ludian
dialect in the sense of ‘bright green. By comparison, in Western Estonia, in the island

3. The spread of the phonetic variants of Finnic words originating in the stem kelta- is demonstrated in the dialect
atlases (Saareste 1955: Map 50; Oja 2007:272).
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of Hiiumaa ‘bright green’ is referred to by using the compound term rohilkollane or
rohilkoldne (rohi ‘grass’).

The South Estonian adjectives for ‘yellow’ vahane and vahass are derived from the
noun vaha ‘wax, which is indirect borrowing from Low German, mediated by Baltic lan-
guages (Migiste 1982/1983:3631). For standard Estonian, vahane has been defined as
‘covered with wax; containing wax; wax-colored” (Erelt et al. 1999:869). Wiedemann’s
Estonian—German dictionary provides vahane with the following German equivalents:
wachsfarbig, schmutzig gelb ‘wax-colored, soiled yellow’ (1923:1285). However, according
to the IEL Dialect Archive material, there are several sub-dialects (see Map 4) in which the
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word refers to an altogether neutral yellow. In newer records of Tartu dialect vahane has
been used for a lighter yellow hue, probably due to a literary influence.

In Vepsian ‘yellow’ is called pakuirie (in dialects also pakuutie, pakyirie, pakyrie).
The lexeme is also used in the Olonetsian and Ludian dialects of Karelian (Olonetsian:
pakkuine; Ludian Kuujdrvi: pakuine). Note that a 1907 record of the Uusikirkko sub-
dialect of Finnish provided the noun pakkunen for denoting three-cleft bidens, Bidens
tripartita (three-lobed beggar-ticks or trifid burr marigold), a plant that has been used for
dyeing wool yellow (SKES: 470).

Along with the words with the stem kelta- and paku-, the Russian (< zéltyj) loan Zoltoi
(in dialects also Zoltuoi, Zoltuo, Zoltyi) is used in Karelian dialects. Finally, the Livonian
word vi’iri ‘yellow” originates from the same stem as the Finnish word vihrei ‘green.

2.1.4 ‘Green’

The Estonian general terms for ‘green’ come from two different roots: rohe- (the adjectives
roheline, rohelene, rohelane, rohiline, rohilene, rohilane, roholine) and haljas (in dialects also
halass, haflass) (see Map 5).

Possibly rohe- has been borrowed into the Finnic languages as a herb-denoting noun
from Germanic sources (SSA, Vol. 3:105). In Northern Estonia and Mulgi dialect the use
of the adjective roheline is unrestricted, as it may refer to the color of plants as well as to
color qualities of other objects. By contrast, in Voru dialect a rohi- derivative is hardly
ever used to refer to natural plant color. There are also some reports of the Tartu dialect
area stating that rohiline (rohilane) implies color of artifacts only. In the Setu sub-dialect
spoken in the South-Eastern region of the Voru dialect area, rohiliné has been sensed as
alien to the local usage; to quote a Setu informant, “An Estonian says rohiling, but we say
halass.”

Derivatives of the r(u)oh-stem can also be found among non-Estonian Finnic color
terms for ‘green’; for example, ruohoinen, rohoinen are used in the Ingrian dialects of
Finnish, rohoin, rohhoin in Ingrian, rohoina, rohhoin(o) and roholiin in Votic. In addi-
tion, the Finnish and Karelian employ a number of compounds consisting of an herb-
denoting noun as their first component and an adjective meaning “color of” as the last
component. Some relevant examples are: Fin. ruohon|virinen (rohon-), ruohon|karvainen,
ruoho(n)|pédinen (-péiviinen); Fin. and Karelian Olonetsian heindn|karvainen (-karvaine,
-karvaitie, -karvane), heindn|pdinen (heindml|pdiini), Fin. heindn|virinen, proper Karelian
oras|karvairie, and Karelian Ludian ozmanl|karvalliie. The first component (oras- and
ozm-) of the last two compounds means ‘the young green crops of autumn-sown corn.
Although lexically the compounds listed above are totally different, they have a similar se-
mantic structure. Analogous color names made up of the same components (rohukarva,
orasekarva) are known in Estonian dialects too, but those are used to refer to certain tones
rather than to the focal color of the basic term.

The Baltic loan haljas (cf. Lith. Zalias ‘green, ‘raw’; Latv. zaJ$ ‘green’ — SKES: 51; SSA,
Vol. 1: 132) is used to denote the color of green plants to the south of the Gulf of Finland —
in Estonian, Votic and Livonian. In Estonian Voru dialect, as well as in its vicinity in the
area of Tartu dialect and apparently also in the southern part of the Eastern dialect area,

197
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Map 5. General terms for ‘green’ in Southern Finnic dialects*

haljas was earlier the most general term for green used in the vernacular for denoting any
green object.

Throughout the Estonian area the word haljas is used to refer to fresh green plants,
such as grass, crop sprouts, forest, trees, bushes, leaves, meaning at the same time ‘fresh,
green and juicy. In addition in some dialects (h)aljas is used to denote the green color of
dried hay. To keep on the safe side, the ‘green’ map shows haljas only in those dialects in
which it is also used in non-herbal contexts. According to Koski (1983:133) it is possible
that haljas has earlier served as a color term throughout the Estonian area without any
connotative limitations. The same loan with the meaning of ‘green’ is also used in Votic
(afjaz, allaz) and Livonian (gg’faz, aalaz) (Kettunen 1938:267; VKS, Vol. 1: 98). In Livo-
nian there is also another general term for ‘green’: maltsi (East Livonian), miltsi, miiltsi
(West Livonian). As a noun the latter denotes a pigment, and as an adjective it mainly
refers to dyed or painted objects, while designating plant color is a less frequent function
(Kettunen 1938:221, 224).

A similar complication to that of the Estonian haljas arises with the Finnish words for
‘green, verdant’ vihanta, vihanto, viheld and the Ingrian vihheerd, vihree. These, too, are
associated, first and foremost, with the vitality of green plants. In the eastern regions of
the Finnic area, i.e. in Karelian and Vepsian, we find derivatives of the viha- stem (vihand,

4. The Finnic words for ‘green’ are mapped by Oja (2001:55-57; 2007:278-281).
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-a, -0, -e) serving as generic terms for ‘green.” The same root lies at the base of adjectives
for ‘green’ derived from the vih(e)r-stem or its phonetic variants, which are widespread in
Finnish dialects (for details see Oja 2001: 4445, 55).

In the northern Finnic language group we find not only indigenous derivatives and
very old loans but also some recent loans. In the eastern languages the Zelon- stem is spread
(< Rus. zelényj), whereas in Finnish dialects (k)rdoni(nen), ryoni(nen) is used (< Sw. gron)
(for the map see Koski 1983:146; Oja 2001:57, 2007:279). Those are used mainly when
referring to pigments and painted or dyed objects, but there are also a few examples of
their denoting plant color.

In Finnic languages the words for ‘green’ may also get mixed up with those for ‘blue.’
In Votic the compound rohosinin ‘green-blue’ has been recorded as a reference to the green
color (in the files of the Votic Dictionary, IEL). In South Estonian, green peas have been
described as allas ‘green’ with the explanation that “they aren’t grey, they are blue” (Eesti
murrete sonaraamat, Vol. 1: 269). In some other cases ‘green’ and ‘yellow’ may also be
referred to by nearly similar terms. As has been mentioned above, in Livonian vi’iri de-
notes ‘vellow’ (see Map 4), while ‘bright green’ is referred to by words meaning ‘yellow’
in the Estonian island of Hiiumaa (rohi|kollane, -koldne) and in Karelian Ludian dialect
(keldaarie).

Other color terms

We cannot always pinpoint just one single hyperonym for each particular color name.
Some terms function as hyponyms of several equal general terms. For example, Est. tiirkiis
‘turquoise’ is considered by some informants ‘blue, by other ‘green’; in a similar way, one
and the same animal may be denoted by terms for ‘yellow, ‘red, or ‘brown. The choice
of a hyperonym depends on an individual system of color categories/terms, and on the
speaker’s partition of the color gamut, contingent on the motivation of the particular mo-
ment. In some cases, however, the hyperonym is ascribed to a mixed color following the
principle of contrast, implying that just one hue-match is picked out in order to emphasize
its difference from the other.

The fact that a derived color category may simultaneously belong to more than one
basic color category is apparent in compounds consisting of two color terms (e.g. Est.
punakaskollane ‘reddish-yellow, mustjaspunane ‘blackish-red, sinkjasmust ‘bluish-black;
sinakasvalge ‘bluish-white, siniroheline ‘bluish-green’).

Alongside the generic terms, every Finnic language has a host of terms for various
mixed colors and narrower color concepts. The most widespread ones in the standard
Finnish are oranssi, violetti, turkoosi, beige. Modern standard Estonian makes definite
use of such terms as roosa ‘pink, oranz ‘orange; lilla ‘purple, beez ‘beige, kreem ‘cream-
colored. In dialect usage, however, there are many other options to refer to those colors.

For ‘purple; for example, we find not only /illa, but also violett or violetne, sinipunane
‘blue-red, punasinine ‘red-blue, lillasinine ‘purple-blue, anililla, liinapunane and liinasi-
nine, viiulisinine and viiulipunane, lillepunane, kannikasinine, or kannikesesinine ‘violet
blue, sirelikarva ‘lilac, marjandioline ‘berry-colored, or even the terms for ‘blue’ or ‘red’
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may be used. The Finnish terms for ‘purple’ include sinipunainen, punasininen, violetti,
punavioletti, sinivioletti, violetinpunainen, violetinsininen, violetinvirinen, orvokinsininen
‘violet blue’

For ‘orange’ there are such words as punakaskollane ‘reddish-yellow; kollakaspunane
‘yellowish-red, tsinoober (< German [Germ.] Zinnober), ort (< Germ. Orleans gel-
ber Farbestoff ‘annatto, a particular cinnabar-red pigment, Wiedemann 1923:713),
koosenikollane (< Germ Cochenille ‘cochineal, Wiedemann 1923:350), apelsinikollane ‘or-
ange yellow’ (the first component < Germ. Apfelsine), porkna verev ‘carroty red, ruuge,
rebu in Estonian, and punakeltainen, kellanpunerva, oranssinvirinen, oranssinkeltainen,
appelsiininkeltainen ‘orange yellow’ in Finnish (see Koski 1983:228ff.). None of those
synonyms dominates to the same extent, though, as the terms considered in Section 2.2.1.

Although it is not easy to provide a brief survey of all words for mixed colors and for
restricted groups of referents, as their number is large, these can still be analyzed in terms
of mode of formation. From the thematic point of view three groups of words can be
distinguished that considerably differ from the rest. These are (1) terms expressing partial
hue content in a color; (2) words referring to secondary qualities of colors; (3) color terms
with restricted reference.

2.2.1  Color terms expressing partial hue content in a color

In the Finnic languages, the partial, or less than maximum presence of a quality is usu-
ally expressed by adding a moderating suffix to the adjective. Although dictionaries report
derivational color names only for Estonian, Finnish and Livonian, the same pattern is at
work in other Finnic languages as well. For that purpose the Estonian language mainly
employs compound suffixes -kas(s) or -kane/-kand (e.g. kollakass, kollakane ‘yellowish’)
and -jas or -jane/-jand (e.g. mustjas, mustjané ‘blackish’); in the Lutsi sub-dialect -lik (e.g.
mustalik ‘blackish, valgolik ‘whitish’) (Oja 1997:13). In Livonian we find the moderating
suffix -liki, for example pu’nliki ‘reddish, mustliki ‘blackish.” In Finnish the moderating
suffix -hko (e.g. valkeahko ‘whitish’) or the compound suffixes -htava /-htivii (e.g. harmah-
tava ‘greyish’) and -r(ta)va /-r(td)vi (e.g. puner(ta)va ‘reddish, keller(ti)vi ‘yellowish’)
are attached to the noun stem (Koski 1983:304). Instead of a suffixed derivative, speakers
may also choose a phrase, complementing the color word with a moderating adverb or
a parameter word (a word meaning “color of”) that functions as an adverb of emphasis.
Thus, the Estonian expressions mustjas, mustakas, mustapoolne, mustavéitu, musta juhti
(~ vuhti), mustanatu, musta tiimbd all denote the same semantic aspect ‘blackish’ (Oja,
1997:16-17).

As a rule, such moderative color terms are rather vague with respect to the hue that
they denote. The phrase hallikas riie ‘greyish cloth’ need not inform us of the real color
of the cloth at all, since it may refer to impurity of a hue. Hence, a moderative term may
bear a specifying function only if one is aware of which color category is implied. Mod-
erative names may also be found as first components of compound color terms in which
they qualify the hue in question, like in hallikas|sinine ‘greyish-blue, and punakas|kollane
‘reddish-yellow?
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2.2.2  Terms referring to secondary (non-hue) qualities of a color

Colors are often described by certain modifiers that refer to their lightness/darkness or
saturation, for example Est. ere ‘bright, vivid, kahvatu ‘pale, hele ‘light, bright, fair, kirgas
‘bright, radiant, mahe ‘soft, mild, sdrav ‘bright, brilliant, radiant, tuhm ‘dull, tume ‘dark’
In context, these may function as attributive components of agglutinative color terms, for
example erksaviirviline 6is ‘bright-colored flower’; heledad juuksed ‘fair hair’; or in dialect
usage: ilosa kirka karvaga riie ‘a beautiful bright cloth’; tume-eliline long ‘wool of a dark
tone. The most typical Finnic way to refer to light and dark colors as well as to colors of
different degrees of vividness is to use a compound or word combination consisting of an
adjectival attributive component and a color term.

In the Finnic languages the words for ‘dark’ fall into three semantic groups: adjectives
(1) characterizing only (or mainly) the darkness of color (e.g. Est. tume, tunkel, pime);
(2) expressing absence of brightness, in the first place, and darkness of color (e.g. Est. dial.
tinnd, tuhm); and (3) functioning both as separate color terms and with the meaning of
‘dark’ (Est. tommu, must).

Most of the Finnic adjectives marking lightness of a color are derivatives from either
of the two stems, hel- or val-. Both may take on the suffix *-k (*-kk), for example Est. hele,
elgas, elk; valus, vaalas, valss, valge, valkjas. Further, the meaning of the Estonian valge is
associated with both luminosity as presence of light, and ‘white.” Adjectives with the hel-
stem may also refer to brightness (high intensity) or brilliance, for example Fin. heled,
helakka.

High saturation of color is characterized in Estonian by the adjectives ere, erk, kirgas
‘bright, vivid, #iis “full, kiips ‘ripe, while the adjectives for a low degree of saturation are
hale, kahvatu, kahkjas, kahtjas, plass ‘pale’ (Oja 2001: 67-69).

The main semantic theme underlying the adjectives of lightness and darkness is the
amount of light. The concept of light (as present in colors) is expressed by the same words
as luminosity (Est. hele, helgas, valus) and the concept of dark is referred to as insufficiency
of light (tinnd, tuhm) or its absence (pime). Notably, along with being attributive of color,
some of those adjectives are used to characterize sound or intensity of sensation (e.g. pain
may be hele ‘shrill’ or tume ‘dull’), cognitive abilities (such as hearing, vision and acumen),
and even sharpness or bluntness of objects (e.g. of knife, axe, pencil, picket).

Adjectives of lightness or darkness, when added to the words denoting ‘black’ or
‘white” as the two extremes of the achromatic scale, serve to emphasize the high or low
degree of intensity or extremeness of the color. If the attributive part refers to the same
half of the lightness scale as does the basic component, an intensifying effect is produced:
hele ‘light’ + valge ‘white’ = ‘extremely white’; tume ‘dark’ + must ‘black’ = ‘deep black’
Conversely, the emphasis may be laid on the impurity of the color: tume + valge = ‘not
quite white, hele + must = ‘not ideal black’

The intensity of black and white is often referred to by adding adjectives for ‘grey’ or
‘blue. The former indicates poor saturation of a basic color (e.g. hallikasvalge ‘greyish-
white, hallikasmust ‘greyish-black’), whereas the latter emphasizes its high degree of in-
tensity (sinakasvalge ‘bluish-white, sinakasmust ‘bluish-black’). In addition, high color
intensity may always be expressed by reduplication of a color term, as in the Estonian
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dialect words $ini-sinin ‘extremely blue’ and valivalge ‘extremely white.” Although this for-
mative pattern is particularly common in the marginal sub-dialect of Leivu (Méger 1966;
Niilus 1938), spoken in an Estonian enclave on the Latvian territory, the construction is
not unfamiliar to standard Estonian.

2.2.3  Color terms with restricted reference

Most of the Estonian color terms are unrestricted in that they can refer to the color of
any substance. Exceptional, as in many languages, are nouns and adjectives denoting the
colors of animal coat or fur. Although Estonian dialects allow animal color to be discussed
in terms of unrestricted reference (e.g. hall ‘grey; must ‘black, punane or verev ‘red, beez
‘beige, helepruun ‘light brown, piimmeverev ‘dark red’), there are certain terms which are
used only or mainly to differentiate between domestic animals (in most cases, horses and
cattle) according to the color of their coat. Those words are korb, raudjas, ruske, tommu,
paat, leet, pleek, lepp, voik, kimmel, haabjas, suitsik, hiir, kurdss, tuhk(ur), asu and their
derivatives and compounds. There is no one-to-one correspondence between such Esto-
nian and English terms. The meaning of the specific terms for animal color are set out, to a
degree, in Table 1, enabling one to relate the name of an animal color to the corresponding
color concepts.

The division is, however, rather conditional. Table 1 overlooks many nuances (e.g.
pale, blackish, greenish, pinkish, bluish) and special features such as mixed-colored coat
(as in kimmel) or a dark stripe along the back combined with lighter sides (as in hiir).
The parentheses indicate partial presence of the color, usually expressed by moderative
derivatives like kollakas ‘yellowish, beeZikas ‘kind of beige.

Table 1. Semantics of Estonian special terms for animal color

brown grey beige yellow light brown red reddish-brown
or dark yellow

korb

° ° ° °
raudjas ° ° . .
ruske . ° ° °
tommu ° ° ° °
paat ° ° ° (o) ° ° °
leet ° ° ° °
pleek . . °
lepp . . °
voik ° ° ° ° °
kimmel ° ° ° °
haabjas . ° (o) (o)
suitsik (o) ° (o)
hiir (o) ° (o)
kurdss ° (o)
tuhk(ur) ° (o)

asu °
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Some of them, for example raudjas, korb, hiir, belong almost exclusively to horse color.
Although when speaking of horses one should also consider the color of the tail, mane
and forelock, the Estonian color adjectives are mainly associated with the color of the
coat. Along with denoting animal coat, the above terms may be used to refer to some
other natural substances of inhomogeneous color, such as human hair, wool, plumage, or
ripening grain.

Semantic sources of the color vocabulary

Discussing the semantic background or original motives of color-term formation, we can-
not bypass two major groups of words: comparison-based color terms, and adjectives
derived from the names of coloring substances. Among such, the Finnic material contains
numerous borrowings. Even the list of basic color terms includes loanwords acquired in
different periods (e.g. Est. pruun ‘brown, kollane ‘yellow; hall ‘grey’). Their use does not
always reveal whether it was the color-denoting adjective that was originally borrowed, or
a noun (denoting a basis of comparison or the name of a pigment) that has come into
adjectival use only later. Like other color terms, the loans also include some that are used
both as a noun and as an adjective, for example Est. kreem ‘cream; cream-colored, pur-
pur ‘red cloth; deep (sometimes purplish) red, tiirkiis ‘turquoise.” Along with direct loans
translation loans may also be encountered, for example Vot. kaunis ‘red, or Veps. kibed
‘red’ (see Section 2.1.2).

Not all these words have reliable etymologies to supply the naming motives. In the
case of old words it is even hard to tell indigenous derivatives from (adapted) loans. Our
studies have revealed, for example, that some Estonian words for animal color that bear a
resemblance to denominal adjectives have actually been borrowed as adjectives from Indo-
European languages (see Oja 2003, 2004). The foreign origin of terms for animal color
may also account for the curious fact that cattle and horses are referred to by different
color words (as they say in the Estonian Island dialect: hobu oli vaik, lehm oli leet ‘the
[yellowish] horse was called vaik, while the cow [of the same color] was leet’).

Comparison-inspired color terms

The most frequent semantic motive detected in the background of the Finnic color terms
is comparison. After all, any object of a color known to the communicators may serve as
a basis of comparison. By this mode of reference one can describe not only the hue (e.g.,
Est. kirsikas ‘cherry, rooste-karva ‘rust-colored, sambla-roheline ‘green like moss’), but also
the lightness/darkness, vividness and some other qualities of the color in question (e.g. Est.
lumivalge ‘snow-white, hobehall ‘silvery grey, sametmust ‘velvety black’). Morphologically,
a comparison-based color term may be either a compound word, a denominal suffixed
adjective, or a noun used in adjectival function.
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3.2

As for the favorite bases of comparison, the Estonian color vocabulary is dominated
by names of various natural objects, first of all plants, their flowers and fruits, but also
animals. Many adjectives have also been derived from names of substances, including
nonferrous metals such as gold, silver and copper (see Oja 1995). Dialect speakers often
use such nouns as initial components of compounds ending in (1) the parameter word
karva, viirvi, meaning ‘of color’ (e.g. Est. kullakarva ‘golden, taevakarva ‘color of the sky’)
or (2) a generic color term (e.g. tiirkiissinine ‘turquoise, kuldkollane ‘golden yellow’) (see
Oja 1998a).

In comparison-based Estonian compound terms the mode of compounding also has
a semantic function. The color shared by the object and its basis of comparison is usually
described by a compound with its first (attributive) component in the genitive case (e.g.
kirsipunane ‘dark red like cherry’), whereas nominative compounding emphasizes the high
(or higher than usual) intensity level of the color expressed by the final (basic) component
of the term (e.g. Est. liks ndost kirsspunaseks ‘blushed deeply’; literally ‘his face got cherry-
red’) (see Oja 1997:17-19). Saturation can be emphasized by comparison with an object
or phenomenon well known for the intensity of its color (e.g. Est. must kui ronk ‘black like
a raven’ or ronkmust ‘raven-black’; punane kui veri ‘red like blood’ or veripunane ‘blood-
red’).

Some attributive components used originally to denote the basis of comparison have
gradually developed into words of intensity. In Estonian dialects, for example, we find
tulivalge in the sense of ‘extremely white, tulimust meaning ‘coal-black, tuliroheline kleit
‘bright green dress, while fuli means ‘fire’

The number of comparison-based color terms is practically unlimited in the Finnic
languages. The existing patterns enable any speaker to make up new adjectives on the basis
of analogy. Of course, for the meaning to cross over adequately the communicators have
to share, on the one hand, the same implicit knowledge of the basis of comparison and,
on the other hand, the local system of color naming.

Color adjectives originating in the name of a coloring substance

Many names of specific hues are based on nouns denoting a coloring substance, usually
a dye. Some adjectives denoting certain colors originate in traditional plant dyes, some
others in industrial dyes of more recent origin: for example madarane ‘yellowish red dyed
with the roots of northern bedstraw’ (< madar ‘bedstraw’); purpur(ne) ‘purplish-red asso-
ciated with cudbear’; kosenill- or kooseni|punane ‘cochineal red’; potisinine and potiroheline
‘blue or green prepared in a pot with urine’; liina ‘aniline red.’

The local meaning of a borrowed color name need not coincide with its original
semantic background. For example, the word purpur ‘purple-red, crimson’ has been me-
diated into the Finnic languages by the Bible; in the Estonian dialect usage of this period
it was used to refer to bright red cloth.

The word violett (< Germ. violett) reached Estonia as the name of a purplish-blue
dyeing substance in the form resembling a piece of wood, and thus it came to be called
viiulitepuu, or viiulipuu (< puu ‘wood’). Most of the foreign color terms have undergone
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3.3

folk etymologisation resulting in phonetic similarity to one or another familiar word and
in structural similarity to a comparison-based expression. In such a case, the color de-
scribed need not be directly related to that of the substance in the position of the basis of
comparison. Compare, for example, the standard Estonian violett or violetne for ‘violet’ to
the dialect equivalents viiuldi virv, viiulite virv, viiulisinine, viiulipunane, viiulett, wherein
viiul means ‘wooden stick used as a spool” and ‘string instrument.

In Estonian dialects ‘annatto’ has been called ordenipunane literally ‘order red, or-
denikollane ‘order yellow, ordijaan, ort, while the Finnish dialect variants are orjaani,
ordijaani, olijaani, (< Orleans). ‘Claret, called bordoopunane (< Bordeaux) in standard
Estonian, sounds pordupunane literally ‘brothel red’ to a dialect speaker’s ear (Koski
1983:237; Oja 2001: 149).

A commercial ‘blue’ was called neiblu-, ~ neinpuu-sinine (Germ. neublau), and
pronksi- ~ ponksi- or pank|sinine (pronks ‘bronze’; ponks ‘candy’; pank ‘clod’). With the
passing of time, the origin of the word is dimmed in peoples’ minds, which supports the
process of the adjectival (color) sense gaining primacy.

The result of dyeing textiles, as we know, depends among other factors on the con-
centration of the dye. If the pigment is the same, the different tones produced by different
concentrations of the solution bear the same name. Thus, potisinine ‘pot-blue’ may be
light or dark, greyish or bright blue, while panksee has been described as ‘pink, ‘sky-blue,
’bright blue, ‘cornflower blue, ‘purple’ and ‘dark blue’

There is no distinct boundary between comparison-based names and names moti-
vated by the coloring substance, as the latter, too, can function as a basis of comparison.
From the morphological point of view, some combinations of a substance name and a pa-
rameter word (like Est. ordikarva ‘Orleans-colored, viiuli viirvi ‘violet-colored’) resemble
comparison-based color terms rather than those originating in the name of a coloring sub-
stance. This may even give rise to homonymy, producing phonetically similar color names
that denote different colors due to a difference in what is perceived to be their semantic
background. The Estonian word lehekollane (leht ‘leaf’ + kollane ‘yellow’), for example,
refers either to a greenish-yellow color resulting in dyeing with leaves (in which case we
have a compound motivated by the name of a pigment) or to the yellow of autumn leaves
(the case of a comparison-based color compound).

Semantic model

When modeling color term semantics, one should consider both aspects discussed above:
namely on one hand, the semantic categories expressed by the color terms, and on the
other, the background motivation of the name-giving process. Since the presented model
applies to a more or less synchronous situation, etymologies of stable adjectives (e.g. basic
color terms) are not considered here. Naming motives for denominal color terms formed
in the period in question are discussed. Distinct groups of terms are provided, including
moderative color terms and compound terms containing reference to whatever secondary
quality of the color. This model also covers the present-day Finnic color term formation.
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Since the Finnic color terms belong to an open system, a statistical diagram does not
seem appropriate here. As for other possible graphs, their legibility would certainly suffer
due to the complicated semantic relations to be modeled. This is why the following scheme
of the Finnic color naming system is presented in text form, listing the main (not mutually

exclusive) classes of terms and pointing out their mutual linguistic relations. The examples
come from Estonian.

First is the general grouping G — terms for the most general color categories: words
for red, green, blue, yellow, white, black, grey, brown.

The second grouping consists of all other color terms and is organized into three
sections (Sp, Part, and Sec) as follows:

1. Sp-

names for mixed tones and more specific color notions (Part — partial or limited hue

content in a color):

(a)

Color adjectives and their compounds:
Sp (oranz ‘orange’);
Sp = G + G (valge|hall ‘white-grey’);
Sp = Part + G (valkjas|hall ‘whitish grey’);
Sp = G + Sp (sinise|lilla ‘blue-purple’);
Sp = Sp + G (lilla|sinine ‘purple-blue’); Sp = Part + Part (valkjas|kollakas ‘whitish-
yellowish’);
Sp = Part + Sp (sinakas|lilla ‘bluish-purple’).
Colors described by nouns:
(i) NC-noun of comparison (PW — parameter word):
Sp = NC (kuld ‘gold’);
Sp = NC + PW (kulla|karva ‘golden’);
Sp = NC + G (kuld|kollane ‘golden yellow’);
Sp = NC + Sp (kirsi|korb ‘cherry-brown, sireli|lilla lilac’).
(i) NP — Noun of pigment:
Sp = NP (ort ‘Orleans, annatto’);
Sp = NP + PW (ordi|karva ‘Orleans’);
Sp = NP + G (madarapunane ‘bedstraw red’).

2. Part—words indicating partial hue content in a color (Mod — moderating suffix or word):

(a)

(b)

Deadjectival derivatives:

Part = G + Mod (punakas ‘reddish’);

Part = Sp + Mod (lillakas ‘purplish’).
Denominal derivatives:

Part = NC + Mod (kirsikas ‘almost like cherry’).

3. Sec-—terms indicating secondary qualities of a color:

(a)

Secondary qualities are referred to by an adjectival part of a compound (Adj — adjec-
tival component):

Sec = Adj + G ( tumelsinine ‘dark blue, ere|sinine ‘bright blue,” hele|sinine ‘light blue;
kahvatu|sinine ‘pale blue, mahelsinine ‘Nattier blue’);

Sec = Adj + Mod + G (tumedal|poolne sinine ‘darkish blue’);

Sec = Adj + Sp (tumellilla ‘dark purple,” hele|lilla ‘light purple, kre|lilla ‘bright pur-
ple, kahvatul|lilla ‘pale purple’);
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Sec = Adj + Mod + Sp (kahkjas|lilla ‘mauve’);
Sec = Adj + Part (kahvatu|kollakas ‘pale yellowish’).
(b) Secondary qualities are referred to by a noun:
Sec = NC + PW (raevalkarva ‘bright blue, ‘color of the sky’);
Sec= NC + G (veri|punane ‘bright red, ‘blood-red’);
Sec = NP + G (kaselehe|kollane ‘a light yellow as dyed with birch leaves’).

Conclusion

Based on the linguistic analysis of color terms in seven Finnic languages, we can describe
these as covering eight basic color categories. In general, the semantic system of these
color categories is rather similar across the languages considered. Some additional notes
are worth mentioning.

The semantic field of the Estonian punane ‘red’ is more restricted than its Finnish
cognate, since the lighter end of the former is subsumed under roosa ‘pink’ (cf. Fin.
vaalean|punainen ‘light’ + ‘red’).

In the eastern Finnic languages (part of Karelian, Vepsian and Votic dialects) the terms
for ‘blue’ have changed to mimic the Russian categorization of ‘blue, which is argued to
have two basic terms with separate semantic fields.

The possible earlier membership of the Finnic ‘red” and ‘brown’ in one meta-category
is revealed by the use of the terms with the stem rusk-, which in different languages may
mean either ‘red’ (Karelian), ‘brown’ (Finnish), or ‘reddish-brown’ (Estonian).

The earlier membership of the Finnic ‘yellow’ and ‘green’ in a common category is
still indicated by (1) the Livonian vi’iri ‘yellow” having the same stem and origin as the
term for ‘green’ used in the northern Finnic group, (2) the Karelian Ludian term keldaarie
‘green’ having the same stem as other Finnic languages use for ‘yellow; and (3) the Es-
tonian Hiiu-dialect term rohikollane (-koldne) referring to the color of green plants, yet
including components for both ‘green’ and ‘yellow?

Although in Estonian the standard and dialect color terms are both formed according
to the same pattern, one should pay attention to certain local semantic differences. In
South East Estonia, for example, the meanings of the words haljas, verev and vahane are
not quite the same as in standard Estonian. Across the Finnic area, semantic differences
between terms derived from one and the same root are even greater. This is exemplified
by the term haljas: in the southern Finnic language group the term denotes green plants,
while it is not semantically identical throughout the area of its distribution.

A lexical comparison of the Finnic languages reveals various relationships between the
cognates; in particular, oppositions between the Northern and Southern Finnic, or East-
ern and Western Finnic vocabularies; the historical ties of the South Estonian dialects with
the Eastern or Northern Finnic languages; contacts between the Finnish south-eastern di-
alects and the North Estonian dialects. The areal distribution of dialect color terms is
often (1) eloquent about neighbor contacts and (2) etymologically suggestive. A consider-
able number of Finnic color words are indicative of Indo-European contacts, in particular
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with Germanic and Baltic languages. It is noteworthy that these contacts are revealed not
only by the presence of loanwords, but also by similarity of underlying semantic categories.
Comparing the Estonian system of color term formation with that of the rest of the
Finnic languages, we find a lot of traits in common, for example the basic structure of
compound terms, moderative derivatives with adjectival suffixes, similar semantic back-
ground, restricted reference of some color terms. The Finnic color terms belong to an
open system as the existing patterns enable any speaker to produce new compound words
or derivatives without any need of explanation. Of course, proficiency in word creation
requires competence in linguistic rules. The cognitive model presented in the present pa-
per strives to describe, on the one hand, the semantic categories expressed by the Finnic
color terms and, on the other hand, the semantic background of color term formation.
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Color terms in ancient Egyptian and Coptic

Wolfgang Schenkel
Egyptological Institute, University of Tiibingen, Germany

The examination of the ancient Egyptian-Coptic color terms, their grammatical identi-
fication, their range of usage, and their etymologies permit the following conclusions:
There are four BCTs, all verbs, ‘black; ‘white, ‘red” and ‘green, as traditionally translated.
The focus of ‘red’ is in the red range and not in the middle of the red-with-yellow range.
The focus of ‘green’ lies in the green range and not in the middle of the green-with-blue
range nor in the pale green range. In the final, Coptic, stage, the partition of the red range
into ‘deep red” and ‘light-red’ must be assumed. The traditional written language allowed
additional place for further verbal color terms, but these never entered the colloquial
language as BCTs. Among these alternatives, the use of ‘lapis lazuli-colored, blue’ is strik-
ingly common; that of ‘charcoal-like, black’ and ‘golden’ is less common. Egyptian did not
develop a BCT for either blue or yellow. Basically Egyptian-Coptic remained at B&K Stage
Ia.

The ancient Egyptian and Coptic color terms in Egyptological discussion

In a discussion published well before the fundamental work of Berlin and Kay (1969), 1
concluded that ancient Egyptian and Coptic had four widely used abstract color terms
(Schenkel 1963): ‘black’ (kmm), ‘white’ (h¢), ‘red-with-yellow’ (#5r), and ‘green-with-
blue’ (w3¢), all of which were verbs (‘to be black, etc.). Based on morphological features,
a word for ‘yellow” was also postulated, but only in Coptic; etymological research has
since revealed that this was actually another word for ‘red’ (Coptic mros etc. < Egyptian
mrs/mis/*mns). All of the other color terms used in the comprehensive dictionary of the
ancient Egyptian language (Erman & Grapow 1926-1963) are concrete in the sense that
they only refer to specific categories of objects, as blond is generally used for hair, beer
and tobacco in some European languages, or they link the color with an object, as with the
Egyptian word for the semi-precious stone lapis lazuli (4sb¢) (noun), from which Asbé(.7?)
(adjective) ‘lapis lazuli-like, blue’ is derived.

A decisive impetus for my original project was content-related linguistics as represented
by Leo Weisgerber, who had an influential role in Germany, far beyond the University
of Bonn, where he was one of my teachers. Weisgerber stressed semantics — in contrast
to the then-dominant structural linguistics, which stood in opposition to semantics (al-
though the marginal Sapir—Whorf hypothesis enjoyed some support in the US). Strands
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of structural linguistics were, however, also included. One of the objectives was to orga-
nize the meanings of words through systems of opposition (semantic field theory), one of
the principal examples of which were the color words, one of the few areas of vocabulary
where the efforts were clearly successful, and my efforts must be understood in terms of
this structural approach.

Content-related linguistics perceived the world as linguistically divided. Colors were
not natural, but rather determined by language, and this, in turn, steers the behav-
ior of humanity with regard to reality. The original essay also delved into the striking
color substitutions in ancient Egyptian painting, which were documented but assumed
to be without purpose. The specific cases were those where one and the same object was
painted alternatively, sometimes red/sometimes yellow, or sometimes green/sometimes
blue (Smith 1949; Williams 1932). The logical conclusion seemed to be that red & yellow
and green & blue were not distinguished in language and thus that, although the Egyp-
tians could distinguish the hues visually, the objects could be painted with different hues
where the depiction did not depend upon the hue. In reality, of course, the link between
the language-based denomination of the color to be depicted and the choice of a color
cannot possibly be so simple. In any case, the choice of colors depended upon the mate-
rials available, which depended upon nature and technology. I would doubt the opposite
contention, namely that the choice of colors depends exclusively upon the colors available
(Blom-Boer 1994). The Egyptian artist would always have viewed the conceptual image
as decisive, whereas the visual impression would have been less important. This can be
illustrated by another example, neglect of the laws of perspective. An object in an ancient
Egyptian image can be unfolded so that it can be simultaneously viewed from different
angles, defying the principles of time and space. In the same fashion, the conception of
a color was decisive in selection, meaning that the categorical classification must have
matched a color term, which was mentally present. The issue of color substitutions merits
a new study. I would advocate that my own statistical estimates of color substitutions in
ancient Egyptian paintings should be replaced with more reliable data, but this must be
left to our colleagues who are more competent in the study of painting. This is not the
issue here, however, as we are concerned with color terms.

The Egyptological literature did not immediately seize upon my suggestion that a dis-
tinction be made between abstract and concrete color terms. Hermann (1969:362-373)
even suggested that the idea of the Egyptians having only four abstract color terms was
itself mistaken. He was unable to accept that ‘red’ could also be ‘yellow’ or that ‘green’
could also be ‘blue; or even that ‘black’ could also be ‘gray’ He did, however, point out (as
I did) that the Egyptian language permitted one to refer to yellow or blue by referring to
an object or substance of the relevant color. He did not accept the concept of a categor-
ical distinction between the abstract color words and other forms of color specification.
Hermann also suggested that there was a significant problem in the discrepancy between
the limited number of abstract color terms identified as opposed to the number of col-
ors visible in Egyptian art. No less conciliatory was the response of Brunner-Traut (1977)
who (like Hermann) composed a list of color terms (and substances) which was based on
German, and not Egyptian, so that the equivalents are the German abstract terms, sup-
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plemented by references to substances (e.g. ‘ochre colored’ or ‘lapis lazuli colored’). The
linguistic approach thus met with no understanding.

The question of the meaning of the color terms was again taken up by Baines (1985),
who was able to build on the theoretical structure established by Berlin and Kay (which
would also have been possible for Brunner-Traut, had she not excluded theory from the
outset). Baines concluded that Egyptian had four basic color terms (BCTs), ‘black’ (kmm),
‘white’” (h¢), ‘red’ (#37), and ‘grue’ (w3¢), which are clearly the same as those abstract color
words (based on the terminology of an earlier school) presented in my 1963 paper. Baines
was able to place this into a more universal linguistic system and thus to classify the ancient
Egyptian language at Berlin and Kay Stage Illa.

Unfortunately, the confusion between linguistics and pigments in the world of color
was not eliminated from the Egyptological literature by Baines’s use of Berlin and Kay. It
remains a fact that the linguistic insights of Blom-Boer’s (1994) work are not at the same
level as her knowledge of pigments.

In his explanation of the Egyptian color terms, Warburton (2007) stresses the relation-
ship with the real world, but also including Berlin and Kay and the subsequent discussion,
including Baines. According to his version, the ancient Egyptian terms are really related
to the colors of specific materials, namely precious stones, from which the terms would
be etymologically derived. There would thus be at least initially no abstract color terms,
but only concrete terms, so that, say, ‘grue’ (w3¢) would thus originally at least mean
‘malachite-like’ or ‘malachite-colored. Clearly this explanation does not contradict Berlin
and Kay: it is entirely reasonable to assume that in prehistoric times Egyptian stood at a
lower level of development than the historical Stage IIla. It is conceivable that the terms
must have been derived from something, and minerals are thus a reasonable suggestion. It
is, however, an entirely different matter when suggesting that the relationship between the
color words and the colors of minerals continued into historical times. The extent to which
the connection can be etymologically assumed remains to be discussed in the following
paragraphs and in Section 4.

We will divide the matter into three issues:

1. The issue of color terms in general and particular usage. The discussion will be based
upon the range of use dependent upon their roles as parts of speech, as a criterion for
distinguishing BCTs and nonBCTs (Section 2);

2. The issue of the general meaning of the color terms and the determination of their
specific focus (extension vs. intension) (Section 3);

3. The question of the etymologies, in Afroasiatic (Section 4).

Note that in the following discussion of ancient Egyptian matters, references to ancient
Egyptian texts (requiring a knowledge of ancient Egyptian and familiarity with text edi-
tions) will be cited in a fashion familiar to Egyptologists. These Egyptological references
are marked — and are not listed in the References (most of them can be found in Erman
& Grapow 1926-1963; Helck & Westendorf 1992).
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2.1

The basics: Parts of speech of the ancient Egyptian color terms

General notes on the parts of speech

Color terms in Egyptian and Coptic are either verbs or adjectives. For example, #3r is a
verb ‘to be red, while Asb¢(.7?) is an adjective, ‘relating to lapis lazuli, lapis lazuli-like, blue’
Verbs form participles, and thus adjectival verb forms. For example, #37 ‘to be red’ forms an
active participle #$r ‘being red, and, simplified, an adjective, ‘red. Verbal color terms can
thus appear in any syntactical context where nonparticipial adjectival color terms can be
used. Nonparticipial adjectival color terms, however, can only be used in adjectival roles.

In Egyptian, all adjectives can be used attributively, and also generally as predicates.
One can form the nominal phrases 7.t 5.t ‘red eye’ and 2.t hisb¢.t “lapis lazuli-like/blue eye’
from the verb £5r ‘to be red’ and the adjective Aisb¢(.7?) ‘lapis lazuli-like, blue’ (where the ‘¢’-
suffix is merely the feminine ending required to render the adjectives congruent with the
ir.t ‘eye, which is feminine). Adjectives can also be used as predicates, e.g., t5r ir.t ‘the eye
is red’ or fisb¢(.7) ir.t ‘the eye is lapis lazuli-like, blue’ The Egyptians particularly favored
constructions linking an adjective and a defining substance, whereby grammarians are
not in agreement as to whether the usage is adjectival or predicative: Hr.w 51 ir.tf. ‘Horus
with the two red eyes, Hr.w hsb¢(.i?) fr.ti ‘Horus with the two lapis lazuli-like/blue eyes.
These can thus be understood as ‘he who is red (blue) with respect to the eyes’ (adjectival)
or ‘he whose eyes are red (blue)’ (predicative). Verbal color terms can serve as adjectival
predicates using adjectival participles, but they can also be used as verbal predicates, and
thus in syntactic roles available only to verbs. Even if it is rare, verbal color terms can also
be used in different tenses, which is impossible for adjectives. Summarizing, we can say
that verbal color terms can be used more flexibly than nonparticipial adjectives, and thus
it can hardly be accidental that the ancient Egyptian BCTs were verbs: krmm, h¢, t5r, w3, ‘to
be’ ‘black, ‘white, ‘red” and ‘green, respectively. Additional verbal color terms will follow,
Subsection 2.3.

The parts of speech are also important for color terms since Egyptian-Coptic gradu-
ally lost the derived adjectival forms while retaining the category of the verb. In Coptic,
the final stage, the adjectives are only preserved as relics. The paradigmatic link between
the verbal color terms and the original derived participles and the possibility of using non-
verbal color terms in predicative function was lost. Verbal color terms could no longer be
used attributively (although adjectival relative clauses with verbal predicates could). The
BCTs were thus all available as verbs (whereby individual words were replaced and a fifth
BCT was added), but not the original adjectives. The verbal color terms were thus more
stable in terms of the history of language.

The digitalized slip archive (— DZA) of the Egyptian-German Dictionary (Erman
& Grapow 1926-1963) of the Berlin-Brandenburg Academy of Sciences and Humanities
[http.//aaew.bbaw.de/tla/] provides most of the important information beyond that of the
dictionary (Erman & Grapow 1926-1963).
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2.2

Explicit statements about the colors of objects

The abstract color terms appear as verbs in statements about the color of objects. Other
indications of color, particularly with reference to minerals, are nonverbal. The situation
is particularly clear in the schematic formulae of the so-called laboratory of the Ptolemaic
temple at Edfu. From the prescriptions we shall — in the sense of the points discussed
below Section 3 — seek those statements describing the colors of objects in the real world
(— Edfou II, 205ft.). The rules will be confirmed by additional references supplementing

those from Edfu.
The following verbal BCTs are found:

kmm ‘to be black’;

h¢ ‘to be white’s

51 ‘to be red’;

mrs$ ‘to be (light-?)red” (for the meaning, see Section 3).

The word w3¢ ‘to be green’ is not found here, which can be explained as accidental, but
perhaps also because the colors in the green—blue range are more precisely distinguished
with references to minerals.

As minerals and other objects can be found:

nb(.w) ‘gold’;

53 (.wi) ‘two-thirds gold’ (an alloy);

nb.w n(.7) sp-3 ‘gold of the third quality’;

nb(.w) nfr n(.7) h3s.t ‘fine Desert Gold’;

hrs.t ‘carnelian’ (which thus had a different color than the £r ‘red” found in the same tex-
tual context, possibly a yellow variety);

n$m(.t) ‘green feldspar’ (casual reference, — Turin Cat. 1966 [love songs], rto. 2, 4, prob-
ably for green);

hsb¢ ‘lapis lazuli’;

¢nh n(.7) sft ‘the color of the wings of the sft-bird’ (species undetermined).

In detail, the situation is as follows:

1. BCTs (verbs):
a. Clause with verbal predicate (Old Perfective):

twn=f ‘its color”:

km(.w) ‘is black’ (— Edfou II, 208, 1), km(.w) nht ‘is dark black’ (— Edfou I1, 207, 12-13;
207, 14-208,1);

h¢(.w) nht is bright-white’ (— Edfou II, 207, 1);

#5r(.w) ‘is red’ (— Edfou II, 205, 16; 206, 6; 206, 16; 207, 12-13; 207, 13), alongside

twn=f pw: tr ‘that is its color: red (or: being red?)’ (— Edfou II, 205, 14);

mrs(.w) ‘is (light-?) red” (— Edfou II 206, 1).

b. Attributive participle/adjective:

hr(.t)(?)=w m ‘their character consists of :

215
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2.3

twn t8r ‘red color’ (of mountains where gold is found) (— Turin gold mine map
[ASAE 49:3401).

2. Concrete color terms (colors of minerals):

a. Clause with nonverbal (adverbial) predicate; identification with mineral:

twn=f m ‘its color consists of :

nb(.w) ‘gold’ (— Edfou II, 205, 13; 205, 14; 206, 5; 206, 9);
hrs.t ‘carnelian’ (— Edfou II, 206, 3);

twn=sn m ‘its color consists of :
s3(.wi) ‘two-thirds gold’ (an alloy) (— Edfou II, 217, 4, not in the context of a prescrip-
tion);

also nonminerals as comparative material:

twn=f mf ‘its color is like that of :
twn (n(.0)) ¢nh (n(.f) sft) ‘the color of the wings of the sft-bird’ (— Edfou II 207, 7,
corrected after 207, 11).

b. Indication of minerals in noun phrase:

‘something is’ m/ ‘like:
twn n(.7) nb(.w) ‘the color of gold’ (— Edfou II, 207, 8; 207, 10; presumably also 207, 8;
twn (n(.0)) nb(.w) hn® k° ‘color of gold and k“ -mineral’;
twn n(.7) n$m(.t) ‘the color of green feldspar’ (— Turin Cat. 1966 [love songs], rto. 2, 4);
twn n(.7) hsb¢ ‘the color of lapis lazuli’ (of a lake) (— Nauri-Decree [JEA 13, PL. XL], 11);

‘something is’ m ‘consisting of :

twn n(.7) nb.w n(.7) sp-3 ‘the color of gold of the third quality’ (of copper) (— pHarris I,
78, 4-5);

twn (n(.1)?) nb(.w) nfr n(.7) h3s.t ‘the color (of) fine Desert Gold’ (of copper) (— pHarris
1,47, 4);

twn (n(.1)?) nb(.w) ‘the color (of) gold’ (of copper) (— pHarris I, 6, 9);

here also a comparison with nonmineral:

twn (n(.0)) tnh n(.7) sft ‘the color of the wings of the sft-bird’ (— Edfou II, 207, 11).

Color statements about objects

In statements about the colors of objects, the BCTs generally appear as participles or ad-
jectives, but occasionally in nonadjectival verbal forms, confirming their verbal character.
Concrete color words and nonbasic color terms are also used as adjectives, as may be
expected. There are, however, some cases opposing the basic rules. The usage was not
consistent throughout the history of the ancient Egyptian language. For etymological rea-
sons (more in Section 4) verbal usage cannot be assumed for the early period; the usage
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cannot be precisely defined. It must also be excluded for Coptic, the latest phase of the de-
velopment of the language. The issue of those textual contexts where verbal forms appear
is thus even more interesting: These are neologisms in the traditional written language,
not the colloquial.

The following can be deduced from the statements about the color of objects:

1. BCTs (verbs, participles):
a.  kmm ‘to be black’:

The word is generally used as a participle or adjective, even as a predicate. There are,
however, also references in which the word is used in a nonadjectival inflection at an epoch
when the adjectival category was still existent:

“Keep (imperative form, meaning Aton) him (i.e., the king) here (i.e., among us) until
the swan (?) turns black (r km), until the crow (?) turns white (r h¢ or r hé.t), until the
mountains stand up to go, and until the flood flows backwards, ...” (— Amarna IIL, IIJ,
6; XXIX, 10-13 (Synopsis: — Sandman, Texts from the Time of Akhenaten I, 9, 6-9));

‘so as to cause thee to be black (wn=t km.t7) like Horus, and red (z5r[.t]) (like Seth).

(— pChester Beatty VII, rto. 8, 4);

‘he is red(brown?) (wn=f t5r(.w)), but not (entirely?) black (n km=f)’ (— Edfou I, 208, 4);
‘his color is red(brown?) (fw=f t5r(.w)), and he is very black (dark?) (wn=f km(.w) nht)’ (—
Edfou II, 207, 12-13).

Additional references are in Subsection 2.2 above.
In Coptic the verb was still used, being fully inflected (infinitive and qualitative, kmom
etc.). The participle is preserved as a relic (kam etc.).

b. k¢ ‘to be white, later wbh ‘to be white’:

The verbal character of the color word h¢ ‘to be white” cannot be shown with equal clarity
or even the same abundance as earlier. Aside from the specific meaning of a color word
is the more general meaning ‘to become bright’ (meaning ‘dawn’), and in later texts the
meaning even appears as ‘to shine’ as the activity of the light of the sun. The verbal use is
common in this general meaning, and can be seen in the reference just cited for black, and
in Subsection 2.2 above.

Only the adjectival form of the word is preserved in Coptic (hat etc.). The verb is
replaced by another, which only appeared in the course of the historical development of
the language:

whbh ‘to be light, to shine’.

This only appears in the latest form of Egyptian using the original script (Demotic) as a
color word for white and is then used in Coptic in place of h¢ ‘to be white” (oubas). The
Coptic also used the adjectival relic of this verb (oudbs).

As an adjective, and exclusively as an adjective, for white Coptic uses another neol-
ogism, *cnw ‘beautiful’ (?) > Coptic alaou ‘white’ which has not been discovered in any
pre-Coptic stage of the language; even the origin of the word remains doubtful.

c.  t5r ‘tobered:
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The word is generally used as a participle/adjective, even as a predicate. There are, however,
also references where the word is used in a nonadjectival inflection at an epoch where the
adjectival category was still in use:

‘But as for any future king who shall overthrow any of my plans, and just says: “The lands
are under my authority (anyway), and they are mine as they were his,’ — (this will be) a bad
thing in the opinion of the gods. See, he will be accused (mk tw=tw r wsb=f) in Heliopolis —
they (i.e., those of Heliopolis) are the Divine Tribunal ... they will defend (/r=sn wsb) their
property. They will become red (#5r=sn) as firebrands, so that they may burn up (snwh=sn)
the bodies of those who fail to heed me; and they will consume (st r sswn) whoever upsets
my plans, to cast him (down) on the slaughtering-block of the Netherworld” (— KRI, 69,
2-6, after — KRI Translations I, p. 59; although one could structure the text differently, it
is a future verbal form: ‘they will become red’ or ‘they will be red” of the suffix conjugation
and not an adjective *‘they are red.’);

‘his body is red (4 .t=f tsr) like the color of gold’ (— Edfou II, 207, 8.).
Additional references have already been cited under kmm ‘to be black’:

‘he is red(brown?) (wnn=f tsr[.w]), (but) not (entirely?) black (n km=f)’ (— Edfou II, 208,
4);

‘his color is red(brown?) (dwn=f tsr[.w]), and he is very black (wn=f km[.w] nht)’ (— Edfou
11, 207, 12-13).

Although partially restored, a reference cited above (‘black like Horus, ‘red like Seth, —
pChester Beatty VII rto. 8, 4) is also highly indicative.

The verbal usage was also demonstrated in Subsection 2.2.

In Coptic the verb was in use, fully inflected (infinitive and qualitative 1613, tors etc.),
the participle surviving as a relic (¢6rs etc.) (Crum 1939:432). In addition, a redupli-
cating verb (trosr(e)s) is more frequent in Coptic (Crum 1939:432), although unknown
from Egyptian:

*18rsr, Coptic trosr(e)s ‘to be very (?) red’ (for more detail, cf. Section 3 below).
An additional Coptic neologism is:

mr$/mls/*mns, Coptic mro$ etc., and the like, Coptic ‘to be (light-?)red’ (for details, cf.
Section 3 below).

This is already known occasionally from Roman Egyptian (Demotic) as an adjective, but
it became a verbal color term (mro3); the adjective also survives in Coptic (mers etc.).

d.  w3¢ ‘to be green”:

Although doubt may be thrown onto the verbal character of the color term, the word
also means ‘to be fresh, to prosper, where the verbal character cannot be doubted. It is
therefore difficult to isolate cases where the use of the color term as a verb can be claimed
with certainty. On the other hand, logic would suggest that the verbal character of the
color term can be assumed, based on the verbal character of the alternative meaning.
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The word is preserved in Coptic with the same range of meanings as in Egyptian (ouot
etc.).

2. Concrete/Nonbasic color terms unknown in colloquial Egyptian and in Coptic, which
was closer to the colloquial:.
a.  eb (factitive) ‘to render like charcoal, to blacken’:

A verb ¢b can be found in the literary language of the New Kingdom (Erman & Grapow
1926-1963:V, 536, 4), but the verb is unknown in Coptic:

(label of a god) ‘he who makes the body black (charcoal-like) with charcoal’ (partici-
ple b with verbal actants) (magic spells in medical texts: — pHearst 11, 13; — med.
pLondon 16, 8)

b. hrs ‘carnelian-like, ‘to be red:

The word, hrs ‘carnelian-like, ‘to be red, is found in Ptolemaic-Roman literary Egyptian.
It is also used with respect to the eyes, metaphorically in the sense of ‘being angry or
furious’ (like #5r ‘to be red’), or ‘gleaming, glittering. It is not found in Coptic. Examples
(Erman & Grapow 1926-1963:111, 151,1-2; more references — DZA 27266750 ft.):

(caption above Horus of Edfu) ‘whose two eyes are carnelian-like/red’ (— Edfou I 31, 8,
participle hrs in a verbal relative construction);

with factitive meaning:

‘I make my two eyes carnelian-like/red (hrs(.7)=7), I make my two eyes red like /ns.7 textile
(ns=1)’ (— Edfou VI, 75,7-8; also 178, 3).

This quote also includes an example of the word #1s.7 ‘red, known from Ptolemaic-Roman
literary Egyptian (Erman & Grapow 1926-1963:1, 100, 5), but not from Coptic.

c.  mfk... ‘turquoise-like; ‘to be green’ (?):

The verb mfk is known from the Ptolemaic-Roman literary language with the meaning
‘to be glad, joyous, strictly speaking, ‘to shine’ (Erman & Grapow 1926-1963:11, 58, 3-5,
but cf. also I1, 58, 2), the meaning of which is derived from the glitter of faience, mfk3.t(7?)
‘turquoise-like. References where mfk can be understood as a verb include the participle in
most cases, and thus the adjectival usage, but this could easily be a nonparticipial adjective.
It would thus follow that no specifically verbal color term mifk can be identified (Erman
& Grapow 1926-1963:11, 57, 9-58, 1, and more detailed — DZA 239988201t.). This does
not, however, definitively exclude a verbal color word mifk ‘to be green. In any case, such a
word is not found in Coptic.

d.  hsb¢ ‘lapis lazuli-like, blue’:
A verb hsbt (< hsb¢) ‘lapis lazuli-like, blue’ is found in literary Egyptian from the New

Kingdom and the Ptolemaic-Roman period, but not in Coptic.
References from the New Kingdom (Erman & Grapow 1926-1963:111, 334, 20):

‘Nut (i.e., the personified heaven) is behind you (i.e., the sun-god, the sun), lapis lazuli-
like/blue (hsbt.17 ). (— BD Naville, 15A, 1 8);

‘Nut enters lapis lazuli-like/blue (hsbt.t(7?)) behind you. (— TT 65);

Your (i.e., the deceased to whom the text was directed) head is lapis lazuli-like (Asbt.y),

219



220 Wolfgang Schenkel

2.4

3.1

your hair is blacker than the doors of any star when eclipsed. Your hair places (?, $“m.w)
lapis lazuli over your face’ (— BD Naville, 172, 12).

References of Ptolemaic-Roman date with factitive meaning (only verb and object):

(of the sun) ‘who renders the fields lapis lazuli-like/blue (!) with his rays’ (— Edfou I, 106,
2-3, participle hsbr);
(of the sun) ‘who renders his fields lapis lazuli-like/blue (!)” (— Edfou I, 71, 11, participle
hsbt).

e. (frr ‘to be lapis lazuli-like, blue™:

A verb ¢frr ‘to be lapis lazuli-like, blue’ is known from the literary Egyptian of the
Ptolemaic-Roman period (Erman & Grapow 1926-1963:V, 300, 4), but not in Coptic:

‘(fields) being lapis lazuli-like/blue (tfrr. {w}(?)t(7?)) with (the plant) color-of-heaven (i.e.,
blue blossoming flax)’ (— Edfou IV, 31, 109,10-11; — Diimichen, Geogr. Inschr. IV, 118),
on ‘flax’ (cf. Meeks 1972:116).

Summary

Examining parts of speech that constitute color terms yields:

1. In all periods of the Egyptian language, four verbal color terms were in use, viz., ‘to
be’ ‘black’ (kmm), ‘white’ (h¢, later replaced by wbh, Coptic oubas etc.), ‘red’ (#5r), and
‘green’ (w3¢);

2. Beginning in the latest stages of the Egyptian language, the red range is partitioned
into two verbal color terms (to be specified below, Section 3): red (#5r), more pre-
cisely ‘(deep-?) red’ (*#37sr, Coptic trosr[e]s), and ‘(light-?) red’ (mr$/mls/*mns, Coptic
mros etc.);

3. At various times, the traditional literary language also formed verbal color terms
based upon materials, including ‘(dark-?) green, and above all in the blue range. These
latter are strikingly common. On the other hand, there are no terms which separate a
yellow range from the red range.

The identification of the meanings of the ancient Egyptian-Coptic color terms

Prolegomena

The philologist studying the texts of a dead language approaches the meaning of a word
initially through its use and its extension. Philology can establish the objects to which a
color term is applied. The philologist’s ability to reach the goal depends upon the sources.
The absence of a native speaker means that further confirmation cannot be marshaled.
One additional restriction under which the Egyptologist must work is that he can only
turn to real objects for orientation whereas the texts deal largely with nonreal objects
whose colors cannot be examined. It does not help him to know that the eye of the god
Horus can be white under certain circumstances, but also green, nor that there is a Horus
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with red eyes and a Horus with lapis lazuli-like or blue eyes. With white and green it is
not even possible to be certain that the colors are meant, rather than that the expressions
perhaps refer to shining and flourishing. Nor is it possible to be certain about the color
of real objects because it is not certain that a color aspect is the primary issue, and in the
case of, say, textiles, we may have a recognizable color reference, but not the actual original
color of the object, quite aside from the constant danger of an ancient error, where objects
will have had different colors in reality.

In the earlier work (Schenkel 1963), the decisive criterion of the distinction for the
purely abstract color words, the BCTs, was range of usage, the number of objects dis-
tinguished by a color word. It made no difference whether the color of an article could
be empirically determined or not. The range of abstract color words was reached by two
steps, establishing the translation equivalents in the German-Egyptian dictionary (exten-
sion) was followed by the projection of the semantic field of the abstract color terms onto
the real world of color (the Ostwald Color Cone) in such a way that the abstract color
terms thus covered the real world (intention).

Having recourse to the German Egyptian-German dictionary was legitimate because
the definitions were inferred from the references, with the Egyptian usage in describing
the world being given the primary role. This dictionary had the further advantage that dis-
crepancies between the scope of the definition of a word and its translation equivalent were
given a central role. Although certain dangers remained, the German Egyptian-German
dictionary clearly established that the focus of the term for the warm (red-with-yellow)
range lay in red, and the focus of the cool term in green. Since the main volumes of the
German Egyptian-German dictionary were completed in 1931, there was no possibility of
influence from Berlin and Kay. At the same time, projection onto the color cone distorts
linguistic reality as far as it does not take into account the focus of the color words, but
rather is a regression with respect to the earlier philological work.

Up to present, the discussion of the identification of color terms has neglected the
distinction of whether (1) an object is designated with a color word or a derivative, or (2)
is characterized using the color word. It is a designation when desert is described as the red
(#3r.t). Such — presumably prehistoric — designations cannot be pursued, but they do not
necessarily reveal the actual meaning which the color term has in the textual traditions
of the historical period. It can be possible that the focus of the color word has shifted
(see Section 4), and thus the desert differs from the focus of the color word known in the
historical period (red). The real pertinent meaning of a color word is certain where an
object is assigned a color, whether in the form of a predication or as an attribute.

Extension of the Egyptian color words

Note that only the specific references are cited here. References to the German Egyptian-
German Dictionary (Erman & Grapow 1926-1931) can be found in Schenkel (1963: 140—
143) and Brunner-Traut (1977: 118ff.).

221



222 Wolfgang Schenkel

3.2.1  Basic color terms
1. kmm ‘to be black/dark gray/brown’:

Characterisation of real world objects:

Dark gray granite described as ir km ‘black stone’ (Erman & Grapow 1926-1931:V, 123,
4; more references in — DZA 30595160 ff.; on granite, cf. Harris [1961:72-74]);

Flint;

The lizard (— pEbers 66, 18);

The sun-burnt harvester;

Designations of real world objects:

Km.t ‘Egypt, the dark gr. arable land of the Nile Valley in contrast to £357.t ‘desert’;
The black of the pupil in the eye.
2. h¢ ‘to be white, light’:

Characterizations of real world objects:

Limestone, described als Znr h¢ ‘white, light stone’;

Sandstone, described as mr h¢ n(.7) rwét “firm light stone’; in opposition to Warburton
(2007) I understand inr h¢ n(.7) rwé.t to be ‘white/light firm stone, a stone which is light
like limestone, but harder);

Milk;

Honey;

Bread (¢ h¢ ‘white bread’);

Teeth;

Designations of real world objects:

Silver;
hé.w ‘onions’;
hé.t ‘the white of the eye’ (in contrast to the ‘black’ pupil);
heé.t ‘the white crown’ (of the king).
3. #3r ‘to be red/brown/yellow’:

Characterizations of real world objects:

Carnelian/sard/chalcedony: Archaeologically discovered objects are flesh-red or reddish
brown, in Middle Kingdom and New Kingdom also yellowish (Nicholson & Shaw
2000:27). hrs.t tsr.t, traditionally translated as ‘red carnelian’ characterizes the darker vari-
ety (contrast to hrs.t h¢.t) (Harris 1961:121) and thus probably red to brownish (Nicholson
& Shaw 2000:27) sard (e.g. — pEbers 10,11);

Natron: hsmn t$r, traditionally translated as ‘red natron, “refers to red natron, so coloured
by some impurity, presumably an iron compound” (Harris 1961:195);

Myrrh: yellow to brown bits;

The medical description of ‘being red, and the derived word form #57 ‘reddening’s
Sandstone: ¢w 51, Arabic al-Jabal al-ahmar, ‘the red mountain’ near Cairo, a sandstone
ridge as an island in a limestone formation;

Mars, the red planet, personified as Hr.w f5r, traditionally translated as ‘the red Horus’
(Erman & Grapow 1926-1931:V, 489, 7);

Designations of real world objects:
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Blood, especially #5.w ‘blood’;

The sandy desert in £57.t, ‘mountain land, desert, savannah (?)’;

The flamingo: deduced from the hieroglyphic sign with the phonetic value f57;
.t ‘the red crown’ (of the king);

mr$/mls/*mns, Coptic mro$ etc. ‘to be (light-?)red’

The word is common in Coptic. The dictionaries vary in indicating the meaning between
red and yellow, or intermediate tones, bright red and blond have also been used as trans-
lation equivalents. In determining the meaning in the recent literature, the etymological
association with the Egyptian word, mns.t, for a kind of ochre has played a major role.
Whereas the earlier literature interpreted it as yellow ochre (also Schenkel 1963), red ochre
is increasingly preferred (cf. Baines 1985).

The references in the Coptic Dictionary compel a definition in the red range, but a
more precise determination is difficult since the Coptic translations of Greek do not seem
to consistently distinguish mro$ and the other words for red (tors etc., trosr(e)s) (Crum
1939:183). This makes an Arabic translation which is not in the Coptic Dictionary more
interesting. Jiirgen Horn drew my attention to a Greek-Coptic-Arabic word list (Scale)
where the Coptic adjective mers is translated into Arabic as ’$gar (— Paris, BNF, Copte
44, fol. 66 vso., 1l. 46 and 56) and thus something like ‘fair-complexioned, blond, reddish’
(among translations in Wehr 1979:562). Another Greek translation points in the same
direction: zanthor (read xanthén) (— Paris, BNF, Copte 44, fol. 66 vso., 1. 56) which the
Greek dictionary defines as “yellow, of various shades, freq. with a tinge of red, brown,
auburn” (Liddell & Scott 1940:1187b).

4. w3¢ ‘to be green’:
Characterizations of real objects:

Malachite and other green stones;

Green eye paint;

Plants, particularly papyrus;

Occasionally and not certain: the sky (— Philae I, 160, 5-6);

Designations of real objects:
The sea called w3 ¢ wr, “The great green”
3.2.2 Concrete color words/NonBCTs
For ins, mfk, hrs, &b in characterizations of nonreal objects, see Section 2.

1. ¢ms ‘red’ or the like:

Characterization of real objects, as variant of #3r:
The medical finding of reddening;
Designation of real objects, as variant of #37:
The Red Crown of the king;

Characterization, not real, but drawn from the real world:
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The backside of a baboon (cf. Edel 1956:74-76) whose ears are ¢5r ‘red’

The hieroglyph used in the writing of the word represents the writing utensils. The color
¢ms could thus be the red used in writing (as the Egyptians used black and red ink). Harris
(1961:227) suggested, however, that “The word is derived from the flower or fruit of some
tree, but cannot be identified precisely.”

2. ¢(w)r, wir ‘to be red’ or the like:

Designation of real objects, as variant of #37:

‘The red’ as designation for blood (Erman & Grapow 1926-1931:V, 386, 13).
3. hsb¢(.7?) ‘lapis lazuli-like, blue’:
Designation for real objects:

Blue cloth;

The adjective hsb¢(.7?) ‘lapis lazuli-like, blue’ is derived from the word for the material,
and is typically applied to nonreal objects, recalling the semi-precious stone or made of it,
and thus means blue:

Eyes, hair, head, horns, or even the entire figure of gods;
Accidentally, also for blue: of the heavens, but also for the greening of the fields (by the sun
whose rays render the fields 4sb¢(.7?)), compare this with Section 2 above.

4. (frr (.7?) ‘to be lapis lazuli-like, blue’:
Designation of real objects, possibly less a designation than a metaphor:

‘Very lapis lazuli-colored” (7:¢frr(.7?)) as a reference to the sky (in a religious text, — CT
VII, 220b).
5. nb.w(7?) ‘golden”:

Designation of real objects, possibly less a designation than a metaphor:

‘The Golden One’ (?) as designation for the sun (Erman & Grapow 1926-1931:11, 239, 8).

Summary

As the result of this investigation of the range of uses of the color terms, we can conclude:

1. Those words which were initially identified as abstract (kmm ‘black’; h¢, wbh ‘white’s;
t5r ‘red’; and w3¢ ‘green’) were the most widely used color terms;

2. The focus of t8r ‘red’ was in the red-range, and w3¢ ‘green’ in the green-range, as
traditional Egyptological interpretations imply, and not in the red-with-yellow or,
respectively, green-with-blue ranges;

3. For the final, Coptic, stage, the red-range was partitioned in *#3rsr/trosr(e)s ‘deep-red’
and mrs/mls/*mns/mros ‘light-red’s

4. All of the other, concrete terms have a restricted range of uses, largely restricted for
nonreal objects;

5. Inthe final case, the prestigious blue-range is highly significant.



Color terms in ancient Egyptian and Coptic

On the etymologies of the color terms

Following the earlier Egyptological ideas adopted by Hermann (1969), the abstract color
terms are derived from object-names: ‘green’ from papyrus-colored, ‘red’ from flamingo-
colored, ‘white’ from stone-mace-colored, ‘black’ from coal-colored. The origin of the
principle is less the etymological link between the color terms and the object-names
(which exists in at least two cases), so much as the hieroglyphic signs used as written sym-
bols to write the color words: papyrus and green, flamingo and red, stone mace and white
(coal for ‘black’ is an error). In contrast, deriving the abstract color words or BCTs from
minerals, particularly semi-precious stones, as does Warburton (2007), is more adequate
because such a link exists for the concrete color words or nonBCTs (Section 2 above).

In fact, however, in the case of the four existing abstract color words or BCTs, these
are not new creations based on ancient Egyptian givens. All four (or most) can be iden-
tified as verbs in the Afroasiatic languages, and thus must have been verbs in the original
Afroasiatic Ursprache. The following etymologies can be proposed:

1. kmm ‘to be black’:

Related to Syrian and (Talmudic) Hebrew *km ‘to be black’ (Takacs 1999:219; also accepted
in the critical review by Osing 2001:568);

2. k¢ ‘to be white’:

Related to Arabic shw, Hebrew and Syrian shy, shh ‘to be clear, light’ (Osing 2001:579).
The use as a color term would thus be an internal development in Egyptian, which would
also explain the continued existence of the meaning ‘to be light, etc.;

3. 85 ‘to bered

Related to Semitic shr ‘to be reddish’: Arabic (verb, stem XI) shr ‘to be white-red, yellow-
ish, (adj.) “ashar ‘yellowish-red, desert-colored’ (sahra’ ‘desert, ‘Sahara’), Syrian asohar
‘to blush’ (Schneider 1997:208). This etymology is a brilliant example of the “New Com-
parative” school of Otto Rossler, rejected by the traditional comparative school because
the phonetic changes are dismissed as impossible. However, should this be nevertheless
correct, the ancient Egyptian designation of the desert (£r.f, ‘the red (land)’) would be
derived from the same word as Arabic Sahara;

4. w3¢ ‘to be green’:

Related to Semitic and Berber wrq ‘to be green’ (first Ember 1930:9; today generally ac-
cepted, cf. e.g. [“New Comparative” school] Rossler 1971:316; [traditional school] Vycichl
1983:238).

These etymologies permit the hypothesis that Egyptian was already at Stage IIla in
prehistoric times.

The specific philologically based translations of the color terms of languages other
than Egyptian permit shifts of focus to be recognized. In historical times, the focus of #sr
‘to be red’ lay in the red range, but in the related Semitic languages it would appear to be
closer to the lighter yellowish-red range. Whether Egyptian or Semitic preserved the earlier
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focus can only be concluded on the basis of a study of BCTs in Afroasiatic languages, which
is beyond the competence of an Egyptologist.

Aside from the inherited BCTs, Coptic (the final stage of the Egyptian language)
produced two neologisms: oubas (etc.) ‘to be white, which replaced Egyptian h¢ ‘to be
white, and also the ancient Egyptian mrs/mls$/*mns, which became Coptic mros$ (etc.) ‘to
be (light-?) red.” The first is a shift whereby ancient Egyptian wb} ‘to be light’ was replaced
with Coptic oubas (etc.) ‘to be white’; the second is derived from the material red ochre
(mns.t).

The derivation of names for color terms in ancient Egyptian from object-names
is demonstrable in some cases for NonBCTs (traditional written language): Asbé(.7?)
‘(to be) lapis lazuli-like, &frr(.7?) “(to be?) lapis lazuli-like, blue, mfk3.t7 ‘turquoise-like,
green/blue.” Other color indicators of this kind appear, e.g., ¢cb(.7?) ‘charcoal-like, black’
None of these NonBCTs which developed in Egyptian was maintained; none were used
in Coptic.

The ancient NonBCTs in the red range (¢ms, é(w)r) are probably of Afroasiatic origin,
although a concrete etymology cannot be produced. Whether these were originally color
terms or derived from objects will obviously depend upon discovery of the etymologies.

5. Summary

The examination of the ancient Egyptian-Coptic color terms and their grammatical iden-
tification, the range of usage, and their etymologies permit the following conclusions:

1. There are four BCTS, all verbs, ‘to be” kmm ‘black, h¢ (later wbh) ‘white, r ‘red” and
w3¢ ‘green’s

2. The focus of #r ‘red’ is in the red range, as traditionally translated, and noted by
Baines (1985:283), and not in the middle of the red-with-yellow range, as argued
following the color cone approach by Schenkel (1963);

3. The focus of w3¢ ‘green’ lies, as traditionally translated, and noted by Baines
(1985:283) in the green range, and not in the middle of the green-with-blue range
as proposed by Schenkel (1963) on the basis of the color cone projection, nor in the
pale green suggested by the Berlin and Kay hypothesis;

4. In the final, Coptic, stage, the partition of the red range into *£5r$r/trosr(e)$ ‘deep red’
and mrs$/mls/*mns/mro$ ‘light-red’ must be assumed;

5. The traditional written language allowed additional place for further verbal color
terms (i.e., BCTs), but these were not preserved in Coptic, and thus they never entered
the colloquial language;

6. Among these alternatives, the use of /sb(.7?) ‘lapis lazuli-colored’ is strikingly com-
mon; that of ¢em(.7?) ‘charcoal-like, black’, nbw(.7?) ‘golden’ is less common;

7. The dominance of ‘lapis lazuli-colored, blue’ was inadequately treated by Schenkel
(1963) and Baines (1985), due to their methodological premises (semantic field
and B&K hypothesis), although recognized by the empiricists (Hermann 1969;
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Brunner-Traut 1977), and recently explicitly formulated (Quirke 2001: 187; Warbur-
ton 2007). However, these latter go too far when concluding that Egyptian developed
“a term translatable as blue before it develops a term translatable as yellow” (Quirke
2001:187). Egyptian did not, in fact, develop a BCT for either blue or yellow;

8. Egyptian-Coptic remains at Berlin and Kay Stage IIla. It must be affirmed that the red
range was further partitioned in the final, Coptic, stage.
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Basic color term evolution in light of ancient
evidence from the Near East

David A. Warburton
Department of Study of Religion, University of Aarhus, Denmark

Ancient languages rely on concrete and specific meaning rather than abstraction, naming
basic color categories differently than do the contemporary languages upon which Berlin
and Kay base their universalist evolutionary theory. The ancient languages named red
and blue with words transparently derived from precious stones; they applied these to
more than one basic category; and they exchanged these traditions, and sometimes the
terms. We find the evidence through interpretation of the same philological data used
to support conclusions favorable to Berlin and Kay’s thesis. Superficially, the validity of
Berlin and Kay’s thesis is thrown into doubt, as it would appear that it loses its “universal
character” due to the neglect of the nuances visible in ancient languages: application of
their hypothesis actually obscures the early evidence. Studying linguistic color expression
of antiquity contributes to understanding color expression, thus improving overall insight
into the evolution of color terminology.

Issues

Evidence from the earliest accessible languages provides a departure for any discussion
of the evolution and distribution of color terms. Given the inherent difficulties of the an-
cient Near Eastern Languages, the issue has been misunderstood and neglected. We discuss
such data as may be relevant to the mainstream theoretical discussion, warning against
potential bias among presuppositions of Berlin and Kay’s (1969) universal evolutionary
order, restated by Kay and Maffi (1999) and reviewed by MacLaury (1999). The contro-
versy centers on splitting of green-blue, especially on distinct terms designating blue, and
is compounded by the issues of loanwords and levels of abstraction. The concept of an
evolutionary sequence implies that words do not wander from language to language, but
rather that languages evolve separately, and that abstraction comes naturally.

Our material from ancient Egypt implies that a vocabulary of seven or eight basic
color terms persisted from the late third millennium BC. This complements evidence from
languages of the second millennium, Akkadian and Mycenean Greek, which show that
many color terms were known and that most were semantically concrete. We also find
grounds to suspect that a great variety and exchange occurred among these terminologies:
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the Egyptian color vocabulary not only included two words for ‘blue’ but probably the an-
cestor of the Indo-European ‘red’ term; Akkadian and Hittite adopted as a color term an
Egyptian nonchromatic natural object word; Mycenean acquired at least one color term
from Akkadian. Although these words arguably had abstract meaning, they certainly were
not used in the detached fashion of our modern experience. Our assumptions about ab-
straction may hinder understanding of color-term evolution. What we reconstruct of the
exchanges provides an alternative route to this concept, one via loanwords. This alterna-
tive has implications for the professed autonomy of the evolutionary sequence, and the
variety is particularly important for specific breaks in the blue and red ranges.

Berlin and Kay (B&K), basic color terms, and their order of acquisition

The theoretical divide lies between pre- and post-B&K. They offer a clear and coherent
analysis of the spectrum that enables us to match terms to hues in natural languages; it
suggests these equivalents are universal and hardwired. B&K argue for eleven basic color
terms that arise systematically through a predetermined increment of ‘black, ‘white, ‘red;
‘green, ‘yellow; ‘blue; and ‘brown, which is followed by naming ‘purple; ‘gray, ‘pink, and
‘orange’ in any sequence. This scheme contrasts with prior notions of a random system.

Neurological and psychological arguments

Jameson and Alvarado (2002, 2003) and Jameson et al. (2001) conclude that color terms
name perception of brightness, saturation, and hue. They also confirm that perception and
vocabulary need not match. It is obvious that the expression of perception is linguistically
dependent, but the reality of perception in terms of brightness, saturation and hue is also
confirmed. Based on Greek and Latin, Lyons (1999) argues that colors are not real, rather
they “are the product of the lexical and grammatical structure of particular languages.”
Thus, he collides with the neurological research as well as with B&K’s anthropological the-
ory that rests upon it: that remarkable regularity prevails in naming the spectrum. A link
between perception and hardwiring of the partitions for color vocabulary is championed
by adherents of the B&K method (cf. MacLaury 1999).

Some authors are prepared to recognize the validity of the B&K system, and they
assume that certain languages present exceptions, for example, as Quirke (2001) suggests
for Egyptian. Others find languages with features incompatible with B&K’s projections, as
does Paramei (2007). Still others take such exceptions to annul B&K’s approach and argue
in favor of a different system, as does Saunders (2007).

Our approach uses a sample of ancient evidence, suggesting that aspects of the B&K
methodology require reexamination. Accepting the link between perception and expres-
sion, we shall assume that color vocabulary reflects neurologically based perception be-
yond the influence of culture. Our objective is to argue for the integration of the ancient
data into the modern debate, since the evidential and theoretical threads have failed hith-
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Table 1. Brunner-Traut’s list of Egyptian color terms.

black white red yellow/orange/red green blue variegated
km hd dsr kt w3d hsbd s3b
db tms knit mfk3t jrijtw

ir nb

jmiw
jns

jdmit

mhnmt

Table 2. Schenkel’s list of abstract Egyptian color words.

red black white green variegated

dsr km hd w3d s3b

erto to come together. In contention is the extent of the color vocabulary used in ancient
Egypt, where neither theory nor its neglect have improved our understanding. A popular
misconception assumes that color terminology in Egyptian and other early languages was
extremely limited (e.g., Baines 1985; Landsberger 1967; Lyons 1999; Schenkel 1963). This
has prevented the recognition of key elements relevant to the debate.

Egyptian color terminology

Scholars have taken two approaches to color vocabulary in ancient Egypt. The traditional
method has been philological and unsystematic, with authors noting various words that
appear to have been used as color-terms, listing them in accord with modern usage. In-
evitably, many words are found, as for ‘black, ‘white, ‘red, ‘yellow/orange/red, ‘green,
and ‘blue. Brunner-Traut (1977:118-120) lists some 17 terms for these colors and their
shades, aside from a word for ‘variegated, as seen in Table 1.

The theoretical method is based on the B&K system (Baines 1985) and pre-B&K sys-
tems (Schenkel 1963). Schenkel examined the use of several terms to find five of them
“abstract color words,” those in Table 2.

Baines effectively recognized Schenkel’s work, assuming the validity of Schenkel’s
identifications and the validity of the B&K acquisition sequence; Baines transformed
Schenkel’s “abstract color words” into “basic color terms.” This allowed him to argue that
the absence of a word for yellow rendered usage of a word for blue impossible, and thus
he classified the Egyptian color vocabulary at Stage III with a single term for green and
blue (grue). He made a similar case for Akkadian, based on Landsberger’s (1967) con-
tributions. Whereas Baines assumed the validity of the B&K system and thus excluded
blue, Quirke (2001) argued for blue but suggested that ancient Egyptian departed from
the B&K system.

In narrowing the vocabularies, the difficulty is the presence or absence of a sepa-
rate blue and its relation to yellow and green, because Stage I (black, white) and Stage
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II (add red) are rarely controversial. By applying this B&K system of color terms and their
evolutionary sequence, Baines (1985) obliged himself to deny blue in Egyptian because
yellow is absent, a dilemma compounded by the likelihood of an ancient word for ‘blue’
(Quirke 2001; Warburton n.d.). Equally tortured is Baines’s suggestion of Egyptian w3d
= ‘grue. This is usually understood as ‘green, but the B&K system predestines that Baines
interprets it as signifying ‘green-blue’; whereas his Akkadian equivalent is warqu = ‘grue;
which Landsberger (1967) glosses ‘green-yellow.’ Baines with B&K’s theory forces the color
terminologies into a preconceptualized straightjacket. There is a fundamental problem.

Baines’s prestige commands that his arguments against ‘blue’ be placed in context; it is
unclear from his text that these involve peculiar twists. One of them is the implication that
his survey covered the use of color per se. Like Schenkel (1963) before him, Baines restricts
his discussion of colors in art to painting. Thus, he avoids the matter of jewellery, amulets,
and other lapidary. He therefore implies that blue was unknown before “its introduction
in the form of an artificial frit around ca. 2550 BC” (Baines 1985:286). But turquoise and
lapis lazuli inlays and jewellery emerge from the fourth millennium BC, over a thousand
years before 2550 BC and hundreds of years before the earliest Egyptian writing. Further,
the frit was in use from the beginning of Dynasty III (which Baines dates ca. 2650 BC).
Contrary to Baines, blue cannot be denied “in the earliest material.”

Baines also doubts that ‘blue’ had symbolic value, necessarily so as he denied that
blue was in cultural usage. However, the terms ‘lapis lazuli’ and ‘turquoise’ were used with
symbolic meanings (Warburton n.d.). One of the first attested uses of the blue artificial
frit was for creation of an artificial sky in the subterranean tomb of king Djoser at the
start of Dynasty III (Lehner 1997:92), which dates to before or around 2600 BC in every
current chronological system, antedating the earliest complex texts written in Egyptian.

Conscious of the B&K theory but drawing on both archaeological material while
employing the random philological method, we (Warburton n.d.) propose an elaborate
ancient Egyptian color vocabulary. See Table 3.

The analysis of Table 3 differs from those of Tables 1 and 2 in proposing two terms for
blue and two for red plus a term for yellow. Our point of departure is the ancient mate-
rial, not theory. From the usage, it would appear that conceptual terms designating colors
might be anticipated, although hardly proven. We generally assume that it is necessary for
additional references to supplement this preliminary suggestion. Although debatable, we
do not employ a method that differs fundamentally from philological practice throughout
Egyptology. Only our conclusions differ from those of other approaches, as is familiar in
science. Therefore, based upon philological methods practiced for over a century, we offer
that ancient Egyptian color terminology includes more words than previously proposed.

Table 3. Warburton’s view of ancient Egyptian color vocabulary.

black white bright red light red green yellow dark blue light blue

km hd dsr rwdw w3d nbw hsbd mfk3t
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Akkadian

In what is now Syria and Iraq, Semitic Akkadian was widely spoken during the second and
third millennia BC, another of the earliest Near Eastern languages. Landsberger (1967)
discusses its color terminology, and finds words for only ‘black, ‘white, ‘red-brown, and
‘green-yellow. But here we examine the dictionaries (Black et al. 2000; von Soden 1965-
81) to compile the terms in Table 4.

Table 4 displays almost 60 terms related to color. Some refer to specific items (e.g.,
takiltum is ‘blue wool, damum is ‘blood, hence ‘red wine’). Like ourselves, most ob-
servers have dismissed terms with such meanings as ‘blood-red” and ‘charcoal-black’ as
color words in Egyptian, and thus many terms of similar referents can be eliminated from
Akkadian color naming. It is difficult to identify color nuances in Akkadian, even where
a color term is recognized, since it requires (1) extensive work to identify the terms that
maintain a color significance and (2) facing the challenges of relating this to color through
the archaeological material from Mesopotamia, where neither the textual nor the archae-
ological material permits the quality of comparison between art and color vocabulary that
is routine for ancient Egypt. Together with M. Casanova, we envisage examining this in
the future.

Importantly, there are Akkadian words for ‘blue’: ugnu and khashmanum. Both are
related to semi-precious stones, ugnu being derived from the word for lapis lazuli. In par-

Table 4. Akkadian color terms.

bright, dark, red yellow blue/ white green/ gray  black
shining  gloomy red-brown/ blue-green/ green-yellow
red-purple blue-purple
ebb adaru  argamanu  azupirum  burumu litu (w)araqum  Sibtum  sallamu
helu daamu  adammu eSmare khasmanum  papparum
nabatum ekelu  emeru sinkadru  hinziribu pesu
nagalu  etu damum Samsu qunu pusu
napardu  hasu kanasum Sipu takiltum
nawaru  pihatu  karanu (w)araqum uqnu
setum salmu  makru warqum zagiddurum
Salummu marhallum — wurqum
pelu
pendu
rasum
samum
sedum
siamum
sumu
sarpu
serpum
singabru
sippu

tabarrum

233
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allel usage of two ‘blue’ terms, one is known to designate ‘dark blue (lapis lazuli)’, which
permits us to establish a contrast. Durand (1983:222-223) notes that khashmanum distin-
guishes a shade of ‘blue, “less intense than lapis lazuli”. It is, however, rare that such cases
are demonstrable; thus, nuances clear to the ancients remain obscure to us. This implies
neither that the numerous terms conceal a complete list of eleven basic color terms nor

that the Akkadian was imprecise in partitioning colors.

Mycenean Greek, Homeric Greek, and classical Greek

Approaches to the color vocabulary of ancient Greek have taken different routes. One is
the traditional philological approach represented of Lyons (e.g., 1999), who linked Home-
ric and classical Greek terminologies and compared them with that of classical Latin. More
recently, Blakolmer, Nosch, and others (personal communication) have undertaken anal-
ysis of color terms in the Linear B Mycenean texts of the second millennium BCE, and
they have linked them with those of Homeric and classical Greek. We first turn to Lyons’s
analysis of the possibilities, which are based on familiar philological premises and whose
data appear in Table 5.

Lyons records that Gladstone (1858) identified the Homeric adjectives of color in
Table 6.

To these, we would add khloros and polios, bringing the terminology in classical Greek
to ‘white, ‘black, ‘yellow, ‘red, ‘blue; ‘purple; ‘scarlet, ‘green, and ‘gray. Viewing this
same data, Lyons (1999) indicates the deficiency of Greek with respect to blue by em-
phasizing that no single term seems suitable. The difficulties of the vague ‘greens’ and
‘blues’ (kuaneos, khloros, glaukos) remain but should not deflect attention from a possibly
more important aspect in partitioning the spectrum: multiple ‘reds’ (eruthros, phoinikos,
porphuros).

Blakolmer, Nosch, and colleagues take another approach by which they link Homeric
Greek of the first millennium BC with the Mycenean Greek of the second half of the second

Table 5. Lyons’ list of Homeric and Classical Greek color terms.

yellow-orange-

white black grey brown red blue-purple  green
argos kelainos glaukos  aithén daphoinos halourgos prasinos
leirioeis ~ melas polios krokétos eruthros kuaeneos khléros
leukos katakorés  phaios xanthos miltos orphninos okhros

xouthos poprphureos

purrhos rhodoeis

sandarkinos phoinikoeis

oinops

Table 6. Gladstone’s list of Homeric Greek color adjectives as reported by Lyons.

leukos melas xanthos eruthros kuaneos porphuros phoinikoeis




Ancient evidence from the Near East 235

Table 7. Mycenean Greek color terms of broadest use.

bright, white white red purple
re-u-ko pa-ra-ko e-ru-to-ro po-ni-ki-jo
(leukos) (phalaros) (erythros) (phoinikeos)

millennium BC, known from the texts in Linear B. Blakolmer (2000:226) tenders 39 words
in Mycenean Greek as possibly related to color. As in Akkadian, many of the Mycenean
words refer to textiles but not to other objects. These include terms which later name
color irrespective of context: melas, leukos, phalaros, erythros, rhodeis, argos, polios, xanthos,
phoinikos, porphuros, poikilos, and others. All color words used in classical Greek are traced
to terms in Mycenean Greek, and all of those used in Mycenean Greek are contextualized
to object categories, such as plants or textiles. Most of the words are related to specific
articles, but some overlap color categories, as shown in Table 7.

It is extremely important that the words for ‘black; ‘green, ‘blue, and ‘yellow’ are not
used in the Mycenean Linear B texts with reference to more than two categories; whereas
two terms for ‘white’ and two for ‘red’ appear in Table 7. The evidence implies that many
of the Mycenean color terms are directly linked to one or another type of material and that
the idea of color as an abstracted property has not yet arisen.

In sum, different analytical and chronological approaches show that both Mycenean
and classical Greek named red and blue with multiple terms, and that these languages did
not reduce those parts of the spectrum to a single term. It further implies that not only
the ‘blue’ problem but also the division of the red spectrum requires our attention.

Summary of ancient evidence

The ancient evidence manifests six points that require attention.

1. The written languages pose problems incomparable to those faced by anthropologists.
These languages are those of the elites, and the sample is not random.

2. Verification usually is impossible. Only where chance preserves the physical traces of
color represented in vocabulary are the nuances familiar to the ancients recognizable.
In Egypt, tomb paintings preserve the colors and facilitate a link with the vocabu-
lary. Many of the terms in Akkadian and Mycenean refer to textiles, which are rarely
preserved and more rarely allow original colors to be identified.

3. Color words in written ancient languages had a meaning that differs from the fashion
in which modern color words are employed. Dismissing any potential color signifi-
cance in an ancient word requires proposing an alternative meaning.

4. Sources are dissimilar: administrative documents, poetry, and religious texts preserve
different vocabularies and systems of symbolism. Different texts will reflect diverse
purposes, as well as the thoughts of distinct classes. A term written into poetry by
literati may not mean the same for an illiterate listener.

5. The written languages reveal a gamut of color terms. Some are more abstract than
others, but many are closely linked to specific materials or objects. Virtually all essen-
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tial color terms for ‘blue’ across the ancient languages are linked to concrete objects.
The significance of this may only become apparent when discussing loanwords. Any
analysis of the evolution of color terminology must take account of both loanwords
and partitions.

6. The ancient written languages demonstrate partitions in the blue and red spectrum
which are not appreciated by the B&K model, which assumes a single basic color term
for ‘red’ and another for ‘blue.’

Evidence of Egyptian colors

The ancient evidence has been handled philologically rather than analytically. The ac-
cepted meanings of words have been a matter of convention, and the methodology pre-
vents separation of abstract color terms. We predicated our proposal upon the same
philological methods as other scholars. There was no consensus, except that analysis of
the terms was subjective. Discussion would digress to comparison of authorities, as we
could only state that a color term meant what an authority stipulated. Outsiders could
not evaluate.

Our hypothetical spectrum was based upon a systematic interpretation of a random
sample of texts. In order to test the hypothesis, all possible sources of interference had to
be removed. This was impossible because there was no way to verify the data: the sources
could not speak for themselves. A survey of all ancient Egyptian was hindered by uneven
preservation.

It was therefore decided that well preserved genres would be preferred. This meant text
corpi such as the Book of the Dead and the Pyramid Texts were the only possible means.
However, the Book of the Dead and the Pyramid Texts represented separate periods and two
different genres, the former being private and from the second millennium, the latter royal
from the third. Confusion could have arisen from the procedure of comparing these or
incorporating them into one data set. The issue of concrete objects as opposed to abstract
terms posed a further obstacle.

It was further decided that (1) every single spell of the Book of the Dead (Naville,
1886) be examined, and all possible terms be recorded. This corpus of private texts on
the Netherworld would be supplemented with the contemporary sources available in two
other collections: (2) the corpus of solar hymns in private tombs (Assmann 1983) and
(3) the Amduat (Hornung 1987-1994), the royal texts relating to the Netherworld. The
three genres should provide an adequate basis, and all three were contemporary, dating
to the New Kingdom (ca. 1500-1100 BC). This would reduce superficial randomness
in the sample (although skewing remains due to the unequal preservation) and afford
it breadth while precluding incomparable material. Regular occurrence of color terms
becomes highly probable, which favors such genres.

There was no chance of contradiction between our analysis and existing proposals,
because we had agreed with the consensus, merely arguing that additional terms were
color terms. The selection of words and texts would, thus, not be subjective even though it
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remained difficult. Many Egyptian words can appear as causatives of other words or with
meanings that vary in degree of abstraction, or they may be homonyms of unrelated form.

The issue of concrete versus abstract was easily resolved, as one spell of the Book of the
Dead contained a reference to ‘green wings, wherein the color word was determined with
the symbol signifying stones rather than the abstract determinative. Using the concrete
measure of exclusion would rule out the word translated as ‘green,” which could bias the
data toward our interpretation. All such references would therefore be included. In an-
other case, the text called for writing in ‘lapis lazuli. Since the Egyptians never used lapis
lazuli as a pigment, this could only be an abstract reference. All such references would
likewise be included.

It was also decided that well-known expressions employing familiar words (as for
‘white crown, ‘black land, ‘great green’) would be included. These inevitably draw on the
recognized terms. This would preclude that the terms we added could assume dispropor-
tionate representation. However, all uses as causatives would be excluded, for example ‘to
cause to be green, white, red.” The sample should, then, be representative and available to
any scholar, and the experiment should be repeatable by any.

Results

The first result of our examination of the texts appears in Figure 1. The distribution of the
color terms in the texts is irregular. Comparative absence of ‘black’ is because the word
used in the Amduat to oppose ‘white (light)’ is not ‘black’ (k) but ‘darkness’ (kk.w).
In the Pyramid Texts, the opposition of ‘black’ and ‘white’ is striking and repeated (e.g.,
Sethe 1908, I: 22-24), so that this reflects a specific style and genre rather than the use of
those colors.

The second result is the philological finding that the ancient Egyptian word cus-
tomarily translated ‘green’ and interpreted as ‘grue’ never applied to the sky, and that it
occurred no more than the word for ‘lapis lazuli” Conversely, the words for ‘lapis lazuli’
and ‘turquoise’ were used with reference to the sky; turquoise with respect to the dawn
sky and lapis lazuli invariably associated with the sky goddess Nut and with the night sky.
Such references accord with neither the claim that the Egyptians did not separately name
‘blue’ nor the assertion that they used the word for ‘green’ to cover the blue spectrum.

The clear interpretation is that the Egyptians used two words for blue and that they
did not understand the term widely translated as ‘green’ as covering blue. This conclusion
is complemented by the Pyramid Texts (Sethe 1908, 1:292) that oppose w3d ‘green’ and
mfk3.t ‘turquoise’; the Book of the Dead opposes w3d ‘green’ and hsbd ‘lapis lazuli blue ink’
(Budge 1910, 11:263, 1990:199; Naville 1886:pl. CXIII:9; Naville 1886:pl. CLXVII: 16).
The opposition of the traditional word for ‘red’ to ‘dark blue (lapis lazuli)’ with respect to
eyes appears in the Book of the Dead (Spell 177).

Adjusting the data to exclude fixed expressions such a ‘black land” (meaning Egypt),
‘red lands’ (foreign countries), ‘great green’ (sea), ‘red crown’ (Lower Egypt) and ‘white
crown’ (Upper Egypt) provides a remarkable spectrum in which lapis lazuli follows gold
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Figure 1. Distribution of color-term usage in three texts plus totals.

and silver when preceding ‘green.’ The sequence of ‘gold, ‘silver, and ‘lapis’ represents the
sequence of values assigned to these articles in Egypt. That green precedes lapis lazuli is
curious but corresponds to the value the Egyptians assigned to green stores. We had orig-
inally argued that names of colors were derived from precious metals and semiprecious
stones, and this sequence seems to confirm it (Warburton n.d.).

This analysis is based on different genres of contemporary religious texts from the
New Kingdom. From that period, there are also literary texts, administrative texts, and
historical records. For comparison, we surveyed the Late Egyptian Stories (Gardiner 1973),
which are coeval with the religious texts, seeking the same words discussed above, those
from the second half of the second millennium BC. This genre can be further com-
pared with the Middle Egyptian Stories (Blackman 1972) of the first half of the second
millennium BC.

The literary material suggests that ‘black’ appears almost only because it was part of
the word for Egypt, ‘the Black Land.” The word for ‘white’ appears because it forms part of
the word for dawn but otherwise only to name the metal silver or in terms composed of
this sense, such as ‘White Crown’ and “Treasury. The term for ‘green’ appears only in the
name for sea; ‘black’ and ‘red’ appear once each in the Middle Kingdom in geographical
names. The word for ‘gold’ is used only for the metal, as the word for ‘lapis lazuli’ applies
only to the mineral.

In the literary texts of the second half of the second millennium, not a single word
serves as a color term. The term for ‘green’ does not appear; the word for ‘sea’ used in
the concurrent dialect was not the earlier ‘Great Green, rather the Semitic loanword yam.
Curiously, the ‘green’ meaning of ‘grow, flourish’ is also absent, this role being assumed
by the alternative word for ‘light red.” The ordinary word for ‘bright red’ fails to appear in
any context.
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Figure 2. Color-term usage in Middle and Late Egyptian Stories.

In literary usage, colors did not constitute a category. Figure 2 compares the propor-
tions at which their referents occur in Middle and Late Egyptian Stories.

Hypotheses of color terminology

The foregoing evidence will support our discussion of the color terminology in Egypt,
whereby we shall extend our interpretation to more general claims based upon the signif-
icance and use of early loanwords. Our hypothesis asserts that the ancient Egyptian terms
had meanings and that they were those that we propose. Otherwise, either an alternative
interpretation must take its place or the very relevance of the evidence must be dismissed.
We argue, further, that the meanings are linked to a system of color terms. Previous work
has relied on simple and unsystematic philological methods, and our original hypothe-
sis was developed using these. We have merely added a systematic presentation of data.
Also, for its circular logic, earlier work precluded identification of blues, reds, and yel-
lows because these concepts had not appeared in dictionaries. We advocate amending this
lexicographic deficiency.

Mycenean Greek color terms abound across the red—yellow and blue—green segments
of the spectrum. The color vocabulary of Akkadian likewise indicates a broad assortment
of terms, as does the Egyptian. In the advanced Near Eastern civilizations of the second
millennium BC, languages named these gamuts with rich terminologies.

239
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Evolutionary schemes

The B&K system postulates that individual languages evolve separately and that loanwords
do not play a fundamental role in color vocabulary. But the premise of an evolution-
ary scheme must be seen in context. The ancient Egyptians lived a long time prior to
the contemporary peoples who have preserved antiquated color schemes. These latter-day
peoples do not live in technologically advanced societies, and they might employ simple
schemes for designating colors (e.g., MacLaury 1999: 19-20). But such modern simplicity
does not attest that ancient peoples used schemes of equivalent simplicity. Some ancient
peoples were highly developed on a social plane, regardless of how their economies and
technologies compare to those of the current world. The elites of ancient peoples used
a variety of materials and colors in their art, and they communicated about them in a
sophisticated fashion.
Modern languages may differ from ancient tongues in resources:

World and classical languages thus provide richer resources for communicative subtlety
than do local languages in that the former frequently offer a larger variety of names for
a given thing, depending on the level of abstraction at which the speaker wishes to place
his description and the features of the denotatum or denotata to which he wishes to draw
attention. (Kay 1977:24)

But the level of social development in ancient Egypt implies that its elite had the support to
cultivate language and thought. Their artifacts reveal unparalleled creativity. Their written
languages may have been more precise than many modern colloquial tongues. However,
ancient languages differ in accessibility from even the peasant languages within the cur-
rent, rapidly changing, globalized milieu, which draw innovations from vast diffusion. The
sophisticated languages of urban societies in antiquity developed to meet requirements of
their communities, but their color terminology was still constrained by their conceptual
means of expression. As precursors, these were inevitably radically different than those of
the modern world; the terms, the partition of the spectrum, and the acquisition sequences
need not represent or mirror earlier stages of modern color naming. However, the concep-
tual usage will have contributed to contemporary color naming through the development
of abstraction and the related idea of color as a generic category.

Evolution versus diffusion and loanwords

The use of rhodon in Mycenean Greek and in Egyptian implies exchange, as does the Akka-
dian and Hittite use of khashmanum. One can see the same phenomenon with azur in
French (from Arabic and Persian), sinij in Russian, and cafe in Mesoamerican dialects. A
foreign word can be inserted into a language and used to designate a color. The word may
not have a color meaning in its original language, or it may signify a different color. The
phenomenon cannot be viewed in terms of local evolution.

Greeks and Egyptians were in contact with other peoples. The Akkadian word ugnu
‘lapis lazuli, was a kind of blue, eventually transformed into Greek kuaneos. The Egyptian
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term for lapis lazuli was used as a color word, as distinguished from the lighter blue of
turquoise, which was also a color word. The Akkadian khashmanum likewise designates
a lighter shade of blue than lapis lazuli (Durand 1983:222-223). We have argued that
khashmanum is linked to the Egyptian word for ‘amethyst’ (Warburton n.d.), which was
not used as a color-term in Egyptian. It is significant that Durand dismisses the possibility
that khashmanum designates amethyst, since vases are made of the material. However, one
could imagine the Egyptian word initially naming a specific stone but later transferred to
the color spectrum, where it designated another stone of a similar hue — between dark
blue and green. In Egyptian, the distinction between light blue and dark blue resides in
the difference between ‘lapis lazuli’ and ‘turquoise’; in Akkadian, the same difference was
reflected in the words for ‘lapis lazuli’ and ‘amethyst. The significant difference lay in the
nuance that the Akkadian word for the lighter shade was a loanword that did not have a
color meaning in Egyptian and did not seem to have a concrete meaning in Akkadian. The
complementary terms do not invariably designate comparable segments of the spectrum,
and the meaning of the terms changes between languages. But the importance of this is
that Egyptian, Akkadian, and Greek each names two shades of blue.

For decades, archaeological theory supposed that there was little contact between
each ancient civilization and that each operated in a fashion comparable to the mod-
ern academic discipline associated with it. Therefore, the Aegean, the Levant, Anatolia,
Mesopotamia, the Gulf, the Indus, and Egypt were separated into distinct spheres; inter-
action was viewed as insignificant, while local evolution was regarded as primary.

Today, the evidence in favor of interaction between the Aegean and the Near East is
increasingly recognized. Since, at the beginning of the second millennium BC, the In-
dus civilization was in contact with Mesopotamia and Mesopotamia with the Aegean,
the interaction spheres included almost the entire civilized world. This is a distinctly
different approach than grudgingly conceding that certain elements may have been in
contact. This contact involved the movement of colorful stones — lapis lazuli, turquoise,
amethyst, rock crystal, jasper, carnelian, obsidian, and others. The names and colors of
these stones moved.

The names of these stones were then transferred to textiles, which were also exported.
Traces of these movements are found in modern languages. French azur comes from Per-
sian lazuward ‘lapis lazuli, in turn from Arabic lazard, which is related to Arabic azraq
‘blue’ (Borg 1999b). The Greek kuaneos is from Akkadian ugnu, and likewise derived from
the word for lapis lazuli. In all languages that use variants of the word ‘purple, the forms
are traced to a textile dye whose nam