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Michael Friedman, Karin Krauthausen
Materials Matter: Introduction

“materials are a boundary concept”!

Why should materials be considered a boundary concept? First, materials are increas-
ingly seen as simultaneously both specific and general; second, they have become his-
torically loaded with a range of metaphysical and empiricist, scientific and artisanal
interpretations. Taking this boundary character into consideration, it would not be an
understatement to claim that in the second half of the twentieth century our under-
standing of ‘materials’ has changed decisively. Starting in the middle of the twentieth
century, alongside well-established ‘raw’ materials such as iron, wood, or ceramics,
one starts to see the appearance of “materials by design” [Bensaude-Vincent 2011b,
p. 119]. But what are these ‘materials by design’? In contrast to raw materials, these
new materials are designed for complex and specific tasks, and for that reason stand
not at the beginning but at the end of the research and design process. This remarkable
shift in our understanding and handling of materials should also be seen against the
background of the considerable growth in the importance of materials for industry and
engineering. At the latest since the establishment of materials science depart-
ments (beginning in the 1960s), ‘materials’ have become “characteristic ontologi-
cal creatures of a new style of reasoning” [ibid., p. 108]. And yet materials science
is also a symptom of an even more comprehensive transformation: the emergence
of a “materials way of thinking” [ibid., pp. 107-108]. The aim of this volume is to
explicate and explore this novel way of thinking.

Of course, the extraction and consumption of materials is fundamental in all socie-
ties. The relation of humans to their environment (including what is called ‘nature’) is

1 Epigraph taken from: [Bensaude-Vincent 2011b, p. 117]. “Boundary concept” is probably a para-
phrase of the notion of ‘boundary objects,” which according to Susan L. Star and James R. Griesemer
are “scientific objects which both inhabit several intersecting social worlds [...] and satisfy the infor-
mational requirements of each of them” [Star and Griesemer 1989, p. 393]. Their boundary character
is shown by the fact that they may be simultaneously specific and general, “abstract or concrete.” See
also: [Star 2010].

Acknowledgments: The editors acknowledge the support of the Cluster of Excellence ‘Matters of
Activity. Image Space Material’ funded by the Deutsche Forschungsgemeinschaft (DFG, German Re-
search Foundation) under Germany’s Excellence Strategy — EXC 2025 - 390648296.

We would also like to thank our authors and interview partners for their wonderful contributions
and for their patience. We thank also warmly Benjamin Carter for his careful copyediting and trans-
lations and Elisabeth Rédler for her extremely helpful support during the last stages of preparing
the manuscript, Richard Weinkamer for helpful discussions and Michaela Eder for her research
image which is now on the cover of this book.

3 Open Access. © 2021 Michael Friedman, Karin Krauthausen, published by De Gruyter. This work
is licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110562064-001
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structured and secured via materials and the ‘techniques’ of extracting and processing
these materials.? This is all the more so in highly industrialized and technologized soci-
eties. It is hardly surprising, therefore, that materials in these societies have become an
important object of research, as well as, consequently, high-performance products.
Linked with this development, however, are two notable changes: On the one hand,
with the founding of the materials science, material becomes a worthy epistemic object
and simultaneously a generic category — despite the material still being understood
until late into the twentieth century as a specific, largely individuated substance. Un-
like the traditional physical category matter (with its claim to universality), metal, ce-
ramics, wood, and other things constitute a “zoology of materials” [Bensaude-Vincent
2011b, p. 110], and thus a multiplicity of materials is studied by different disciplines
and linked with different techniques.’ With this, not only the individual material mi-
grated into the natural sciences but also a practical knowledge: technology became
even more tightly linked with epistemology and ontology.

On the other hand, since the 1980s at the latest, the aspect of ‘performance’
came to the fore in materials science, and thus an ‘activity’ that is attributed to the
material itself — to the extent that this is inherent to the material’s structures and
properties. In this understanding, ‘material’ implies an autonomous agency that
should be analyzed and, as far as possible, generalized using the methods of natu-
ral science (theories, models, and tools from physics, chemistry, and mathematics) —
which ideally should then lead to new basic knowledge as well as, of course, to new
materials and innovative design. This attentiveness to ‘active’ materials has grown
considerably in importance both in and beyond the natural sciences (in particular,
in engineering, architecture, and design). One’s focus in the materials science is the
analysis of ‘biological materials™ and ‘biomaterials’ and thus on the one hand of
complex configurations of structure and process with outstandingly functional
properties, which can be found not only in plants and animals but also at the mi-
croscale in cell tissue; and on the other hand of engineered substances, which are
developed for among other things medical-therapeutic or -diagnostic interaction
with components in living systems. Since the mid-1990s in physics and in particular in
condensed matter physics, however, another field called active matter has emerged. In
this field, activity is understood as a basic property of matter, but one that requires

2 That is the approach of André Leroi-Gourhan, a historian of pre- and early history, who describes
historical societies via techniques of the extraction and processing of material [Leroi-Gourhan 1971 (1943)].
3 Metallurgical research was linked to physics, the science of wood to biology, and the knowledge
of ceramics to chemistry — and all three were frequently boundary fields to the extent that they stim-
ulated the transfer to application, for instance, in engineering.

4 For ‘biological materials’ the term ‘nature’s materials’ is also in circulation in the materials scien-
ces. These terms are actors’ terms, that is, technical terms used by the protagonists of this research.
For ‘biological materials’ see, for example: [Meyers et al. 2008]. For ‘nature’s materials’ see, for ex-
ample: [Fratzl and Weinkamer 2007; Fratzl 2007; Fratzl and Barth 2009].
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certain conditions in order to appear. The research in this field aims explicitly at the
universal category of matter and, in doing so, works intensively with mathematical
modeling and simulations. Here too, however, the research object is frequently related
to ‘self-propelled’ or ‘self-driven’ entities that are classified as ‘living matter,” with ex-
amples extending from the nano- and the micro- to the macroscale (e.g., cell tissue,
bacteria, bird flocks, and human dance behavior) [Ramaswamy 2010; Menon 2010;
Gompper et al. 2020; Popkin 2016]. The scientific description of this living matter is
oriented to the theories and equations of statistical physics and hydrodynamics that,
from a formal perspective, ignore the opposition living/dead. Thus, bird flocks, for
instance, are modeled analogue to the ferromagnetic interaction, when the spins are
aligning in the same direction — with the difference, however, that the cause of the
movement in the case of active matter is inherent to the (non-equilibrium) system,
and the aligning refers to the direction of motion [Vicsek et al. 1995, p. 1226; Keller
2016; Vehlken 2012; Grote 2019, pp. 56-110, 186-193].°

Since the 1980s, and increasingly in the 2000s, therefore, the question of the ac-
tivity of materials, and more fundamentally of matter, has gained enormously in sig-
nificance. This is due not only to the possibilities of mathematical modeling and the
new instruments of investigation; the promise of active materials goes beyond episte-
mological procedures and concerns. The hope is to create ‘better’ — since more sus-
tainable and/or efficient — materials. Drawing on the model of biological materials,
artificial materials should be developed that are not only controllable but also capable
of similarly complex performances. This performance specification can be read from
the characterization of the corresponding research objects: ‘self-propelled’ materials,
‘self-assembling’ materials, ‘self-healing’ materials, ‘responsive’ materials, ‘adaptive’
materials, ‘smart’ materials, ‘intelligent’ materials, and so on.® Those characteristics are
given to both biological materials and artificial (i.e., man-made) materials. A few exam-
ples are: Andreas Walther describes the “humidity-induced actuation in a pine cone” as
a “responsive system,” the “dynamic camouflaging on cephalopods” as a “dynamic ad-
aptation of color and topography,” and the “signal-induced actuation in a venus fly
trap” as a “single trajectory adaptation” [Walther 2019, p. 3]; Giovanni Noselli et al.
point out that the construction of “[sjmart helical structures” is “inspired by the pellicle
of euglenids” [Noselli, Arroyo, and DeSimone 2019, p. 234]; Barbara Mazzolai et al.
note that “[p]lants or plant parts, such as roots or leaves, offer countless cues for mak-
ing innovation in technology” and that one may summarize some “of the main princi-
ples studied in the plant roots” as the “capacity of growth and movement,” “sensory

5 To the extent that the source and cause of the self-movement lies in the system itself, the need to
include an external impetus in the physical consideration is eliminated. In the case of self-propelled
particles, the ability to move is among the requirements of the material system.

6 We refer to the interviews in this volume, which exemplify these various characterizations. See
also the contribution by Peter Fratzl and Wolfgang Schaffner for the difference between program-
mable, adaptive, and self-learning materials.
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capabilities,” and “emergent behavior” [Mazzolai, Beccai, and Mattoli 2014, p. 2]; and
last but not least Thomas J. Wallin et al. have developed, using 3D printing, “fluidic
elastomer actuators,” a “material system [which] permits rapid autonomic self-healing
via sunlight” [Wallin et al. 2017, p. 6253].

In the meantime, however, this search for new kinds of materials is no longer
merely a technical but in part also an ecological concern. The enormous consumption
of resources by highly industrialized and technologized societies is leading to a desta-
bilization of the ecological balance and the rapid depletion of materials such as wood,
coal, oil, and ore — and this fatal spiral should now also be countered by these new
materials.

Against this background, the urgency of the field of active matter research be-
comes apparent, whereby three directions can be discerned: (1) ‘active materials’ is a
research field with a strong internal dynamics that has the potential to significantly
expand the natural sciences; (2) a promise arises from this research, and from the pro-
spective development of related technologies, of a ‘better’ treatment by humans of
the environment; and (3) the research on active matter changes how we understand
‘material’ and ‘matter’ — not only in the natural sciences but also in engineering, ar-
chitecture, design, and finally within the whole culture. This edited volume responds
to this urgency and takes the recent growth in research on active matter as a starting
point for disciplinary and interdisciplinary analyses. Thus, the state of natural-
scientific research is surveyed through interviews with central protagonists on their
representative research objects (see the interviews with Joanna Aizenberg, Nikolaus
Correll, John Dunlop, Ramin Golestanian, Jean-Frangois Joanny, Barbara Mazzolai,
Rob Shepherd, and Thomas Speck). Parallel to this ongoing research on active ma-
terials is also multiply contextualized: the transfer of approaches in the materials
science to design practice is carried out and reflected on (see the contribution by
Ianis Lallemand); the interdisciplinary negotiation of active materials is opened up
on the one hand between physics, materials science, and cultural studies (see the
contribution by Mohammad Fardin Gholami, Lorenzo Guiducci, Susanne Jany, and
Khashayar Razghandi), and on the other hand between biology and philosophy
(see the contribution by Sonja Dheur and Sven J. Saupe); and the topos of the activ-
ity of material and matter is complemented by perspectives on significant historical
discourses from art history, visual and literary studies, and philosophy (see the
contributions by Horst Bredekamp, Stephan Kammer, Sylvie Kleiman-Lafon, and
Charles T. Wolfe). In addition, these interviews and contributions are preceded by
a programmatic position in which Peter Fratzl and Wolfgang Schiffner jointly con-
sider active materials’ characteristic features from two different but related per-
spectives: materials science and the cultural history of knowledge.

This introduction in turn will address in a first part three significant historical mate-
rial scenes (from Georgius Agricola in the sixteenth century to eighteenth- and nine-
teenth-century chemistry to the material sciences of the twentieth and twenty-first
centuries) in order to highlight the different ways material has been conceived and
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handled in technology and science. The second part focuses on central aspects of cur-
rent research on active materials, thus primarily the field of active matter and the prom-
ise of ‘bioinspired’ materials. This is outlined by a quick look at the prehistory of active
materials research (which is still partly in force today): the suggestion of a ‘demateriali-
zation,” which is linked to pliable, high-performance, and essentially passivized materi-
als such as iron, particularly in nineteenth- and twentieth-century architectural theory.

1 Technology and Science
1.1 “Man’s Needs”

From a modern Western historical perspective, the meaning and importance of ma-
terials for the development of culture seems to be clear, since the broad historical
periods of mankind are demarcated according to the materials that were used and
available: the Stone Age, the Bronze Age, or the Iron Age. However, these demarca-
tions are very much influenced by a conception of nature as an (infinite) repository
of materials (or just one material: stone, bronze, or iron) waiting to be used and
shaped. This conception of the material as a resource for technological-cultural de-
velopments has parallels with the classical division between matter and form. The
ancient Greek term UAn (hyle) forms the generic root of all material phenomena — a
term which was translated into Latin as materia or materies, but which originally
meant ‘dead wood,” ‘brushwood,’ or ‘timber.” The Greek term UAn (hyle) stood in op-
position to the concept of form. For Aristotle, matter is abstract possibility, duvapg
(dynamis), which has to be shaped and in a sense ‘realized’ by form. According to
this understanding, material too is largely passive or inert and shaped by the ac-
tive and external imposition of form. Accordingly, hylomorphism postulates an
asymmetry between passive matter on which a form is imposed - a view that has
had (and still has) a widespread influence. In hylomorphism, form and matter are
treated as separate principles, whereby matter is thought of as a receptive substance
(and in this sense as a mere ‘possibility’) and form as a causing and fulfilling ‘reality’
[Detel et al. 1980].” As Tim Ingold notes, following Gilbert Simondon’s interpretation
of hylomorphism, the problem here is that man (from the early modern period on, as
natural philosopher or later, as scientist) is presented as the one who “stands outside
the works and sees what goes in and what comes out but nothing of what happens in
between, of the actual processes whereby materials of diverse kinds come to take on
the forms they do. It is as though, in form and matter, he could grasp only the ends of

7 “Because matter is a precondition of form, the two behave like possibility and reality.” (“Weil die
Materie Vorbedingung der Form ist, so verhalten sich beide wie Méglichkeit und Wirklichkeit”
[Baeumker 1890, p. 261 (emphasis spaced out in the original)].)
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two half-chains but not what brings them together [...]” [Ingold 2013, p. 25]. Instead of
the hylomorphic model, Ingold suggests shifting the point of view toward materials,
that is, forgetting what we know from the sciences about the chemical composition of
materials and following instead the artisan’s “desire to see what the material can do,
by contrast to the scientist’s desire to know what it is” [ibid., p. 28].% Ingold is of course
not alone when he stresses this research direction. To give only two examples, Pamela
Smith and Pamela O. Long also emphasize the artisan’s knowledge with respect to ma-
terials and the techniques of their processing [Long 2011; Smith 2004; Smith 2018]. A
similar attention to techniques of processing has also been suggested by André Leroi-
Gourhan (already in 1943). Material is explained by the historian of pre- and early his-
tory via “techniques de fabrication” (“techniques of fabrication”) [Leroi-Gourhan 1971
(1943), p. 161], which include the elements fire, water, and air, as well as the use of
elementary forces (the “Moyens élémentaires d’action sur la matiére” (“elementary
means of acting on material/matter”) [ibid., p. 43]). But in order to appreciate the sig-
nificance of la matiére — used in Leroi-Gourhan in the double sense of ‘matter’ and
‘material’ — one also has to take production into account. Material/matter becomes
intelligible and understandable only in connection with gestures and techniques that
put it in relation to man. Thus, while Leroi-Gourhan speaks in connection with material
of solids (solides), and thus uses a term that is also used in solid-state physics (a sub-
field of condensed matter physics),” when he divides the solids, on the basis of their
state, into six categories (stable, fibrous, semi-plastic, plastic, supple, and fluid),'® the
detailed description of the individual materials relates to the way they were extracted
and processed, that is, via techniques.” For Leroi-Gourhan, therefore, material/matter
(Ia matiére) stands for physical-concrete components of the world (solides), which he
understands in a broad sense (as matériaux (materials)), but in respect to human needs
and practices, that is, in their technical-instrumental and to a certain extent ‘nurturing’
function. Accordingly the individual materials cannot be determined in a solely formal-
abstract way, for instance only via the classification of ‘bodies’ (solids) according to
their physical states. The materials exhibit certain properties, which in turn can be linked

8 See also [ibid., p. 28]: “What do we mean when we speak of materials? [...] To understand the
meaning of materials for those who work with them — be they artisans, craftsmen, painters or prac-
titioners of other trades — I believe we need, as art historian James Elkins recommends, to take a
‘short course in forgetting chemistry’” (emphasis M.F./K.K.).

9 In physics, the term solids is used to describe material in a certain (solid) state. The research on
these states contributes to a general theory of matter.

10 See the titles of the subchapters in Chapter IV, “Les techniques de fabrication”: “Solides stables,”
“Solides fibreux,” “Solides semi-plastiques,” “Solides plastiques,” “Solides souples,” “Fluides” [ibid.,
pp. 162, 174, 191, 206, 234, 296]. Leroi-Gourhan’s division of the solids does not represent a physical
classification, but is founded in his epistemic perspective: an anthropology of techniques.

11 Thus metal, for example, belongs to the “solides semi-plastiques,” hence, bodies that in part can
be ‘formed,” whose extraction from the earth and stone through mining, smelting, and processing
in smithies is described by Leroi-Gourhan [ibid., pp. 191-206].
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with certain functions — each material is characterized by its own particular possibilities
and limitations (analogue to Ingold’s “what the material can do” quoted above), which
in turn are to be thought in relation to the possibilities and limitations of humans, thus
their techniques, their knowledge, and their needs (as it were, what humans can do).

Simondon’s rejection of the traditional matter/form or material/form opposition
goes in a similar direction, but puts a greater emphasis on the logic inherent to the
technological aspect [Simondon 1995 (1964), p. 53]. ‘Nature’ ‘offers’ itself to the engi-
neer (but also to the artisan and the artist) not as an abstract substance that can be
mastered and controlled but in its structured materiality. As Henning Schmidgen
notes, technicians must always deal with “matter-forms” (“Materie-Formen”) to meet
human needs - to that extent humans constantly move in a “prefigured region”
(“préfigurierten region”) [Schmidgen 2012, p. 128] with which they enter into an ex-
change mediated by tools and techniques.' In short, solely the interaction between
man and material can provide information about what is to be understood under
‘material,” and this approach does not lead to an ontology (the knowledge of what
material is), but to a technology, that is to a knowledge of the necessary gestures,
procedures, and techniques that determine “the material exchange with nature”
(“den Stoffwechsel mit der Natur” [Schmidgen 2012, p. 127]).3

1.2 The Sixteenth Century: Action on Materials

If one looks at the history of the changing attitudes to a ‘material,” then the approach
of Leroi-Gourhan (or of Ingold and Simondon) is well founded. If one consults Georgius

12 On the knowledge of materials through tool use, see Simondon: “Knowing how to use a tool is
not only to have acquired the practice of the necessary gestures; it is also to know how to recognize,
via signals that come to man through the tool, the implicit emerging form of the matter in the pre-
cise place that the tool strikes.” (“Savoir utiliser un outil, ce n’est pas seulement avoir acquis la
pratique des gestes nécessaires; c’est aussi savoir reconnaitre, a travers les signaux qui viennent a
I’homme par I’outil, la forme implicite de la matiére qui s’élabore, a I’endroit précis que ’outil atta-
que” [Simondon 1995 (1964), p. 51].) Unless stated otherwise, all translations from German and
French were made by Benjamin Carter.

13 Presupposed here is Simondon’s understanding of technology as an unavoidable medium. See
the elegant exposition by Schmidgen: “Simondon is much more cautious when speaking of the
technical objects as mediators (médiateurs) between nature and man. The consideration of techni-
cal objects is thereby transferred to a medial register that [...] is oriented to the problem of produc-
tion. Since Marx, production is described as a material exchange with nature, which through man’s
activity is ‘mediated, regulated, and controlled.”” (“Deutlich vorsichtiger spricht Simondon von den
technischen Objekten als Vermittlern (médiateurs) zwischen Natur und Mensch. Die Betrachtung
des technischen Objekts wird damit in ein mediales Register iiberfiihrt, das [...] sich am Problem der
Produktion orientiert. Seit Marx ist Produktion als ein Stoffwechsel mit der Natur bestimmt, der
durch die Titigkeit des Menschen ‘vermittelt, geregelt und kontrolliert’ wird” [Schmidgen 2012,
p. 127].) Here Schmidgen is quoting [Marx 1972 (1869), p. 192].



10 —— Michael Friedman, Karin Krauthausen

Agricola’s De re metallica libri XII (1556) — and thus a famous early treatise on the meth-
ods and machinery of mining and smelting metal — then it becomes clear that the work
on material (the extraction and further processing of material), as well as the resistance
that the material offers to this work, essentially belongs to the clarification of what a
material at a certain time ‘is.” This is particularly true of Agricola’s ‘metal’ to the extent
that during his time the term ‘metal’ is used in the broad sense that the term had in the
sixteenth century, namely to designate silver, gold, and iron, but also other useful
‘earths.’” Agricola’s study does not simply recapitulate traditional philosophical and/or
alchemical knowledge on metals, but nor does it merely bring together the observed
tools and recipes.” Rather he systematizes the mining practices and systematizes at
the same time the causal relations of smelting procedures (which temperatures and cat-
alyzers for which metals) as well as the geometrical recording of the metal-bearing
veins, the passages to be constructed, and the construction of diverse lifting, ventila-
tion, and crushing machines. De re metallica libri XII was intended not only as a
learned treatise (as evidenced by the choice of Latin and the historical remarks) but
also as an empirical study of contemporary machines and techniques, and in sum an
encyclopedic work avant la lettre (i.e., before the publication of Denis Diderot and Jean
Le Rond d’Alembert’s famous Encyclopédie in the eighteenth century). The novelty of
Agricola’s work is the combination of theory and practice that aims to optimize the
techniques of acquiring resources through the collection and dissemination of explicit
and tacit knowledge. Thus, De re metallica not only represents the gradual transition
from natural philosophy to the natural sciences but can also be understood as a prefig-
uration of the twentieth century applied sciences. This is seen clearly in the fourth and
fifth books of De re metallica, which present geometrical considerations and construc-
tions that — at least according to Agricola — are essential for mining.” The introduction
of practical geometry for the research of artisanal and other practices is one of the char-
acteristics of the early modern period, but as Thomas Morel notes, there is “a gap be-
tween the uses of geometry in early modern mines and their presentation in the De Re
Metallica” [Morel 2020, p. 42].1°

Notwithstanding the imaginary mathematization of mining techniques, the treatise
focuses on among other things the extraction of metals. But while this extraction is ex-
tremely useful, and thus valuable, the Latin term materia — which generally stands for
a substance from which something emerges — is rarely used. Agricola speaks rather of
terra (earth or soil in the most general sense), which, with its components (soil, stones,

14 On this and the subsequent discussion on Agricola, cf. [Krauthausen 2022]. See [ibid.] also for
references to further secondary literature.

15 Hoover and Hoover’s English translation, [Agricola 1912, p. 117]: “[...] the miner who is not igno-
rant of geometry can calculate from the other mines the depth at which the canales of a vein bearing
rich metal will wind its way through the rock into his mine.”

16 See also the entire paper for a thorough survey of the cultural background of Agricola’s practical
geometry and the mathematical practices introduced by him for mining.
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and sediments), hides the metals from sight and makes them “unformed” (Latin: in-
forme; in the German translation: ungestalt). He emphasizes the active extraction of the
metal by smelting in book IX, which begins as follows:

Since I have written of the varied work of preparing the ores, I will now write of the various meth-
ods of smelting them. Although those who burn, roast and calcine the ore, take from it something
which is mixed or combined with the metals; and those who crush it with stamps take away
much; and those who wash, screen and sort it, take away still more; yet they cannot remove all
which conceals the metal from the eye and renders it crude and unformed [ac efficit informe] [...].
Wherefore smelting is necessary, for by this means earths, solidified juices, and stones are sepa-
rated from the metals so that they obtain their proper colour and become pure [purum], and may
be of great use to mankind in many ways. When the ore is smelted, those things which were
mixed with the metal before it was melted are driven forth, because the metal is perfected by fire
in this manner [metallum igni quodammodo perficitur].” [Agricola 1912, p. 353]

For Agricola, material does not mean an accessible, natural resource, but something
obscured, indeterminate, without a form, which has to be ‘completed’ (Latin: perfici-
tur) by human intervention in order to be made visible and useable (i.e., present in its
utility for further uses). This is to be seen in the glossary of terms in Latin and German
that Agricola adds to his treatise. Here, he uses the term materia only in combination
with various activities: “Materiam metallicam discenere a terris &c.” (literally ‘to sep-
arate/distinguish the metallic matter/material from earth’) and translates this Latin
phrase with a single German word, a verb, “ertzscheiden”'® (in the sense of ‘to
separate the ore’). The ‘metallic material’ must be actively separated from the

17 Hoover and Hoover’s English translation. For the Latin original, see [Agricolae 1556, p. 285 (book
9)]: “Scripsi de diverso venarum praeparandarum opificio, nunc scribam de varia earundem exco-
quendarum ratione. Quanquam enim qui venas urunt, & torrent & cremant, aliquid detrahunt de
his, quae cum metallis mista vel composita esse solent: multum, qui tundunt pilis: plurimum, qui
lavant, cribrant, discernunt, omne tamen id quod metallorum speciem ab oculis removet, ac efficit
informe quiddam & rude adimere non possunt: quocirca necessario inventa est excoctio, qua terrae,
succi concreti, lapides sic separantur a metallis, ut suus cuique color insideat, ut purum fiat, ut
multis in rebus homini magno usui sit. Cum autem excoctio sit eorum, quae, anteaquam venae ex-
coquerentur, cum metallis erant permista, secretio, quodque metallum igni quodammodo perfici-
tur.” (The Latin has been slightly conventionalized.)

18 Agricola’s extensive glossary, which records the nomenclature of mining and metallurgy of his
time in Latin and German, is present in the Latin first edition from 1556, but is not retained/adapted
in either the German or the English translations. That is regrettable since this glossary was important
for the contemporary reader from mining practice to the extent that they spoke little Latin. The glos-
sary, like the figures, mediates between the scholarly audience and the practitioners. In addition, the
author inserts the list of terms twice: once following their naming in the books (“Rei metallicae.
Nomina latina graeca qve germanice reddita, et ex ordine, quo quodque primo occurit, collocata.”)
and once in alphabetical order (“Index secvndvs continens eadem rei Metallicee nomina Latina, Grae-
caque Germanice reddita, sed in Lectoris gratiam, secundum Alphabeti ordinem digesta.”). The terms
in the two glossaries do not completely overlap. See [Agricola 1556, index without page numbers];
here all from “Libro Octavo” and correspondingly under ‘M’ in the second alphabetic index.
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earth (a terris) before it can be brought to its proper (distinguished) appearance
with the help of the fire of the smelter. And even when a little later in the glossary,
Agricola lists “Materia metallica” (metallic matter/material) as a substantive, and
not as an activity, this is translated to German as ‘das werck’ [Agricola 1556, index],"
a term meaning “tatigkeit, wirksamkeit, arbeit” (activity, agency, work), or occasion-
ally “anstrengung, miihe” (endeavor, effort).”® If one follows Agricola’s own lexical ex-
planation, then the Latin materia (in the context of mining and smelting) denotes a
skillful and purposeful as well as laborious activity in which the useful metal is ob-
tained and brought to visibility. The result, the artfully ‘perfected’ metallic resource,
can take on a variety of appearances (silver, iron, gold, etc.). But Agricola’s use of the
Latin metallum, despite this plurality, does not mean a general category, but denotes
specific modes of being — or, more precisely, specific modes of coming into being.

The early-modern understanding of metals (and in this sense of material) thus re-
mains linked to the procedures of extraction and processing (see Fig. 1). Due to the labo-
rious extraction of metals, their origin, the earth (terris), is as meaningful as the human
techniques that detect, expose, and complement the material. Agricola’s description of
the materia metallica suggests an understanding of material that locates this midway
between nature and culture — an understanding that, according to Bernadette Ben-
saude-Vincent, has been forgotten in the current conception of materials in the natural
sciences: “material combines phusis and techné, it is a hybrid notion referring to an alli-
ance between natural beings and man’s needs [...]” [Bensaude-Vincent 2011b, p. 109]*

In Agricola’s study on the mining of ‘metal,” technique is deployed even before
establishing a function (tools and weapons from iron, coins from gold, etc.), namely,
during the mining of the metal itself. Nevertheless, these techniques still remain
linked to the given world, hence, phusis and techné. Even when the metals in Agrico-
la’s treatise, due to the systematization of the practices and considerations, already
grow in abstraction, the understanding of ‘material’ remains tied to the specifics of
the respective process of uncovering, and in this way to the concrete process of be-
coming material. However, the activity that Agricola attributes to the materia metal-
lica (metallic material/matter) in his Latin-German glossary with the help of the old
German term werck (activity, agency, work), and in this way a compound of nature

19 Shortly afterward in [ibid.] again “Materia, werck.”

20 For the meaning of the German ‘werck,’ cf. the article “Werk” in [Grimm and Grimm 1960, Sp.
347, 7. 13] - here the Latin equivalent is given by the terms “opus,” “opificium, operatio,” thus not
‘materia.’ The semantic shift that Agricola carries out in his register (by translating ‘materia’ by
‘werck,” and thus with a word that is strongly related to activity) is significant for his understanding
of metal, and that means from today’s perspective of material.

21 On the extraction of wood from trees, see: [ibid.]: “Trees were extracted from nature, separated
from their natural environment and became wood in relation to the design of a specific artefact.”
Material thus designates a transformation process: the tree becomes wood because man decontex-
tualizes and functionalizes it.
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Fig. 1: The mining and smelting of metals in the sixteenth and seventeenth centuries.
From: [Lohneysen ca. 1660, plate 6]. Zentralbibliothek Ziirich, NG 132 | G, DOI: 10.3931/e-rara
-50189. Public Domain Mark.

and human techniques, is, in his view, increasingly located solely on the side of man.
Already for Agricola, man’s systematic approach, with the help of tools, machines,
and knowledge, brings forth the ‘pure metal’ and in this way the specific material
(iron, silver, or gold, etc.). The more, in the following centuries, this epistemic and
technical competence is formed into a separate field, the more the activity is attributed
solely to the intervention of man — and the material to a merely passive counterpart.
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1.3 The Eighteenth and Nineteenth Centuries: A Science
of Substances and Its Alphabetization

Agricola posited the miner in the role not only of an experienced practitioner but
also of a proto-scientist — that is, as the one who can decipher nature’s composition
and work according to a plan, thereby uncovering from the earth the various partic-
ular materials and processing them to make them pure. As such, in its ‘purest’ form,
processed according to the wishes of the miner, material becomes perfected — and
in this way more controllable and docile, but also passive. Crucial to this develop-
ment was on the one hand the improvement of the techniques of extracting mate-
rial, and on the other the compiling and systematization of analytical knowledge
(as opposed to focusing on authorities, as in the scholarly tradition). Added to the
extraction and smelting techniques are thus epistemic techniques that along with
the emerging natural sciences are developed into a separate field. In his treatise,
Agricola dissociated knowledge about which ores could be smelted and broken
down (e.g., through the addition of substances, through temperature) from alche-
mistic explanations. Nevertheless, chemistry had not yet been invented, which is
why he still has to introduce the knowledgeable handling of various ores as practi-
cal knowledge. Only with the introduction of chemistry does one see the beginning
of the systematic scientific understanding of the various substances of nature and
their composition — which gradually prompts a new understanding of materials.
Thus, in the eighteenth and nineteenth centuries, one sees a growing tendency to
treat materials ‘alphabetically,” and that means as more or less equivalent elements
in a formal system.? This is done by deciphering their pure chemical compound,
which in turn led, with synthetic chemistry (in the twentieth century), to a specific
conception of materials as something that can be duplicated. To explicate, when
considering chemistry and the research of materials, during the eighteenth cen-
tury — and here one should note that chemists at that time tended to use the term
‘substances’ rather than ‘materials’ to denote materials — “there was a compara-
tively small group of substances that chemists identified and classified according to
their chemical composition, and a much larger group that they identified and classi-
fied according to their natural origin, mode of extraction, perceptible properties, and
practical uses” [Klein and Lefévre 2007, pp. 299-300]. In short, in the eighteenth
century, the systems of classification of substances were heterogeneous — there was
neither a single taxonomic system nor a “single conceptual umbrella or paradigm” for
their classification [ibid., p. 3]. Moreover, the theories of eighteenth-century chemistry

22 In such a formalization, the materials become abstract values — and the eligibility conditions
(the resistance of the materials and the techniques for their extraction, which stand to the fore in
Agricola) disappear completely from view. For this symbolic negotiation of materials, Ingold’s “for-
getting chemistry” can be asserted, thus that procedure with which he wants to return to the practi-
ces in the handling of material and thereby also to the activity of the materials [Ingold 2013, p. 28].
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“evolved not primarily around ‘atoms’ or ‘corpuscles’ but chemical substances” [ibid.,
p. 6], which points to the fact that the conception of treating materials ‘alphabetically’
was neither an obvious nor a dominant one during this period, although it certainly
announced itself with the rise of the chemical ‘paper tools.’” In the nineteenth century,
there was a shift regarding the experimental study of structure: “The stabilization of
quantitative analysis and the use of chemical formulae by nineteenth-century chem-
ists privileged knowledge of composition and structure over sensible properties,
but also extended the chemists’ tools box for identifying and classifying chemical sub-
stances” [ibid., p. 304]. In this sense, one can speak of an “ontological shift that recon-
figured the range of substances accepted as objects of inquiry in organic and inorganic
chemistry” occurring in nineteenth-century chemistry with respect to the investigation
of materials [ibid., p. 305]. This shift embedded the research of materials in a new sci-
entific milieu “of experiments, precision measurement, and work on paper with chemi-
cal formulae” [ibid., p. 304]. As noted above, with the nineteenth-century chemical
‘paper tools,” as Ursula Klein notes, there was a shift with respect to the understanding
of ‘organic’ materials in terms of their chemical formula:

Organic no longer meant a particular natural origin of chemical materials from the organs of
plants and animals. [...] The new concept of the ‘organic’ was defined mainly by the elemental
composition of the substances [...]. In the experimental culture of carbon chemistry, an ‘or-
ganic’ substance was, first, a pure chemical compound rather than any kind of extracted vege-
table and animal material. [Klein 2003, p. 221]

With the insights delivered by crystallography (during the nineteenth century), on
the one hand, and stereochemistry (starting in the second half of the nineteenth cen-
tury) on the other (by, among others, René-Just Haily and Jacobus Henricus van’t
Hoff, respectively), it became clear that not only the chemical formula played a role
in determining the properties of the materials but also the three-dimensional struc-
ture of the crystal or molecule. The twentieth century saw the advance of chemical
synthesis, which reinforced, with the production of various synthetic chemicals, a
conception of materials as something that “can always be replaced or substituted”
[Bensaude-Vincent 2011b, p. 111], which in turn favors a conception of nature as a
“huge library of resources gathered through random processes of combination” [Ben-
saude-Vincent and Newman 2007, p. 18]. These processes, and especially, one may
suggest, chemical synthesis, underline a slow process of ‘passivization’ of materials,
which might be understood as a return to the Aristotelian understanding of hyle in
contrast to form. These passivization processes may therefore be conceived via a ‘tex-
tualization’ or ‘alphabetization’ of (chemical) materials, presented as a set of letters
and three-dimensional structures, which can later be combined and recombined, pro-
duced and reproduced. The shift toward alphabetization and ‘readability’ reached its

23 We refer here to the title of [Klein 2003]: Experiments, Models, Paper Tools. On the history of the
metaphor of the readability of nature and the world, see: [Blumenberg 1981].



16 —— Michael Friedman, Karin Krauthausen

zenith in biology, one may argue, as Lily Kay does, with the discovery of DNA and the
acceptance of its associated discourse as the ‘code’ of life [Kay 2000].

1.4 The Twentieth and Twenty-First Centuries: Materials Science

Bensaude-Vincent has pointed out that, until the middle of the twentieth century, ma-
terial was always understood as a specific, individuated substance. The different ma-
terials — metal, ceramics, wood, and so on — formed a “zoology of materials” (i.e., a
variety of material species) researched by different disciplines [Bensaude-Vincen 2011b,
p. 110]. Hence, if the natural sciences aim at generality, abstraction, and systematics,
as can be seen with the ‘alphabetization’ and ‘code’ paradigms and discourses of
the twentieth century, there can be no basic science of singular materials, Ben-
saude-Vincent claims. This is already implicit in the conception of chemical syn-
thesis — as if any material can be reduplicated, hence ignoring its singularity, which
leads to materials being understood as an abstract ontological and epistemic category
similar to that of matter in physics. In the mid-twentieth century, however, a funda-
mental shift took place regarding the difference between materials (as individual and
technological) and matter (as universal and ontological). With the emergence of ma-
terials science as a discipline, materials have become a scientific category and, more-
over, a generic concept. The new discipline is the expression and motor of a ‘science
of materials’ (i.e., a systematics of the individuated materials), and thus of a hybrid of
the singular and the generic, that is, not a ‘science of matter,” as seen in the classical
disciplines [ibid., p. 112].

Materials science emerged in the USA in the 1960s,%* primarily in metallurgy de-
partments (which were increasingly renamed, e.g., ‘metallurgy and materials science’
departments) before establishing itself as an independent subject a few years later
[ibid., p. 114]. What characterizes metallurgy in the twentieth century is the coupling
of structure and property, a characterization that is at the root of materials science.
With the help of x-ray crystallography during the first decades of the twentieth century,
for example, it was possible to analyze the microstructure of crystals and metals.”
Terms such as ‘crystal lattices,’ ‘dislocation,’ or ‘defect’ have been used to describe the
micro- and nanostructure of a material and in this way to help to understand its macro-
scopic properties. The connection of microstructure and mechanical properties is tested
and the physicists’ models help to design new materials [Hoddeson et al. 1992]. Indeed
during the 1960s, “[t]he focus on structure-sensitive properties in the study of crystals

24 We follow here mainly: [Hentschel 2011; Bensaude-Vincent 2011b].

25 To explicate: “Not only instrumental techniques — from x-ray diffraction to STM and AFM —
opened the way to microstructures and nanostructures, but also they helped create a scientific com-
munity” [Bensaude-Vincent 2011b, pp. 121-122].



Materials Matter: Introduction = 17

has been identified as the main route leading to materials science” [Bensaude-Vincent
2011b, p. 114].

It is around this time that there was a shift in the conception of materials,
which later, in 1989, consisted of four related aspects: properties, structure, process-
ing, and performance (see Fig. 2). This tetrahedron of ‘fundamental aspects’ was
and is considered — already before its presentation in 1989 but mainly after it — as a
paradigm for materials science [Hentschel 2011, p. 26]. Bensaude-Vincent notes that
the novel “notion of material” — as a plural entity (i.e., materials) — was not only
thought from the beginning as an interdisciplinary one. It also “requires that structure
and properties be coupled with functions or performance. It is only with respect to
functionalities that one can gather under the same umbrella such dissimilar stuffs as
wood, concrete, paper, polymers, metals, semiconductors, and ceramics. [...] they are
all materials for ...” [Bensaude-Vincent 2011b, p. 115].

Fig. 2: Tetrahedron of the fundamental aspects of materials science. See [COSMAT 1989, p. 29].
© Graphic redrawn by M.F.

The history of materials science consists, then, starting in the 1960s, of heterogeneous
research directions: prompted by research on polymers (a research that began at the
end of the nineteenth century and continued to be developed during the first decades of
the twentieth century) [Bensaude-Vincent 2013; Bensaude-Vincent 2007, pp. 294-297],
there was a shift to the production of “composite materials with desirable properties”
[Bensaude-Vincent 2011a, p. 105] — an approach known as ‘materials by design’ — rather
than of “conventional materials with standard specification” [Bensaude-Vincent 2013,
p. 21], and since the 1990s one has seen a rise in the importance of the nanosciences,
followed (starting in the 2000s) by a focus on bioengineering and bioinspired materials.
While the first generation of materials science dealt with relations between structure
and properties, the second dealt with the tetrahedral relations presented above.
Smart materials — as “systems responding to their environment” [Bensaude-Vincent
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2011a, p. 108] — are named explicitly as such during the 1980s, whereas the general
conception of these newly developed materials — whether bioinspired, smart, or pro-
grammable — considers them as end products: “it testifies to the changing status of
materials, which used to be a priori constraints for engineering projects and eventu-
ally turned into the end product of a design process” [Bensaude-Vincent 2011b, p. 117].
With the establishment of materials science departments, a decisive change in the
natural-scientific understanding of material occurs, one that (1) strengthens the individ-
uality of the materials (high-end materials or materials by design) and thereby (2) brings
clearly into view the techniques of production, and yet (3) explicates materials as a
quasi-generic category, and in this way leads them to converge with the category of mat-
ter. Linked to this, however, is a further important aspect: to the extent that the ‘perfor-
mance’ of materials is declared — alongside properties, structure/composition, and
synthesis/processing — to be a core concern of scientific analysis, the activity of the ma-
terials comes explicitly into view. Whereas in the chemistry of the nineteenth century,
materials were understood as formalizable and combinable units, and thus respond to
the question of what a material is, the materials sciences are concerned with what mate-
rials can do (if in a slightly different sense to Ingold). Techniques and technology again
come to the fore, but this time right at the center of the sciences’ claim to universality.

2 Active Materials

Due to the new focus on materials of the second generation of materials science, the
activity of materials is also taken into consideration. But this newly formed focus on
active materials was reinforced as well as intertwined with the almost parallel and
by now related rise and development of a much more specialized domain in phys-
ics: active matter.?

2.1 Matter in Action

In the 2000s, the research on active matter attracted considerable interest in and beyond
the natural sciences, with particular attention being given to a new understanding of

26 Here it is essential to emphasize that, while it seems that this domain of research seems to offer
a new theory of matter, the theory (or theories) of matter developed within the framework of active
matter neither include (or cover) nor aim to include the entirety of the discoveries and the develop-
ments of the twentieth and twenty-first centuries with respect to the question of what matter is. To
give two prominent examples: neither what may be seen as the derived theory of matter of quantum
mechanics (or quantum mechanics itself) is dealt with in the discourse and investigations of active
matter; nor the fact that, starting in the second half of the twentieth century, a variety of the pro-
duced materials are in fact ‘electronic,’ that is, composed of semiconductors and transistors.
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bird flocks. Following a paper by Tamas Vicsek et al., bird flocks could be modeled as
spontaneous formations, whereby this form is precisely not initiated or guided by a lead
bird (see Fig. 3) [Vicsek et al. 1995]. Rather the emergence of a flock depends solely on
the density of the cluster of birds, while the bird’s flight behavior is determined by the
interaction between neighboring birds. This physical description of a biological phe-
nomenon was remarkable in a number of ways: Above all, the flock is not understood
via consciousness and intention or communication and hierarchy between individu-
als. While the totality of the birds and the transition from disorder (random cluster of
birds) to order (flock) come into view, this agent-based modeling need not refer to the
fact that at issue here is living beings. Rather the behavior of the birds is compared to
the motion of mere particles and in this sense to a ‘lifeless’ material entity — insofar
as a form of mathematical modeling is employed on the flock that is known from
the description of Brownian motion or ferromagnetic formations.” However, Vic-
sek’s model was not the first successful attempt to model such flocking movement —
one should also mention the 1987 model developed by Craig W. Reynolds. In order that
a structure of a cohesive flock exists, Reynolds’ model, in which “the simulated flock is
an elaboration of a particle system, with the simulated birds being the particles,” im-
poses the restriction that each animal should avoid collision with its neighbors, follow
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Fig. 3: (a) Auklet flock, Shumagin Islands 1986. Wikimedia Commons, the free media repository,
2020. Available from https://commons.wikimedia.org/wiki/File:Auklet_flock_Shumagins_1986.jpg
(accessed June 28, 2021). (b) Vicsek et al.’s model of flock behavior: “In this figure the velocities of
the particles are displayed for varying values of the density and the noise” [Vicsek et al. 1995,

p. 1227]. Reprinted with permission from: [ibid.]. © 2021 by the American Physical Society.

27 See [Ramaswamy 2010, p. 327]: “Like the continuous-spin magnets that they resemble, the Vic-
sek family of models display a well-defined phase transition from a disordered phase to a coherent
flock as n is decreased or the number density is increased [...].” Although always with the difference
that in active matter it is a question of self-movement.
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its species, and move in the same direction as the rest of the group, where ‘group’ here
means the animal’s six or seven immediate neighbors [Reynolds 1987, p. 25, 28].%

Nevertheless, the formalization conceptualized by Vicsek et al. as an ‘analogy’
of ferromagnetism differs in one essential way from what it was modeled on: “In
this sense our model is a [...] nonequilibrium analog of the ferromagnetic type of
models, with the important difference that it is inherently dynamic” [Vicsek et al.
1995, p. 1226] - thus expanding the focus of their research to include nonequilib-
rium phenomena. From a scientific point of view, this approach has been extremely
productive, since it has allowed further deductions on the emergence of collective be-
havior and above all a broadening in scope to include phenomena of movement at
different scales and in different contexts. This broad claim of active matter research,
however, is at odds with the relatively narrow definition formulated, for instance, by
the mathematician Gautam I. Menon in 2010:

The term active matter describes diverse systems [...] [which] are often idealizable in terms of
collections of individual units, referred to as active particles or self-propelled particles, which
take energy from an internal replenishable energy depot or ambient medium and transduce it
into useful work performed on the environment, in addition to dissipating a fraction of this
energy into heat. [...] [The] active particles can exhibit remarkable collective behavior as a con-
sequence of these interactions, including non-equilibrium phase transitions between novel dy-
namical phases, large fluctuations violating expectations from the central limit theorem.
[Menon 2010, p. 193]

The physics of flocking was extended not only through descriptions such as John
Toner and Yuhai Tu’s continuum field-theoretic approach [Toner and Tu 1995] but
also through the creation of additional subject areas: through apolar flocks, which
in contrast to the directed, ‘polar ordered’ states of bird flocks are understood as
“flocks that go nowhere” (e.g., active polar states in granular matter) [Ramaswamy
2010, p. 331]; through the so-called ‘swimmers’ who designate the movements of liv-
ing entities in a fluid medium (from bacteria and algae to schools of fish — thus
through different scales); through ‘active gels’ (e.g., the cytoskeleton), to the extent
that these follow the same hydrodynamic equations;* and finally through the col-
lective movement of living cells during growth and healing (tissue dynamics).

What unites the objects from different scales and milieus (such as flying birds and
swimming fish, bacteria and cells, tissues and gels, and real entities and hypothetical
model systems) under the umbrella term ‘active matter’ is the use of theories and tools

28 The media history of the swarm during the twentieth century as well as the problem of represen-
tation and modeling of it is described extensively in: [Vehlken 2012].

29 The cytoskeleton is understood as a “suspension of filaments endowed with active internal
forces” and active matter research aims at the “natural mechanisms that promote the alignment of
neighboring filaments, through excluded volume as well as activity” [Ramaswamy 2010, p. 325].
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of statistical physics and hydrodynamics or liquid crystal hydrodynamics (thus soft
matter physics).’® These include active nematic theory (i.e., the descriptions of sym-
metry breaking and topological defects), conservation laws, and agent-based standard
models, as well as analytical tools such as simulations, field-theoretical methods, and
“dynamic density functional theory” [Gompper et al. 2020, p. 3]. The overarching field
to which active matter research is explicitly assigned [Ramaswamy 2010; Menon 2010]
is condensed matter physics, which brings together the multiplicity of matter’s mani-
festations (solids, liquids, plasmas, etc.) in their macroscopic and microscopic proper-
ties under a collective roof — insofar, for instance, as basic physical principles are
applied to the states of matter.

According to Sriram Ramaswamy, the research on active matter takes up the
comprehensive approach of condensed matter physics and should therefore de-
velop a “systematic theory” by expanding the principles of statistical physics and
hydrodynamics to include living entities and thus the objects of biology [Ramaswamy
2010, p. 323]. “[L]iving, metabolizing, spontaneously moving matter” is a paradigmatic
object for activity and should therefore be integrated as ‘active matter’ into condensed
matter research [ibid., p. 326]. That is an ambitious claim that in the final analysis
might mean that ‘living matter’ will be classified using descriptions and explications
that closely relate to those of ‘nonliving’ matter — it remains to be seen, however,
whether the claim of the research field active matter can be realized in this way.

Clearly the project of active matter research also recalls nineteenth- and early-
twentieth-century biophysics, as it is prominently represented by D’Arcy Wentworth
Thompson. The approach of active matter research, however, is not concerned with
the forms of living beings (e.g., anatomy and shape) or the evolution of these forms
but with a ‘matter in action,” understood here as a spontaneously emergent collectivi-
zation and form construction,> which calls on a different physical regime: nonequi-
librium thermodynamics or statistical physics. Living systems are a prime example of
this, since they are open systems that operate far from equilibrium and successfully
accommodate the related instabilities. Examples are found, however, beyond living
systems and at all scales. The aim of developing a comprehensive physics of life
based on nonequilibrium thermodynamics has already — that is, before the research

Here it should be borne in mind that these active gels are not considered as a medium but as a
“distinct type of material” and thus as a particular manifestation of matter [ibid., p. 339].

30 And not only that, but also as Menon emphasizes the “philosophy” of active matter, one does
not begin with distinct units, but with a continuum model: “The philosophy of these approaches is
the following: Rather than begin from a microscopic model for a swimmer or individual moving par-
ticle and then generalize from the microscopics to realize symmetry-allowed equations of motion
for the fluid velocity field and for the local concentration of swimmers, one can start with a coarse-
grained continuum model for a physical viscoelastic gel which is driven by internally generated,
non-equilibrium sources of energy” [Menon 2010, p. 213].

31 See [Menon 2010, p. 194]: “Such [active matter] systems are generically capable of emergent be-
havior at large scales.”
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on active matter — been formulated by Ilya Prigogine. Nevertheless, he introduced
these themes much more broadly in physics and chemistry®>? and in addition looked
for support in philosophy. Already in 1984, in their book Order Out of Chaos, in a
chapter titled “Active Matter,” Prigogine and the philosopher Isabelle Stengers note
programmatically that “[a]t all levels, be it the level of macroscopic physics, the level
of fluctuations, or the microscopic level, nonequilibrium is the source of order. Non-
equilibrium brings ‘order out of chaos.”” [Prigogine and Stengers 1984].

What is particularly difficult about nonequilibrium systems is that for their explica-
tion one cannot have recourse to classical physical principles such as temporal revers-
ibility but is forced to have recourse to the challenging theories of nematic physics and
liquid crystal hydrodynamics. Thus, active matter researchers see their domain as a
radical expansion: “a new area of fundamental physics” [Ramaswamy 2010, p. 341]. In
2020, this statement from 2010 has to be supplemented and corrected: active matter
research is explicitly no longer the concern of physics alone but can be considered a
“truly interdisciplinary endeavor at the interface of biology, chemistry, ecology, engi-
neering, mathematics, and physics” [Gompper and Winkler 2020, p. 2].

In order to summarize the understanding of activity being developed in the context
of the research on active matter, one must emphasize three aspects: (1) activity is
linked with movement (motility) but cannot be equated with movement, rather it is dis-
tinguished from other driven systems to the effect that here (2) internal energy is con-
verted and consumed; and (3) this movement can give rise to phase transitions and to
the emergence of order, as for instance in the remarkable collective behavior of the
bird flock or the repair work of cells in tissue. This characterization can be formulated
for active matter research. However, this by no means covers the full range of current
research on active materials.

2.2 Inherent Activity

One can ask oneself why the research on the activity of materials has grown so signif-
icantly since the 1990s. That materials — and in particular organic materials — have a
life of their own was not unknown. The carpenter or instrument maker has long been
aware that wood expands and shrinks and that it continues to change shape long
after it has been worked. Nevertheless, especially in the nineteenth and early twenti-
eth centuries, a conception of an ideal material becomes prevalent that associates
this material with passivization and plasticity — or that even wants a material to dis-
appear almost completely. Here architecture becomes an exemplary field, since, with
iron construction in the nineteenth century, a changed structural deployment of

32 See his focus on self-organization and his concept of dissipative structures in: [Prigogine and
Nicolis 1977].
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materials begins. The bulkiness of stone construction is exchanged for lightness and
modularity, but this leads above all to the impression of a dematerialization and to a
claim of overcoming matter. The research on active materials, on the other hand, radi-
cally distances itself from this utilization and understanding of materials by investigat-
ing, for instance, their internal architecture in its function for movement. This is linked
above all with a new interest in ‘nature.” Now the organisms of nature are interrogated
for the potential in their material structure for movement and other activities.

2.2.1 ‘Dreams of Dematerialization’

Agricola describes the materia metallica neither as homogeneous nor as passive. While
metal is a natural resource, this must be laboriously extracted from the ground through
the deployment of people and machines and then be gradually revealed in the smelt-
ing works through additional techniques. Only when the desired properties are mani-
fested can the metal be made available for more precise functions and be turned for
instance into gold coins, silver jewelry, tools, or weapons. However, the greater the
number of new techniques and facilities that were developed in the following centuries
(e.g., when the steam engine in the eighteenth century improved the bellows and
thus the performance of the furnace), and the more new knowledge was acquired
about chemical composition and physical behavior, the more reliably specific materi-
als could be created and accurately processed. As Bensaude-Vincent notes, in the
nineteenth century iron became a “single-class” material that could be treated mathe-
matically as “pure deformable continua” and well controlled both formally and in the
concrete processing [Bensaude-Vincent 2011b, p. 114]. She therefore describes iron as
a “model material” for the scientific (and engineering-based) handling of material in
the nineteenth and early twentieth centuries [ibid.]. The material iron can be consid-
ered passive (insofar as it “does not work by itself; it is put to work”) and also allows
mathematical treatment, since it is homogeneous and isotropic [Guillerme 1994,
p. 233].2 Indeed, in the architecture of the nineteenth century, iron became a highly
functional material. It allowed a ‘lighter’ method of construction that is capable of
surprisingly tall towers (such as the Eiffel Tower (1889) in Paris), of long bridges
(the Brooklyn Bridge (1883) in New York), and of vast buildings (the Crystal Palace
(1851) in London). But metal-rod construction also changed the perception of load-
bearing structures. The architectural theorist Gottfried Semper speaks of an “almost
invisible material” (“gleichsam unsichtbaren Stoffe”), a dematerialization of architec-
ture that he finds regrettable [Semper 1849, p. 521].>* Nevertheless, already in the

33 Quoted in [Bensaude-Vincent 2011b, p. 113].

34 See the full quotation: “However, this much is clear, that iron, and indeed every hard and tough
metal used as slender rods and sometimes as cables as befits its nature, due to the slighter surface
which is offered by these forms withdraws all the more from the eye the more perfect the construction
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nineteenth century and fully developed in the twentieth century, lightweight construc-
tion is the object of a new aesthetic and the motor of a new architecture. The architect
and theorist Richard Buckminster Fuller designates the new possibility of “struc-
tural lightness” [Fuller 1979, p. 175] in architecture as “ephemeralization” [Fuller
1938, p. 284], which he describes as follows: “Doing the most with the least — segre-
gated compression and tension members, flexible joints, stabilized force triangles —
net scientific structure in time annihilating transportation, communication, and power
harnessing” [Fuller 1932, p. 36].>° Therefore ephemeral buildings should not only re-
duce the amount of material used but also develop and present a new type of load-
bearing structure. Fuller wants to modularize, network, and dynamize the structures,
as for example in his most famous geodesic dome, the American Pavilion at the 1967
International and Universal Exposition in Montreal, Canada (see also the variant in
Fig. 4). The dematerialization leads in Fuller’s case to an understanding of architec-
ture as a highly efficient lightweight structure — here too the material seems to re-
cede behind the structure, or to become one with it, but in this particular case it is
already a matter of the dynamization of structures.

Fuller’s innovative concept of ephemeralization, however, belongs to the mid-
twentieth century. In the nineteenth century, dematerialization was associated with
the idea of a plastic and passive material. If one takes into account the discussion on
the various materials invented during the nineteenth century — rubber, celluloids, the
development of plastics — a discussion accompanied, on the one hand, by a demand
to bring justice or “truth to materials” (“Materialgerechtigkeit”), one cannot ignore
that this discussion culminated in a demand to develop a single material that would
be appropriate to the desires and needs of man. In 1902, Henry van de Velde claimed
that “our dream of a supple material that follows our intentions as easily as our speech
follows our thoughts will come true.”*® No longer imitation or perfection of nature,”” a

is, and therefore architecture, which accomplishes its effects on the spirit through the organ of vision
cannot admit of this as it were invisible material when it is a matter of effects of mass and not merely of
light accessory parts.” (“Doch so viel steht fest, dal das Eisen, und iiberhaupt jedes harte und zédhe
Metall, als konstruktiver Stoff seiner Natur entsprechend in schwachen Stdben und zum Teil in Drdhten
angewendet, sich wegen der geringeren Oberfldche, welche es in diesen Formen darbietet, dem Auge
umso mehr entzieht, je vollkommener die Konstruktion ist, und daher die Baukunst, welche ihre Wir-
kungen auf das Gemiit durch das Organ des Gesichts bewerkstelligt, mit diesem gleichsam unsichtba-
ren Stoffe sich nicht einlassen darf, wenn es sich um Massenwirkungen und nicht blof3 um leichtes
Beiwerk handelt” [Semper 1849, p. 521].) On dematerialization and ephemeralization as aesthetic experi-
ence and technological program in the nineteenth and twentieth centuries, cf. [Krausse 2001]. On
‘dreams of dematerialization,’ cf. [Bensaude-Vincent 2013].

35 Quoted in [Krausse 2001].

36 “Denn unser Traum von einem geschmeidigen Material, das unseren Absichten so leicht folgt,
wie die Sprache unseren Gedanken, wird in Erfiillung gehen” [Van de Velde 1902, p. 31].

37 On how this new image of man emerged during the early modern age, who neither imitates nor
perfects nature (a conception of the relations between man and nature which is highly influenced
by Aristotle), see: [Blumenberg 2000].
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Fig. 4: R. Buckminster Fuller's necklace dome (1950) is one of the first geodesic, dome-shaped
structures constructed by Fuller. The folded structure emphasizes the modularity and dynamic
character of these buildings. © Courtesy, Estate of R. Buckminster Fuller.

wish emerges of a future invention of an almost formless material that will fulfill all
of man’s needs.>® At the beginning of the twentieth century, a similar development
occurred regarding wood. As Cecil Elliott notes, “German companies in 1933 began
manufacturing synthetic resin glues,” and while, as “linear structural members, tim-
bers performed well [...] at connections the more complex forces were limited by the
lateral weakness of the material. By gluing crossed layers of veneer, plywood bal-
anced these capabilities of wood, so long as it was used as a sheet” [Elliott 1992,
p. 21]. This shift to the mass production of plywood can be seen as an effort to treat it
as a “passive material” [Eder et al. 2020, p. 3]. Such a passivization was clearly formu-
lated, for example, in Alfred Gotthold Meyer’s reflections on iron and iron construc-
tions. In his posthumous 1907 book Eisenbauten: Ihre Geschichte und Asthetik (Iron
Constructions: Their History and Aesthetics), Meyer (1864-1904), a professor of the his-
tory of decorative arts in Berlin, examined iron as a building material and its effects
on the development of style. According to Meyer, iron was celebrated as what does
not have any constraint, in contrast to wood or stone. It enables architects and

38 See also: [Wagner 2004, 2015]. In this sense, the call during the twentieth century to a (new)
“conversation with materials” can be seen as a continuation of the discussion on Materialgerechtig-
keit during the nineteenth century. See: [Schon 1992].



26 —— Michael Friedman, Karin Krauthausen

engineers to achieve their mutual goal: “they [architects and engineers] [...] have a
common goal: the victory over matter [Materie].”*® This victory enables one to free
oneself from the constraints of the materials and to see iron constructions as an “em-
bodiment of what is abstractly recognized as necessary.”*° The reduction to the nec-
essary must be understood here with regard to the seamless mathematical treatment
of material and form: “And with the unlimited plasticity of iron it is possible to create
the statically most ‘rational’ form [...] artificially.”*' Emphasizing the role of mathe-
matics and geometry for architecture in general, Meyer notes that iron constructions
enable one to “transfer the problems of mechanics from the area of arithmetic opera-
tions and algebraic forms into the depictions of graphic formations” [Meyer 1907,
p. 29-49].*? In this sense of dematerialization and unlimitedness, iron constructions
allow much more freedom than stone or wooden ones, since the former are also more
easily mathematically calculable.

2.2.2 Dreams of Architecture

Meyer’s “victory over matter” calls for an understanding of matter that grasps this
via properties such as mass, strength, rigidity, and indivisibility — as is found prom-
inently in Isaac Newton’s mechanical philosophy, but which remained in force into
the nineteenth century.*® This points to an underlying conception of matter as pas-
sive and shapeless. But it is worth recalling that, against the mechanical approach

39 “Architekten und Ingenieure haben [..] ein gemeinsames Ziel: den Sieg iiber die Materie”
[Meyer 1907, p. 4].

40 “[...] die Verkorperung des abstrakt als notwendig Erkannten” [ibid., p. 5].

41 “Jeder Teil einer Eisenkonstruktion iibertrifft einen gleichgrofien Holzbalken an Festigkeit zehn-
fach [...]. Und bei der unbeschrinkten Bildsamkeit des Eisens wird es méglich, die statisch ‘ration-
ellste’ Form [...] kiinstlich zu schaffen” [ibid., p. 13].

42 “Ist doch eine Eisenkonstruktion schon an sich eine besonders sinnfillige Verkdrperung der im
Bau wirksamen statischen Krafte; sie steht dadurch gewissermaflen nur am Ende jenes syntheti-
schen Weges, der die Probleme der Mechanik aus dem Bereich arithmetischer Operationen und al-
gebraischer Formeln in die Anschauung graphischer Gebilde iibertragt” [ibid., p. 43].

43 One may also recall the earlier approach of René Descartes, of a homogenous matter consisting of
extension alone. But as Andrew Pyle notes, to view the history of matter theory in the seventeenth cen-
tury “in terms of the rejection of Scholastic Aristotelianism and its replacement by one version or other
of the mechanical philosophy (Cartesian or atomist) would be oversimplified, to say the least. As Leibniz
saw, neither the Cartesians nor the atomists had a satisfactory account of material substance” [Pyle
2017, p. 440]. Nevertheless, mechanical philosophy in the natural sciences was progressing during the
seventeenth century, accompanied by a growing mathematization of various phenomena. During the
eighteenth century, the advancement of the mechanization of matter theory certainly left its mark on
how matter theory was reshaped: it became “reductionist rather than essentialist, [and] it embraced
quantification where possible [...] and in reaction to its association with mechanism, it emerged very
much as an experimental, as opposed to a speculative, discipline” [Gaukroger 2014, p. 689].
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of inert matter, the seventeenth- and eighteenth-century vitalists — though far from
being a homogenous group — posited matter as active,** objecting to the world being
reduced to a heap of dead, passive matter.*> As the nineteenth century continued,
however, vitalism was gradually abandoned and rejected, to be replaced by chemical
and physical explanations as theories of matter. Nevertheless, in the second half
of the twentieth century, two shifts occurred with respect to the latter conception of
matter: first, as noted above, the dream of finding one single material for all purposes
and needs, which is encapsulated in Meyer’s claim of a victory over matter, is replaced
by an extensive research on materials — as can be seen with the formation of the multi-
disciplinary materials science out of metallurgy departments; second, the research on
active matter expanded the physical understanding of matter to include nonequilib-
rium systems — and thus also living systems (the prime example of nonequilibrium sys-
tems). Thus, next to solid matter and soft matter (or the overarching condensed matter)
comes living matter, whereby the physical theories of statistical physics and hydrody-
namics as well as the accompanying challenging mathematical tools produce points of
intersections between the different fields of matter.*® Here ‘active’ means not an activ-
ity imposed from outside, for instance, a movement induced by an impact — in active
matter research, driven systems are always self-driven systems; that is, the activity is
attributed to the matter itself.

Within the — in comparison to active matter — broader field of research in the ma-
terials science, the activity of materials is explicated less via the theory of nonequilib-
rium systems than via the internal architecture of living or dead materials. Indeed
here too one frequently has recourse to exemplary configurations from living nature.
A well-known example is the research on the capacity of bones to adapt to stress,
since bones are capable of adapting to concrete environmental and living conditions
through growth and remodeling [Weinkamer and Fratzl 2011]. And yet the ‘dead’ (or,
more precisely, nonliving) components of organisms are also considered for the un-
derstanding of active materials insofar as these exhibit an ability to move and react
based on their internal architecture. A well-known example is the pine cone, which
consists largely of cellulose and thus of a dead substance, but still has the ability to
open its scales (when dry) or to close them (when wet) in order to release its seeds into
the environment only with the appropriate environmental conditions (dry weather;

44 For the various approaches to vitalism and their reactions to the mechanical theories of the
eighteenth century, see: [Wolfe 2014].

45 To give only one example, Charles Wolfe notes that John Toland, in his Letters to Serena from
1704, “is explicit that ‘Matter neither ever was nor ever can be a sluggish, dead and inactive Lump, or
in a state of absolute repose’ [...] he also denies that ‘[...] Matter is or ever was an inactive dead Lump
in absolute Repose, a lazy and unwieldy thing’” [Wolfe 2014, p. 99]

46 See: [Gompper and Winkler 2020, p. 2]: “Fundamental biological processes, such as morphogen-
esis and tissue repair, require collective cell motions [...] Tissues are nature’s active materials, and
are therefore very interesting as blueprints for synthetic active materials.”
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see Fig. 5) [Reyssat and Mahadevan 2009; Dunlop, Weinkamer, and Fratzl 2011].*’
This reversible movement is not motivated by internal energy balance but is based
on the internal anisotropic structure, that is, the specific arrangement of the cellu-
lose fibers - it is therefore the internal architecture (together with the environmental
conditions) that enables the activity, and not an external active force that imposes
movement on an actually inert object. Similar functional arrangements of cellulose
are found in the trunk and branches of trees. Although here it is not a matter of re-
versible movements, as in the pine cone, but of a combination of rigid and minimally
flexible tissue adapted to stresses and environmental conditions so that, in the appro-
priate places, either the load-bearing capacity or elasticity is promoted. For Michaela
Eder et al., living trees are therefore, also in their dead tissue parts, anything but homo-
geneous and passive: “woody material [...] does not obey this idea of neutral matter” —
rather, “wood shows an intrinsic activity” [Eder et al. 2020, p. 3].

Fig. 5: Three-dimensional rendering of x-ray microtomography images of the same pine cone
(Pinus sylvestris) in the wet (left) and dry (right) states. Note the two different tissue types, light
yellow and orange, that can be seen in the base of the pine cone scales. © MPIKG and Michaela
Eder.

The activity of wood and other nonliving materials determined by their internal archi-
tecture is not an experience of the naked human eye. Rather, it is made visible in the
experimental setups of natural scientists. It is first of all the epistemic procedures that
enlighten us about the ‘properties’ of the components of a tree — and via the scientific
generalization of these findings, these properties are to a certain extent ontologically
established. At the same time, however, something else occurs: the tree (a living or-
ganism) becomes in this perspective the carrier of a variety of ‘materials,” which it

47 Compare also the structure of the seed capsule of an ice plant, which is discussed in several of
the contributions in this volume (Fratzl and Schiffner; Gholami, Guiducci, Jany, and Razghandi;
Dunlop and Krauthausen) and earlier biological research [Haupt 1977]. Wolfgang Haupt even terms
this movement, induced by the structure alone, as “structural work” (“Strukturarbeit”) [ibid., 137].
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has produced itself, which it exploits, and whose entirety it consists of. The talk of
‘biological materials’ or of ‘nature’s materials’ is not self-evident and should be
thought in all its consequences: ‘nature’ is harnessed to a logic of engineering and
in this way of technology. It is now indeed the supplier of not only renewable re-
sources but also materials that are complex in themselves. And yet the equation of
organic entities with materials understands nature as a ‘manufacturer’ or ‘inven-
tor.” Only from this perspective advocated by (but not only by) the discipline of the
materials science can one consider, for example, that the tree is above all a producer
of wood and its goal the highest possible efficiency, thus optimal performance.

2.2.3 Dreams of Bioinspiration

For active matter research, living matter is the privileged object to acquire not only
new knowledge but also better applications of this knowledge in the invention of new
materials and other technical things. For the diverse materials science research on ac-
tive materials (in all their shades, whether smart, self-propelled, self-assembling, adap-
tive, or responsive), it is thus biological materials that are investigated.*® The aim is to
develop basic knowledge on structure—property—performance—-synthesis relations, to
arrive at the construction of artificial ‘active’ materials that are suited to complex
tasks. This orientation of the materials science is described by the protagonists them-
selves as ‘bioinspired’ (or ‘biomimetic’), and encompasses two different approaches: in
the first approach, one has direct recourse to biological materials, but in order to alter
them for specific applications, for instance when the researchers “embed functionality
into the wood structure and thereby generat[e] wood materials with new property pro-
files and responsiveness” [Eder et al. 2020, p. 10 (emphasis M.F./K.K.)]; the second ap-
proach, on the other hand, attempts for example to draw “inspiration from the activity
of wood” [ibid., p. 12], that is, not to add properties to natural materials but rather to
be inspired by their given structure, whereby ‘nature’ — in this example the tree - is
considered as an object in the untouched realm of reality, which ideally can and
should be viewed undisturbed, as if one can indeed only be inspired by it.*’

The inspiration paradigm is clearly aligned with the “view of nature as an unri-
valed engineer, [a view which] underlies the attempts at making artificial materials
with characteristics analogous to the variety of properties offered by natural materials
[...]” [Bensaude-Vincent and Newman 2007, p. 18]. This view is not new, however. Al-
ready in his book On Growth and Form published in 1917, Thompson compares the

48 On this see also the interviews with the natural scientists in this volume.

49 See also the statement by Stanislav Gorb, who notes that one of the recent foci of the latest de-
velopments in the field of materials sciences is the one given to bioinspired materials, when one
“[is] [d]rawing on living Nature as an endless source of inspiration” [Gorb 2020, p. 57].
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structure of the bone and its resulting properties to the work of the engineer.”® Ben-
saude-Vincent plays down the implicit metaphysical implications and aspirations to
be found in the contemporary ‘inspiration’ discourse: while the “goal is neither to pro-
duce a faithful copy, nor to reproduce the appearance of the biological model [...]
[clontemporary materials scientists are content with picking up local models as solutions
to their current technological problems [...].” [Bensaude-Vincent 2007, p. 304]. Neverthe-
less, there are crucial distinctions to be made between late-nineteenth-century biophysics
(to which Thompson relates) and the current bioinspired research. In a recent volume on
materials research published in 2020 by the Deutsche Akademie der Technikwissenschaf-
ten, the focus is explicitly on nature as “a source of and inspiration for inventions and
innovations” [Spath and Schraudner 2020, p. 7]. But the difference to Thompson and
others lies in the fact that it “is now possible to make use of our increasing understand-
ing of biological structures and growth processes to develop new materials” [Fratzl
et al. 2020, p. 14]. Bioinspiration is thus based on an expanded basic knowledge:

The [c]ore aspects of this application of Nature’s principles to modern materials development
are the multicomponent structure across hierarchical levels, which [...] makes it possible to en-
code new and specific functions in the material structure, [and] the selection of ‘intelligent’
(functional) structures by computer simulation and modelling. [Ibid.]

Here it becomes clear what is meant by the investigation of nature. This is certainly
not a romantic return to nature, rather it focuses on very specific (biological) materi-
als®! with several structural hierarchies with the aim of “encod|[ing] specific functions
in the material structure,” followed by a selection of various structures via “computer
simulation and modelling” [Fratzl et al. 2020, p. 14]. If we concentrate again on wood,
only by this “encoding” - that is, by the investigation of the different materials by
various instruments, modeling, and simulations — can one even say that “wood shows
an intrinsic activity” [Eder et al. 2020, p. 3], and only then can one lay claim to

50 See: [Thompson 1917, pp. 680—683] concerning the comparison between Hermann Meyer’s research
of the trabeculae of bone and Karl Culmann’s research on engineering of structures and cranes.

51 Besides an overview of the current research directions in bioinspired materials, the domains and
examples discussed in this volume are, among others, “bio-inspired elastic cement,” “bio-inspired
modification of wood,” “cellulose-based optical materials,” or “organic iontronic devices for neuro-
morphic computing.” See [Bensaude-Vincent 2013, p. 26]: “Despite their admiration for nature’s
achievement, biomimetic chemists are not inclined to revive natural theology and its celebration of
‘the wonders of nature.” Rather, biomimicry proceeds from a technological perspective on nature.”
While Bensaude-Vincent stresses the practical point of view of the work of biomimetic chemists, the
statements cited above do point toward such a celebration, which is accompanied with an unclear
distinction between the natural and the artificial.

52 See also [Eder et al. 2020, p. 3]: “[...] in seed awns one can perceive strong active torsion by dry-
ing or elongation through humidity as a reversible operation. This plant device acts according to its
inner structure as a sort of intrinsically coded matter” (emphasis M.F./K.K.).
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“harvesting the activity of wood” [ibid., p. 9], that is, to producing, for example,
“wood materials with magnetic properties or transparent wood” [ibid., p. 10].
While ‘nature’ is one umbrella term used occasionally quite vaguely in the dis-
course of the materials sciences and of bioinspired materials, the term ‘inspiration’
is another such term. ‘Inspiration,” which since antiquity has been used as a reli-
gious and artistic term - it is enough to recall the origin of this word in the Latin
inspirare (‘to breathe or blow into’), which has given rise to the word ‘spirit’ — be-
comes a blanket term covering a complex range of scientific procedures.”® In turn,
these procedures decontextualize the biological materials — not only by ignoring
their genetics, or their evolutionary processes (i.e., how the hierarchical structures
found in these biological materials evolved and in which ways), but also by isolating
them from their milieu, their surroundings — hence by examining them first as an ex-
perimental and ‘epistemic object’ and then — after the internal structure is under-
stood - turning them into a ‘technical object.”” Only then is the material scientist
able to select and isolate specific structures in order to “convert[] them into inorganic
functional and structural materials” [Fratzl et al. 2020, p. 17].>> No longer conceiving
nature as such as a “library of resources” [Bensaude-Vincent and William R. Newman
2007, p. 18], it is the biological materials themselves that are now considered one by
one as unique libraries of possible structures and solutions. Hence, the term ‘inspira-
tion’ refers to an expansion of the universe of libraries, whereby biological materials
now ‘offer’ unique solutions but only after a laborious experimental investigation.
The resulting developed materials (i.e., the bioinspired materials) are not natural re-
sources but complex artifacts and belong to the category of ‘materials by design’ that
Bensaude-Vincent declares to be archetypical of materials in the late twentieth and
early twenty-first centuries [Bensaude-Vincent 2011b, p. 119]. To repeat what was
highlighted at the beginning of this introduction, these materials by design are not
the materials one starts with (as passive materials waiting to be shaped) but the end
product; they are high-performance materials that are often made for very specific
purposes, that is, truly singular phenomena to be examined at the end of the research

53 For example, see the following citation from 2018, which presents natural materials as a source
of inspiration, that is, as a repository of sources to be inspired from: “Although natural materials
have long been a prime source of inspiration for engineered ones, with our modern tools from nano-
science that allow inspection and construction at the scale of molecules, research in this direction
is rapidly expanding” [Eder, Amini, and Fratzl 2018, p. 543].

54 Hans-Jorg Rheinberger distinguishes between the ‘epistemic things’ of the experimental scien-
ces that advocate for an open question and an unknown terrain (what one does not yet know) and
‘technical things,’ into which the epistemic things frequently transform when they are described
and understood. These technical things designate instrumental facilities and applications of the
erstwhile obscure, since unknown, research object [Rheinberger 1997].

55 The authors of the introduction to the volume on materials research published in 2020 refer to the
process of biotemplating: “Biotemplating is another possible approach, which takes biopolymer struc-
tures and converts them into inorganic functional and structural materials” [Fratzl et al. 2020, p. 17].
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and production processes. If the bioinspired materials want to achieve the complexity
of their models, then this will depend on how the ‘encoding’ of specific functions and
the ‘operativity’ of these new artificial materials are understood.>® The question thus
arises of what is meant by ‘code.’ Is it in fact another name for a non-static, dynamic
structure that interacts with its environment due to its specific and special geometrical
and topological properties? Is not what lurks behind this term and its derivatives a re-
turn to a discourse of the readability of materials or their alphabetization? In his recent
edited volume Active Matter, Skylar Tibbits claims that when we “redefine our relation-
ship with matter,” either by embedding “properties of the digital [...] in the physical
world like logic, reprogrammability [...],” or by embedding “properties from the natural
world [...] in the synthetic world, like growth, repair [...],” then “[t]hese principles are
now fundamentally available to read/write within matter itself.” [Tibbits 2017, p. 16].>’
Here one should ask whether there is in fact another form of reading (and writing) of
‘nature.” Following the developments in materials science, it can be suggested that this
‘encoding’ is no longer an alphabetization of nature or of materials in general, as if one
scheme (or one alphabet) would suffice for an understanding of the entire “zoology of
materials” [Bensaude-Vincent 2011b, p. 110] or for “read[ing]/writ[ing] within matter it-
self” [Tibbits 2017, p. 16], but rather a much more concentrated effort of making specific
materials, and hence the activity of certain specific biological materials, ‘readable.’
This can be seen in several current research projects and directions in materials sci-
ence, which carefully select “local models as solutions” — although, as we note, not
necessarily or not only “to their current technological problems” [Bensaude-Vinvent
2007, p. 304], but rather as a motor to construct new materials. This is the epistemolog-
ical landscape in which one can situate the research on active materials, in which ma-
terials themselves emerge as a unique category, as a boundary concept.
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Peter Fratzl, Wolfgang Schaffner
On the Activity of Materials

The idea of physical reality usually refers to the rigidity and resistance of materials
that are regarded as the fundamental stuff out of which our world is built or the ground
on which it rests. Above all, solid materials relate to a more general notion of matter.
This classical idea is based on the fundamental dichotomies of matter and form, and
matter and activity, whereby form appears to be imposed from the outside on amor-
phic matter, transforming it into objects, and matter, as a fundamentally passive sub-
stance, seems to be externally activated, and in this way to undergo a transformation
from rest to process.! Following these principles — above all, since industrialization —
our technology, instruments, objects, and devices have been designed based on mate-
rials with controllable behaviors that can be standardized as properties. Hence, solid
and rigid materials such as iron, steel, or concrete were considered suitable as stable
and reliable components for machinery, bridges, or buildings, whereas elastic materi-
als such as rubber, fiber tissues, or plastics permitted the design of flexible structures.
In all these cases, form, activity, or special functions are externally implemented and
define materials as their passive carrier.

But materials are also omnipresent in natural systems, from rocks and minerals
to wood and wool or silk. Even we ourselves are built from a variety of materials such
as bones, muscles (flesh), or hair. Seen in this way, it is obvious that all these natural
objects have a function or exhibit some activity. The processes and activities related
to these objects are quite complex occurrences. But are the materials these objects are
formed of in the same way passive carriers of activities, or do they show a different
mode of activity and form-building? Do biological materials perform by themselves
what human activity and design implement from outside in the case of artifacts?

These questions challenge the classical paradigm of separating passive matter —
which seems to be the essence of a material — from the form, activity, or function the
object might have. This separation also echoes the basic dichotomy of matter and mind,

1 The dichotomy of matter and form in the sense of hylomorphism focuses on matter as a passive
carrier of form. This is evident in the usage of materials. In the nineteenth century, iron is seen as
the most formless material that can be brought into any form [Meyer 1907]. Clearly, this tradition
did not begin in the nineteenth century (see the introduction to this volume). In his Kritik der
Urteilskraft (Critique of Judgment), the philosopher Immanuel Kant, for example, noted in 1790:
“But the possibility of a living matter is quite inconceivable. The very conception of it involves self
contradiction, since lifelessness, inertia, constitutes the essential characteristic of matter” [Kant
2007, p. 222]. On the difference between passive and active matter, cf. [Keller 2016].

The authors acknowledge the support of the Cluster of Excellence ‘Matters of Activity. Image Space
Material’ funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
under Germany’s Excellence Strategy — EXC 2025 — 390648296.

3 Open Access. © 2021 Peter Fratzl, Wolfgang Schiffner, published by De Gruyter. This work is
licensed under the Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110562064-002


https://doi.org/10.1515/9783110562064-002

38 —— Peter Fratzl, Wolfgang Schiffner

which can be regarded as one of the founding principles of occidental culture.? Refram-
ing the relationship between matter and activity in terms of active materials forces
us to look closely at basic assumptions connected with the idea of materials and their
properties, with the dynamics of energy, information, and activity in a broader sense.

1 Action, Reaction, and Interaction

A very basic physical principle is that there is no action without reaction. The activity
of an object (or a material or body) must necessarily be defined with respect to some
reference. The existence of an outside reference implies the existence of a boundary of
the object and the object’s activity corresponds to an interaction with its outside world.

The word ‘interaction,” commonly referring to all the forces that govern matter
in the most general physical theory, already encapsulates the fact that action is mu-
tual, from the object to its environment and vice versa. Considering gravitation, for
example, a small mass falling toward the Earth experiences the same gravitational
force from the Earth as the Earth experiences from the small mass (Fig. 1, left). We
are just deceived by the fact that the Earth moves much less under the influence of
these forces than the so much lighter mass m,. When this mass touches the Earth’s
surface, the impenetrability of the Earth creates a solid reaction force that exactly
compensates the gravitational force. Hence, the equilibrium of a seemingly inactive

r? -

/;m
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>
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Fig. 1: Gravitational forces between the Earth and a small mass m,. (Left) The Earth and the small
mass exert exactly the same force on each other, just in the opposite direction (with G being the
gravitational constant). (Right) When the small mass touches the Earth’s surface, the gravitational
force is compensated by the solid reaction of the surface, which has exactly the same magnitude.
© Graphic by the authors (P.F./W.S.).

2 The most famous version of this dichotomy is Cartesian dualism; see: [Descartes 1641]. One of the
most evident modern versions of this dichotomy is classical robotics with its separation of CPU-based
information and externally controlled material periphery. Soft robotics challenges this separation by
emphasizing the intrinsically coded material, referred to as physical intelligence [Sitti 2021].



On the Activity of Materials = 39

object lying on the Earth’s surface is not the absence of activity but the exact com-
pensation of interactive forces between the object and its environment (i.e., the
Earth’s surface in this case). Therefore, the perceived inactivity of any object is just
an equilibrium of forces between the object and its environment.

2 Disequilibrium

On Earth, any kind of object is exposed to gravity, and is therefore part of an activity
field that affects everything, everywhere, and at any time: a falling body, a suspended
body, an erected building, or even the solid ground. There is no difference between
their status in motion or at rest insofar as both states result from activities depending
on their mass and their environment. When the environment exerts an equivalent com-
pensation force, the body is at rest; in all other cases, a downward-oriented force pro-
duces motion, since the Earth itself is the bigger mass compared to all the bodies on
the Earth. A building collapses when the static forces lose their equilibrium. If a body is
sufficiently small, other forces such as wind can easily lift it in the opposite direction.

The interaction between two bodies or between a body and its environment is
due to a disequilibrium; it acts only as a relationship between them. The lever as a
classical tool of mechanics puts this disequilibrium into action (see Fig. 2).

AN

Fig. 2: The lever as a classical tool of mechanics from: [Mach 1897, p. 12, Fig. 2].

The lever beam represents the relational character of activity; it is the connection and
the boundary between two objects. It can be considered as a tool where the two bodies
are literal ‘objects’ — directed against each other — so that one is always the environ-
ment of the other and vice versa. The downward gravitational force of each body is
inverted by the lever into a lifting force upon the other body. When they have the same
mass, they are in equilibrium and their mutual activity appears as rest; their different
mass, on the other hand, will result in motion. In the latter case, by varying the geo-
metric proportion of the lever beam, equilibrium can be reestablished. The static equi-
librium is the result of opposing activities, not the absence of activities.

Architecture also exemplifies this activity of a seemingly static state. Composi-
tion and building (Lat.: struere) using stones, logs, or steel beams make this perma-
nent activity obvious. To achieve stability, the gravitational forces of the building
materials have to be calculated. The classical example is the keystone of an arch that
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brings all the stones of the arch into a relationship and thus generates their static
equilibrium as rest. Architectural statics does not mean the absence of activity but the
equilibrium of all activity involved. The building structure describes the diagram of
forces in a state of equilibrium. Any fundamental change transforms the inherent ac-
tivity into an instability that makes the building collapse, thus generating a new equi-
librium of the involved elements.

What is important here is that the activity of two objects, or — what is the
same — a body and its environment can only be defined in a relational manner. This
kind of original difference makes evident that any object and its activity have to be
regarded together, as an elementary pair.

3 Material Property: Predictability

Very often, when the environment of an object (a material) is not considered explic-
itly but described only with respect to the challenge to the material, the symmetry
of physical interactions is broken. Taking the example of Fig. 1, it is easy to combine
all the effects of the environment into a single challenge to the object that we call
‘input’ (in this example, the gravitational field strength g), which will result in the
gravitational force (see Fig. 3), which we might call ‘output’ in this case.

g -
¢ 12=gm2
T~

Fig. 3: The influence of the Earth on the small mass (see Fig. 1) is grouped into a single ‘input’ to the
little mass m, and the gravitational field strength g. In this formulation, the symmetry of the
interaction between the object (the small mass) and its environment (the Earth) is no longer obvious,
although it of course still exists. This ‘input’ multiplied by the mass of the small object yields the
‘output,’ that is, the force moving this small object. © Graphic of the authors (P.F./W.S.).

In this way, the input from the environment is converted through a property of the
object alone (its mass) into an output, the gravitational force. Usually, the intrinsic
properties of a material would be expressed per unit of volume so that the relevant
material parameter for this interaction is the mass density. For any given input
(here, the gravitational field strength at a given position on Earth) would lead to
different outputs in terms of gravitational force depending on the mass density of
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the material (e.g., in grams per centimeter cubed, mass density would be 0.95 for an
apple, 1.3 for typical plastic films, 2.8 for granite rock, 8 for steel, and 11.3 for lead).

Material properties are therefore operational quantities that define how an input
from the environment is transformed into an output that acts back on the environment.
Of course, materials may possess a large number of material properties that trans-
form all kinds of input. To give a few examples: resistivity is a property that transforms
electric voltage into current, the elastic Young’s modulus transforms uniaxial pressure
into deformation, thermal conductivity transforms a temperature difference into a
heat flux, and color is the result of the way by which a white light spectrum is re-
flected. Some material properties also define the limits within which materials op-
erate in the way described. Material strength, for example, describes the limiting
force that can be applied to an object before it fractures.

Materials should therefore be considered as operators transforming various in-
puts from the environment into well-defined outputs. Material property charts have
been developed to help designers choose the right material for each type of applica-
tion [Ashby 1999]. Figure 4, for example, shows areas of the diagram where Young’s
modulus and density are defined for whole material classes. It is relatively easy to
find stiff materials (that resist deformation) with high density (metal alloys and ce-
ramics), but there are very few stiff materials with low density, a well-known chal-
lenge for lightweight construction.

Fig. 4: Ashby map for whole material classes showing Young’s modulus (i.e., resistance against
deformation) against the mass density. Such charts imply that material properties (and thus the
operability of the material) are fully predictable. The two lines in the graph show positions with
equal values of either £/p or E/p?, parameters essential for mechanical design purposes

[Ashby 1999]. Reproduced from: [Fratzl and Weinkamer 2007, p. 1282, Fig. 17]. License: CC BY-NC
4.0 (https://creativecommons.org/licenses/by-nc/4.0/).
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In principle, if one knows all the relevant material parameters, one can predict
how a material will behave based on various inputs from the environment. The
more precisely the material parameters are known, the better the predictability and
the better the materials will fulfill the technical requirements.

4 Material, Environment, Machine

The perspective changes fundamentally if one considers materials not as passive ele-
ments but as operators. In general, a property is a stable characteristic of a material,
a state of being that can be standardized and used as a reliable building block. If one
considers a material as a device that acts with respect to its environment, all its prop-
erties are transformed into the operational elements of a processing unit. The material
processes according to its inherent structure, thus transforming an input into a differ-
ent output.

This involves a decisive shift in which materials are no longer conceived as
bodies exposed to forces but are understood as modes of processing, transmitting,
and storing activities. It is a shift from physics to machinery. The classical model
of machinery, as it was developed by Jean-Victor Poncelet in the nineteenth cen-
tury, is composed of three parts: (1) a motor or receiver (receveur), (2) a communi-
cator or modificator, and (3) a tool (outil), where the special output of work is
done [Poncelet 1845, p. 15]. Between receiver and working tool, the machine pro-
cesses the energy of the motor into a special type of movement (rotation, step move-
ments, etc.). Thus, the special types of material property, such as resistivity, elasticity,
stiffness, thermal conductivity, or hydro-reactivity, describe inherent ‘gear’ mecha-
nisms that transform temperature or humidity into color change or mechanical work
in a predictable way.

In this context, the fundamental relationship between the material and its envi-
ronment can be regarded as an input into a chain of internal transmission and proc-
essing, and as its corresponding output. Therefore, both elements — material and
environment — are extrinsically as well as intrinsically related to each other as a
pair of elements. Black-boxing all these activities dates back to the times of thinking
matter as solid and taking materials as passive substances defined by their specific
properties. Looking more closely into these black boxes allows us to focus on the
material’s inner structure and its operational character.

5 Predictability and Entropy

Let us now consider all the possible states in which a material can exist for a given
set of conditions imposed by the environment (such as temperature, pressure,
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electric field, and mechanical load). These states can be shape, color, smell, texture,
and so on, including all material properties. If the material is perfectly predictable,
then there will be only one state for a given set of conditions. However, if several
states are possible, then we define these as degrees of freedom. Traditionally, the
number W of degrees of freedom is measured through the Boltzmann entropy S that
is directly related to the logarithm of W, through a famous formula engraved on
Boltzmann’s gravestone in the Vienna Central Cemetery (see Fig. 5). A situation
where there is only one state (W =1), therefore, has an entropy of zero.

A robotic arm, or an even more complex device, has many possible states based on
the number of articulations. In this case, external control is needed to reduce the num-
ber of degrees of freedom (and thus reduce the entropy) in order to generate a predict-
able behavior of the robotic arm, for example. Many degrees of freedom reduce the
predictability or require extreme outside control. This is why stiff elements connected
by few articulations are easier to control than a soft body that can deform in many
ways. This need for control has led very naturally to the selection of materials that are
as predictable as possible, stiff, and without any degrees of freedom. This separation
between, on the one hand, passive and fully predictable materials and, on the other,
active (usually digital) control systems is a hallmark of our digital age. Mechanical sys-
tems that were the state of the art in the nineteenth-century technology use mechanical
information transmission, and so do many natural systems (see Fig. 6).

Fig. 5: Gravestone of Ludwig Boltzmann with his formula for
entropy. Wiener Zentralfriedhof, Austria. From: https://de.wikipe
dia.org/wiki/Datei:Zentralfriedhof_Vienna_-_Boltzmann.JPG.
License: CC BY-SA 3.0 (https://creativecommons.org/licenses/
by-sa/3.0/).
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What is striking about the movement of the awn of a plant seed (Fig. 6B) is the
fact that the material is by no means rigid. Nevertheless, its internal structure is such
that the geometric shape is predictable based on the outside air humidity. In this sense,
the internal structure of the cellulose fibers confers to this material a property that re-
lates air humidity (input) to shape (output) in a way that is totally analogous to mass in
the case of gravitational forces (Figs. 1 and 3). The gear in Fig. 6A would normally be
considered a system and not a material, while the awn is composed of woody cells and
is thus very similar to wood, which would normally be considered a material. The com-
plexity of the awn’s movement is, however, more reminiscent of a system. What if we
coated the gear in Fig. 6A with a skin, not revealing the inside? Could it then be a mate-
rial in the same right as the awn in Fig. 6B? Does the distinction between material and
system even make sense? In fact, both are only defined by their interactions with the
environment, and setting the boundary is what defines them. Hence, each material is a
system, and each system can be a material for the construction of larger entities. This
hierarchical principle is a hallmark of natural materials [Fratzl and Weinkamer 2007]
and can be directly generalized to all materials and systems.

Decreasing air humiitvr

Franz Reuleae: Kinematics of machinery
outline of a theory of machines {1875}

Fig. 6: Degrees of freedom and energy supply in mechanical systems. (A) The right wheel in the
system governed by a belt or a gear has no degree of freedom. It has to turn either in the same
direction or in the opposite direction to the left wheel. The energy for the movement is transferred
directly from the movement of the left wheel. Adapted from: [Reuleaux 1876, p. 262, figs. 182, 183].
(B) The various states of the Erodium awn depend on its water content, which in turn depends on
air humidity. © Rivka Elbaum (Hebrew University of Jerusalem) and Peter Fratzl (MPI-Cl). As with
any material property, the geometric appearance (output) is a direct function of air humidity
(input). Hence, the geometric state is completely predictable from the input, in the same way as the
rotation direction of the right wheel in (A) is completely predicted by the movement of the left
wheel. The corresponding material property has been programmed by the plant during the growth
of the awn by a complex arrangement of cellulose fibrils [Abraham et al. 2020]. The energy for the
shape change is directly taken from the environment (via water absorption or evaporation). (C) In
contrast to (A) and (B), the robotic arm in (C) has several degrees of freedom materialized by its
articulations (the photo was edited by Peter Fratzl). The control is delegated to an outside
processor and the information needs to be imported through a cable (blue arrow), as does the
energy for the movement (second blue arrow).
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6 Symbolic Dimension: Constraints and Information

The operational character transforms the material from a static solid body into a se-
ries of possible states. Thus, the material as a realm of possibilities also acquires a
symbolic character. The degrees of freedom define a space of possibilities that can
in principle be realized.? Under certain conditions, therefore, every state has a cer-
tain degree of possibility. If the material has a high degree of freedom (due to elas-
ticity, for example), it is less predictable, since every circumstance can result in a
large number of possible states. The higher the degree of freedom, the lower the in-
herent information. And vice versa: material constraints embody information.* Only
by reducing the degree of freedom does a predictable action of the material become
possible. This is — according to Franz Reuleaux - the fundamental principle of me-
chanical machines as chains of constrained elements [Reuleaux 1876, p. 46]. The
gears made of stiff metal transform the energy input at the receiver into a specific
work as the output. The mechanical constraints select predictable operations from
the possible states. Thus, the constraints can be considered the programming and
implemented information within the internal structure of the machine. The transfer
or the input and its transformation into a constrained process reduce the possible
states to the very precise mode of action prescribed by the machine.

In the case of a steam engine, this chain of constraints transforms steam energy
into the intermittent movement of the piston, which is transformed in turn into the
rotation of a wheel, which - in the case of a railroad - is constrained by the tracks
to a linear movement, whereas, in the case of a car, an external coding by the steer-
ing wheel is required. Here, two modes of information processing become evident.
First, the material ‘programs’ its activity through its intrinsic structure, comparable
to mechanical gears in machines; second, the material is defined by a lot of possible
states as less constrained and has to be controlled by means of outside information
in order to generate predictable actions. Whereas the first mode integrates physical
action and information processing in one and the same structure, the second mode
separates the control operations from the mechanical device. This last version is the
cybernetic and finally digital mode of separating information and physical work by
isolating the control unit and its information processing from the material. Informa-
tion then has to be supplied to the material from outside in order to be executed in
the form of predictable work.

In the integrated version of an intrinsically programmed material, where mechan-
ical work is simultaneously information processing, Boltzmann entropy and Shannon
entropy can coincide, in the sense that the structural constraints decrease entropy

3 For Terrence Deacon, absence is a fundamental element of the informational dimension of matter
[Deacon 2012].
4 See Chapter 12 “Information” and Chapter 13 “Significance” in: [Deacon 2012, pp. 371-420].
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and increase information.” In this case, the small internal structures of the active
material permit the fusion of information and work processes. Shannon’s information
theory, however, is modeled according to the second mode of separating information
and working machine, since it is all about the transmission of information between
sender and receiver. In the integrated mode, the receiver (in terms of Shannon’s infor-
mation theory and of Poncelet’s machine theory) is not an empty black box — with a
high degree of freedom - that has to be fed with information from outside, but a ma-
terial that contains its intrinsic coded structure.

In nature (compared to artificial mechanical gears), much softer and more elastic
materials are used for this integrative mode of information processing. Natural mate-
rials are based on ever-repeating constituents, such as proteins, polysaccharides, and
minerals, with a hierarchical structure [Fratzl and Weinkamer 2007]. Due to this hier-
archy of structures, materials can be adapted to a variety of sometimes conflicting
functions [Weinkamer and Fratzl 2016], such as, simultaneously, optical, mechanical,
and thermal functions, leading to multifunctional materials [Eder, Amini, and Fratzl
2018].

7 Information and Energy

The concept of a passive material is a convenient engineering concept. In such a pic-
ture, materials would react according to their set of material properties. Hence, the
activity (of a robotic arm, for example) depends on an external input in the form of
information (e.g., from digital processors) and in the form of energy (generated re-
motely) (see Fig. 7). Any intrinsic activity of the material is then considered a defect,
an error, or a failure. Examples are beams bending under too much load, disrupting
electrical cables, or plastic embrittlement under UV light — irrespective of the fact
that in some systems these properties can become functional (in fuses, safety valves,
etc.). The important conceptual difference is that an active material gains system
properties, with information being processed directly in the material. An example of
this is the complex curling movement that the Erodium awn performs when the air
humidity changes (Fig. 6B). Active materials may also extract energy directly from the
environment or even convert energy directly (e.g., the internal stresses that are re-
leased when certain seed pods explode).

5 See: [Deacon 2012, pp. 378-379]: “According to Shannon’s analysis, the quantity of information
conveyed at any point is the improbability of receiving a given transmitted signal, determined with
respect to the probabilities of all possible signals that could have been sent. Because this measure
of signal options is mathematically analogous to the measure of physical options in thermodynamic
entropy, Shannon also called this measure the ‘entropy’ of the signal source. I will refer to this as
Shannon entropy to distinguish it from thermodynamic entropy.”
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Fig. 7: Removing the dichotomy between information/energy and material in an active material. A
functional system (left), such as a robotic arm, is based on a passive material (e.g., steel or aluminum)
that is activated through the import of information from an IT system (e.g., a digital processor) and
through the import of energy (previously converted from environmental or fossil sources). An active
material (right) is a functional system in its own right. It is not just a passive material but carries
information for the function (such as the cellulose fiber arrangement that encodes the opening
movement of the pine cone) and takes the required energy directly from the environment (e.g.,
humidity changes to actuate the pine cone scales). Orange arrows symbolize potential outputs (e.g.,
work). Active materials may also convert environmental gradients into information (and thus work as
sensors) or even into (electrical) energy, for example, by coupling to a piezo element. Reproduced from:
[Eder et al. 2020, fig. 1]. © 2020 The Authors of [Eder et al. 2020]. Published by Wiley-VCH GmbH.

This difference between technical devices and biomaterials understood as ma-
chines is remarkable and corresponds to the two modes of operation mentioned
above: of separating work and information processing and of integrating both. Fur-
thermore, the way in which energy is supplied is different; whereas the technical
arrangement of machines depends on an artificial environment that has to be estab-
lished by larger amounts of external energy and information, biological material, in
contrast, only uses the naturally existing environment, where sunlight, humidity,
and gravitational forces are the basic requirements for its activity. The inner struc-
ture of a material — containing special functions — is the operator structure that be-
comes active through the extrinsic activity of, for example, water and temperature.
In biological materials, this interaction with the environment combines information
and energy for the mechanical work in one and the same process and structure. In
this case, the material as an operator integrates several informational and mechani-
cal activities, namely, acting as a sensor for the external conditions that trigger the
coded action of the material, the processing and execution of information within
the material structure, and finally the transformation of the activity into mechanical
work as its output. For example, the internal structure of wood as an active material
[Eder et al. 2020] contains an assemblage of different hydrophilic elements, whose
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geometry determines a certain material code and transforms the humidity gradient
into mechanical movements. This integrated operator of sensor, structure, and me-
chanical execution can be seen as an analog code that, in contrast to digital coding,
not only symbolically represents but also physically performs the action. In this
sense, the geometric elements take on the role of an analog code that is the opera-
tive basis for the programmed material thus executing its intrinsic information.

The operator material has limited degrees of freedom and thus contains the nec-
essary information that can be processed within the geometric structure, whereas
the energy supply depends on the external environmental conditions. Nevertheless,
storage and amplification of energy is also made possible by special structures such
as spring mechanisms that can release stored energy in an explosive manner.

In terms of machinery, one can therefore distinguish three different types: (1) a
cybernetic or digital machine, where the mechanical operation is fed by external artifi-
cial sources of energy and information; (2) an analog — or gear-controlled — machine,
where the information is integrated or programmed as mechanical constraints within
the gearbox, whereas the energy has to be added by an external artificial source; and
(3) material as an operator that contains its information in its intrinsic geometric struc-
tures that are activated by the energy gradients of its natural environment.

8 Programmable and Self-Learning Materials

Recent developments in materials science have started to shatter the concept of im-
mutable material properties as a paradigm for technical design. The concept of pro-
grammable materials seeks to modify the material property (that is, its operationality
transforming an input into an output) depending on needs.® Programming steps can
be of rather diverse types: the growth of the seed awn (Fig. 6B), for example, would
involve a step in which microtubules in the living plant cell would control the orienta-
tion of the cellulose fibrils [Cosgrove 2016] that then provides the desired functionality
after the death of this cell (so that only the woody cell wall remains). The internal struc-
ture would then be the code that defines the relationship between air humidity and the
shape of the awn (Fig. 6B). Another possible type of programming is 3D fabrication
used to generate internal structures that confer mechanical or optical properties to a
material that it would not otherwise have. Properties could be programmed into a tex-
tile by different knitting or weaving procedures. Even thermomechanical processing is
often used to adjust (program) the material properties of engineering alloys.

Perhaps, the simplest example of a programmable material is an electrical resis-
tor that transforms voltage into current, the relevant material property P being its

6 See https://cpm.fraunhofer.de/en.html (accessed June 20, 2021); https://selfassemblylab.mit.
edu/programmable-materials (accessed June 20, 2021).
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resistivity. Since resistivities depend on temperature, a control of the environmental
temperature would control the resistivity and thus allow the programming of the
voltage—current relation. A more compelling example would be a material that
changes its shape depending on a particular input, such as humidity or tempera-
ture. Going back to the awn of a plant seed (Fig. 6B), this material changes from a
straight needle-like shape to a helix as a function of the air humidity in its environ-
ment. With the diagram in Fig. 8, the input is humidity and the output is shape. The
corresponding material property P is complex and cannot be found in typical material
property charts, but it fulfils the definition of relating the input (humidity) to the out-
put (shape). P is complex because it depends on the internal fiber structure of this cel-
lulosic material. With another fiber structure, the shape change would be different.
By laying down a specific arrangement of cellulose fibrils, the plant programs the
material for a specific behavior, relating humidity to desired shapes. Shape-changing
objects have also been a strong focus in current research on programmable materials
(see footnote 6). While it is easy to reprogram resistivity by changing the temperature,
it is more difficult to reprogram the cellulosic seed awn, which was generated by the
plant in a complex synthesis process. The cellulose fibril arrangement in the seed
awn is therefore an analog code inscribed in the cell wall by a programming step,
while the cell was still living and growing its cell wall. It then allows predictable
shape changes even after the plant tissue is dead (in the sense that plant cells
have lost their metabolic activity, leaving only the cellulosic cell walls behind).
Self-learning or adaptive materials possess even more exciting behaviors. As
sketched in Fig. 8, the signal for the modification of the property P is derived directly
from the output signal. In this way, the output signal has an influence on the material
property P, which in turn influences how the input is converted into the output. Such

programmable Self-learning / adaptive
material material

llnput llnput llnput

Processing or

P =P o P
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signal from signal
l outside ‘

Output Output Output

material

Fig. 8: Any material with property P is an operator that transforms the input from the environment
into an output. Creating or modifying this property P by processing the material or through some
outside signal changes the relation between input and output, allowing a programming of the
material. Such materials are often also referred to as responsive. If the modification of the property
P occurs in response to the level of output, a feedback loop is generated. Such a material would be
adaptive or self-learning. © Graphic by the authors (P.F./W.S.).
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feedback loops are a hallmark of living systems, and the combination of many such
loops is known to lead to emergent lifelike behavior and is studied in the discipline of
systems biology [Klipp, Liebermeister, and Wierling 2016; Alon 2019]. The muscles
and even the bones in our bodies can be trained to become thicker and thus to re-
spond better to challenges. If we train a muscle, the input is a mechanical load (gen-
erated by the weight to be lifted), and the output is the lift height. The mechanical
contraction force of the muscle (relating input to output) depends on the muscle
cross-section, which increases with training. Similarly, sustained loads on our bones
increase the latter’s thickness. Such materials are adaptive or self-learning. For an
adaptive material, as sketched on the right in Fig. 8, the output might modify the ma-
terial property in two principal ways. If an increase in the output leads to a modifica-
tion of P so that the output for a given input is reduced, the system is stable and often
called homeostatic. Many processes in living bodies are homeostatic, preserving the
amount of material despite varying challenges from outside. If, on the contrary, an
increase in the output leads to such a modification of P that the output for a given
input increases further, then the situation is unstable. Instability may be problematic
and lead to failure, but it may also be productive and lead to a new homeostatic equi-
librium or induce growth, for example. The transfer of the concept of adaptive materi-
als from biology to engineering is still in its infancy. It is not yet clear how adaptive
materials can be fabricated based on nonliving components, and their behavior is
complex and difficult to predict. The properties of adaptive (self-learning) materials
depend on their history, and their combination may lead to emergent behaviors that
cannot be inferred from the material properties of the individual components. In
many ways, the challenges resemble those of artificial intelligence, except that the
learning does not occur in formal networks but in analog and tangible materials.

9 Conclusion and Outlook: Logic, Code, and
Material

Active materials change our classical understanding of material. The active structures
of the material act as an operator that consists of an integrative system of material, en-
ergy, and code, which can be understood as a new type of hardware. This material
hardware will no longer combine code and material by externally implementing sym-
bolic algorithms in a passive material carrier but will embody their radical fusion. The
understanding of materials as operators that are simultaneously their own material
code is not limited to the study of biological materials; it provides a conceptual frame-
work that fundamentally changes the way we conceive the relationship between mate-
rial, information, and activity. This reconceptualization brings to light a downright
revolutionary mode of material activity, one that incorporates an integrated version of
code, working process, and building structure within its inner structure.
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Fig. 9: The mechanical movement of the seed capsule of an ice plant (shown closed in (a) and open
in (c)) is based on the intrinsic honey comb structure of the actuating keel shown in (b). The change
from dry (d) to wet (e) makes the honeycomb structure swell and thus opens the closed capsule
Adapted by permission from Springer Nature: [Harrington et al. 2011, figs. 1, 3].

The active material of the ice plant (see Fig. 9) is a switching structure that transforms
the input into an output depending on a coded procedure. But it is simultaneously the
unit that transforms the energy of the signal into the mechanical operation coded within
the switching structure. The switching energy, however, is not electricity but water.

If we compare this water-fueled active structure with electronic switching ele-
ments, it is interesting to look back to the invention of the integrated circuit, which
combined electronic elements such as transistors in a single wafer.

Digital hardware consists of an external activation of materials that obey the spe-
cific functions they represent within the preconceived operation activated by the ex-
ternally added electricity. Figure 10A shows the elementary hands-on way the digital
revolution started as integrated hardware 60 years ago. Instead of trying to minimize
the single elements of switching circuits, integration here means incorporating all the
elements into one and the same component.

Compared to this crude activation of material as a digital switching device, the
active structures of the biomaterials we can identify today in nature exhibit a quite
different level of sophistication. Therefore, it is clear that in the development of ana-
log coding, biomaterials can be seen as highly promising active materials.

Our analysis of materials as operators and of their intrinsic material code shows
that we have to reestablish the relationship between logic, code, and material. This
includes - as its most important feature — the inversion of the classical idea of logic
and code understood as an artificial intelligence implemented in our physical world,
which is still essential for the digital world.

The emergence of the computer as a logical machine was due to the coupling of
electrical engineering and logical operations. In analog electric circuits, the electrical



52 —— Peter Fratzl, Wolfgang Schiffner

i
E
£

THUCBEL'E

Fig. 10: The first integrated circuit, developed by Jack Kilby at Texas Instruments in 1958 as a crude
assemblage of wired materials. (A) A complete circuit of a phase-shift oscillator on a single crystal
bar of germanium. (B) Kilby’s patent drawing from 1964 showing the single body of the
semiconductor material, which integrated all electronic components of the switching circuit

[both from Jack Kilby, US Patent 3,138,743 Miniaturized Electronic Circuits. Patented June 23,
1964]. © Courtesy Texas Instruments.

flow is controlled by switches that open or close the circuit and thus make a machine
run or a light burn. More complicated switching circuits — above all, in telephone net-
works or control units — require a large number of switching elements to produce the
desired performance. This was Claude Shannon’s starting point for optimizing switch-
ing circuits through a symbolic analysis [Shannon 1937]. Based on a binary logical
calculus, Shannon could describe a mode in which logical operations could be ‘inter-
preted’ as switching circuits and thus transform a complex switching circuit into an
algebraic expression (see Fig. 11).

This means inversely that logical operations such as addition and multiplication
could also be performed by parallel and serial connections of switches. The electrical
flow and its discrete sequential switching implement information transmission and
processing as a sequential flow of signals that goes through matter but does not take
into account matter’s inner structure. Matter as digital hardware is some sort of mate-
rial flowchart where the bistable switching elements perform logical operations. The
very property of the material is reduced to its reliable and immediate reaction to the
input commands. Thus, logical operations could be implemented in switching circuits
that are fundamentally separated from the mechanical periphery they control.

This relation of logic, code, and material, however, has to be rethought within
the context of adaptive materials. The coupling of logical operations and matter,
which includes the fundamental separation between symbolic operations and me-
chanical work, has to be overcome. Instead of implementing logical operations within
matter, it is necessary to conceive the ‘logic’ of the material structure itself. Instead of
taking binary logical operations and looking for ways to find materialized modes of
performance, one has to invert the procedure: the analysis of biological materials has
to reveal their inner operational logic in terms of a basic code of the analogue.
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Fig. 11: A symbolic analysis of relay and switching circuits. Left: [Shannon 1949, p. 60, Fig. 1].
Reused with permission of Nokia Corporation and AT&T Archives. Right: [Shannon 1937, p. 11,
tab. 1]. © Massachusetts Institute of Technology.

A symbolic system that is not based on alphanumerically discrete elements such
as letters or numbers, but on discrete and continous, symbolic, extended — and thus
analogue — operations is the very classical realm of geometry. Conceiving in this sense
geometric objects as operators, therefore, appears to be a basis for analyzing the oper-
ational character of materials. The materials science makes evident that a material’s
intrinsic operations are based on geometry, on interconnected hierarchical dynamic
structures that perform mechanically. The operational character of this analog code is
different from the sequential alphanumeric digital code, since it is a material code that
performs the coded physical process at the same time. Thus, the approach of taking
materials as operators raises the question of the intrinsic logic of the materials’ geome-
try, which can be analyzed as a symbolic and material operation.

Bibliography

Abraham Y, Tamburu C, Klein E, et al. Tilted Cellulose Arrangement as a Novel Mechanism for
Hygroscopic Coiling in the Stork’s Bill Awn. Journal of the Royal Society Interface 2012, 9 (69),
640-647, DOI: 10.1098/rsif.2011.0395.

Alon U. An Introduction to Systems Biology: Design Principles of Biological Circuits. Boca Raton,
CRC Press, 2019.

Ashby MF. Materials Selection in Mechanical Design. 2nd edn. Oxford et al., Butterworth-
Heinemann, 1999.

Cosgrove DJ. Plant Cell Wall Extensibility: Connecting Plant Cell Growth with Cell Wall Structure,
Mechanics, and the Action of Wall-Modifying Enzymes. Journal of Experimental Botany 2016,
67 (2), 463-476, DOI: 10.1093/jxb/erv511.



54 —— Peter Fratzl, Wolfgang Schiffner

Deacon T. Incomplete Nature: How Mind Emerged from Matter. New York, London, W.W. Norton &
Co., 2012.

Descartes R. Meditationes de prima philosophia. Paris, 1641 French, 1647.

Eder M, Amini S, Fratzl P. Biological Composites — Complex Structures for Functional Diversity.
Science 2018, 362 (6414), 543-547, DOI: 10.1126/science.aat8297.

Eder M, Schaffner W, Burgert |, Fratzl P. Wood and the Activity of Dead Tissue. Advanced Materials
2020, 2001412, DOI: 10.1002/adma.202001412.

Fratzl P, Weinkamer W. Nature’s Hierarchical Materials. Progress in Materials Science 2007, 52 (8),
1263-1334, DOI: 10.1016/j.pmatsci.2007.06.001.

Kant I. Critique of Judgement. Meredith JC, Ed. Trans. Walker N. Oxford, New York, Oxford University
Press, 2007.

Keller EF. Active Matter, Then and Now. History and Philosophy of the Life Sciences 2016, 38, 11,
DOI: 10.1007/s40656-016-0112-3.

Klipp E, Liebermeister W, Wierling C. Systems Biology: A Textbook. 2nd edn. Weinheim, Wiley-VHC,
2016.

Mach E. Internationale Wissenschaftliche Bibliothek. Vol. 59. Die Mechanik in ihrer Entwicklung.
Historisch-kritisch dargestellt. 3rd edn. Leipzig, Brockhaus, 1897.

Meyer A. Eisenbauten: lhre Geschichte und Asthetik. Esslingen, Paul Neff Verlag (Max Schreiber), 1907.

Poncelet JV. Traité de mécanique industrielle: exposant les différentes méthodes pour déterminer
et mesurer les forces motrices, ainsi que le travail mécanique des forces, Vol. 2. Liége,
A. Leroux Fils Editeur, 1845.

Reuleaux R. Kinematics of Machinery. Outlines of a Theory of Machines. Trans. and ed. Kennedy
ABW. London, MacMillan & Co, 1876.

Shannon CE. A Symbolic Analysis of Relay and Switching Circuits. Master’s thesis, Massachusetts
Institute of Technology, 1937.

Shannon CE. The Synthesis of Two-Terminal Switching Circuits. Bell System Technical Journal 1949,
28 (1), 59-98.

Sitti M. Physical Intelligence as a New Paradigm. Extreme Mechanics Letters 2021, 46, 101340, DOI:
10.1016/j.em(.2021.101340.

Weinkamer R, Fratzl P. Solving Conflicting Functional Requirements by Hierarchical Structuring —
Examples from Biological Materials. MRS Bulletin 2016, 41 (9), 667-671, DOI: 10.1557/
mrs.2016.168.

Peter Fratzl is director at the Max Planck Institute of Colloids and Interfaces in Potsdam, Germany,
heading the Department of Biomaterials. He is trained as an Engineer at the Ecole Polytechnique in
Paris, France, and holds a doctorate in Physics from the University of Vienna, Austria. He has been
pioneering the field of biological materials science and is one of the co-directors of the Cluster of
Excellence ‘Matters of Activity. Image Space Material’ in Berlin.

Wolfgang Schéffner, a historian of science and media technologies, has been professor of the
Cultural History of Knowledge at the Department of History and Theory of Culture at the Humboldt-
Universitat zu Berlin since 2009. He has been Director of the Hermann von Helmholtz Center for
Cultural Techniques since 2003 and Director of the Cluster of Excellence ‘Image Knowledge
Gestaltung’ at Humboldt-Universitat zu Berin from 2012-2018. He has also been permanent guest
full professor and director of the Walter Gropius Program at the Faculty of Architecture, Design and
Urbanism at the Universidad de Buenos Aires since 2005 and head of the German-Argentinian
Master-Program ‘Open Design’ of the Humboldt-Universitdt zu Berlin and Universidad de Buenos
Aires. He is director of the Cluster of Excellence ‘Matters of Activity. Image Space Material’ which
he heads together with Horst Bredekamp, Peter Fratzl and Claudia Mareis.



Interviews: Scientists on Active Matter






Michael Friedman, Karin Krauthausen, Thomas Speck

Interview with Thomas Speck: “You Don’t
Want to Build an Oak Tree — You Want
to Invent It.” Plants as Active Matter

KK: The research on active matter includes many different approaches, many differ-
ent techniques and objects, and also defines and redefines many concepts. Before
entering into the broader discussion on these changes, we would like to know how
you would describe your particular path into this field called active matter. How
would you consider this field? What kind of disciplines were and are important?

TS: I originally started in biology. I was trained as a biophysicist and my first work
was way off materials research. I started with neurobiology [Speck et al. 1984],
then switched to a totally unrelated subject: to fossil plants, doing my master’s —
at that time a diploma - and my PhD mainly on simulations of the mechanical
properties of these plants [Speck and Vogellehner 1988; Rowe, Speck, and Galtier
1993; Speck, Spatz, and Vogellehner 1990]. To put it briefly, during the transfer
from water to land the mechanical properties of the environment of these plants
drastically change, and hence one cannot test fossil plants, since they are petri-
fied. So one has to research fossil plants via recalculating mechanical properties
from the thin ground sections one can make of them. Because of that my approach
to mechanics was always very much triggered by functional morphology. In the
process I realized that very little is known about growth habits in extant plants. We
therefore started a 10-year project on lianas, climbers, and self-supporters in a tropi-
cal rainforest — you can call it basic research (see Fig. 1) [Rowe and Speck 1996; Speck
and Rowe 1999]. The main reason for this research was to have better data for the
recalculation of the properties of fossil plants. We realized then that, when consider-
ing living plants, very little is known about what makes a plant a successful climber.
About the same time — 20 years ago more or less — I got an invitation to a biomimetics
conference from Werner Nachtigall in Saarbriicken, one of the German ‘godfathers’ of
biomimetics. When I told him that I did not work in biomimetics but rather on fossil
plants and growth habits, he answered that what I was doing might be of interest for
applications. This was more or less my first step into biomimetics, and from that
point on I was really hooked on this subject [Spatz and Speck 1995; Speck, Rowe, and
Spatz 1996]. I like doing basic research, analyzing how nature functions, abstracting,
and then translating the results into technical materials and structures. Now it has
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(@ ()

Fig. 1: () Lianas in the tropical lowland rainforest of French Guyana. (b) Slipped stem of the twining
liana Condylocarpon guianense. (c) Cross section of an old stem of the liana Condylocarpon guianense.
(d) Stem of the ‘monkey ladder’ liana Bauhinia guianensis. © Plant Biomechanics Group Freiburg.

been nearly 20 years since I have mainly been doing biomimetics. At the moment in
my institute I would say 90% of the projects have links to biomimetics, especially to
adaptive surfaces, adaptive materials, and so on.

KK: Before entering into a more detailed discussion on your research, it is worth em-
phasizing the role of technology. What kind of new technologies and devices have
been used in the last 20 years in biomimetics and especially in the research on
plants? Were these also adopted from other disciplines? Since the research on bio-
mimetics and adaptive materials is highly interdisciplinary.

TS: I have to say that the last 20 years have been perfect for doing biomimetics, since
many of the testing devices were developed and made accessible at a reasonable price
to university institutes. At the moment we use various instruments from electron micros-
copy such as SEM, TEM, FIB TEM, and FIB SEMs,! but we also use microcomputed to-
mography (UCT) and magnetic resonance imaging (MRI) [Hesse et al. 2019a, 2019b]. The
latter becomes important for us because we can test living plants: one can load and un-
load them, take them outside and let them grow under a specific load regime, and see
how they react structurally to this regime. We therefore use a lot of imaging. We also
have a very good high-speed camera lab for botanical research. This is very important
for recording fast movements in plants. It is often said that plants are immobile, which
is just wrong. We cannot see how they move. There are some which move very fast, like
the traps of Utricularia and Aldrovanda,’ or the Venus flytrap (see Fig. 2) [Poppinga et al.

1 SEM, scanning electron microscope; TEM, transmission electron microscope; FIB, focused ion beam.
2 Utricularia species are known as bladderworts, and Aldrovanda vesiculosa is known as the water-
wheel plant.
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2013, 2016, 2017; Westermeier et al. 2018; Sachse et al. 2020]. Or there are plants that
move very slowly during growth processes. These kinds of movement, one could say,
are outside our visible movement spectrum. Therefore, one may have the feeling, if
there is no wind coming, that the plant is immobile, which is not true. We use time-
lapse and high-speed cameras. Thirty years ago, it was extraordinarily complicated to
do digital imaging with a high-speed camera. These technical improvements and devel-
opments have been beneficial for what I am interested in. At the moment, we can ana-
lyze everything from the molecule up to the organism on different hierarchical levels.

On the other hand, I do not do all of it personally but we collaborate a lot with
modelers and colleagues from applied mathematics. Modeling is very important for us
[Wolff-Vorbeck et al. 2019; Sachse et al. 2020]. And at the moment, we also collaborate
with theoretical physicists to get a better understanding of self-repair mechanisms
[Konrad et al. 2013; Klein et al. 2018]. Because of my training as a biophysicist I am not
afraid to approach new methods. While a pure biologist might be hesitant due to the
mathematics involved, I think that the phenomenon investigated might be compli-
cated but that I can at least understand it at a level at which I can collaborate with
somebody who is a real expert. We use a lot of different methods and a lot of theoreti-
cal approaches and simulations, mostly in collaboration. And this is perhaps the most
important thing I have learned: this research cannot be done without an interdisciplin-
ary group of people. Normally, in a collaborative project running in my institute, I am
a real expert in 20—30%. The rest comes from colleagues. You need to understand each
other, but you also have to have your own expertise. When everything comes together
this might allow us to solve problems which nobody could have solved only with his
or her own personal knowledge.

MF: You have touched on a lot of subjects which we are going to talk about, but I
want to start with a topic which you have already mentioned implicitly: the relation-
ship between biology and architecture [Gruber 2011]. You implied it when discussing
mechanisms of plants but also when saying there is a need for interdisciplinary work,
and it is obvious that this can only work when biologists understand this need. Look-
ing at the recent work on biomimetics [Knippers, Schmid, and Speck 2019; Nachtigall
and Pohl 2013], one can have the impression that there has been a radical change in
how shapes and architecture in biology are considered. In the nineteenth century and
at the beginning of the twentieth century one considered in architecture mainly in-
flexible, immobile structures, whereas in biology structures are seen as multifunc-
tional and flexible. However, within the research on active matter, there is a change
in the relations between biology and architecture. Can one say that a novel concep-
tion of structure for architecture emerges here?

TS: I think one could put it like that, but one has to see that there are totally different
types of architects around. There are ‘civil engineer architects,” who are basically engi-
neers. They want to make functional things, which can be used for building. And there
are ‘artist architects,” who imagine what a building should look like. I have had the
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Fig. 2: (@) Whirl with seven snap traps of the waterwheel plant Aldrovanda vesiculosa, a submerged
carnivorous plant. (b) Open and closed snap traps of the waterwheel plant, which served as a
model for the bioinspired facade shading system Flectofold. © Plant Biomechanics Group Freiburg.

advantage of collaborating with both in the last 10 years in a project in Vienna which
was mainly driven by the design arts. It was called ‘Growing as Building,” and the
approach was, one could say, a soft biomimetic one [Speck 2015]. Taking biomimetics
into account, one had the idea of a building which was living, growing, and adapting.
In the field of architecture closer to civil engineering, we collaborated with scientists
from Stuttgart, from the Institute of Building Structures and Structural Design (ITKE)*
and the Institute for Computational Design and Construction (ICD), who are also archi-
tects but mainly civil engineers or construction engineers. They come from, I would say,
a hard biomimetic approach, wanting to improve the functions of a given thing, which
we did successfully in a Collaborative Research Center SFB-TRR 141 “Biological Design
and Integrative Structures — Analysis, Simulation and Implementation in Architecture,”

3 The project ran between June 2013 and November 2015 in Vienna at the University of Applied Arts.
The aim of the project was to “take[] growth patterns and dynamics from nature and appl[y] them to
architecture with the goal of creating a new living architecture [...] [hence, to] develop architectural
concepts for growing structures. Three main directions will be investigated: transfer of abstracted
growth principles from nature to architecture, integration of biology into material systems and inter-
vention of biological organisms and concepts with existing architecture. Key issues of investigation
will be mechanisms of genetically-controlled and environmentally-informed, self-organised growth in
organisms and the differentiation of tissues and materials.” See: https://www.growingasbuilding.org/
(accessed May 23, 2020). See also the project publication [Imhof and Gruber 2016].

4 https://www.itke.uni-stuttgart.de/ (accessed June 26, 2021).

5 Collaborative Research Center SFB-TRR 141 “Biological Design and Integrative Structures — Analysis,
Simulation and Implementation in Architecture” was funded by the Deutsche Forschungsgemeinschaft
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and still do in other collaborative projects. These are totally different approaches, but
I think both are capable of interacting really very well, because I think nature does
both. Nature is stable when it has to be stable, and it is flexible and adaptive when it
has to be flexible and adaptive. There is a vision of a living house which interacts
with the environment like a tree or some other plant. It is really fascinating, but you
also have to consider the needs of the people who live in this building. In the end, if
you want to make a biomimetic approach successful, it has to be accepted by society,
by the public. I think this is very important. Just as it is important to bring different
cultures of architecture together. In the last 10 years, there are many examples of an
increase in the communication between these different groups, but there is still a kind
of gap, because you often hear, if you see one of these artist architects having an idea
for a building, that the construction engineer says: ‘It looks beautiful, but there’s no
way we can construct it.” On the other hand, when the construction engineer has a so-
lution for something, then the artist architect says: ‘But it looks totally different from
my vision!” Bringing this together is extremely interesting. We have to tackle it from
totally different angles. And in the end I think the most important thing is that we
speak to each other and we understand each other’s language. In my opinion one of
the big problems we have in interdisciplinary work is that sometimes we just do not
understand each other; we do not understand what one side wants, what the other side
can deliver, and how to bring all this into a functional entity.

MF: Let me continue with a follow-up question which is somewhat general: how
would you characterize the relation between biology and engineering? This relation
is obviously not that engineering copies from biology ...

TS: Never never. In the end, the reason why biomimetics works at all is that we share
the same physical environment. If the physical laws were different for living beings
and technology, you could not do biomimetics. If you start from the biological side —
what we call the bottom-up approach of biomimetics, or biology push — then, assume
you have a new finding in biology, you see that this might be of interest; it shows an
interesting function. You speak with your colleagues from the engineering department,
the materials sciences department, and the architecture department, asking them
whether this finding, this function which you observed in this specific plant, might be
of interest for an application. If yes, then you start to analyze, to quantitatively under-
stand the form-structure-function relationship of your biological role model. If you
have done that, you start the abstraction, because you do not want to build an oak or a
pine tree, you want to borrow some of the functions you have seen in the oak or in the
pine tree. These abstractions are important. Once one has finished the abstraction, then

from 2014 to 2020 and included researchers from the Universities of Stuttgart, Freiburg, Tiibingen, from
the DITF Denkendorf and the Staatliche Museum fiir Naturkunde Stuttgart (SMNS) [Knippers, Nickel,
and Speck 2016; Knippers, Schmid, and Speck 2019].
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the engineers or materials scientists can start to produce their materials and structures,
inspired from this. This is a (re)invention inspired by a natural role model. Very impor-
tant during this process is that you often do simulations, mathematical modeling in dif-
ferent ways. You have to scale up or down for the application and techniques. You use
different materials, and very often you learn a lot more about the structure-function re-
lationship than we have seen in biology. Equipped with the knowledge of the transfer
process, you can go back to your role model and better understand it. Then you can
again feed new knowledge into an improved biomimetic development. In the end, if
you are really lucky, then it is kind of a heuristic spiral. For all sides you have increase
of knowledge. It does not always work but, when it does, this is an optimal and satisfy-
ing way to do science [Speck and Speck 2008; Masselter et al. 2012; Speck et al. 2012].

MF: Can you give an example of how a process like this works?

TS: We worked quite a lot on self-repairing materials; my wife Olga Speck, who is sci-
entific coordinator at the Freiburg Center for Interactive Materials and Bioinspired
Technologies (FIT) and a group leader in the Plant Biomechanics Group, works mostly
on this subject.® We looked at a succulent plant — which does in fact have succulent
leaves — from south Africa, the Delosperma cooperi, called pink carpet (see Fig. 3) [Kon-
rad et al. 2013; Klein et al. 2018; Hesse et al. 2020]. If you take a leaf, you can cut it
transversely, and the leaf makes a curvilinear motion; the cut is then closed. The same
process takes place if you cut it longitudinally: also in this case the cut leads to a

Fig. 3: (a) Flowering plants of the pink carpet plant Delosperma cooperi in Freiburg Botanical Garden.
(b) Fourteen days after the injury (arrow) the leaf has healed and shows a permanent though changed
curvature at the site of the injury. Both images reprinted from [Konrad et al. 2013, p.48], with
permission from Elsevier.

6 See the recent overview in: [Speck O and Speck T 2019]. See also: [Anandan et al. 2018].
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curvilinear motion. This proves that there exist forces that close the cut. If you make a
cut right around the leaf, then the leaf contracts.

This gives a lot of different ideas for applications. We did many measurements
and analyzed them. We started working with theoretical physicists to do an analytical
model, since we did not want to do a numerical model. We first tried to understand
and predict what is possible, because a numerical model is primarily descriptive.
With an analytical model you can make predictions and test them. Through this an-
alytical model, we found out that the plant consists of five different tissue layers.
Three of these layers are so dominant that we thought we could do the model with
only three layers, which would make the research a lot easier. But we found out
that this does not work. During the modeling we found out that we needed all five
layers. This was the first feedback. The analytical model predicts that a lot of the
movement is driven by elastic instability. In an intact plant, there are tissues under
compression and others under tension. If you make a cut you disturb the equilib-
rium. The plant then has to come to a new equilibrium. We then started a numerical
modeling [Klein et al. 2018]. We found out that in addition to the elastic instability
there is also a hydraulic movement involved. This idea came into our mind because
the behavior was different depending on the humidity of the air. By combining this
numerical model with the analytical model we were able for the first time to ask the
right questions and to do the right experiments to prove our hypothesis. We are not
yet in the transfer process, but we have ideas for a bioinspired transfer with several
layers of foils that are prestrained and prestressed. And even in the model-making
process, which was mainly done for the abstraction, we had so much feedback that
finally we had a much better understanding of the biological role model. Without try-
ing to apply it, we would probably have stopped after the first experiment, because at
that point we could already explain most of the movement process. That shows the
power of transfer also for a better understanding of the biological role model in the
process of ‘reverse biomimetics’ (see Fig. 4) [Speck and Speck 2008; Masselter et al.
2012]. It drives your questions further. If you want to transfer your finding to applica-
tions, you really have to understand what is going on in biology. Only studying the
biological role model, you sometimes find an explanation that is good enough but
does not tell the entire story, because the systems are so complex. That is the big ad-
vantage of a combination of basic and applied research. Because if you want to make
a transfer to an applied material you really have to get your numbers right.

KK: What you were just discussing concerns the relation between geometry, form,
and forces — a relation that was important in the biology of the nineteenth century,
but its importance decreased in the twentieth century due to the rise of molecular
biology and genetic explanations [Keller 2016]. How would you assess the situation
today? What is the relationship between the different fields and orientations of biol-
ogy? Is the role of molecular biology changing, maybe especially in the field of ac-
tive matter research?
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TS: The molecular biologists are so overwhelming in number, so we have stopped
‘fighting them.” Right now we are at a level where we are starting to collaborate more
again. A colleague of mine once said: ‘The molecular biologists have the methods;
the structural biologists have the questions.” Molecular biology should be a tool to
understand organisms. And today they are very close to structural biologists even if the
methods are very different. In the end we are all aiming to understand how plants, ani-
mals, and fungi interact, react, and live.

We have benefitted from what molecular biologists have found, and the aim is
to bridge the gap between molecules and structures. In the end, if you look at all
the biological entities, they are hierarchically structured. The question is where the
(main) function is really embedded. Often it is on different hierarchical levels, that
is, scale-overarching: sometimes on the more microscopic levels and sometimes on
the macroscopic levels [Speck T and Speck O 2019; Fratzl, Speck, and Gorb 2016].
We have now reached a level of understanding where both aspects, structural and
molecular, can interact very well. They can also interact to produce new biomimetic
material structures and forms. In 10 or 15 years, we may see that the interaction is
so intertwined that the question “are you doing molecular biology or are you doing
organismic biology?” would be the wrong one. The question should be: what do
you want to understand? And then you choose. I hope that there are still enough
organismic biologists around at this time, because the number is decreasing.

It is interesting that structural organismic biologists collaborate with engineers
and with architects more often than molecular biologists do. Probably because there is
a strong link to functional and structural aspects in their scientific work. It was prob-
lematic that organismic biology had the reputation of being, let us say, a ‘grandpa
biology.” When I changed from neurobiology to paleobotany, some colleagues and
friends asked if I was entirely mad. You go from an emerging field to a field where the
scientists are as old as the fossils they are working with. But for me it was the best
choice to make, because I started from the structure, and I am still taking advantage
of this start. To summarize, both molecular and organismic are important, and they
will interact more and more in the future.

KK: The genetic explanation describes a program from which everything develops.
Whereas when you take the interaction of the living system with its environment into
consideration — hence its embeddedness and dependence - then the story becomes
more individual and complex. In the twentieth century, both perspectives have, un-
fortunately, often been seen as antagonistic, and the genetic explanation seemed to
prevail [Keller 2000].

TS: That is definitely true. I think that the structures we are looking at are often seen
as the ‘frozen’ results of a molecularly driven development — though describing it as
frozen would be wrong; maybe one can say ‘materialized results.” On the other hand,
everything is material. If you start from the DNA, you go several levels up, and by
self-organization you end up with proteins, or something that is the building block
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Fig. 4: Relationship between technical biology, biomimetics, and reverse biomimetics causing a
continuous increase in knowledge in biology and biomimetics. Adapted from: [Masselter et al.
2012, p. 380]. © Taylor and Francis.

for the next hierarchical level. On the molecular side, it is like a building plan, as you
said, of structures.

I think it is still a misunderstanding to look at ‘frozen’ states. We measure some-
thing in a given situation. But we have to keep in mind that the given situation in
which the structure or organ was formed was dynamically influenced by the envi-
ronment. If I measure, for example, the twig of a plant, it is important whether it is
grown under a high mechanical load produced by the wind or whether it is very
sheltered, whether it is in the shade or in the sun. This is what we have to keep in
mind. We have to consider the reactiveness of the organisms to different environ-
mental influences. This may be two sides of one coin. We see the result of a given
situation a plant is growing in. That is why I always state whether our plants come
from natural habitats or greenhouses. Because a greenhouse plant is something to-
tally different. You can compare them, but you just have to keep in mind that there
is a huge difference. Living beings are able to adapt their properties to their environ-
ment. For adaptive material systems, it is interesting to learn from this adaptability
and to see how fast and how fine-tuned the reactiveness of plants is. We need mo-
lecular biology to properly understand this. Without it we can only describe such
phenomena. When we have a molecular perspective, we can also describe the gene-
sis, the development of the results we see and measure.

MF: The term ‘frozen’ certainly echoes older traditions in biology concerning the ge-
netic code as a prewritten or predetermined ‘program’ or ‘code’ [Kay 2000]. In light of
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the new understanding that you just mentioned, should the concept of ‘code’ itself be
redefined?

TS: It is hard to say. The flexibility of the genetic code is much higher than we thought
for a long time. And it is also more resilient than we thought. We are still opening
new doors. We still have just a glimpse. If you look at codes, there is a lot of activity in
coding materials, such as algorithms that can predict material properties under chang-
ing environmental conditions. This has already been done, but there is also a lot of
potential in it, that is, to structure materials through the coding of their properties to
receive the wanted properties. This in my opinion is an approach that will become
more and more important. At the moment it is still more descriptive. But in the future
it might be like in pharmaceutics, where you can play a lot with the computer and
find new pharmaceutical substances. This will also happen in the materials science in
the near future, as several initiatives in which my institute is also involved show.

MF: So in a sense, the ‘code’ itself becomes more dynamic, more flexible, and more
adaptive. You mentioned before the adaptiveness of plants, and I want to point out
that in active matter research, and also in research on plants, it seems — also with this
adaptiveness — that there is a crossing of the dead and living distinction. For example,
in cellular and acellular self-healing [Harrington et al. 2015; Speck O and Speck T 2015,
2019; Hager et al. 2016], the latter obviously concerns organisms that are not alive. Or,
to take another example, the mechanical behavior of climbing plants that still functions
when the plant has died. Or the opening and closing of the pine cone: a mechanism
that functions without the cells of the pine cone being alive.

TS: Well, if we touched before on one of the essential concepts for biology during
the second half of the twentieth century, that is, ‘code,” you now point to another es-
sential concept, and the question is how one defines life. If you say life is biological
life, then I would say it is easy to discern what structures and functions are active,
even if the biological material is no longer alive in a biological sense. If you look at a
‘living material,” then it is different. A living material can per definition be something
that makes some adaptions that look life-like, that is, comprise some life-like features.
But you do not need living processes in a biological sense to observe processes of ad-
aptation. One basic question is where the energy comes from. If you take a pine cone,
it is a hygroscopically driven movement of a structure that is dead in a biological
sense but still working in fossils that are over 15 million years old, and can be nicely
transferred into bioinspired structures applicable for building hulls, for example (see
Fig. 5) [Correa et al. 2020; Poppinga et al. 2017, 2018]. Then the energy comes from the
humidity and dryness. In the end, it is driven by the sun. Nearly all things we transfer
to technical applications have to be done using materials that are dead in a biological
sense. The pine cone is dead; the wood used for building purposes is dead. On the
other hand, we want to see functions that we link to life: life-like functions. But for
the bioinspired developments we do, for example, in our Cluster of Excellence livMatS
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in Freiburg, there are never living cells in a biological sense involved. We want to
‘smart up’ dead materials systems so that they behave in a life-like way. This is a
different approach to the one in which hybrid materials are made, where you can use
living cells which can be held alive for a long time in a specific environment com-
bined with artificial materials. With these hybrid structures, it is hard to say whether
they are alive in a biological sense or not. I would say that everything we currently

Fig. 5: (a) Pine cones in closed state at high humidity. (b) Pine cones in open state at low humidity.
(c) Longitudinal section through a pine cone showing the complex bilayer structure of the cone
scales that is responsible for the hygroscopically driven opening and closing motion. (d) 4D printed
biomimetic scales showing hygroscopically driven motion. All images republished with permission
of The Royal Society (U.K.), from: [Correa et al. 2020, p. 3, fig. 1a—c, p. 10, fig. 5c]; permission
conveyed through Copyright Clearance Center, Inc.

(d)
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develop is at best life-like, or has at best life-like functions, but I would never say that
it is living in a biological sense [Speck et al. 2021; Speck and Speck 2021].

MF: Maybe the whole definition of ‘life’ should be changed ...

TS: The biological definition is pretty clear. But I think you are right. The definition of
life is extraordinarily complicated and has a lot of social, religious, and psychological
baggage. There are discussions in parliaments concerning the question of when life
starts. That is why I think the question of the definition of what life is one you cannot
answer easily ... I like the term ‘life-like’ because it gives us an impression of what we
are aiming for. We want to have materials, materials systems, which have properties
that we think are pretty good in living systems, and we would like to transfer them to
technical structures. This transfer is what we are aiming for.

KK: One might perhaps also consider J. Scott Turner’s works, where he explains animal
architecture as part of the physiology of the animal and therefore as ‘living architec-
ture.” If I may quote him: “By structurally modifying the environment, I will suggest,
organisms manipulate and adaptively modify the ways energy and matter flow through
the environment. In so doing, they modify the ways energy and matter flow through
them” [Turner 2000, p. 3]. From this thermodynamic point of view life is in fact a non-
equilibrium phenomenon and always about reaction, transformation, and transition.

TS: I think you are right — equilibrium is death. Everything that is in equilibrium is in
one way or another dead. Not in a mechanical equilibrium but in a thermodynamic
equilibrium. We have to accept that a new group of materials and materials systems
which should have life-like functions has to be out of equilibrium [Walther 2020]. If
not, it could not react. This is the basic change in the understanding of materials.

However, out-of-equilibrium materials systems are still rare. If you are out of equi-
librium you need energy — a permanent energy supply in one way or the other. One of
the big challenges is to make systems not only interactive or adaptive but also energy
autonomous. Otherwise, you end up with something that has a lot of cables sticking
out of it. This is not what we should aim for. At the moment, we often solve simple
questions concerning the development of an adaptive material or structure with com-
plex rather engineering-based answers. Because the digital approach is so cheap and
so powerful, it is easier to solve the problem by putting some chips in and writing some
program and using boring, dead materials. But it could be solved in a much cleverer
way and much more easily with an adaptive, interactive material or materials system
[Knippers and Speck 2012; Knippers, Schmid, and Speck 2019; Walther 2020]. This con-
cerns the idea of coming (back) from the digital to the analogue. At the moment a lot of
complex tasks that have to be done are done with inadequate materials. It is much like
mathematics. As a (bio)physicist I get a mathematical solution, but this solution is nei-
ther elegant nor beautiful. And the mathematician aims to find a beautiful and elegant
way. We often do not ask whether things could be done in a smoother, smarter way,
with less energy. And this is where the new types of materials systems come in.
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MF: To think again about nonequilibrium materials, can one say that these new ma-
terials have some aspects of instability, but at the same time possess mechanisms of
survival and longevity, which function side by side?

TS: I think longevity is an important aspect. On the other hand, I would like to
change ‘longevity’ to ‘life duration.” Because in biology lots of organisms or parts of
organisms are built more or less exactly for the time of functioning, then they stop
functioning and decay in one way or the other. One of the examples I like the most
is that I learned that in Europe a mobile phone typically is used for less than
2 years, but it takes decades to decay. Either you have to find a way to trigger
decay at the end of use, which in biology is already built in — when the life processes
stop, decay starts — or you have to build a phone that can be continuously upgraded
and stay in use until structural decay starts. It is the same in architecture. We still
build our houses with the same vision we use to build a cathedral which might last
800 years [Knippers, Nickel, and Speck 2016]. If you look at single family houses,
they normally have a lifetime of about one and a half generations before they are ei-
ther entirely rebuilt or taken down. We have to rethink how we use materials, how we
build our environment, and what we can learn from living nature. There was a fa-
mous book from 1865 with the title Homes Without Hands, which is still worth reading
today [Wood 1865]. It is about animals that build nests and other complex structures
without, obviously, having hands to build them with. These ‘homes without hands’
are really fascinating because, when you look, if a bird’s nest is to be used only one
time, then the bird normally spends less energy building it than if it is to be used for
several years. There you can see a kind of trade-off. They build it in a way that is ener-
getically and material-wise ‘meaningful.” But, on the other hand, we have to be care-
ful. We often use terms and, even worse, ways of thinking that are very human
centered. It is the same with beauty: we think that a lot of structures in biology are
beautiful, or at least very aesthetic. I have problems understanding the evolutionary
meaning of beauty. It is hard to map these anthropocentric terms onto biological and
bioinspired terms and materials. In my opinion, a lot of beauty comes with function-
ality [Speck 2015; Speck T and Speck O 2019].

MF: I think the same problem occurs with the notion of life. Take, for example, what
you mentioned about plants having dead parts which continue to function. Are
plants considered to be alive by human standards? That brings me to the next two
questions. The first refers to what you pointed out concerning houses. Can you say
that one of the goals of not only architecture but also of biomimetic research is to
construct materials that preserve or maintain their own ‘house’? Like the bone that
repairs itself [Fratzl and Weinkamer 2007]. Are there materials that prepare them-
selves beforehand to avoid damage?

TS: If you are suggesting a kind of training that materials can train themselves or
can be trained to be adaptive to potential damage or high load situations, then this
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is definitely something interesting. One can think about interactive materials or mate-
rials systems in such a way that they can not only react to a stimulus, by flipping
aside, for example, but also react to a stimulus in a trained way — the same way we
train a muscle, for example. If you have a material that is put into an environment
where there are no mechanical loads, then there is no need to use energy to strengthen
the material. But if the material is put into a different environment where there are a
lot of subcritical loads, it might be very advantageous if this material uses energy to
strengthen itself through, for example, a (re)arrangement of substructures. There we
come very close to a life-like behavior of technical materials and materials systems.
That’s what trees do when they grow in windy situations. In that case, they are typi-
cally bulkier, shorter, and wider. Why? Because in a wind-sheltered situation it is an
advantage to be high and to have your leaves high up in the sun. However, if you face
a lot of mechanical load, a tree ‘can’t afford that,” and then it is advantageous for the
tree to stay shorter and bulkier. How can we use this idea of training? Up to now, it is
very rarely thought in that way. Normally, one does not think about how to prevent
failures in technical materials or structures by training. With the new types of materi-
als and materials systems that are around we can think that way and perhaps start
with the first developments along those lines.

MF: The second question in fact is connected to your answer. Regarding movement
of plants, you said that we were not in a position to see the movement of plants.
What are the types of mechanisms that are involved in this movement? Obviously,
this research has a long history — for example, with Charles Darwin’s book The
Power of Movement in Plants from 1880. How do you consider movement in this
array of mechanisms?

TS: First of all, one has to consider a major difference between plants and animals.
You normally do not find localized hinges in plants. Hinges are often weak points. The
same with doors: you have stiff elements and then you have the hinges. And what
makes problems? The hinges, that is, the pivot joints, which are often prone to failure
as they have a lot of gliding surfaces. They need maintenance and sometimes block.
Plants typically do not have them. Sometimes they have ribbon-like joints as found in
the staminal levers of the Salvia (see Fig. 6) [Reith, ClaBen-Bockhoff, and Speck 2006;
Poppinga, Masselter, and Speck 2013]. Already in that respect, movements in plants
are very interesting. But first I have to say that there are totally different types of move-
ments: there are nastic movements and tropistic movements. Tropistic movements go
either in (e.g., in phototropism) or against (e.g., in skototropism) the direction of the
stimulus; nastic movement always go in the same predetermined direction indepen-
dent of the direction from which the stimulus acts. And what movements are interest-
ing for us? We normally look at nastic movements with a predetermined movement
pattern which are triggered by an external stimulus. We do not look a lot at growth
processes, as growth is normally a very slow movement.
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Fig. 6: Mode of functioning of the staminal lever in a flower of clary sage (Salvia sclarea) visited by
a wood bee (genus Xylocopa). © Plant Biomechanics Group Freiburg.

This external stimulus is, for example, when pollinators visit plants or when a
prey is trapped by a carnivorous plant. One specific example concerns the water-
wheel plant, a sister of the Venus flytrap [Poppinga et al. 2013; Westermeier et al.
2018; Knippers, Schmid, and Speck 2019] but with a totally different movement pat-
tern. The Venus flytrap makes a snap buckling movement with a curvature inver-
sion [Sachse et al. 2020]. If you look from the outside, the trap, which is built by two
leaf halves, has a concave shape. Then a triggering prey insect comes and, if this
insect touches the trigger hairs twice in a given time window, then the trap snaps
close [Poppinga et al. 2017]. The trap of the waterwheel plant always has convex
halves (seen from the outside), and the movement comes about through the bend-
ing of the backbone, that is, the mid-vein of the leaf connecting the two trap halves.
It is not a snapping by curvature inversion, as in the Venus flytrap, but a motion
amplification. The backbone bends a tiny bit and, as a result of this bending, due to
the hinged region found here, the trap halves close rapidly. So a totally different
principle is found in two closely related plant species. Both principles lead to very
fast active trapping.

Here, we find a possible transfer to architecture. The Venus flytrap is of limited
interest because no one could image a facade shading system that gets triggered by
heat or light and, as a result, snaps shut. It is open or closed and there is nothing in
between, that is, it is either in one state or the other. The energetic landscape of the
waterwheel plant is totally different. It is a very smooth and very fast continuous
motion [Westermeier et al. 2018]. If it is triggered it completes the action, but with a
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smooth movement. Therefore, we have built, inspired by the waterwheel plant trap, a
facade shading system which is stable in each opening or closing phase: the Flecto-
fold (see Fig. 7) [Korner et al. 2018; Knippers, Schmid, and Speck 2019]. You can close
it and then reopen it and keep it open or closed. This is one example where you really
have to understand how actuation takes place and what the driving forces are. In the
waterwheel plant, it is a combination of elastic stored instability and of hydraulics.

Fig. 7: (a) Single element of bioinspired facade shading system Flectofold based on motion patterns
of the snap trap of the waterwheel plant with a pneumatic actuation cushion bending the
backbone. © Plant Biomechanics Group Freiburg & DITF Denkendorf. (b) Array of Flectofold
elements as presented at an exhibition in the State Museum of Natural History in Stuttgart”
showing the aesthetics of this system. © Plant Biomechanics Group Freiburg & ITKE Uni. Stuttgart.

KK: You noted two similar plants, each with a different structure, but only one has a
structure with the potential of being transferred to architecture. In this case, one can say
that the plant has a well-defined structure, and even if it goes through transformations it
has clear functions. Maybe, as with the pink carpet mentioned before, there is a moment
when a new structure emerges and becomes stabilized in the system. How would you
describe this appearance of the new structure? As evolution? Emergence? Epigenesis?

TS: If a new structure evolves there is a nice saying that all living beings have to
‘carry their evolutionary burden.’ This is one reason, besides multifunctionality, for
the sometimes surprising finding that — even after 3.8 billion years of biological evo-
lution — you may find structures that would not be the first choice of an engineer for
a specific (single functional) task. For example, the knee joint is not what you need

7 A virtual tour through the exhibition ‘Baubionik — Biologie befliigelt Architektur (Biomimetics
meets Architecture)’ presented from 2017 to 2018 at the State Museum of Natural History in Stuttgart
is possible at https://www.trr141.de/180409_Bionik/ (accessed February 20, 2021).
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for a 90 kg, 1.80 m high European man who walks up- and downstairs. The reason
is that it was inherited from much more lightweight, originally quadruped animals,
where it functioned pretty well. Evolution could never put a sign up saying ‘Closed
for reconstruction.’ It had always to function. Nevertheless, there are dramatic changes
that might be caused by a single mutation. But in most cases you always carry with
you what you inherit from your ancestors. This sometimes leads to evolutionary solu-
tions that are different from straightforward technical solutions for a specific task but
often offer a totally new approach to a question. This is a big advantage in biomimetic
research. All the evolutionary processes are random; nevertheless, they lead to a highly
adaptive and efficient solution in a typically multifunction situation. Often a solution
that is ‘good enough’ but ‘cheap’ with respect to energy and/or material demand is the
one favored by evolutionary processes [Vincent 2002]. The question that is hard to an-
swer is the number of generations needed. We see that life started about 3.8 billion
years ago, and then you count the number of attempts that were taking place. A lot of
mutational changes are inferior to what existed before. But some may be better for the
existing situation or at least not worse, and then may be kept. As soon as the environ-
ment changes, these mutations may have a big advantage and therefore can establish
themselves more and more. We have to see this change in a continuous fashion. But, as
mentioned above, sometimes you also have drastic changes caused by single mutations.

KK: But could not these changes come from the environment?

TS: In this sense, epigenetics is important. It was vastly misjudged until about 20 or
30 years ago. The environment has a much bigger impact on development and phe-
notype than we thought before. Changes that came from the environment can be
inherited by the offspring. Some may even be permanent. Some others are found in
the first generation and then vanish. We are just starting to understand how much
environment can influence the genetic background of the organism and how this
can be passed on to the next generation.

MF: The discussion on changes and the two different types of plant movement
brings me back to the beginning of our conversation: how to model this movement.
What is the role of modeling with respect to what can be predicted? You use com-
puter programs, but what do they actually model?

TS: What we often model with movements is their kinetics and kinematics. We try to
understand how changes in structure and material influence the movement. This can
be done very well with finite element methods where you can play around relatively
easily with material properties. More complex situations are performed when you
change shape or movement pattern because then you have to do a remodeling.
Numerical models are well established. They help to understand in one way the
biological role model and to transfer the abstraction to a technical application. Per-
sonally, I like analytical models. Because there you can do predictions, which is very
hard to do with numerical modeling [Konrad et al. 2013; Wolff-Vorbeck et al. 2019].
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Numerical modeling is typically more or less descriptive. You can change parameters
within the numerical model but with analytical models we can really predict what
would change if we change this or that part of the model. This is important because then
we can design new experiments and test the predictions. With fossil plants we could
nearly only use analytical models, because the state of preservation was often so bad
that it was impossible to do a numerical modeling. What we need to analyze with the
growth habit of a fossil plant is the recalculation of the different mechanical properties of
the different ontogenetic stages of the stem and twigs [Speck 1994; Speck and Rowe
2003]. This means that different ontogenetic stages must be preserved, which is rare.
But, if you have, for example, three or four out of the six you would normally need, then,
through an analytical model, you could remodel the missing stages. This would be much
more complicated and unreliable with numerical modeling. For me analytical models are
much more helpful than the numerical ones, which are good for transfer and for under-
standing the structures at a given moment, but not so much for predictions.

KK: You have just presented two types of modeling, and this brings me to the next
question. In active matter research, several methods of description and prediction are
involved: numerical and analytical modeling as well as all kinds of visualizations. All
these tools have their own possibilities and constraints. I am wondering what it will
mean for materials science when these different approaches come together.

TS: That is very hard to answer. We normally use statistics to give our measure-
ments and results a given reliability. This is a test to see how reliable our data and
the interpretations derived from this data are. For us statistics is just a tool; one that
states, for example, that these values are highly significantly different, significantly
different, or not different at all. This allows us to make interpretations about the
functional differences. We do not do real probabilistic modeling in a way this is
used to make predictions. What we use are the numerical and analytical models. As
I said, for me the numerical models are descriptive. But for the analytical models we
really try to get information about the next questions we have to ask. It is a way to
look at the things that should be done next. Where are the next open and unan-
swered questions? How can we tackle them? From a scientific point of view, I like an-
alytical models very much. From the point of view of technical applications, these
numerical models are the language to speak with engineers and materials scientists,
because it is the language they are used to. As to various types of visualization, we
use all necessary and available approaches, from light microscopy through SEM and
TEM to confocal laser microscopy, uCT, and MRI, and combine these studies with
(micro)mechanical tests to analyze quantitatively the form-structure—function rela-
tionship on all hierarchical levels necessary [Hesse et al. 2019a, 2019b].

KK: The last question is a more general one. How would you describe the bigger pic-
ture of active matter, and where do you see yourself in this picture? What are the
challenges that active matter research faces, and what could be a future horizon?
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TS: The bigger picture certainly consists of soft robotics and interactive materials
systems and structures with embedded energy and embedded intelligence; this is in
my opinion the future of the discipline. We still have an overload of solutions using
microchips and external control systems, which is driven by the fact that these sys-
tems have become very fast and very powerful with regard to data management. But
often it would be much better to have the decision-making and energy source directly
embedded in the material or materials system. This is what we have to learn. I have
to admit that I am not a friend of big data and machine learning. It has many advan-
tages but it often does not answer the central question of understanding the underly-
ing form-structure—function relationship. We just get a pattern. But if you ask, for
example, where a failure comes from — we have no idea. It does not help us with a
broader understanding. It helps us to keep things going. What my vision would be —
and this is where biology comes in — is to have clever filters with which we learn to
understand the really important information. Because — as also in our private lives —
we are overflooded with information, we need filters that filter out only the relevant
environmental information which comes to the material, and then we need to develop
materials systems that can respond quickly and locally, without a central control unit,
that is, without a brain so to speak. This would speed up these materials systems that
can be used for soft machines and would make them less complex and perhaps even
smarter, as well as less prone to failure. Because then you could also use redundancy.
And what is more, our daily lives would also benefit from having adaptive materials.
But what we really have to keep in mind is the acceptance. One certainly accepts and
is accustomed to materials that do not change shape and behavior. But if you had, for
example, a mug that would fold around your hand for ensuring a safe grip, then you
really have to see whether the public would accept that. If you have no acceptance,
even good ideas can die very quickly.

Where do I see myself? Taking inspiration from biology, in order to understand it
and to abstract it. That is the process I like most, the abstraction. If you have five dif-
ferent levels which all contribute to a given function, to understand which of the five
are really necessary is challenging. I hope that bioinspired materials and materials
systems, adaptive matter, get the attention they deserve, since the potential is huge.
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Joanna Aizenberg, Michael Friedman, Karin Krauthausen
Interview with Joanna Aizenberg:
On Responsive and Adaptive Materials

MF: The research field of active matter is a very heterogeneous field dealing with
several types of materials: active materials, smart materials, and hybrid materials
among others. Before entering a discussion on these various distinctions, we would
like to begin with your own background in this field. Can you describe how you see
the beginnings of this field of research and how your research started and is situ-
ated in it?

JA: I entered the field through my PhD research on bioinspired materials, in which I
examined the skeletons of marine organisms to try to uncover the interesting material
features of these skeletons and of biological structures in general [Aizenberg et al.
1997; Aizenberg et al. 2001; Sundar et al. 2003; Aizenberg et al. 2005]. I became fasci-
nated by the way biological crystalline materials were organized in radically different
ways than conventional human-made materials — many combined inorganic and or-
ganic components structured in intricate detail from the molecular to the macroscale -
and, even more interestingly, I was able to show how the active, bottom-up processes
the organisms use to make them can be mimicked in synthetic systems. This research
made clear the amazing potential of self-organizing materials. Around the same time,
I discovered that the brittle star exerts yet another level of dynamic control over its
skeleton: in response to light, it pumps fluid through its porous skeleton to cover and
uncover the surface with a protective layer of fluidic ‘sunglasses,” and the deep-sea
sponge evolves a hierarchically structured, fiber-optically illuminated glass ‘house’ in-
habited by a pair of shrimp (see Fig. 1). As I studied these and other organisms — like
echinoderms that use dynamic spiny surfaces to keep themselves clean — what be-
came obvious to me was that there was one fundamental feature of the biological
world which would be absolutely critical to mimic, but which at that time was almost
completely absent from nonliving materials. That feature was the ability to respond to
the environment, to be active, to reconfigure, to change properties, and adapt to meet
changing functional needs. Twenty years ago, our materials were mostly optimized to
do one thing and never change, but it has become clear that this would not be enough
if we are to design sustainable, energy-efficient buildings, safe and durable infrastruc-
ture, or targeted medical interventions. The living world is brewing with an infinite
variety of dynamic materials that form and adapt in response to everything from light
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to heat to water to chemical species. My group’s research now bridges fields as diverse
as optics, mechanics, self-assembly, fluid dynamics, and catalysis, but is united by an
underlying passion: to understand and creatively build on the fundamental principles
of such living systems to develop not just new materials but entirely new ways of envi-
sioning how we design and interact with materials.

Fig. 1: Left: Marine brittle stars dynamically regulate their light exposure by pumping pigment
through tiny pores in their lens-covered skeleton to ‘put upon themselves’ unique fluidic transition
‘sunglasses’ (close-up seen in sunglass lenses). Right: A marine sponge known as the Venus’s
flower basket makes a remarkably sturdy house for a pair of shrimp despite being made of glass,
thanks to an intricately woven hierarchical architecture. As a bonus, the house also serves as a
waveguide for light. © The Aizenberg lab’s.

MF: Your answer brings us to one of the key concepts of active matter research, one
which you also often discuss: the concept of architecture, often in the sense of an
internally and hierarchically structured 3D shape.! Can one say that, with the reali-
zation of the potential benefits of dynamic man-made materials, akin to the ones
existing in living matter, the concept of architecture changes, that architecture itself
becomes dynamic and responsive, in other words reacting, harnessing and trans-
forming energy, and adapting?

JA: Yes, absolutely. Biology uses the concept of a highly hierarchical assembly of
features to put together an architecture that can give rise to complex synergies and
feedback between components and across scales. In nature, materials are built from
the molecular scale to the nanoscale through the microscale and all the way to the
macroscopic level, and this hierarchical complexity of the resulting structure

1 See [Aizenberg et al. 2005, p. 275]: “Structural materials in nature exhibit remarkable designs
with building blocks, often hierarchically arranged from the nanometer to the macroscopic length
scales.” See also [Noorduin et al. 2013].
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introduces ways to, for example, channel mechanical force into a chemical reaction,
or finely control the transport of heat or fluids or light within the material. The new
properties that emerge from such architectures and from their precisely controlled com-
binations of different materials can far exceed the possibilities of any of the compo-
nents alone.

KK: In your work you often refer to the dynamic between chemistry and the mechani-
cal component,” which characterizes living systems on the micro- to macrolevel. Living
systems seem to be continuously transforming or developing, and this development is
triggered through the interaction between chemical and mechanical processes, which
are also intrinsically linked. Could you describe this dynamic in more detail?

JA: By training I am a physical chemist, but when I started looking into biological
structures, whether at their architectural or crystal growth or optical properties, I
began to appreciate that it is often not possible to understand how they form and in-
teract with the environment without taking a more interdisciplinary approach that
encompasses the coupling of chemistry and mechanics. Even from my earliest work
on bioinspired crystal growth, I could see how feedback between chemical reactions
and mechanical stresses that develop within the growing material may lead to ‘self-
healing’ behavior that corrects structural anomalies during growth — and when ma-
nipulated, can be used to precisely control pattern formation. This constant interplay
between chemistry and mechanics becomes even more prominent in biological and
synthetic materials that actively move and reconfigure. We have developed hybrid
materials where a chemical change within a gel drives the up-and-down motion of
microscale hairs or fins [Sidorenko et al. 2007], and have even taken these systems
further to design homeostatic materials that actively maintain a steady state through
chemo-mechano-chemical feedback (see Fig. 2) [He et al. 2012]. In the latter case,
when the material is brought out of a steady state, such as a temperature set point, it
is capable of bringing itself back: a chemical change in the gel mechanically drives
the hairs to stand up, which in turn triggers a chemical reaction that restores the tem-
perature — and ultimately leads to another chemical change in the gel that mechani-
cally drives the hairs back down, to await another cycle.

Some of the most interesting dynamic processes occur, where mechanics and
chemistry are further coupled to other energy domains, so that other triggers such as
light-induced or magnetic-induced fields can be used to control changes in material

2 See: [Grinthal and Aizenberg 2013, p. 7072]: “A living organism is a bundle of dynamic, integrated
adaptive processes: not only does it continuously respond to constant changes in temperature, sun-
light, nutrients, and other features of its environment, but it does so by coordinating hierarchies of
feedback among cells, tissues, organs, and networks all continuously adapting to each other. At the
root of it all is one of the most fundamental adaptive processes: the constant tug of war between
chemistry and mechanics that interweaves chemical signals with endless reconfigurations of mac-
romolecules, fibers, meshworks, and membrane.”
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Fig. 2: A schematic representation of chemo-mechano-chemical feedback loop, in which
mechanical action of temperature-responsive gel is coupled with an exothermic reaction. Material
from: [He et al. 2012, fig. 3], Springer Nature.

properties. These feedback processes also extend beyond the solid state to include
fluid dynamics and transport, as seen everywhere — from transport of water and gases
in trees to secretion and healing processes in fluid membranes.

KK: In your research, you deal with the organism as a hierarchically organized bundle
of feedback processes, since all levels of the living system — from cell to tissue to
organ — are continuously adapting to each other and to the environment of the whole
system. This dynamic is connected to the flows of energy between chemical processes
and physical action, as you said. From a thermodynamic point of view, living systems
are ‘open’ systems because they are incessantly dependent on the flows of energy and
material passing through them. In this understanding, a living system is not in a state
of equilibrium. How does research in the field of chemistry describe these systems?

JA: This question gets down to the very basic definitions of chemistry, that is, the fact
that chemistry as a science was designed to describe equilibrium.?> Almost everything
one does in chemistry, all the equations we know as chemists — for example, concepts
of chemical kinetics and thermodynamics and how reactions take place — all these by
now are very well-described concepts related to chemical equilibrium. So, often,
when we try to dissect a system that is out of equilibrium, we still understand it in

3 One of the important discoveries in chemistry during the 1950s-1960s was the Belousov-
Zhabotinsky reaction as an example of a nonequilibrium thermodynamics not dominated by equi-
librium thermodynamic behavior.



Interview with Joanna Aizenberg: On Responsive and Adaptive Materials —— 83

relation to local states, where there is a local equilibrium. But as the boundaries
between chemistry, physics, and biology start to blur, some chemists are moving
beyond this view and integrating ideas from reaction-diffusion systems, statistical
physics, nonlinear dynamics, chaos, and complexity, with the aim of describing
the emergence of life, pattern formation, self-replication, and adaptation in terms
of dynamic, out-of-equilibrium processes. I think that, as more researchers are trained
in interdisciplinary programs and become intrigued by the beauty of these systems,
even basic chemistry will start to encompass such complex behaviors. The move to
do so is coming from other fields as well, especially the study of earth systems, atmos-
pheres, and oceans, which also tie chemistry to highly complex, out-of-equilibrium
feedback processes and pattern generation.

Chemists are also recognizing the need to rethink the experimental assumptions
used to understand living systems. Much of biological chemistry has been based on
standard solution chemistry, with kinetics and thermodynamics analyzed as if every-
thing were floating in a dilute solution in a tube. But of course this picture is nothing
like the hierarchically organized bundle of feedback processes, where chemical pro-
cesses may have little chance of ever reaching equilibrium. As with theory, many
of the essential experimental techniques are being developed by reaching across
disciplinary boundaries — both by focusing on a smaller scale, such as pushing
and pulling on individual biomolecules to understand how their enzymatic activ-
ity might respond to an environment of mechanical forces, and by looking at the
bigger context, such as by developing a variety of probes and sensors to interro-
gate chemical behavior along with, for example, mechanical changes on larger
length- and timescales. Data from such experiments will no doubt further inform
the development of out-of-equilibrium theory.

MF: Related to this issue, you have noted also that responsive behavior in synthetic
materials is mainly driven by a two-state switch between properties.* You mention that
a way to overcome or escape from this deadlock is to think about dynamics or dynamic
fluids in a way that transforms our conception of static materials. If we consider fluids
as something that points toward an essentially changing geometrical structure of mate-
rials, can one think about geometry as something that will prompt such changes? Can
a new concept of geometry and its role in how materials are shaped help us bring for-
ward new mathematical tools?

JA: The essential question here is how one might design a material that can undergo
a continuum of responses — so that, rather than switching between two stable states,
one can rationally program finely graded morphological changes. In traditional solid

4 See: [Aizenberg Biomineralization and Biomimetics Lab]: “Materials that adapt dynamically to
environmental changes are generally limited to two-state switching of single properties, and only a
small number of strategies that may lead to materials with continuously adjustable characteristics
have been reported.”



84 — Joanna Aizenberg, Michael Friedman, Karin Krauthausen

materials, responses generally rely on programmed switches in elastic force balance
such as buckling instabilities, but living materials widely integrate liquid, liquid
crystalline, and other fluidic components along with solids. These introduce an-
other class of forces — surface tension, capillarity — that can potentially influence
morphology in a more graded manner by driving local flows or ‘sculpting’ the
liquid’s surface. Although a liquid might seem too dynamic to even be considered
a material, an answer is seen everywhere in biology: liquids coat surfaces from
our eyes to our stomach lining to ants’ feet, and, in nearly every case, are kept
from escaping by an underlying porous solid that holds the liquid in place through
capillary forces within the pores [Wong et al. 2011]. In the synthetic liquid-infused
materials our group has designed, we have shown how manipulating the pore ge-
ometries by stretching or bending the material can lead to a continuum of liquid
surface morphologies [Yao et al. 2013]. In other cases, the pore geometry remains
fixed but guides local capillary flows of an infused ferrofluid under magnetic force,
again leading to highly predictable graded surface morphologies.

Yet, even as we began to demonstrate these possihilities, one of my students was
actually challenged at a conference with ‘But a liquid isn’t really a material.’ This re-
inforced to us how profoundly two components of a hybrid material can influence
each other’s behavior. Of course, we would not wear clothes or live in houses made of
liquid, but combining it with a structured solid gives us entirely different ways to
think about both the solid and the liquid. Together they make the solid’s geometry
dynamic and the liquid’s surface both stable and sculptable through selective control
over tiny local flows, leading to the emergence of dynamic or adaptive material prop-
erties far different from those of either component alone (see Fig. 3).

Functionalized Immiscible
Porous/Textured Solid ' Lubricating Film ’ |}'ql"d
. ‘ a

Fig. 3: Schematics showing the fabrication of a SLIPS (Slippery Liquid-Infused Porous Surface) by
infiltrating a functionalized porous/textured solid with a low-surface energy, chemically inert liquid
to form a physically smooth and chemically homogeneous lubricating film on the surface of the
substrate. Material from: [Wong et al. 2011, p. 444, fig. 1], Springer Nature.

For us an essential part of designing these or any material systems is not just produc-
ing a particular structure or properties, but fundamentally understanding the scientific
processes underlying how they form and behave under different conditions, so we and
others can rationally design and further imagine yet more possibilities. Especially in
the hierarchical and multiphase materials we have been discussing, this often means
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developing new comprehensive theoretical models to connect previously disparate as-
pects of physics, mechanics, fluid dynamics, chemistry, and so on, even if we do not
always need to reinvent the basic math of these fields.

Probably, the best example of these principles in the biological system is bone
[Currey 2002]. This is a material that has structural hierarchy from the molecular
scale to the nanolevel to the macrolevel. There are at least 10 levels of structural
hierarchy until it arrives at the final bone. It has channels for bodily fluids to pass
through, it has collagen (organic material), and it has inorganic material (apatite).
Each of these exists in an intimate relationship with the other.

MF: To focus on the plurality of materials or hierarchies in the same ‘material,” can
one also claim that one of the characteristics that enables these pluralities, one
might say, is always a change in these hierarchies? These are never stable, in the
sense, as you mentioned, that they neither reach nor attain a fixed equilibrium.
There is always a change in this hierarchy — the hierarchies themselves or this plu-
rality are never fixed.

JA: Not necessarily always, but certainly in many areas of biology, this is exactly the
case. Especially given the integration of solids, liquids, liquid crystals, gels, and
glasses, the different components constantly synthesize, dissolve, or metabolize each
other, nucleate and trigger phase changes and phase separations, redefine boundaries
and flip inside/outside topologies, so that not only the organization but even the exis-
tence of hybrids can change on different length- and timescales. All of these activities
have been harnessed in the service of making the system inducible and adaptive, by
providing access to a range of geometries and hybrid combinations that allow constant
transformations and a response to environmental pressures necessary for survival.

KK: How would you then define active materials? According to their responsive-
ness? Or to their adaptiveness?

JA: My colleagues and I have had a long discussion on what are responsive, what
are adaptive, and what are homeostatic materials.” All these types of dynamics cer-
tainly overlap, but to me they differ in the complexity of what goes on inside the
material and, consequently, of how it interacts with stimuli.

‘Responsive’ is the most basic term and means something changes in the ma-
terial when it is exposed to a stimulus. Although people like to point out that shat-
tering when smashed with a hammer is a response, we take ‘responsive’ to mean
that a specific stimulus, such as light, pH, or a magnetic field, evokes a specific,
defined change in a material property or behavior, such as color or adhesiveness —

5 On the recent discussion on homeostasis, see: [Lerch, Grinthal, and Aizenberg 2020]. See also all
the papers in Volume 32 (20) of Advanced Materials (2020) called “From Responsive Materials to
Interactive Materials.”
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straightforward input—output. Although most often this implies that the change is
reversible, that the material will return to its original state once the stimulus is
removed, this is not always true, as in food packaging designed to report tamper-
ing by permanently changing the color.

Adaptive materials add a level of complexity — rather than just a simple direct
input—output, the stimulus-induced change is met with a competing force (e.g., a
chemical change competes with larger scale elastic resistance), and the output re-
sults from balancing the two via mutual feedback. In this sense, the response is
‘adaptive’ even at the level of its core mechanism. The internal feedback then ena-
bles more complex and more diverse stimulus—response behavior that can poten-
tially produce better adapted materials, as small changes in the stimulus can alter
the balance in a variety of non-straightforward/nonlinear/more nuanced ways.

Homeostatic or self-regulating material behavior incorporates internal feedback
cycles into a larger ‘meta-feedback’ with the stimulus. We have recently discussed
how the concept of homeostasis can operate within the material at the most basic
mechanistic level, by incorporating what we call ‘mini-homeostatic modules’ — paired
processes in which the stimulus-triggered response is opposed by a second process
that drives it back toward the original state. The result is not simply a new static com-
promise, but a dynamic system that continuously evolves as, for example, it gets an-
other kick from the stimulus on its way back to the initial state. While the material
will eventually return to the original state once the stimulus is removed and the show
is over, in the meantime it can produce an infinite variety of response trajectories de-
pending on how and when in the cycle the stimulus is presented.

This latter case can also be considered the most active, since — as the ‘self’ in
‘self-regulated’ implies — its own internal dynamics enable it to actively interact
with the stimulus rather than passively obeying it.

KK: The biological and the physical description of living beings has often influenced
the philosophical answer to the question: what is life? On the other hand, research
in physics and in biology has always also been inspired by what at a certain time
and in a more general sense was understood under the notion of life. In light of
your research and your experience, how do you consider the relation between natu-
ral biological materials and artificial synthetic materials, even if the latter are in-
spired by nature?

JA: First, inspiring as life is, I do not put it on a pedestal or over-romanticize its ‘per-
fection’ compared to nonliving materials. There are many examples where the struc-
tures nature produces or the materials it uses are absolutely not optimal. Nature has
a very limited range of materials to utilize — it just evolves a certain structure in a
way that works at the time for survival and reproduction purposes, using the avail-
able material components.
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What nature does do in a mind-bogglingly effective way is couple — reactions,
forces, materials, timescales and length scales, instabilities, defects, mistakes — what-
ever it finds or whatever arises can be plugged into the churning gears via the
highly structured, hierarchical architecture. In the process, it creates highly complex
multilevel physical and chemical networks that not only drive all sorts of otherwise
energy-demanding reactions and movements but also provide redundancy to pre-
serve robust, non-failing function — not only compensating for mistakes but turn-
ing them into opportunities.

In our own work, we do not aim to mimic life, but nature helps us look at our
own synthetic materials from often vastly different and counterintuitive perspec-
tives to see possibilities we did not see before. For all of life’s wild and crazy com-
plexity, it is often the more fundamental principles that lead us to new ideas —
much of our work stems from discovering how complex coupling, feedback, hierar-
chy, and redundancy can emerge even in simple, boring materials.

MF: As you said, not only are there a lot of redundancies, but nature also selects for
example from a very limited variety of materials,® whereas in the domain of syn-
thetic materials there is a larger variety of materials that one can produce in the lab-
oratory. To focus on redundancy, can you describe how synthetic materials stand in
relation to biological ones?

JA: When we design a material, we do not have to worry about a whole range of things
that nature has to optimize for. Let us say I want to make the strongest material possi-
ble. There are some interesting inspirational examples in biology, but living creatures
also have to reproduce. In that respect, I have a somewhat easier task than biology
because we can ignore functions that are not critical and use a range of extremely
strong synthetic materials, such as steel or metals, for example, that might be out of
the question for biology. If I want to make synthetic materials that have structural
color similar to that used by butterflies or beetles — which rely on organic materials -
we have access to a whole range of potentially superior inorganic materials. Thus, to
design a synthetic optical system inspired by nature, I can choose to follow nature’s
structural design principles but reformulate them in completely different materials
such as metal oxides, for example, which can give us additional optical properties
that might augment the structure in unique ways. This may create a novel bioinspired
material with optical properties optimized for the application in mind.

At the same time, we may want to think twice before dismissing certain features
of the biological materials as irrelevant to our needs. Even if we are not interested in
designing buildings that can lay eggs that hatch and grow into new buildings, we
may well want a sustainable building that can perform multiple, often dynamic

6 On this selection with regard to optical phenomena see, for example: [England and Aizenberg
2018].
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functions, such as changing its critical functional characteristics to adapt to the envi-
ronment, for example, absorbing or repelling moisture depending on the weather, har-
vesting energy, collecting light, using dynamic windows that adapt their transparency
or reflectance in response to outside temperature, and even self-healing damage. At
this point, most building components are designed to optimize one function at a time,
but in the future we need to think about multifunctional materials capable of perform-
ing a range of functions. Biology gives us numerous examples of how what initially
looks like a trade-off may provide built-in redundancy, adaptiveness, or other desired
properties that could enhance our needs in unexpected ways, whether or not the or-
ganism had the same use for them.

KK: I would like to come back to this antagonistic principle between chemistry and
mechanics and to the ‘complex’ systems that can be built out of the relation between
chemical processes and mechanical properties. In one of your articles you once called
this dynamic relation a “dense, interconnected jungle”.” That is to say that in living
systems we are not dealing with a totally controlled or determined architecture but
with one that is perpetually in a process of becoming because it deals with instabil-
ities. What is the significance of instability and complexity for the research on ac-

tive materials?

JA: As I discussed earlier with respect to complexity, feedback — within a material
and with a stimulus — is at the core of sophisticated adaptive and self-regulated be-
havior. But, despite what we might think from looking at biology, complexity can
emerge from very simple systems. Dynamic feedback between even two simple ele-
ments can lead to the emergence of properties that are not trivial and not easily ex-
plainable by either of these components. A beautiful example of complexity from
simplicity that does not even rely on mechanics is the gardens of intricate micro-
scale flowers we have grown by combining two simple competing chemical precipi-
tation reactions in a beaker (see Fig. 4) [Noorduin et al. 2013]. We can sculpt vases,
grow the flowers in them, even grow snails on the leaves, just by modulating air
flow into the beaker or adjusting the temperature to shift the balance between the
two reactions — highly interactive meta-feedback behavior that we have been able
to theoretically model and rationally control based on the simple starting compo-
nents. Local instabilities arise all the time. By watching the structure’s evolution in
real time and using our model, we can study how instabilities may be suppressed
by the feedback, leaving characteristic local signatures in the structure, or be

7 See: [Grinthal and Aizenberg 2013, p. 7072]: “By sequestering chemical species in confined micro-
architectures, living materials set the stage for energetically coupled reaction cascades that would
likely be unfavorable anywhere else. But the reaction components do far more than simply mingle
inside a passive architecture. Rather, they are the architecture: reactants and catalysts are strung
together in long chains, twisted into filaments, woven into networks, and packed into bilayers, with
all of them wrapped around each other in a dense, interconnected jungle.”
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Fig. 4: Gardens of microflowers, complete with leaves, blossoms, and even a few snails, can be
sculpted simply by combining two competing chemical precipitation reactions in a beaker and
taking advantage of unique reaction-diffusion pathways that result. The size of each microstructure
is ~ 100 times smaller than the width of a human hair. © The Aizenberg lab’s.

amplified and radically alter the global pattern evolution. Guided by our model we
can even predict what conditions may drive the system into the ‘Valley of Death,’ a
regime where feedback stops entirely.

MF: To continue the discussion on instability, should these instabilities be resolved?
As you note in your work, these instabilities may also be harnessed [Hu, Kim, and Ai-
zenberg 2017]. This employment of instabilities does not set out to resolve them but to
reach some sort of static, stable state.

JA: Much of our work would not even exist without instabilities — the patterns, mo-
tions, and adaptive behaviors in many of the systems we study rely on tiny instabilities
as triggers. For example, in one of these systems, surface arrays of nanoscale hairs, the
hairs are designed to stand straight up, but in an evaporating solvent they tend to flop
over due to local imperfections that break the symmetry of a hair’s response to capil-
lary forces [Pokroy et al. 2009]. This was understandably dismissed as failure by many
people, since the hairs then stick to each other and get tangled up. But we discov-
ered that by fully understanding and modeling the competing forces in the system —
capillary, elastic, and adhesion — we could harness this symmetry-breaking to
make the hairs spiral around each other into hierarchical swirls, and even pro-
gram hierarchical stages of unspiraling (see Fig. 5). The chiralities are random,
but, if we directly program an instability into each hair by introducing just a slight
tilt, we can control which way the symmetry breaks so the hairs spiral with either
all left- or all right-handed chirality.

We also harness instabilities to entirely transform the topology of microscale cellu-
lar surfaces — lattices of interconnected triangles, circles, or other shapes (see Fig. 6)
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Fig. 5: Initially, vertical nanoscale hairs spiral around each other in an evaporating liquid, drawn
together by meniscus forces, held by surface adhesion, and kissing with uniform chirality if given a
slight initial tilt. © The Aizenberg lab’s.

[Li et al. 2021]. In this case, we temporarily swell the structure with liquid to soften
it and then use capillary forces to zip the walls together, switching, for example, a
triangular topology to a hexagonal, with half as many compartments and double
the nodes. Due to the symmetry of the initial system none of this would happen
without tiny local instabilities that cause the swelled walls to buckle in one direc-
tion or another. Again, guided by a theoretical model, we are able to program the
buckling direction by introducing tiny angular imperfections at each node. The
programmed instabilities can even be used for encryption, since the imperfections
are invisible and the encrypted patterns appear only upon transformation.

MF: Alongside this classification of instabilities, you also introduce a differentiation
between structural instability and material instability. Could you explain what do you
mean by this? Can one really sharply distinguish between the two types? How do you
consider the relation between material and structure?

JA: Although there is certainly some ambiguity and overlap depending on what
field you are in, we usually use structure to refer to geometry or configuration, gen-
erally at the nanoscale or above, and material to mean the composition or phase of
the substance it is made of. For example, in the work by Hu et al. you mentioned
earlier (and all our hybrid systems based on it), where a micropillar is embedded in
a gel, we have both types of instability working together. The structural instability
consists of the pillar abruptly buckling under mechanical force; the material insta-
bility refers to a discontinuous phase change due to the gel’s polymer strands mix-
ing with water in response to temperature. Differentiating matters most in cases like
this, where the two types of instability operate in the same system but on different time-
scales and length scales, which must be explicitly taken into account in a theoretical
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Assembled

Fig. 6: The generalized lattice consists of nodes with different angles. The edges forming the
smallest angle will undergo zipping for angle-guided capillary-driven transformations from circular
to square (i), rhombitrihexagonal to hybrid hexagonal (ii), kagome to hexagonal (iii), and rhombic
to hexagonal (iv). We note that, compared to the triangular-transformed and kagome-transformed
hexagonal lattices, which are comprised of nodes connecting three equal double walls, nodes in
the hexagonal lattice assembled from the diamond structure comprise two single walls and one
double wall, resulting in additional anisotropy along the horizontal direction. Material from:

[Li et al. 2021, p. 389, fig. 3], Springer Nature.

model to predict the system’s response behavior and — importantly — can be controlled
modularly by distinct handles to influence the response.

KK: I would like to return to the theme with which we started the discussion on in-
stabilities, which concerns the relation between natural biological materials and
synthetic ones. In the research on smart or active materials, one finds a variety of
objects and research approaches. These include soft robotics and the implementa-
tion of computing in soft robotics. I wonder what your relation is to robotics, as I
know that some of your objects were intended for and also find applications in the
soft robotics context [Kumar et al. 2017].

JA: I approach this topic from a materials point of view, since I am not coming
from pure robotics. The majority of things that I have seen so far are robots that
are externally controlled, such as, for example, pneumatically or electrically con-
trolled systems. Increasingly these are made of soft materials and are easier to ma-
nipulate because you can inflate them, you can swell them, you can bend them,
but you still have to use a pneumatic or electric cord to send a signal to, say, move
the arm. The direction soft robotics is starting to head in now is one in which the
components are smart materials, so that the robot is not externally controlled, but
the material itself can transduce signals from the environment into specific re-
sponses that enable the robot to navigate in the right direction or catch, release,
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secrete, or sort as appropriate.® Many lines of research in our group — such as those
we have been discussing — investigate the fundamental principles required to de-
sign, control, and predict such materials, and it is becoming possible to envision
not only robots but buildings, medical therapies, and more being constructed
from autonomous, programmable matter — where it is the material itself that ope-
rates, responds to environment, harvests energy from the environment, and operates
accordingly.
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John Dunlop, Karin Krauthausen
Interview with John Dunlop: Shape-Changing
Materials

KK: You are working on the activity of ‘living’ as well as ‘dead’ materials, especially with
phenomena of shape changing and the possibility of a bioinspired transfer from shape-
changing mechanisms in living systems to synthetic systems. Many of your studies be-
long to the field of active matter research, although you do not explicitly refer to this
concept in your publications. May I ask what your understanding is of active matter?
And how as a scientist did you find your way into this relatively new field of research?

JD: I suppose I should start with the way I got into active matter. It started from the
perspective of my PhD, where I was interested in processes of changing morphology
of the internal structure of metals.! In the project, we were trying to understand
how crystals grew and changed shape due to different energy inputs. For example,
if you deform a material, you can store lots of energy from the deformation process,
and this is then transformed, if you supply enough heat to the surroundings, into a
process by which crystals will change size, orientation, shape, and so on. We were
trying to understand these processes and develop simple physically based models
to describe their behavior. The idea was that if we could determine a relationship
between structure and mechanical function, and if we could understand how struc-
ture changes with temperature, for example, we could then predict how mechanical
properties of the material would evolve. Subsequently, in February 2006, I started
working in the Department of Biomaterials at the Max Planck Institute of Colloids and
Interfaces (MPICI) in Potsdam.? It took a little bit of time but I began to become inter-
ested in processes of describing structural shape changes initially in bones, but shortly
afterward also in plants. These two processes of shape change have a commonality
with what I was looking at before in that we were trying to come up with very simple
descriptions of how in the architecture of trabecular bone, for example, shape and ori-
entation changes in response to the external environment [Dunlop and Fratzl 2013;

1 John Dunlop did his PhD on internal variable modeling of creep and recrystallization in zirco-
nium alloys in the years 2002-2005 at the Laboratoire de Thermodynamique et de Physico-chimie
des Matériaux of the Institut national polytechnique de Grenoble in France [Dunlop, Bréchet, and
Legras 2004; Zurob, Bréchet, and Dunlop 2006].

2 In 2006, Dunlop continued his research at the MPICI in Potsdam (Germany), first as a postdoc-
toral scientist and in 2007 also as Alexander von Humboldt Research Fellow. From 2008 to 2017, he
led his own research group ‘Biomimetic Actuation and Tissue Growth’ at the MPICI [Dunlop 2021].
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ters of Activity. Image Space Material’ funded by the Deutsche Forschungsgemeinschaft (DFG, Ger-
man Research Foundation) under Germany’s Excellence Strategy — EXC 2025 — 390648296.
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Gamsjdger et al. 2013; Fratzl and Weinkamer 2007]. In terms of plant tissues, this was a
work done together with the research group of Ingo Burgert at the time.> That was an
attempt to describe how objects such as the pine cone or the ice plant change shape in
accordance with changes in the environment, changes in humidity or water content,
for example (see Fig. 1) [Harrington et al. 2011; Burgert and Dunlop 2011].

_. Hygroscopic keel

= longitudinal cell plane

Fig. 1: Hygroscopic opening of the ice plant seed capsule is controlled by tissue microstructure.
Illustration of the different levels of architectural complexity in the ice plant seed capsule at
different length scales (a—k). The images on the left-hand side show the different tissue structures
in the dry state and on the right-hand side in the wet state. The central column gives schematic
illustrations of the different tissues. Scale bars are defined as: aand c=2 mm; b, e, and j= 1 mm; d
and f=1mm; g and h=0.5 mm;iand k= 0.1 mm. Reprinted by permission from Springer Nature:
[Harrington et al. 2011, fig. 1].

3 Until 2011 Ingo Burgert led the research group ‘Plant Biomechanics and Biomimetics’ at the
MPICI in Potsdam (Germany) (https://www.mpikg.mpg.de/5788791/plant-biomechanics-and-
biomimetics, accessed May 5, 2021).
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Through that I got into this field of active matter. This continued during my time
at the MPICI and is also being carried out here in my research group ‘MorphoPhysics’
at the Paris Lodron University of Salzburg.” Returning to the question of what I con-
sider active matter to be in this context, I judge it as being a class of materials that
respond to internal energy (coming from cells acting in response to their environ-
ment), or to energy that in principle comes from the external environment. These ma-
terials use that energy to change their structure, their arrangement. This could be an
internal or an external structure. I see it as being a fairly broad topic that would en-
compass the kinds of shape changes you get in objects that can swell and change
form in their environment. I could also see it as being in processes where cells act
locally in response to their environment. You get some sort of collective behavior.
You can also observe this sort of collective behavior in general. This is what you have
in the descriptions of swarm behavior, the flocking of birds or insects [Vicsek et al.
1995; Grégoire and Chaté 2004]. All of these would also fit in this perspective. My
view in this field is really about thinking of materials as such, and how they change
their structural shape in response to their environment.

KK: If you look back at the development of your research on shape-change phenom-
ena (and in this sense on active matter), which influences, which disciplines, and
which tools were important for you and helped you on the way?

JD: My background is varied in that I studied materials engineering and chemistry.
The materials engineering or materials science background is one where you take
concepts from physics or chemistry, and then you apply them to understand the ob-
ject you are interested in as an engineer. Through the materials science background,
you have quite a good overview of the different fields. Chemistry gives you a good
molecular understanding of what is going on. But the most important part would be
the physics of biological systems. It is there that these concepts of emergent phe-
nomena have become more mainstream over the last 10 to 15 to 20 years.” The de-
scriptions of these phenomena and the tools used have become very helpful for
research, particularly in the field of active matter.

From another standpoint, you could say that there are basic tools of engineering,
for instance the simulation tools that we use. Having an understanding of mechanics
and of basic physical phenomena such as diffusion and similar sorts of things is also
pretty important. And having the opportunity to talk to people from other disciplines

4 Since 2017, Dunlop is professor of biological physics at the Department of the Chemistry and
Physics of Materials at Paris Lodron University of Salzburg, where he leads the research group ‘Mor-
phoPhysics’ (https://www.morphophysics.com/john-dunlop, accessed May 5, 2021). For the most
recent research in the fields of actuation in plants and tissue growth, see: [Dunlop et al. 2020; Ehrig
et al. 2019].

5 For an excellent introduction into models of self-organization, see: [Camazine et al. 2003].
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is crucial, like talking to biologists in order to understand the important features that
you observe in a cell culture or in an organism.

Perhaps the most central point for me would be the training I acquired in mate-
rials science where you describe, for example, the phenomena you see and then try
and come up with relatively simple models to represent the physical principles that
are governing any phenomena that you are observing. Even if the models them-
selves are not fully successful in describing everything, you still learn a lot - if you
keep their limitations in mind. I think the materials sciences are quite strong in this
respect, because they really do bring these simplified models from chemistry and
physics together in order to describe applied problems. This is relatively easy to
transfer to the description of biological systems, at least from a physical viewpoint.

KK: The research field of active matter has developed strongly during the past 20 to 30
years.® It is supported by different disciplines and probably expresses a broader inter-
est among the sciences in the activity of materials. Today, the research on active mat-
ter seems to be quite diversified. For a scientist working in this field, is it still possible
to get the bigger picture?

JD: Getting an overview of the entire field is probably very difficult or unrealistic, es-
pecially if you want it to be detailed. But what you can certainly do is to get a rela-
tively broad overview of key types of phenomena that I would say fit into the field of
active material or matter research. By calling it ‘materials’ here, my own background
is coloring my discourse about it. You can divide the field into subtopics or sub-foci.
You can go in the direction of emergent phenomena or patterning — that is already a
large field in itself [Camazine et al. 2003]. But it has been shown in quite a few biolog-
ical systems that you can describe patterning of pigmentation in the skin or pattern-
ing of coloring of shells and things like that by relatively simple reaction-diffusion
equations [Niisslein-Volhard and Singh 2017; Kondo 2002; Turing 1952; Malacincski
and Bryant 1984; Meinhardt and Klingler 1987]. To give you an idea, we can consider
a chemical system in which we have a pigment whose production is stimulated by
the presence of component A (this species is autocatalytic, meaning it stimulates its
own production) but is inhibited by the presence of component B. Under situations
where these components are well mixed, the system will tend to a stable steady state,
meaning the system will present either a pigment or not. When the system is not well
mixed, the spatial diffusion of species A and B can give rise to spatially inhomoge-
neous patterns, leading to complex pigmentation patterns in the system. It has been
shown that these types of models can also apply to biological systems at the level of
the cell up to the organism.

From the perspective of an overview, it is also important to highlight the role of
mechanics in active matter, in that much of what we describe as being active matter

6 For a good introduction in the different field of active matter research, see: [Gompper et al. 2020].
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consists of the interaction of objects and materials through forces [Ambrosi et al. 2011;
Trepat and Sahai 2018]. As I see it, that is a key point. The description of shape
changes, or the description of how one goes about changing the shape of an object or
transforming its internal structure, implies that you need to give a detailed account of
forces, of how mathematically you can describe a shape. You need to be able to de-
scribe how a surface changes its geometry, how its internal pattern changes with time
or in response to a signal [Kollmannsberger et al. 2011; Guiducci et al. 2015; Ehrig et al.
2019]. I believe that is another component that is very important. And then perhaps
there is the applied direction, which would be examples of these sorts of changes, pat-
terning, and how that fits with the first two.

If you can nail down what you mean by active matter, then you can get an over-
view. But of course, by going in-depth with each example, you can very quickly get
lost in the details. And also, I guess, the other problem is that it is such a broad
topic that you can find many examples in the biological, physical, or mathematical
literature. It can be very difficult to get into active matter, especially when you
come from a different field. Being a newbie in the field is somewhat tough to digest.
It is possible, however, to get an overview of the important themes.

KK: Would you say that active matter works as an umbrella term or migrating con-
cept that is able to ‘bridge’ between different disciplines?

JD: For sure. For example, from the experience of the research I have been conducting on
shape changing, you end up using these different tools in widely different disciplines.
For example, when we explored macroscopic shape changes of the ice plant or the Bank-
sia seed pods, we used the same computational tools that we use to describe the behavior
of synthetic materials [Guiducci et al. 2015; Harrington et al. 2011, footnote 6; Huss et al.
2019]. Furthermore, the description of the reaction-diffusion equations mentioned earlier
works well in chemistry, but it can also be used in biology. The physics of this is also
very interesting and can also be characterized in this respect [Halatek and Frey 2018].
There is certainly a lot of commonality there. To view it as a bridge makes a lot of sense.

KK: You mentioned the role of energy in active materials. Gautam I. Menon in his
‘tentative’ (as he called it) definition of active matter also referred to energy from an
internal source or as a trigger from the environment for explaining activity.” In Me-
non’s account, active matter is understood as a far-from-equilibrium system that can
show emergent behavior. Hence, he refers often to living systems whose behavior is

7 See [Menon 2010, p. 194]: “Active matter is a term which describes a material (either in the
continuum or naturally decomposable into discrete units), which is driven out of equilibrium
through the transduction of energy derived from an internal energy depot or ambient medium
into work performed on the environment. Such systems are generically capable of emergent be-
haviour at large scales.”
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explained by thermodynamic theories and statistical physics. In your own research
on active materials, you often use mathematical descriptions, for instance the geome-
try of an internal or external structure, in order to explain either the growth of cells or
the actuation in plant materials. Could you tell me more about the importance of ge-
ometry for the explanation of activity?

JD: In order to answer this question, it is necessary to describe the two directions
that interest me. On the one hand, I am into changes in environmental conditions -
and I suppose in this respect this is inspired by these structures that you can see in
plants that actuate, like a pine cone (see Fig. 2), wheat awns, the ice plant, or the
Banksia seed pods [Dunlop, Weinkamer, and Fratzl 2011; Harrington et al. 2011;
Huss et al. 2019].

Fig. 2: Hygroscopic opening of pine cones. These cones are closed when wet and open when dry for
seed release. Sketches of how different orientations of the cellulose microfibrils inside different
layers gives rise to bending motion upon changes in moisture content. From: [Dunlop, Weinkammer,
and Fratzl 2011, p. 76, fig. 7]. License: CC BY-NC-ND 3.0 (https://creativecommons.org/licenses/by-
nc-nd/3.0/).

These actuation processes occur in a dead material, so there is no metabolism going
on anymore in these objects. The seeds of course are still living, but the material
surrounding them is dead. Somehow, the activity or potential for activity is in-built
into the structure, and when a stimulus comes along certain components will swell or
change their volume. They do it within the constraints of the surrounding tissues that
maybe do not swell so much or maybe more. Depending on how these are arranged
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in space, you can get very different types of 3D movements and shape changes. What
interests me is to sort of step back a little bit. Hence, on the one hand to work together
with experimentalists who study these sorts of plant-based materials or observed struc-
tures and to assist them in sort of analyzing the process of movement and actuation
that can be observed, but on the other hand to take a step back and ask how the geo-
metric arrangement of say swellable and non-swellable components controls the mac-
roscopic shape change that you observe. And, of course, how you can use that in a
design process. For example, if you say you want to have a certain shape change, is
there a unique way of achieving it? In principle, there are different ways of achieving
macroscopic deformation. What is interesting is that it turns out that there is no unique
solution for a particular shape change [Turcaud et al. 2011; Reyssat and Mahadevan
2009; Fratzl and Barth 2009]. Thus, you can have the classic example of a bilayer
where you can have a sharp interface between material A and material B, and that will
give a certain curvature. But you can also introduce a gradient to your material proper-
ties going from material A to material B with no sharp interface, and it can give you the
same curvature as well. You simply have to play with the swellability of the different
components in the right way. I guess trying to explore these is all one thing. What is
very important for understanding this is a description of the mechanical properties of a
material, because you need the elastic modulus to describe how stress relates to strain
or force relates to displacement in the material. And then you need a description of
how the material changes its volume with respect to some external stimulus, whether
the latter is temperature or swellability due to changes in humidity or something of the
sort. Hence, you have something that depends on the stimulus and you have your me-
chanical properties, and then you can in principle take tools that you use for engi-
neering — such as the finite element method, a numerical method for solving partial
differential equations in two or three space variables [Zienkiewicz et al. 2005] — and
then stimulate your objects and see how they change shape and form. The geometry
comes in the context of boundary conditions. Not only do you have shape change of
some composite materials consisting of different components but you also have the
fact that, if you constrain an object inside some physical environment, you will then
influence the sorts of shape changes that are possible — and you will also push the
shape changes to go in certain directions versus in others. In some of the work that
we were doing together with Leonid Ionov from the Leibniz Institute of Polymer Re-
search in Dresden (Germany), we were observing that by spatially controlling the
speed at which an environmental signal comes into effect — in this case the diffusion
of water through its bilayers — you could control the process by which your actuation
occurs and you can push your actuation in certain directions, which would not neces-
sarily be the lowest energy configuration (see Fig. 3) [Stoychev et al. 2012; Stoychev
et al. 2013].

In this way, by playing with boundary conditions — which by definition means play-
ing with the geometry of the surroundings — you can then influence your shape changes.
This is also a very interesting direction to go. In this sense, you study materials which
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200 um

Fig. 3: Color map of the calculated swelling (from 0 to 1) controlled by water diffusion in the active
monolayer with a lateral constant boundary condition (blue is non-swollen) dependent on (a) time
and (b) shape obtained by finite element simulations as well as (c) experimentally obtained
microscopy snapshot of swollen P(NIPAM-BA) — PMMA bilayer after a few seconds of swelling.
From: [Stoychev et al. 2012, p. 3930, fig. 6]. © 2012, American Chemical Society.

have the potential for activity built in, and it is the arrangement of the materials that
determine in what direction shape changes will occur.

KK: That is one focus of your research. And the other focus?

JD: The other focus goes in the direction of living systems. The goal is to understand
how the shape of the environment controls processes of growth, processes of cell mi-
gration, processes of cell patterning. When I started off as a postdoc in Peter Fratzl’s
Department of Biomaterials at the MPICI in Potsdam (Germany), I met Monika Rumpler
from the Ludwig Boltzmann Institute of Osteology in Vienna (Austria), who was using
3D printing to create scaffolds for tissue engineering. From a certain perspective, this
was a very applied topic as the ultimate goal would be to build a scaffold that you can
implant in a fracture gap in bone and then hopefully create an ideal environment to
stimulate cells to move in and produce new bone. What Monika did was that she first
started looking at rather complex scaffolds with multiple interconnections, with high
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porosity. The research group could show that the cells would grow inside these scaf-
folds, but it was difficult to really observe individual holes or pores inside these scaffolds
and what was going on there. They then had the great idea to use rapid prototyping or
3D printing to create single pores or single holes where you can explore the role of
shape and the shape of this pore on how cells grow and pattern [Rumpler et al. 2008].
What got me excited when I was working with them was that the structures that ap-
peared in these pores seemed describable with very simple models — either models
which you normally use to describe, for instance, the shape of fluids on surfaces, or
models that you use to describe crystal growth and similar things coming from the mate-
rials sciences or physics (see Fig. 4) [Dunlop et al. 2010; Bidan et al. 2012; Gamsjager
et al. 2013; Fischer et al. 2015; Lecuit and Lenne 2007]. I guess it was one of these strange
eureka-style moments where you sit down and start doing some calculations and you
realize we get simulated shapes that match very well the shapes of the experiments.
This is how I got into this topic. I began to become interested firstly in developing theo-
retical models to understand how cells interact with surfaces and shapes where the
shapes are much bigger than the size of individual cells. And then with time I got more
and more into designing experiments to test models, and then there was this nice feed-
back process between experimenting, simulating, and modeling.

When one thinks about the role of geometry, I guess the topic or our interest
was how do the external boundary conditions of a growing tissue, hence a growing
set of cells — how does this shape influence the collective behavior of cells, inside or
on these objects? Can you come up with models that give you an average behavior
of cells and tissues at a variety of different length scales that you can then travel
back and link to experiments? There is a lot to be done related to understanding
how these geometric boundary conditions influence cells. So, what is the signaling
process? Is it that cells are attached to the substrate and can then somehow sense
local geometric features like local curvature? When we talk about length scales that
are much larger than the single cell, the cells in principle would not respond to this.
This is something that you can only get when many cells operate together, and then
you arrive at this whole field of collective behavior. I think that is where these mod-
els of swarming behaviors could be very interesting.

KK: This mathematical modeling of growth processes reminds me of D’Arcy Went-
worth Thompson’s On Growth and Form (1917/1942), where he wanted to unify biol-
ogy, physics, and mathematics in order to find universal laws for the morphology
and structural development of living beings. Of course, with today’s mathematical
tools and high-tech instruments like scanning electron microscopes, this is a different
situation. Could your research on ‘MorphoPhysics’ (as well as the research being car-
ried out by other scientists in this field) possibly lead to a geometry of growth pro-
cesses in living materials?

JD: In some sense, I suppose. There are several questions that would be behind it.
What we saw, at least in our first experiments, is that you could very well describe
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Fig. 4: Experiments and simulations of tissue growth in convex pores. (a) Phase contrast
microscopy images of two pores within hydroxyapatite (HA) scaffolds during MC3T3-E1 cell culture
experiments. Tissue appears brown, scaffold is black, and medium appears white (images
produced by C. Bidan). (b) Projected tissue area as a function of culture time for four different pore
cross sections (circular, hexagonal, square, and triangular) and three different pore perimeters
(3.14, 4.71, and 6.28 mm). Error bars indicate standard error (n =10) (data from [Rumpler et al.
2008]). (c) Laser scanning confocal microscopy images of four different HA pores containing tissue
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the shape changes with models that are essentially geometric descriptions. Thus,
this curvature-driven growth model that we had is a model that takes an interface,
which can have a varying curvature, and you would allow that shape to change or
move as a function of that local curvature [Rumpler et al. 2008; Bidan et al. 2012;
Dunlop et al. 2010]. The simplest version of such a model is that a point on an inter-
face moves at a rate directly proportional to its local curvature. You then calculate
the motion for all points on the interfaces and then move them. This then gives you
a new shape, which would subsequently change iteratively. This works quite well
up to a certain point, at least in the system we were working with or the systems we
have looked at. The question then is: what is actually controlling it or why is it that
in the majority of our experiments after about 20 or 25 days of cell culture the
growth process starts slowing down? What is going on? Is this a process by which
the cells are differentiating, gaining new characteristics so that they are not behav-
ing in the same way they were earlier on in the culture, or is it a process by which
the geometry has changed so much that there is this feedback effect, the cells have
created a geometry where they do not want to grow anymore? And then there is also
the question of what is responsible for this geometry sensing. How are the cells actu-
ally doing it? Are they doing it by means of collective behavior, because they are at-
tached to each other, glued to each other by these adhesive molecules? Why do the
cells then start exerting tension on their surroundings? Is this due to their cytoskele-
ton? They start pulling on each other. The underlying causes are to be understood in
the direction of mechanics or forces between interacting objects in a constrained
environment.

KK: In the description of growth processes or actuation phenomena, there are differ-
ent explanations involved that come from different disciplines like physics, biology,
and chemistry, as well as mathematics. I wonder how these different understand-
ings can come together. Joanna Aizenberg and Alison Grinthal from Harvard Univer-
sity, in a paper on responsive materials from 2013, wrote that the microarchitecture
of living materials should not be conceived as a static configuration or a passive
scaffold but more like a “complex multi-scale feedback dance” [Grinthal and Aizen-
berg 2013, p. 7073]. In their article, they also call it a “dense interconnected jungle” of

Fig. 4 (continued)

produced by MC3T3-E1 cells in which actin has been stained (green) with phalloidin-FITC. The
image of the circular pore contains tissue grown for 30 days; the other pores show images after 21
days of culture. (d) The data from (b) is replotted as a function of culture time minus lag time, which
is the time taken for linear growth to start. The red dotted line indicates the linear growth of tissues
on hydroxyapatite scaffolds in convex-shaped pores. (e) Predicted tissue geometries according to
the curvature-driven growth model [Rumpler et al. 2008] at three different time points. Each shape
has the same starting perimeter. (f) Calculated remaining pore area (white) as a function of time for
the simulations shown in (e) From: [Dunlop 2015, p. 20, figs. 2-6]. © John Dunlop.
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“reactants and catalysts” — to which one could maybe add: of forces and environmen-
tal conditions — hence very different signaling.®

JD: I like the imagery of that. There are quite a few groups that are working in this
direction, especially in the context of regenerative medicine or in cell cultures — one
could mention Anja Geitmann, Christopher Chen, Celeste Nelson, Xavier Trepat,
Dennis Discher, Carl-Philipp Heisenberg, Viola Vogel, to name just a few. These
groups are trying to understand what is the role of mechanics and what is the role
of chemistry or biochemistry on cell behavior or tissue behavior or a regenerating
organ. If you have a broken joint or bone then you have by definition mechanical
signals; your muscles contract and there will be some sort of mechanical response.
One knows that cells respond to that. But they also respond to various growth factors.
What is not entirely clear is how these things work. For example, your mechanical sig-
naling would tend to force a cell or an organ to go down process A, and chemical sig-
naling forces it to go down process B. At what point do you switch from one to the
other? These sorts of things are difficult to isolate. Indeed it is quite likely that, if you
make the right combination, you might get a tissue to go down process C, which goes
in a completely different direction.

It is interesting that even with static materials — although you could also say that
they are in some sense active — there is this point where you can do experiments on a
material and calculate the stress to rupture. What is the loading the material can han-
dle? You can design your object for this type of loading. You can then do the same sort
of experiments for a corrosive environment for example. So we need to be able to mea-
sure the concentration of acid that a material can withstand before it begins to be eaten
away. Following on this, you can - as an engineer — put in your design conditions
based on these two criteria and build your components. In some fairly well-known ex-
amples, you get to the point where your materials start breaking at stresses and con-
centrations much lower than what you planned for because you have these combined
phenomena [Hénninen 2003]. This process is called stress corrosion cracking, which
has been found to be responsible for some pipeline and bridge failures. It means that
you must develop whole new scenario criteria to describe this process.

This is what is being done in engineering and the same is required for under-
standing this in biology. It is known that mechanics can influence cell behavior. But
it is also known that mechanics can influence chemistry. There is this great work
from Viola Vogel’s Laboratory of Applied Mechanobiology at the ETH Ziirich where
they look at the unfolding of protein complexes when you load them with force.’
You can see changes in the chemical activity of these complexes due to the presence

8 See [Grinthal and Aizenberg 2013, p. 7072]; see also the interview with Joanna Aizenberg in this
volume.

9 For the research of the Laboratory of Applied Mechanobiology, see online: https://appliedmecha
nobio.ethz.ch/ (accessed May 5, 2021). See also: [Vogel 2006; Vogel and Sheetz 2009].
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of external forces. This gives rise to a molecular mechanism whereby mechanical
signaling can change local chemistry and mechanics. Then you have this very inter-
esting feedback effect (see Fig. 5) in which cell response to a physical environment
changes that environment.

Cell
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Fig. 5: Cells attached to a substrate respond to its physical properties via the generation of forces
applied by the cytoskeleton to the focal adhesions. These mechanical signals give rise to
responses in cell behavior, for example with changes in proliferation, differentiation, and
extracellular matrix production. From: [Kollmansberger et al. 2011, fig. 1]. Reproduced by
permission of The Royal Society of Chemistry.

Whether this feedback process is deterministic or not, I think one could say that the
process by which you load up a molecule and describe force displacement or the un-
folding process is one thing, and the process by which the chemical reactions would
occur is another thing, but in the end you have to describe both together in one sys-
tem to be able to be predictive.

I think that there is still a lot of interesting work to be carried out. This is also
true in the applied direction, where people look at these so-called ‘self-healing mate-
rials’ — which in some sense you could also describe as being a component of active
materials — that will respond to the presence of a defect by allowing new material to
polymerize and reseal the crack. These filler materials can fill the gap either by sur-
face tension, or by being actively pumped into the fracture gap of an engineering ob-
ject [Hager, Zwaag, and Schubert 2016; Thomas and Surendran 2020]. But they have
also very interesting feedback effects, because the healing material is never going to
be the same as the original material that was there. Due to the fact that in your first
cycle you can crack and heal, it is quite likely that in the second cycle the behavior
will be different. Looking at this over a long period of time goes in the same direction.
You need to consider both. Not only the chemistry of the healing process but also the
mechanics of the cracking process and how all of these fit together. That would be a
fascinating addition to this concept of active matter, which I had not really thought
about before. In this respect, healing would be part of that as well.
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KK: When you are dealing with living systems it is not only the relation of chemistry
and mechanics that is relevant but also the role of genetics. What happens to the
feedback dance if you manipulate the genetics of cells? How does this affect the
chemical signaling, geometric signaling, or mechanical signaling?

JD: The classical, neo-Darwinistic style of describing living systems would say that
everything is written in the genetic code. Maybe that viewpoint of how shape ap-
pears in biology is not entirely fair with respect to neo-Darwinism, in the sense that
there it is more a question that the genetic code gives rise to some sort of organism
structure, which then is more or less successful, and if it survives it can pass these
genes further to the next generation. The shape itself is in some way irrelevant un-
less it has got something to do with the fitness. You could imagine two genetically
identical trees: one you grow down in the valley floor, one up in a crack in a cliff
face. Due to differences in environment, they will create very different forms. Due to
the constraints of the rock and high winds, one plant might be highly deformed,
leaning to one side, while the tree in the plains or protected environment grows
high and straight. What is clear is that the environmental constraints can clearly
influence the shape. From that perspective, you could say that genetics gives an or-
ganism the tools whereby the various processes can occur in reaction to the various
environmental constraints, which can be immense in size.

I think one key point is related here to what Thompson in his book On Growth
and Form wrote on living organisms: they operate in a physical world so there are
physical constraints and as such these constrains will put limitations on what is actu-
ally possible.’® That being said, the growing organism will be acting against that.
Through the influx of energy into a system, through the influx of molecules from the
surroundings, an organism will be able to create shapes. But, if you have a floppy
membrane surrounding a single cell, the membrane has a certain bending energy, a
certain stretching energy. This will have an influence on the sorts of shapes that it
can then achieve. The same goes for a growing organism: there are certain processes
that will occur, but these processes are constrained inside this physical world. The
key point in general is to find out to what extent these constraints influence the sorts
of processes that occur. If you go back to the swarming models of Tamas Vicsek and
others [Vicsek 1995, footnote 7], if you allow swarming in confined spaces, the fact
that you have physical walls or you can constrain objects to a curved surface will in-
fluence the sort of patterns in self-organization that you can achieve. This is again

10 See [Thompson 1945, p. 10]: “Cell and tissue, shell and bone, leaf and flower, are so many por-
tions of matter, and it is in obedience to the laws of physics that their particles have been moved,
moulded and conformed. [...] Their problems of form are in the first instance mathematical prob-
lems, their problems of growth are essentially physical problems, and the morphologist is, ipso
facto, a student of physical science.”
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something you will observe with cells, bacteria, or the patterning of living interacting
objects in space.

I do not know if it is the environment influencing the genetics, although there are
studies that show that in principle this is possible — in epigenetics say. The view of how
organisms can change with time is undergoing expansion. But what we are in principle
focusing on is how this given organism responds in terms of its shape to the physical
environment. The driving force, if you like, for shape changes, which would consist of
how cells interact with their environment. If you provide constraints, this can then in-
fluence on how the cells organize. If you give an anisotropic environment where cells
are aligned on a fiber-like structure, they will also align, but, if they then start produc-
ing extra cells in a matrix, such materials will also have an influence [Bidan et al. 2016;
Ehrig et al. 2019]. They will be influenced by the orientation of the cells, which will
then feedback on the next layer of cells that will feel again this anisotropic environ-
ment. You have this intense feedback process occurring between environmental condi-
tions and behavior of cells. Environmental conditions are the local conditions around
cells and growing tissues, which will then change the local physical environment once
again. This type of feedback process is very interesting. If you start pushing cells in a
certain direction, you can try to get them aligned in a particular way. Your genetic de-
scription would say that they would try to switch back to their desired or idealized di-
rection. To what extent would this mechanical or geometrical signal then override what
is occurring at the genetic level? I am not sure that this has been really understood.

KK: I would like to come back to the relation of living matter to its environment in a
different way. Living entities are described in energetic terms as open systems and,
moreover, as systems far from equilibrium, because they are incessantly dependent
on energy and material inflows from their environment and therefore have to come
to terms with a wide variety of environments. Living systems adapt either by chang-
ing their internal structures or by building external structures to regulate the in-
flux — just as the beaver constructs a burrow and thus adapts the environment for
itself, creating its own partially stable niche. The biofilm of bacteria would be an-
other example. J. Scott Turner has written on this kind of ‘niche construction,” and
he describes it as a “[p]hysiology of the [e]nvironment” [Turner 2000, p. 7]."* What I
am heading at is: because living systems are open systems, they have the necessity
and the possibility to actively design their boundaries, but they cannot fully close
these boundaries — and this means that they always have to deal with instabilities,
both in a positive sense (they evolve by adapting to changing conditions) and in a
negative sense (too much instability can destroy the system). I wonder how this pro-
ductive role of instability in structural development and environmental relations is
reflected in the research on active materials?

11 For an application of Turner’s ideas on biofilm (as an architecture that balances the instabilities
that appear because of changes in the environment), see: [Hengge 2020].
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JD: There is wonderful work on instabilities done in and around the group of Laksh-
minarayanan Mahadevan from the Department of Physics at Harvard University."?
In his Soft Math Lab, they looked at patterning — say of the villi in the lining of the
gut or stomach (see Fig. 6). What they could show was that the sort of complex os-
cillations could be genetically determined, but the immediate physical cause was a
buckling instability [Savin et al. 2011].” Picking up your word instability here, this
is a mechanical instability, which is then coupled back to growth processes and
other similar things.

2 mm
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Fig. 6: Gut looping patterns in the chick, quail, finch, and mouse (to scale). The comparison shows
qualitative similarities in the shape of the loops. Reprinted by permission from Springer Nature:
[Savin et al. 2011, fig. 5a].

From the perspective of physics or mathematics, what is nice about these kinds of
concepts is that you do not need that much information to create a very complex
structure. You have this very complex patterning that you see, highly convoluted
surfaces, but in principle, it comes from relatively simple phenomena. The informa-
tion that an organism needs is what thickness of tissue needs to be grown on what
other thickness of other tissue — and then due to differential growth you come up
with this pattern formation. And it comes automatically out. That is a very efficient
way of coding for structure. You do it in the properties of the materials that are stuck
together and how they are arranged in space and that gives you an extra dimension
to work with. This feedback effect between your external structure and your structure

12 https://softmath.seas.harvard.edu/ (accessed May 5, 2021).
13 For an application of this research to the brain, see also: [Tallinen et al. 2016].
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which is influenced by your organism. The examples of Scott Turner are something
that is fascinating to explore, because the example of structures such as nests and
burrows built or in some way “grown” by animals can then give rise to very interest-
ing pattern formation at much larger length scales than what one would expect if it
was just deterministic growth alone. It becomes much more efficient in terms of the
information storage that is required, because it is built into the physics which are al-
ready there in the environment or in our world that we are living in.

KK: My last question aims at the future horizon of the research on active materials.
What are the next challenges in this field of research?

JD: A big challenge that I would at least like to be involved with is the question of
how extracellular matrix components organize overlarge length scales, giving rise to
certain types of structures, function, and form. Again, this is about internal structures
of tissues. What is fairly well understood is how a certain arrangement of component
materials gives rise to a certain function. That you can do because it is a static situa-
tion. But then how does this actually come to be? That is a big question. Liquid crystal
modeling here is very interesting because it seems to suggest at least that there is a
certain self-organization process that is occurring in controlling that. An alternative is
to use agent-based models that can explicitly deal with the extracellular matrix that
is produced when tissue grows. This would be for example collagen or fibronectin
when you are talking about bone or skin. In plants, you have cellulose microfibrils,
chitin in arthropods, all of which are further complicated by the mineralization pro-
cess that may occur in the environment created by cells. How these extracellular ma-
trix components are organized in space will have an influence on the properties of
the environment for future generations of cells. So again, you have this feedback ef-
fect. Describing this at local level is incredibly difficult. Finding a way of accomplish-
ing that is certainly part of the research of the future. It is a question of coming up
with suitable experiments where you can really test these ideas in 3D. I do not see
much that is being done or fully understood in this direction. One other way of de-
scribing the patterns that are observed in these extracellular matrix components is to
make analogies with other sorts of similar patterns that are being observed in syn-
thetic material, for instance in liquid crystals [Gompper et al. 2020]. There is the work
of Pierre-Gilles de Gennes and Jacques Prost, who have pushed forward this idea, but
observing these processes live would be a key step in understanding [De Gennes and
Prost 1993]. Why is that important? It is important in terms of basic biology and also
in terms of medicine and in terms of the understanding of certain types of diseases or
regeneration processes. Ideally, you want tissues to regenerate in the patterning they
had beforehand. If they do not you sort of end up with a scar tissue with different
properties, and that can be problematic. If one has an understanding of how these
sorts of organizational processes during growth or during remodeling of tissues



112 —— John Dunlop, Karin Krauthausen

actually occur, then you can maybe apply that to artificial systems of course.** That
could be an ultimate dream.

What one can always win from studying active matter — and in particular if you
go in the direction of understanding how the physical constraints surrounding this
complex interacting system can have a huge effect on how growth occurs - is how
patterning occurs at different length scales and different levels. Studies in this di-
rection can have very wide implications. If, for instance, you look at the geometric
constraints here in Salzburg, where you have mountains that surround the area,
and regions where you cannot build, that means the town is built around certain
types of constraint, which have an effect on things like transport and how the town
can grow. It is not just a deterministic process where the growth of a town is in the
hands of city planners. The surroundings have an implicit effect on how growth can
occur. And this is something that is generalizable over many length scales and
many different fields. Probably in the social sciences you could also have these
sorts of concepts where constraints due to certain topics that are not able to be dis-
cussed in a particular environment might force certain ideas to come out preferen-
tially. For example, constraints of media: the constraint of the way we read, the
constraint of a printed book versus a digital object — these constraints change how
that media can actually be presented — the constraints of film, where in principle
you will not rewind to see things again, because typically it goes from start to finish
without any or much interaction. These sorts of things are all linked to the studying
of active matter.
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Michael Friedman, Jean-Francois Joanny, Karin Krauthausen
Interview with Jean-Francois Joanny:
Activity, Instabilities, and Defects

MF: The emerging research on active matter offers a new conception of what matter
is, what materiality is. But it did not just arrive out of the blue. Professor Joanny, you
come from a background of soft matter [Marchetti et al. 2013]. Other people in the
field of active matter have other backgrounds, in physics, chemistry, biology, and so
on. It could be suggested that this field is an intersection of these domains, or even
an effect of these domains reflecting on each other. Could you tell us how you started
working in the field of active matter? What were the initial research directions?

J-FJ: As you mention, I had been working since my PhD on soft condensed matter, poly-
mer physics, colloids, wetting phenomena. In 2003, I decided to reorient my research to
study the applications of soft matter theory to physical questions raised by biology and I
joined the physics department of Institut Curie, where I started working on the actomyo-
sin cytoskeleton. There, in collaboration with Jacques Prost, Frank Jiilicher, and Karsten
Kruse, we started to make a hydrodynamic theory of what we called active gels [Kruse
et al. 2005]. We also rapidly realized the connections with the work of Sriram Ramasw-
amy, who was working on active liquid crystals, and the fact that the results that we were
obtaining for the cytoskeleton were very similar to those described for swimmers. This
was indeed a theory of active matter, but the name itself came later. We were talking of
active materials. For me, Hugues Chaté is the one who first used the term ‘active matter.’

KK: Even before the term ‘active matter’ was explicitly mentioned in your research, you
had already focused on ‘active processes’ in soft matter materials like gels and red
blood cells [Betz et al. 2009; Turlier et al. 2016]. You showed that the flickering of these
cells is not related to mere thermal agitation but is a true activity of the cell and linked
to the protein-driven nonequilibrium state of the system. Could you explain the charac-
teristics of these active processes? Is this kind of activity a sign of a living system?

J-FJ: Usually the starting point of my research is a biological question. If we focus
on the research of red blood cells this is particularly interesting. There were several
groups of people claiming that red blood cells were in the process of dying or al-
ready dead — in other words that they were like a system in equilibrium. This ap-
peared quite odd to me. There was a young researcher at Institut Curie, Timo Betz,
who had discovered a very elaborate way of measuring the fluctuations in the posi-
tion of the membrane of the red blood cell. He had carried out several beautiful
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experiments on vesicles, and I suggested that he check with these experiments and
the results obtained to ascertain whether red blood cells are alive. He then measured
the fluctuation of the cell membrane and the response to any external force, and we
summarized the results as follows:

[The] data sets demonstrate[] the validity of the FDT [fluctuation-dissipation theorem]! for a
purely passive RBC [red blood cell], as expected. In strong contrast, fresh RBCs [...] show a
clear violation of the FDT in the low-frequency regime f< 10 Hz [...]. This result is a direct and
conclusive demonstration that an active mechanical process contributes to the flickering of the
RBC membrane at timescales above 100 ms. [Turlier et al. 2016, p. 514]

In short, given that the fluctuation was too large, it meant that the red blood cell was
active. At the time, I did not imagine that it would be passive. But to show the experi-
ment properly was very difficult. Once we had these results, we sat down and attempted
to make a model showing why the red blood cell was out of equilibrium. The way T. Betz
performed this was to look at all of the proteins in a red blood cell that would consume
energy. Though not many were found, one of these seemed to us more important than
the others. That was the protein linking the cytoskeleton of the red blood cell to the
membrane. This protein consumes energy, which meant that the chemical reaction was
out of equilibrium. Hence, we went back to the theories of the red blood cell but added
this fact that the chemical reaction was out of equilibrium. Because the geometry of the
red blood cell is rather complicated, this was not very quantitative. It has a shape (see
Fig. 1) which mathematically is quite involved. Gerhard Gompper’s group in Jiilich did
some highly complex numerical simulations of the real shape, but by replacing the real
shape with a spherical shape, we had all of the other arguments showing that the red
blood cell was a system in nonequilibrium, which to me means that it is alive.

KK: This is particularly interesting because one may understand from your research on
blood cells that the instability, which is part of this state of nonequilibrium, is not
something that the living system wants to avoid at all costs, but rather something that
the living system can handle and even benefit from. Could one claim that instability is
necessary for the entire functioning of the living system?*

1 According to this theorem, which is one of the most important theorems in equilibrium statistical
physics, when there is a process that dissipates energy, turning it into heat (e.g., friction), there is a
response process related to thermal fluctuations. Ryogo Kubo describes it as follows: the theorem
“states that the linear response of a given system to an external perturbation is expressed in terms
of fluctuation properties of the system in thermal equilibrium. This theorem may be represented by
a stochastic equation describing the fluctuation [...]” [Kubo 1966, p. 255].

2 For example, in another subfield of the research on active matter, that is, in the framework of the
research on the dynamics of suspensions of self-propelled particles, Jean-Francois Joanny and
Sriram Ramaswamy note that “[i|nstability and self-generated flow are conspicuous features of ac-
tive fluids. Indeed, the idea of hydrodynamic instability in living matter, and even the term active
stress, goes back at least to the work of Finlayson & Scriven [1969]” [Joanny and Ramaswamy 2012,
p. 47].
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Fig. 1: The shape of a red blood cell. © Graphic drawn by M.F.

J-FJ: One can certainly claim so. With respect to instability, active systems are rather
counterintuitive in some cases. Something we did at the very beginning was to look at
thin active films. Imagine a surface covered with a film of active fluid and an orienta-
tion of the molecules of this fluid which is parallel to the surface. If one were to make a
rather naive guess, one might conclude that the vector field for the orientation of the
molecules remains constant throughout the film thickness. If one puts this state back
into the equation, it works. Thus, there is a solution in which the orientation remains
constant. But one has to worry about whether this solution is stable — and it is not. If
the film is very thin, this solution remains stable; however, there is a critical thickness,
and above this critical thickness, instead of remaining parallel, the molecules in the
film tilt in the center, creating a gradient of stress that throws the system out of equilib-
rium and drives a fluid flow — even in the absence of external pressure. Once we calcu-
lated that, this was indeed the case. Numerical simulations made by other groups
confirmed this result. But there was still no experiment. Very recently, one of my col-
leagues, Pascal Silberzan, did experiments with cells in two dimensions, plating cells
on a solid surface. The cells were elongated, and we were looking at defects, counting
them. Here, topological defects are singular points of the cell orientation field.> Such

3 For example, when the vector field V is a velocity field, a singular point is often called a rest point.
When Vis a field of forces, the singular point is called an equilibrium point.
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defects (see Fig. 2) annihilate each other in pairs of opposite signs, and hence we were
counting them as a function of time.*

Fig. 2: An example of (integral) curves along a vector
field. The various defects are outlined with colored
circles. From: [Duclos et al. 2017, p. 59, fig. 1(b)].
Republished with permission by the authors of [Duclos
et al. 2017].

We came to the conclusion that these defects could provide a lot of information on
the behavior of the cells. My colleague decided to plate the cells in a confined re-
gion, putting the cells inside a circular region, that is, in a disk-like region. How-
ever, nothing remarkable results if you put cells inside a circle, because there is
friction of the cell on the substrate, so all of the energy dissipates, and hence the
cells behaved like a passive system. So then, we tried to put the defects inside a
band and, following this idea, a few weeks later we noted that the band spontane-
ously shears; without being pushed in any way, on the right-hand side, it was going
up and on the left-hand side, it was going down. We realized that this was the same
instability we had predicted before — although it was not exactly the same thing be-
cause there was friction on the substrate. Our theoretical reflections were ideas we
had had more than 10 years before, whereas the experiment itself only took place
recently. That said, it fits almost perfectly with the theory.

MF: If we concentrate on the defects, these can be considered and described as
purely mathematical objects. This brings us to the relations between mathematics,
simulation, and experimentation. As you have just mentioned, some experiments
arrive only much later, after the simulation and the theory.

J-FJ: Though sometimes this also happens much earlier. Moreover, I would not
claim that what I do is purely mathematics, because we use the general laws of

4 See [Duclos et al. 2017, p. 58]: “On the theoretical side, several recent works have addressed the
behaviours of defects in active nematics by adding active terms to the hydrodynamic equations of
liquid crystals. [These approaches] [...] all converge in showing that active systems differ from pas-
sive nematics by [among other things] [...] the creation/annihilation of pairs of defects of opposite
signs [...].”
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physics, we use the rules of mechanics, we use the laws of statistical physics, we
use the laws of hydrodynamics, and we elaborate on those laws using mathematics.
I have a colleague who is an applied mathematician who says that anybody who
does not have a lab is an applied mathematician. There is some truth to that, but
my interest is not in doing the mathematics but rather in finding explanations that,
as one of my colleagues mentioned, could be explained to my grandmother — to ex-
plain why a given system behaves in a certain way.

MF: Can one say that the mathematical tools one uses are not sufficient? That other
explanations must also be taken into account?

J-FJ: About mathematics, I do not know, but I can certainly say that physics is not
sufficient. You have to understand the biology of the system. Chemistry plays a role
as well. I would say that I do not think that anything in a biological system would
violate the laws of physics, but you have to couple it to chemistry. If you take cells
for example, one should also consider their division, but that does not derive from
the laws of physics, except when you have a theory at the very microscopic level. I
do not believe in the theory of everything.

KK: Could the research on active matter or, more generally, on the activity of materi-
als eventually bridge the gap between the ‘life sciences’ and physics?

J-FJ: That is indeed an interesting observation, though a physicist becoming interested
in biology is not something new. There are famous examples such as Max Delbriick®
or Erwin Schrédinger. Look at Schrédinger’s book What Is Life? [Schrédinger 1992
(1944)]; © there he speculates among other things about the “hereditary code-script,”
what we call the genetic code [ibid., p. 20ff.]. Hence, there have always been people
interested in explaining biological facts using physical ideas. And such individuals
came from different backgrounds. There are also people interested in experimenting
in physics from a biological perspective, utilizing optics or even fast optics to look at
proteins, spectroscopy, or similar things.” Such interests have always existed. The new
fact for me is that people like myself believe that what they know and learn from soft
matter can be applied to biology. Thus all of these ideas — that you should find simple
variables, that you eliminate the ones that are not relevant, that you should consider
the symmetries to make things simple — are ideas that come from soft matter. There
are a few things that do not exist in the soft matter I was studying previously. One of
them is that biological molecules (proteins) have very specific interactions. In many

5 Max Delbriick (1906-1981) was a German-American biophysicist who helped develop the molecu-
lar biology research program in the late 1930s.

6 A gene for Schrodinger is a “material carrier of a definite hereditary feature” [Schrodinger 1992
(1944), p. 29].

7 For the biophysical research on optogenetics and the importance of this new field, cf. the com-
mentary in: [Deisseroth 2011]. For the biological perspective, see: [Krueger et al. 2019].
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cases, a protein of a given type interacts only with a precise, specific type of proteins
and not with all the other ones. Biologists talk about lock and key mechanisms — just
as the key must match the lock, the two proteins must also match in order to interact.
The second specific feature, which also exists to a lesser extent in soft matter, is the
nonequilibrium aspect of active matter. This endows them with many new and very
rich properties such as self-assembly or spontaneous motion that does not exist in
classical soft matter.

KK: When considering the research on nonequilibrium processes in living and non-
living systems, would you say that there has been a big leap in the last ten to twenty
years?

J-FJ: There has been progress. There are general laws that can be applied to systems
in a nonequilibrium state. I was speaking about the fluctuation—dissipation theo-
rem (in relation to blood cells); our generalization of that works for systems in a
nonequilibrium state, is pretty surprising. People could perhaps have discovered
this in the nineteenth or early twentieth century, because the ideas are very simple,
but they did not.

KK: To continue discussing the theme of nonequilibrium, in your articles you under-
stand active gels as complex materials which have an internal fuel consumption that
works as a sort of means of dissipation. In one of your papers, you have described
such materials as belonging to a “new class.” What is meant here by ‘new class’?®

J-FJ: There are two meanings. The first concerns the difference between active matter
or active materials and what I would call more generally materials out of equilibrium.
The second relates to the question of whether such active materials can be used to
make anything useful. For example, there are all of these aspects of what is called
microfluidics that concern the movement or flow of liquids in very small channels.
Some people used an array of rotating biological motors that can drive the flow.
Thus - though this is not my expertise — in a sense people attempt to make materials
with new properties by using ideas that already exist in biological systems (they
mimic biological systems), or they use biological objects such as the motors to
make new types of materials.

8 [Kruse et al. 2005, p. 5] (on eukaryotic cytoskeletal gels as ‘complex materials’): “We call these
gels and more generally all gels working in the presence of a permanent energy consumption ‘ac-
tive’ gels.” And on p. 14: “We have introduced in this manuscript equations which describe the long
wavelength and low frequency behavior of active gels. Although we have written the equations spe-
cifically in the case where the activity is due to motor proteins, they should apply, in their princi-
ples, to all gels in which a permanent source of dissipation is at work. Such gels define a new class
of materials. For instance, a conventional ‘physical’ polar gel, absorbing a high frequency ultra-
sonic wave should obey, in the low frequency, long wavelength limit, the set of equations proposed
here.”
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KK: Nonequilibrium systems with sudden generation of flows and stresses can be dif-
ficult to describe and explain, either in a quantitative or in a qualitative way. Is this
considered an obstacle or, on the contrary, a motivation to continue researching?

J-FJ: The thing that attracted me to active matter is the fact that you find behavior
that is rather unexpected. If you work on fluids, you know that shear waves do not
propagate. And this is precisely due to viscous dissipation in the fluid. In active flu-
ids, they do this because such dissipation is compensated by injecting energy, and
then waves can propagate. To me, this is kind of unusual or something rather unex-
pected, and researchers are always attracted to such things. For example, active ma-
terials or biological systems fluctuate a lot (they jiggle a lot under a microscope) —
what certain people call giant fluctuations.” When one hears this for the first time,
one is quite surprised: why does it violate things I have always believed in? But
there is a reasonable explanation for everything. What I mean is that qualitatively
there is a reasonable explanation; quantitatively it is more difficult to work out.

MF: A description which is often employed in the discourse on active matter for
these kinds of structures is ‘smart materials.” Considering the structures appearing
in the framework of the research on active matter, can one claim that the questions
concerning these structures no longer concentrate on unstable systems behaving
randomly, irrespective of any structure whatsoever, but focus instead on systems
which are structured in a dynamic way?

J-FJ: T agree that there are structures that appear in dynamical systems out of equilib-
rium. For example, a property that one wants to study in biological systems is self-
assembly. It is much more efficient if you carry this out in systems out of equilibrium,
because it can be undone and redone if you do not get it right. In this way, one can
find a much richer number of states than those found in systems at equilibrium. And,
of course, one of the areas one wants to be interested in is morphogenesis: why do
animals look like they do? People have had general ideas for a long time with respect
to such things. My claim would be that the research on active matter should concen-
trate [also] on these ideas.

9 See, for example, the paper from 2006, which associates active phenomena with out-of-equilibrium
systems and giant fluctuations [Chaté, Ginelli, and Montagne 2006, p. 1]: “Over the last decade or so,
physicists have been looking for common, possibly universal, features of the collective motion of ani-
mals, bacteria, cells, molecular motors [...]. Among the emergent properties of these groups of ‘active’
or self-propelled particles (SPP), distinctively out-of-equilibrium features have been found, such as
the existence of long-range orientational order in two-dimensional ‘ferromagnetic’ flocks of polar SPP
[...]. Another set of striking intrinsically nonequilibrium properties have recently been predicted by
Ramaswamy and co-workers [...]. They considered, in particular, the case of apolar but oriented SPP
and argued that such ‘active nematics’ should differ dramatically from the usual (equilibrium) case.
In particular, their approach [...] predicts that giant density fluctuations arise in the ordered phase of
such media.”
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One can take as another example the task of how to explain the shape of bones.
This is a question of tissue growth and development. There is research that is at-
tempting to calculate the shape of a bone with ideas very close to those relating to
what we call active matter [Willie, Duda, and Weinkamer 2013].

KK: Is it a question of ‘dynamic structures’ — of structures that emerge, evolve, and
change, and can therefore go through very different processes?

J-FJ: Calling it a dynamic structure is indeed suitable. The structure is evolving in the
sense of temporal evolution — not the Darwinian understanding of evolution, al-
though there are chemists who try to make systems evolve in the Darwinian sense,
and such systems have to be out of equilibrium.

MF: Would you actually describe nonequilibrium, in the sense of instability, as
being one of the crucial characteristics of active matter systems? Instabilities which
actually prompt structure and its appearance?

J-FJ: Yes, because active systems mostly flow, and many active systems do not have
a steady state where flow does not occur — and then one can structure, because of
the flow; there is a strong interaction between activity and flow. But the steady state
of a system, which is a state without flows, is generally unstable.

KK: To return once more to the problems of descriptions of nonequilibrium active
systems, how concrete can the predictions for the behavior of such a dynamic sys-
tem be? Is it mostly about statistical predictions? And what happens if in your anal-
ysis you want to go through different scales and find a description that includes
these different scales?

J-FJ: 1 have no problem with predicting something in a statistical way — I mean
where things fluctuate. There are systems at equilibrium which have large fluctua-
tions as well. This is not true for macroscopic objects such as the surface of a table.
If we look at small systems, a theory can be built up: the stochastic thermodynamics
of a small system.'®

And even if the system is fluctuating you can still predict what the average val-
ues are. You can also predict what the noise is around the average values. You
should be able to measure that and to compare it to theories. It is something that
you have to include in the game. I do not say it is easy, but you should be careful.

The question on the combination of different scales relates to something that
we have not talked about yet: numerical simulations. I do not do these myself, but
the people I work with do. For instance, I had a postdoc, Jens Elgeti, who started a

10 Stochastic thermodynamics uses stochastic variables to better understand nonequilibrium dy-
namics. Moreover, while in classical thermodynamics one of the key assumptions is that the system
has a large number of particles involved, stochastic thermodynamics deals with smaller systems
[Seifert 2012].
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big program on the simulation of tissues. If you want to simulate a tissue, it is made
of cells, so one has to describe the cell reasonably well too. In the case of a cell, you
can put everything you know in the simulation, but if you saturate your computer
with one cell, you will not be able to do anything at the larger scale. Hence, the way
we treated cells — this might be a shock — was that the cell was represented by two
points and, when it was growing, these two points repelled each other. When the
distance between the two points is too big, the cell divides in two. Then we put two
other points to obtain the two daughter cells, each represented by two points. How-
ever, when we show it we do not use points but we use small spheres, because then
it looks like cells, and people are pleased. But in the calculations, cells are only
points. In this case, it means that the small scale is not well treated, because the
cell has a nucleus, DNA, proteins, and so on, and there is nothing like this in the
simulation. What I strongly believe though is that, if you look at the properties of
the tissues at scales larger than the size of the cell and at times larger than the cell
division time, it should be fine. When I say ‘fine,” I mean it is mostly suitable. There
are, however, properties of the tissues that depend on explicit properties of the indi-
vidual cells, and if I want to know those, I need to make a simulation at the scale of
the cell — something that remains very difficult.

MEF: Can one claim that one of the aims of the research in this field is to obtain a gen-
eral description irrespective of scale? We already touched on this topic implicitly
when talking about bone as active matter or, to give another example, about whether
a cell is just’ two spheres or just two points.

J-FJ: Yes and no. What one means by ‘irrespective of scale’ is that the typical scale
in different systems is different but perhaps the theory is the same. For example, if I
look at buffalo herds or if I look at bacteria the general behavior is very similar: bac-
teria have to swim in the same direction while buffalo all run in the same direction.
There are details that are different but there is this similarity in effect. This is what I
mean when I say ‘independent of the scale.” Now if I look at tissues, I have several
length scales. I have the scale of the atoms in nanometers — and we have good theo-
ries for this, such as quantum mechanics, but I do not want to take this into ac-
count. Then, we have all of the questions around proteins that can be found in the
cell, for which we also have good theories. I can also add the scale of the cell. And
furthermore, I can discuss the scale of the tissue, the scale of the animal, and so on.
I think maybe the most difficult problem is that of determining the scale at which to
describe the system. In order to be able to answer this question, I know that I will
have to ignore everything that is too small, and I will also have to ignore everything
that is too big. So ultimately, I will try to construct a theory that describes the be-
havior exactly at the length scale relevant for the question that you are asking.

To give a more elaborate example, sometimes the scales are coupled; that is, a
material is investigated at two different scales. Take plastic for instance. Plastics are
made of polymers, and we have very good theories to describe the structure of
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polymers based on the interactions between atoms, but if you put the problem in a
computer to carry out a calculation, it will be much too large to be handled. Here, a
solution is offered by multiscale calculations. One calculates microscopically the
properties of one polymer, and then one employs coarse-grained modeling, that is,
modeling the polymer using subunits, then defining their known properties and the
interactions between the subunits. Finally, one can then think about investigating
the material itself.

MF: This point brings me to topological structures, which also appear irrespective
of scale, that is, of whether we are dealing with bacteria or a herd of buffalo. Does
this not indicate that topology should also be considered in the framework of the
research on active matter systems?

J-FJ: Speaking generally, we have these experiments where we look at the orienta-
tion of cells where defects appear. Of course, when you do that — and especially
when you are in contact with biologists — you worry about what the significance of
these defects could be for biology. What is at the back of your mind is the fact that
nature has had some five million years to ‘think’ about it and that it evolved (this
time in the Darwinian sense), that if something is here then it should be useful. And
it is. For example, if you take cell layers, sometimes cells are extruded or cells die.
Recent experiments show that they are extruded always at the place where there is
a defect. Consequently, there is a correlation between the extrusion and the fact
that there is a defect. I told you about this spontaneous shear that appears in these
layers if you make bands. A colleague of mine, Pascal Silberzan, looked for that and
found articles on cancer which describe sheets of cells on top of fibers. This is re-
lated to the way that cells go out of or into a tumor. We have not yet gone very far
down this road, but now we are aware of it. Depending on the thing we want to do
in the end, one wants to understand the biological question. The point of view of
the biologist is as interesting as my point of view. Hopefully everything will come
together in the end; otherwise, we are in trouble.

KK: Continuing this line of thought, what in your opinion are the future tasks of ac-
tive matter research?

J-FJ: If we look for a moment at the beginnings of this research, there were at least
several theories that in the end achieved a sort of consensus. Suffice to say theory
went well beyond what was being carried out experimentally. You have all of these
biological systems where you do not control all of the parameters, when you describe
a phenomenon with sometimes fifty percent uncertainty or even more. However, we
should be able to find model systems where we could verify that if you run one pa-
rameter it goes exactly as anticipated by the theory. What I mean by that exactly is
not the possibility of answering positively or negatively but making it into a quanti-
tative description. A lot of progress has been made in this respect. And the experi-
ments here are moving in this direction. But there is a lot of work to be done in this
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area. There are also all kinds of developments about what we can learn about non-
equilibrium physics. Can we attempt to use general laws for example? This is one
direction in which we can go. The one I have tried to pursue concerns whether we
can make a physics of biological tissues.

More generally, I want to have a description that is simple enough but that re-
spects all of the laws that I know. What I mean by that is that I do not want a system
with 25 parameters where [ would have to explain everything. I would like a descrip-
tion coming from physics at the local scale by means of equations which I hope will
be simple. I can bypass some of the steps, because I know that some of the symme-
tries have to be respected.

MF: You noted that you want the desired description to preserve the laws that you
know, but one can underline that, in the framework of the research on active mat-
ter, there are several laws that may be broken, such as the law of large numbers.

J-FJ: It depends what you call broken. It is broken in the sense that, if you take sys-
tems at equilibrium, what describes the fluctuations is the law of large numbers.
But it means that there is a difference between nonequilibrium and equilibrium sys-
tems in this instance. Thus, if you take for example all of these theorems on the law
of large numbers itself, it is still valid of course. The central limit theorem is valid,
there is no doubt about that, but in order to be valid it has to have some constraints.
I mean that there are hypotheses to theorize about that, and this situation means
that such hypotheses are not satisfied with these systems out of equilibrium.

MF: Hence, this situation actually implies that there may be new laws?

J-FJ: Yes, it does imply that there are new laws. But they all respect the basic princi-
ples of physics. Energy is conserved. Not by the system itself, since energy flows in
and out; but, if you put the whole universe in there, you do not make energy out of
nowhere. Also, forces are balanced. Newton’s laws of motion are valid, even at the
microscopic level. Perhaps you have to be at a large enough scale not to worry
about quantum effects but, as long as you are at this limit, forces should be bal-
anced — Newton’s laws should be valid.
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Michael Friedman, Karin Krauthausen, Barbara Mazzolai
Interview with Barbara Mazzolai: Plants,
Plantoids, and Active Materials

KK: The research on active matter includes studies in smart materials, hence materi-
als that sense and react to the environment. In your research, you examine the
‘smartness’ of plants and you use these studies for bioinspired robotics. Exemplary
is your work on the plantoid: a robot that one might say replicates the behavior and
mechanisms of plants. It is part of a new generation of plant-inspired robots — a
plantoid does not have a humanoid form but, like a plant, it has not only a trunk,
branches, leaves but also roots. These roots grow due to the addition of synthetic
material printed in 3D from the inside, and move and orientate themselves in their
surroundings thanks to sophisticated sensors positioned in the tips of the roots.
Therefore, these robots are able to move by growing and explore the environment
with their sensors. But before elaborating on your research on plantoids, maybe
you can tell us how you consider robots and their connection to living beings and
to plants in particular.

BM: Robots, and more specifically bioinspired robots, can be interestingly linked to
living beings and used to better understand how living beings work. One of my re-
search challenges is to use biorobotics as a tool to investigate and explain the strat-
egies and functionalities of natural organisms. This understanding is fundamental
to get closer to a full knowledge of a natural system and for its safeguard. With re-
spect to plants, this closeness is particularly absent because, in school, plants are
only considered for oxygen and food production, but are not really understood from
the point of view of how they work. Robots could help in this respect. This must not
be understood only in terms of the promising applications of plant-inspired robots —
from exploration and environmental monitoring, to medical applications, to search
and rescue in remote or extraterrestrial scenarios — but also with respect to the
ways in which robots can bring us back to biology [Mazzolai, Beccai, and Mattoli
2014; Sadeghi et al. 2014; Lucarotti et al. 2015]. Having this in mind, I have investi-
gated characteristics of plants such as growing capabilities, osmosis-based move-
ments, strategies of carnivorous plants, movements based on circumnutations, just to
mention a few. Robots, as physical and dynamic systems, could really help in the un-
derstanding of the physical interactions between an organism and its environment.
In the future, robots could be a sort of tool for scientists who would use them to dem-
onstrate the principle and working functionalities of living beings.
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Fig. 1: The plantoid: a bioinspired robot developed at the Italian Institute of Technology, Pisa, Italy,
by The Plantoid Project led by Barbara Mazzolai. © Bioinspired Soft Robotics Lab, Italian Institute
of Technology, Pisa, Italy.

KK: Following this, can one say that biorobotic engineering considers plants as smart
material - in the sense that they are responsive to the environment — and therefore as
active matter?

BM: Plants effectively adapt to the environment and respond to external feedbacks;
and this is why are so relevant in biorobotics. Material for me is an essential part of
this picture. We need materials which are more similar to natural materials to really
interact with the environment by giving different properties and more abilities to the
robots. Consequently, we have to look for non-traditional materials that are safer,
even intrinsically so, when we need or want to develop a robot to interact with us or
with another living system, or with the natural environment. This is something unad-
dressed in industrial robotics. The reason behind this is that the interaction with the
human operator is usually limited. Industrial robots are rigid and strong, since this is
the role one assigns them in a society based on production: robots produce the prod-
ucts in a factory. If one would like to see robots in another way, however, as some-
thing that shares our environment, our domestic environment — and I do not mean
only for cleaning for example, but also for other means of assistance — you cannot
make robots rigid. This is one of the trends which will be developed in the future,
focusing for example on aspects of softness. This is also one of the important aspects
of active material in order to achieve adaptive interaction, compliance, and safety.
The material becomes really more and more fundamental in this type of robotics,
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which is called soft robotics. Perhaps this is the wrong term. In the past, we called it
‘soft robotics’ in order to distinguish it from traditional ‘rigid’ robotics.

One of our starting models among natural organisms was the octopus [Laschi
et al. 2012; Mazzolai et al. 2019]. This animal is considered as a paradigm for soft
robotics, since the octopus is completely malleable (Fig. 2), without any rigid struc-
ture, and has unique abilities of squeezing and morphing. At the same time, with its
arms and suckers, the octopus is able to exert very high forces, to explore the envi-
ronment, as well as to grasp and manipulate objects. It demonstrates that we do not
need rigid structures in every case to carry out an action. Of course, we need to con-
sider it in its environment: the octopuses’ physical abilities and intelligence work
very well in aquatic environment, but if we transfer them to our own terrestrial envi-
ronment, they would certainly not be as smart. What we have to consider in this
example is that environment is fundamental. A robot cannot be designed without
considering the environment in which it has to act.

Fig. 2: An artificial octopus-like arm with suckers. See also: [Mazzolai et al. 2019]. © Bioinspired
Soft Robotics Lab, Italian Institute of Technology, Pisa, Italy.

MF: So you would say that one of the characteristics of active materials is exactly this
adaptation to the environment?

BM: Exactly. One may say that the mechanism is in the design because, in the de-
sign, environment is already included. This is something entirely characteristic of
natural systems. If you consider plants as another paradigm of active materials, you
can even see motion in dead organs. For example, the pine cone is dead but it con-
tinues to move. What is impressive from my point of view is that the life of plants is
perpetuated by structures that are dead but continue to work. Energy use is antici-
pated in the design phase.

KK: Could one say that in the case of the pine cone, the energy is stored in its aniso-
tropic material structure and when triggered by the environment in the right way
this energy is consumed for a certain activity?
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BM: Precisely. The pine cone is activated and releases the seeds when the environment
provides the right conditions for this: in terms of humidity, in terms of temperature,
and so on. The pine cone is thus ‘designed’ to release the seeds only when they
will find the conditions to germinate. In this way, the pine cone spreads the seeds
in the environment because the conditions are right. This is amazing because one
can reduce the energy strictly to the design phase. Subsequently, pine cones take
their energy from the environment.

More generally, of course, if you have to do very complex tasks, you need a con-
trol system and you need external energy. But you can optimize the movement, you
can optimize the control using this material. This is something completely missing
in current robotics because most of the robots that we use are either made of rigid
material or now soft material but without particular properties. Currently, we use
most of the silicones available; because they are soft, they can in some way express
this softness. In many cases, however, they do not have the proper functionality.
What I mean is that they cannot really interact with the environment.

KK: Would you say that the research on active materials and especially on bioins-
pired materials will change our understanding of nature — nature per se but also
nature as a source and a counterpart for engineering? And how do the more classi-
cal biologists look at this kind of interdisciplinary research?

BM: There are certainly people who want to collaborate and who are attracted by
this multidisciplinarity. But we also have to recognize that there is a lot of talk
about multidisciplinarity while in actual fact it is hardly done at all. However, one
has to remember that people in the past did work in a multidisciplinary fashion.
Take Leonardo da Vinci for example, or even the entirety of the Renaissance. They
carried out their work precisely in this way and created great things.

I know that much of the technology that we use is not bioinspired. I do not
want to say that we can solve the problems of the world by means of bioinspiration.
You have to select when it is needed. What I mean is that we should have a critical
approach. In some cases, you quite simply do not need bioinspiration. A traditional
approach can sometimes be more convenient. That said, I think there are many
great bioinspired examples that we use every day. We simply do not recognize that
they spring from such sources. Hence, this is the goal: to have something novel that
can also be used in new contexts and that can open up new fields.

MEF: I would like to return to the example we started with: the plantoid (Fig. 1), a robot
that was developed in part as a result of a ‘simple’ question: how do roots behave?
Can one argue that with this example there is a new conception of the plant? As
you mentioned before, the plant was considered in the past as something that was
not, so to speak, intelligent. What is this new conception that you are introducing
here with respect to roots, and how is this then translated into robotics?
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BM: I arrived at the study of plants through my experience in biophysics. When I
moved from biology to biophysics I began by studying the impact of pollutants, par-
ticularly heavy metals, on human beings and the environment. I carried out experi-
ments with natural samples, such as our blood, principally to detect and understand
the impact of mercury, but also of other heavy metals. When I moved to engineering,
the first idea I had was why not create a technology for detecting and understanding
such things? Quite simply there were very poor technologies for monitoring in situ:
for detecting polluted air, water, food, soil, and so on. Thus, I developed several ro-
bots. First, a sensor to detect mercury, then a sensory device, and only then did we
move on to robots. We did so because robots are mobile. Hence, the idea was to have
robots with sensory capabilities that can cover and detect a large area. One of the cen-
tral problems, however, was that of the soil. Soil is so complex. How can we send a
robot into the soil? This is the reason why I returned to biology. I determined that the
best living beings that can carry out this task were in fact plants and not animals. Not
only do plants penetrate efficiently into the soil like other animals such as the earth-
worm (e.g., the Lumbricus terrestris), the mole, and so on, but they also create a net-
work. Plants really produce the best system to probe the soil because they develop a
capillary system that penetrates it so thoroughly. We began by studying how plants
accomplish this, and we used a robot to validate the biological system. We know
from biology that plants grow at their extremities, but there is no evidence for why
they do this. What we then did was to compare two identical robotic systems: one
system able to move from the tip and the same system pushed from the top [Sadeghi,
Mondini, and Mazzolai 2017]. In this way, we demonstrated that in the first condition
we could save energy and reduce energy consumption during the soil penetration.
We arrived at plants quite reasonably because in terms of application in the environ-
ment they are the best. With these insights, one can at least consider the possibility
of using plants as a model for robotics.

KK: With plants as models for robotics, interesting features start to arise: first, that
growth is a way of moving through the environment; second, the idea of a network,
or maybe even a multitude; and third, the involvement of plant communication, or
at least signaling ...

BM: ... and actuation, because there are also other actuators. It is a revolution sim-
ply because for the first time we can start to talk about growth as movement. This is
a new paradigm for the concept of actuation. Usually, in bioinspired robots, the
model is the animal; consequently, the model for the actuator is the muscle. Plants
do not have muscles, but they are able to move and reach with their branches or
roots points that are far from their point of germination. What we have demon-
strated by contrast is that plants move by growing. They cannot move in a different
way. If they have to move from here to there, they have to grow from here to there.
Hence, growth is a new form of movement. And, while growing, plants adapt to
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their environment — which is also part of the novelty of this kind of robot. Thus, if
we are really able to implement this mechanism from a technological point of view
with active material — because the secret here is in the material — we can really have a
robot that perceives the environment and makes decisions. This is the intelligence of a
system that is bioinspired: being able to make decisions concerning movement and di-
rection. There are two different ways to control this robot: either the operator can con-
trol it remotely and give it commands such as ‘look for water,” ‘look for survivors,’ ‘look
for chemicals,’ or it is the robot itself that decides on the direction on the basis of high-
level control. Plants are the inspiration for this latter behavior. The question is how
they can manage all of this information without a brain — but they do indeed do it.

Nor is the movement of plants totally random. One of the initial observations
about plants was that they only move around, without a direction. But this is incor-
rect, since plants have sensors, which they, of course, use. There is no sensor in bi-
ology that is not employed, since this would simply be a way of losing energy. But
of course, there is a part of the movement that can be random. This is also true for
animals, for example, when they do not perceive smell, the pheromone, but move
in a certain way until they do perceive it and subsequently modify their behavior.
Moths are typical in this respect since, when they perceive the pheromone, they re-
duce their movement amplitude, their energy. It is the same with plants, which also
move at random for as long as they do not perceive anything. For example, when a
plant looks for water, it moves randomly for as long as it does not have a gradient
or chemicals to follow. Once these are perceived or sensed, however, the plant of
course goes in that direction.

KK: It seems to be a situated behavior, hence a behavior that is not, or not only,
determined by a DNA program.

BM: Exactly. It is something that emerges by the interaction with the environment,
just as in other natural systems [Gagliano et al. 2014].

MF: Can one say that the root system or plant system is always, in a sense, in a state
of nonequilibrium since, on the one hand, it adapts to its environment but, on the
other hand, it also takes materials from the environment? That is, it is always on the
verge of coming into being as an emerging structure.

BM: Absolutely. Plants use chemicals and water for photosynthesis; there is a com-
munication between the roots and the upper parts of the plant. It is a continuous
interaction on the basis of internal needs, state of development, and external com-
petition, because they have to compete. It is not possible to simply be and grow;
there is also a struggle for resources, competition between plants as well as between
plants and animals, or parasites, and so on.

There is also the aspect of redundancy, the fact that plants have built-in redun-
dancy in their organs.
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To state the obvious, plants cannot move like animals, they just stay in the
place in which they germinate, and there they can only grow. And because of this
sessile nature, they cannot escape in case of an attack. This is probably the reason
why they do not have a brain, which would make them too much vulnerable. Differ-
ently, we could say that plants have distributed ‘command centers,’ as well as dis-
tributed sensitive organs, and a unique capability to regenerate and create new
structures.

The problem is that we are currently lacking the appropriate terminology. Very
often when you talk about behavior in plants people respond that behavior is for
animals, or intelligence is for animals. If that is the case, then at least provide us
with some terms to describe plants.

MF: Because all of these concepts are actually connected with the idea of a mecha-
nism that controls everything in a centralized way — that is, the brain so to speak.

BM: Exactly. Hence, there is no terminology for presenting or describing this behav-
ior in plants quite simply because all of the scientific terminology is for animals.
And this is another issue. How can I describe this behavior if I cannot use the terms
‘behavior’ or ‘intelligence,’ as these terms are strictly preserved for animals?

KK: What kind of robot could be created if one thinks of this from the perspective of
the plant? Should there be a new kind of communication or movement involved?

BM: Precisely. If one defines the robot as an artefact that can move, communicate,
perceive, and control parts of its structure, then all of these features are also true for
plants. To demonstrate that we can use plants in robotics, I just have to start to
show that they are able to communicate, move, and sense. It must be added that all
of these features are intrinsic to the plant itself. Thus, we can translate these fea-
tures into artificial systems that are robots, since they perceive and control move-
ment and actuation.

KK: This translation of the intrinsic features of the plant to robots could entail a
completely new understanding of the machine. If you think of the nineteenth cen-
tury, when one first began to develop, for example, the first self-governed machines,
these machines were very simple systems. Admittedly, this is still what people have
in mind. For example, we think of the car as a machine; already the idea of a self-
driving car is somewhat overwhelming. What you are proposing, however, seems to
go even further, in the direction of a ‘growing’ machine; hence, it involves a new un-
derstanding of the machine itself.

BM: What I would like to stress concerning this new idea of artificial machines is the
importance of materials for their structure and functionalities. Of course, in robotics,
we already talk about intelligence, and also about different types of intelligence, for
learning, motion control and communication. It must be said that material is still in
its infancy in robotics. This is particularly the case when considering soft materials.
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We can introduce the concept of softness, but this is still not enough. Quite simply,
silicone is inadequate, since it cannot interact with the environment. Thus, we really
need to implement the design phase in the material. We should work at this level.
This should not only be understood in terms of assembling the components. This
is the classical approach where you assemble the sensor together with the actuator
together with intelligence and the control, and then only at the end do you think
about the energy. And you finally come to an idea of the energy consumption of
the robot when it carries out some specific tasks. By feeding this information into
the motor — so starting from the motor — you can have a rough idea of the energy
consumption, but then the robot is not able to really operate in the real environ-
ment. Instead, we need to think about materials that are multifunctional - in
terms of sensing, actuation, and energy use — and able to evolve or grow depend-
ing on environmental conditions and needed tasks. This is what drives toward a
new understanding of machines design and development.

In this direction, a new trend called morphological computation or embodied
intelligence is moving. This can be considered a new paradigm in robotics, which
gives importance to the body, to the shape, to the material, to the interaction with
the environment, and not only to the brain. But what really is the problem? Clearly,
the issue is how we are to translate this principle into the rules of design. Currently,
we do not know how we can design this kind of robot. We know more or less the
principle but not how to design it as such. In my case, I have an AutoCAD model
from which I can start, but because the robot needs to adapt I cannot design the final
shape. I can just put the design in the material as the basic principle. Essentially, it
has to develop by itself. The development should be immanent in the design.

MF: Can one then argue that there is no predefined algorithm that would predeter-
mine all future actions? I would say that there are some algorithms being structured
in the design phase of the robot. Perhaps the best way to put it is to say that they
are adaptive in a way — which is also the challenge.

BM: Adaptation is the key and the grand challenge for robots operating outside in
the real world. Adaptation is fundamental for animals, plants, and all living organ-
isms, and so it is for artificial machines.

Now, for this, the challenge we find in the design phase shows that you need
different people like engineers, computer scientists, biologists, material scientists,
physicians, and so on from various disciplines working together. This is not easy.
How can we collaborate effectively? How can we involve people that work in mathe-
matics in this phase, or people developing the control or the material, together with
biologists, together with engineers, in order to work together to structure the rules?
This is quite simply a necessity: we need this cross-disciplinary interaction for the
design of new adaptive robots.

Unfortunately, in our world, there are many disasters: earthquakes, floods, tsu-
nami, and so on. When observing this fact, one can quickly come to the realization
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that there are currently no alternatives to humans or dogs when looking for survi-
vors; there are no robots deployed in this fashion at all. Why is that so?

Were a robot to be deployed in a disaster environment, after a tsunami for ex-
ample, it would have to have a different configuration [Murphy 2014], it would have
to be able to adapt. For example, it would have to be amphibian, because it would
need to move in water and on land. This model of robot would need to be able to
adapt to conditions that cannot be predicted. After a disaster, the unstructured envi-
ronment becomes the rule rather than the exception. In such a situation, external
conditions cannot be known in advance. This is why a new model of adaptable
robot is needed. A robot that can count on adaptive materials with integrated multi-
functionalities, allowing it to have an evolving and growing body structure, capable
to re-shape or re-form its parts, and with an efficient and sustainable use of energy.
Energy is in fact also a key point, because if you collapse after an hour ...

MF: ... it is hopeless.

BM: But this is the situation. I blame it on the fact that we think in a very complex
way. This is what makes our robots too complicated. We embed materials, sensors,
and actuators, and then energy is the last point we address. But living beings do not
work in this way.

MF: Hence, we are coming to the point where we realize that new robots, new ma-
chines should actually be much simpler and not just a very complex imitation of
‘the way nature works.’

BM: Yes, I believe this is the real issue: to understand what is needed. We need to
understand what is really useful and not just copy the shape of a human to have a
humanoid. Why should our ideal robot be a humanoid? Why is the human form nec-
essary in this environment? It is not the best. It cannot move in debris. Why do I
want to develop a humanoid for rescue in an environment that has been destroyed?
There are many living beings that are better than us. Why not then develop new
creatures? In robotics, you can also go beyond nature. We should just take what is
needed for some kind of application and not simply try to copy them. If I want to
copy a plant, for example, I put a trunk in my plantoid because it is needed in order
to relay a message, not just to demonstrate that it is a plantoid. Of course a trunk is
clearly part of a plant and not of an animal, but the concept goes beyond the shape
of the plant. The shape is just for pure representation. The message that I want to
send requires growth, but the root does not need the trunk or the branches with the
leaves. If I want to do something, to move in this environment, only the concept of
growth is needed, whether what is grown be branches, roots, or something similar
is not important.

MF: So, we could say that these new materials are inspired by nature, but also go
beyond nature insofar as they are not simply copies of it.
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BM: In the end, we use an approach very similar to a 3D printer to translate growth.
But the difficulty lies in understanding the secret of growing as such. We developed
several prototypes before trying a mechanism. Roots also inspire this design be-
cause they release dead cells and then move inside this interface they create. So
we tried to imitate this because it was a really efficient system. We needed to be
able to reduce the external friction because, when you dig in soil, after a few centi-
meters the system collapses from the internal friction. So, it was clear that this was not
enough. In the end, we realized that growth was the key problem. But how can we imi-
tate the addition of cells, since plants develop by means of cell division? By absorbing
water from the external environment, plants also extend. Thus, they grow and
then elongate.

For example, depending on the soil impedance, what occurs more: cell division
or cell elongation? And for these two, what are the important factors for movement?
We therefore attempted to implement growth in our robot [Mazzolai et al. 2020]. But
before we had to understand that the 3D printer approach, the manufacturing ap-
proach, was in some ways a suitable solution, so we used it for the robotic root
growing and bending. It took more than a year, several prototypes and experiments,
and in the end, we used thermoplastic materials. The latter were not the best in
terms of mechanical properties, but we could anyway use them to implement grow-
ing abilities in a machine, and demonstrate that if there was a uniform deposition
in the soil, the robot could move (i.e., grow) vertically. Moreover, if we deposited
the material in a differential way, bending occurred at the robotic root, as natural
systems do where more cells are on one side with respect to the other one. So, imi-
tating this feature, we implemented this differential growth also in our robot.

So, first we need to understand the key principles at the base of a functionality
that we want to imitate from the natural system, and then how to translate them
into an artificial system.

KK: In living systems, growth can mean different processes. There is the growth of
trees, which adapt to internal needs or external conditions by adding new cells with
various geometries and cell wall structures in relevant parts. There is the remodel-
ing of bones in living organisms, which works quite differently because it includes
degrowth. What kind of adaptation processes, and hence what kind of activity and
agency, do you intend to translate, or maybe reinvent, in the technical sphere?

BM: So, once more the material and adaptation strategies come back to the center.
Plants move in different environments, while they explore them. One of the move-
ments they use with this aim is circumnutations, that is, elliptical or circular paths
made by the apical regions of both roots and shoots. We study circumnutations in
the aerial part and in the soil. For example, climbing plants use circular movements
to look for support or to reduce the friction during movement itself. We are also im-
plementing this behavior in our growing robot. Thus, the point is to understand
how we can have a sensing capability in a system that is growing. First of all, you
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can add sensors in the tip. There are discrete elements: chemical sensors, sensors of
temperature, and so on. Yet this part is fixed; it does not change. More difficult is to
add sensors in the growing part, since it continuously changes. This is why the aim
is to embed sensing properties in the structural material, used to create the robotic
body. Consequently, we look for a 3D structure in which these materials have a spe-
cific functionality, like a sensing capability and so on.

The other challenge to consider is the interaction of the material with the envi-
ronment in time. Thus, we can go beyond the concept of 3D printing, toward a 4D
approach [Khorsandi et al. 2020]. The material can provide this 4D aspect, so the
robot can change its 3D shape and behavior over time. In the current version of the
robot, we miniaturized a 3D printer machine inside the robotic tip and we used ther-
moplastic material to create the robot’s structure. In the next future, the goal is to
develop materials that include sensing properties.

KK: I wanted to further emphasize this point concerning interaction and sensing by
asking how such a robot would be controlled. Obviously, there has to be a new un-
derstanding of control: a local control and autonomous system — a kind of ‘soft
computer.’

BM: Exactly, we need to rethink how to embed the control, or better how to ‘em-
body’ it. It is something that must really be integrated into the material. The goal is
not only to have sensing, which is fundamental, but also to associate this sensing to
a form of behavior. Such mechanism is evident in plants, for example in the tropisms.
This could be understood as tropism, as we have implemented it in the plantoid
robot. Tropism means that the roots or branches move by turning toward or turning
away from environmental stimuli. We have implemented this behavior in the roots of
the plantoid, integrating sensors and using an adaptive material for growing. Another
example is also in the case of behaviors that are independent of the direction of the
stimulus, as is the case of the fast closure of the leaves of the Dionaea muscipula, the
Venus flytrap. Its leaves have tactile hairs, and when a prey touches at least two hairs
within a period of 20 s the plant closes, trapping the insect. The tactile feedback trig-
gers the mechanism, and the movement is associated with the structure and proper-
ties of the leaves’ material, to the system instability and to osmosis. There is therefore
a motion associated with sensing — closing the leaves, movement by growth, and so
on — and the ‘soft’ computer is embedded in the material.

In robotics, we still have to work on this to reach something similar. There have
been a few examples, but these have occurred outside the field of robotics. The cen-
tral issue is how can we merge these technologies in the robot in order to have
skin/body, materials, and so on that really embed all of the needed functionalities?

MF: Can one say that the plant does not add more and more mechanisms in order to
grow but that growth itself is already self-propelled in a way by the mechanisms
intrinsic to the material itself? Is this the point of the design you were referring to?
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BM: That is correct. I cannot add another motor because the material itself is the
motor. And the sensing should also be in the material. Hence, I need a soft computer
in order to implement the intelligence associated with the sensing capabilities. This is
difficult, so we need to have some idea of how we can register tactile feedback in a
body that is growing or in humidity and so on, because I have to perceive and register
this stimulus and then implement the behavior. This could be as simple as giving one
direction or another as well as the interactivity with the environment that is implied.
But you are correct, the motor is not needed there, the motor is the material.

MF: In other words, to translate plant mechanics into soft robotics one does not need
to centralize the control to have everything dictated or programmed in advance. The
material does not even determine this, but rather reacts to the environment to make
its own structure.

BM: Yes, I do not need to apply additional functionality, since it is already contained
in the material. Of course, this is true for a form of functionality such as growth. But it
could also be used in the case of sensing properties. The softness that we mentioned
should also be present in terms of the interaction with other organisms, because I
cannot work with a rigid robot.

KK: Reorienting robotics and mechanics on the basis of the research on plants pro-
vides a new paradigm for engineering. Does it also make a difference if you under-
stand the living system as a multitude with distributed intelligence? What happens
to robotics when you understand the inspiring material, the plant, no longer as a
closed system but as an open one?

BM: This is precisely what one sees when one compares the root to animals that move
in the same environment. There is another way to collaborate, to cooperate, not just
as ants or fish or bees do, as the main examples of the swarm intelligence paradigm.
There are groups of scientists working on the latter form of behavior to develop new
algorithms for cooperation between robots based on this paradigm. In the case of
roots, we also have this kind of cooperation for a specific task, but they are part of
the same system. Thus, there are millions of agents that cooperate for the survival
of the plant by having different aims. Insofar as I see it, it is much more efficient
to develop a robot that can explore the environment. Why should we use just a
probe?

KK: Could we think the root - its structure, properties, and in general its agency —
through the environment? Could we understand the environment as part of the
physiology of the plant?

BM: Plants and roots are also able to perceive vibrations, gradients. In the end, gra-
dients are essential because plants follow them. It seems that plants also perceive
vibrations. When you have an animal that moves in the soil, it does not have eyes
since it has no need of them. The same is true of plants; they have no need of such
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things, since the roots move in soil. But all of these animals perceive vibrations,
and plants perceive vibrations as well. This is new as a sensing capability. Thus, it
is a further demonstration that these systems are adapted to the environment. One
cannot say that there is here a less intelligent implementation and that for other liv-
ing beings there is a more intelligent implementation: it depends on the environ-
ment in which one moves. And so for that environment, for that task plants are
actually the best adapted. This is the best shape, the best thing that can be imple-
mented for that environment. But very often, because they do not have eyes, be-
cause they do not have a centralized system as we have, we consider them ...

MF: ... inferior.

BM: Absolutely. And essentially because they are different from us. Plants have an-
other way of using the environment. The solution is really effected by the environ-
ment. In fact, if you compare roots with an earthworm (e.g., Lumbricus terrestris),
they show similar adaptive solution. Lumbricus also has this enlargement of the di-
ameter; it anchors in the soil and then pushes from the tip. It has liquid inside its
body and contracts muscles to move. Thus, the worm can elongate and expand ac-
cording to the contraction of various muscles. Roots have a similar behavior: they
enlarge their diameter, they anchor with hairs, and then they push the tip, simply
because the environment affects the solution. Even if the body could be different, in
the end most of the solutions that living beings implement are given by the environ-
ment and the morphology. If you compare an animal with legs to a root, of course it
is different, but if you compare an animal without legs to a root you will find they
are very similar. Not only is the body similar but the environment is also the same.

We must consider how the environment affects the morphology and the behav-
ior. If our robot is to move in the soil, it needs to have a similar behavior to the
worm and the root. The environment is actually the decisive factor. And this is true
in the design phase as well.

MF: Can one therefore take movement as an indication of intelligence?' Can one in
fact make this definition a bit broader and say that a design that already takes the
environment into account is an indication of intelligence? That is to say, insofar as
a design really does not necessitate a centralized form of control.

1 [Mazzolai 2016, p. 114]: “In animals, behavior usually refers to movements generated by muscles;
plant intelligence on that basis does not exist. Movement is, however, the expression of intelligence
it is not intelligence itself [...]. Nonetheless, plants respond to internal and external signals. Thus, a
simple definition of plant intelligence could be adaptively variable growth and development during
the lifetime of the individual. Exploiting adaptive abilities in plants could lead to the development
of smart devices to monitor soil — not solely with the ability to sense but with the capability to fol-
low stimuli/gradients and to take decisions to accomplish the needed tasks.” See also: [Trewavas
2003; Trewavas 2004].
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BM: I think this is very crucial because what is at issue here is the definition of intelli-
gence that we use. This is an aspect that, with respect to terminology, is very narrow.
What I mean to say is that our definition of intelligence is very narrow and it is tied to
our own preconceptions of the human being.

We talk about smart or intelligent material. We say that something is intelligent
because it may have sensing properties. What is meant, as we noted before, is that
the control is in the material itself. Thus, one can say that plants are smart: they use
the environment; they are intelligent, since they are aware of processes; they can
adapt. More specifically, some scientists have recently demonstrated that plants re-
ally are capable of taking decision on the direction of growing or on other adapta-
tion strategies, and do have a memory. Once more, it is not in the brain. And
because there is no brain, the scientists cannot locate precisely where the memory
is in the plant. They performed an experiment with a Mimosa pudica, the plant that
closes its leaves once it is touched [Gagliano and Marder 2019]. After a while, the
plant did not close its leaves. Some days later, they attempted the experiment once
more and the plant still did not close its leaves. The plant in some way ‘understood’
that it is not in a dangerous situation. The question remains as to where the memory
actually is. Since there is no brain, it is probably in the tissue of the plant — again in
the material. Of course, the experiment does not demonstrate where the memory is
located, but since it is certain that there is no brain another part should have this
functionality, and probably this is in the material. This behavior associated with the
interaction with the environment may be termed ‘intelligence,’ or at least it is an-
other way of conceiving intelligence.

Obviously, the definition of intelligence is contingent. From another perspec-
tive, some people can claim that a plant is not intelligent, simply because by defini-
tion a plant (or material as such) is not intelligent. But what is intelligent? For me,
the plant is intelligent, since another way of conceiving intelligence is in the way
plants are adapted to the environment. Accordingly, I try to see the way in which
this behavior is implemented by plants. What are the components that allow them
to behave smartly in their environment?

Talking about plants as intelligent is probably the most difficult part in this kind
of study. This is also due to a problem of observation, to the fact that we cannot see
the movement, and we must remember that observation is the first step in the scien-
tific method. Only now that we have technology that allows us to accelerate the move-
ment can we start to talk about this as movement as such. Before this, it was quite
simply impossible. Since scientists could not see the movement, plants did not move.
Now that we have the technology, we are in the right position to change this precon-
ception, to push its boundaries.
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Interview with Robert Shepherd: On Soft
Robots, Biomimetics, and Beyond

KK: Before starting with the general discussion on active matter, we would like to dis-
cuss more specifically the field you are researching, soft robotics, and how this field
is situated in relation to active matter. How do you see yourself in this field? How do
you consider the various materials or the various categories of matter — adaptive mat-
ter or programmable matter — which are being employed within this field of research?

RS: Adaptive matter and programmable matter are two different characterizations,
and they are also employed differently in soft robotics. Here one has to recall that this
differentiation is not exhaustive; there are several characterizations to add to this de-
scription of materials, namely, smart materials, adaptive (or adapted) matter, pro-
grammable matter, and so on.! For me, programmable matter and adaptive matter
are different things. Programmable matter is prescribed to respond in a particular
way. Adaptive matter should be able to change how it responds. To give an example
for programmable matter, one can take origami [Holmes 2019]: you fold it so that,
when you apply particular stress and then release it, it unfolds into the same shape.
One can get better at making it respond differently, but traditionally it is mostly pro-
grammed to do a task based on one input. Adaptive structure can assess what is hap-
pening to it and change how it responds based on this assessment. This is how I
differentiate adaptive and programmable matter. The term ‘smart matter’ is a bit of a
catch-all. All of these materials are smart, one can say. What soft robotics does is that
it takes advantage of all of these properties and puts them into a device for perform-
ing work that you would think a robot would perform. We want these robots to be
autonomous, in the sense that they can make decisions based on their environmental
conditions with the least amount of human input as possible. But, having said that,
you can still use programmable matter to form the basic motion of the device. Take,

1 On the blurry distinction between ‘matter’ and ‘materials’ in this discourse, see the introduction
to this volume.
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for example, our work on a walking quadruped (see Fig. 1),> which I would say is pro-
grammable. When you apply pressure to it, it obtains curvature. You could say that it
is programmable matter, since based on that input it has this or that curvature. But if
you apply a different amount of pressure in another place, and all of the sudden it
obtains a different shape, perhaps then one may call it adaptive. It is a blurry line at
this point. But it is all smart. There is a mechanical intelligence programmed in here —
or rather even a mechanical computation, or a material computation. It is as if there is
a material computer that inputs stress and outputs a mechanical force and strain pro-
file depending on the situation. That is what makes it different than ‘normal’ robots,
which for example are moving something; when another object gets in the way they
just crush it — for example, when a banana is in the way, it just squishes it. The robots
in soft robotics are very different than normal robots because their material is doing
the computation.

MF: You have mentioned several subjects to which we will return later. I want to
concentrate on the first topic you mentioned: soft robots. You describe soft robots
as those composed of soft mechanisms and soft chassis.®> As you said, hard ma-
chines, the ‘regular,” ‘normal’ robots, can move objects from one place to another
but cannot cope with changing conditions and environments. Soft robotics offers
another point of view. How do you see this new conception of the machine stem-
ming from soft robotics? In some of your papers you give several characteristics that
are not usually associated with machines, like self-healing or being composed of
autonomous materials [Mishra et al. 2020; Wallin et al. 2017; Tolley et al. 2014;
Bekey 2005, pp. 1-25]. What are the differences between the old conception of the
machine and the new one?

RS: One may say that the machine is something like a lever, it is stiff, and this mechani-
cal advantage allows you to lift heavy things. These are traditionally the conceptions
people associate with machines. But one should make a distinction between robots
and machines. The reason I have done that is to work in the robotics community, as
they have a particular vision of what a robot is. The main difference between robot and
machine is the existence of sensors for robots. As I see it, the usage of ‘robot’ means
sensors integrated with a computer to control the response of the machine. To me that

2 See [Shepherd et al. 2011, p. 20400]: The quadruped is a “soft robot, composed exclusively of soft
materials (elastomeric polymers), which is inspired by animals (e.g., squid, starfish, worms) that do
not have hard internal skeletons. Soft lithography was used to fabricate a pneumatically actuated
robot capable of sophisticated locomotion (e.g., fluid movement of limbs and multiple gaits). This
robot [...] uses no sensors, only five actuators, and a simple pneumatic valving system that operates
at low pressures [...]. A combination of crawling and undulation gaits allowed this robot to navigate
a difficult obstacle.”

3 Note by Robert Shepherd: The difference between soft robots and ‘normal’ ones may be that they
(i.e., soft robots) routinely combine the chassis and the mechanisms into one (embodiment).
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Fig. 1: Cycle of pressurization and depressurization of a quadrupedal soft robot, which results in
undulation. From: [Shepherd et al. 2011, 20401, Fig. 2]. © The Authors of [Shepherd et al. 2011].
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is a robot. For the sake of simplicity, one could say that a ‘machine’ has no sensors.
You apply input and it operates according to this input. Whereas for robots there are
sensors that can respond differently based on the situation — in order to enable better
control. In a nutshell, machine without sensors; robot sensors with integrated com-
puter. The question hence arises: how are these soft machines and soft robots different
from existing machinery and existing robots?

To give an example: One can consider human beings as skeletons with skin, or-
gans, sensors, and a brain. Our brain is not just in the head, it is distributed. For a
long time I was thinking we need to make a soft robot that is totally soft, like an
octopus, as this is very adaptive. If one adds a skeleton, it is not adaptive anymore.
But in fact there are a lot of advantages to having deformable tissue on a hard skele-
ton. We have the ability to sense very well. If I damage myself, I can detect it. If I get
a blunt trauma, my skin can actually be fine but my bone on the inside will crack.
Being able to feel that damage is important.

If you have these endoskeletal soft robots moving around, interacting with peo-
ple, one of the things one would wish or require from these robots is an ability to
self-heal, which is a challenge for robotics. Everybody wants robots that can walk
around and operate for days. But they may get damaged. And when they get dam-
aged, they are going to behave differently. Their control systems are going to adapt
to that. But this ability to sense inside of a robot’s ‘flesh’ does not exist right now.
We will need this and self-healing for better control.

MF: You have just talked about self-healing, another property that you deal with in
your research is shape memory activation (see Fig. 2).* These are properties that
might seem to be inspired by nature. What is actually the relationship between na-
ture, biology, and your approach to robotics? Does one need to imitate all of na-
ture’s architecture or is it enough to be inspired only by several ‘good’ properties?

RS: We obviously do not need robots with reproductive organs. Maybe one does
not need all these extra abilities either. But the crucial point is that at best, rather
than mimicking nature, we are inspired by it. We cannot make muscle. Some peo-
ple are growing it into robots, but we certainly cannot mix some chemicals to-
gether and then have something that acts like muscle. Having said that, I also
believe that almost nobody is able to do something that is non-bioinspired be-
cause this inspiration is around us all the time. Everything we do is by necessity
nature-inspired.

KK: I would like to focus on the relation between structural hierarchies in biological
materials and in synthetic materials. One may say that biological systems operate as

4 See, for example: [Van Meerbeek et al. 2016].
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Fig. 2: Shape memory actuation: a compressed cylinder of metal-elastomer composite expanding
into a cuboid after melting the metal foam. Adapted from: [Van Meerbeek et al. 2016, p. 2804, fig. 3].
© 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

multiscale chemomechanical feedback processes on various levels and through vari-
ous hierarchies. They can adapt and develop because there is no predetermined pro-
gram and not everything is controlled. Hence, an emergent structure may appear, as
there is a kind of instability in the system itself. Does the new approach you are delin-
eating with soft robotics also point toward this complexity of structure?

RS: Complexity and emergence of complexity certainly arise in nonequilibrium struc-
tures. The problem is that the number of devices and elements in our designs right now
is just too small to expect an emergence of anything totally unexpected. Right now, we
are not dealing with emergence or complexity this way. Eventually — hopefully — we
will be able to do that. I think we can use additive manufacturing to get out a lot of the
bottom-up assembly that happens in nature, but it would not have the resolution or
complexity found there.

I believe a way to reformulate your question would be to ask what is the future of
smart materials? To give an example, in our bodies we are constantly using fluid trans-
port to operate. So we deliver sugar and we burn that sugar and our muscles contract.
That is impractical in a car and in most things today because the surface-area-to-vol-
ume ratios are too low. For us to operate we have the very high surface-area-to-volume
ratios of our blood. Our arteries, veins, and capillaries are distributing energy and re-
moving energy (or removing waste) very efficiently. But if you were to ask an engineer
to build something like us they would say that it is not possible or that it would not
work well. But we human beings can have these abilities, because we self-assemble
into these ‘impossible’ structures. So a possible solution to this problem would be to
construct materials or robots with soft batteries, or in other words to think about
embodied energy (see the lecture: [Shepherd 2019]). Explicitly, embodied energy
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Fig. 3: One half of a disassembled ‘fish’ robot showing how the pumps and control hardware are
housed internally. Material from: [Aubin et al., 2019, p. 55, fig. 5b], Springer Nature.

is a composite where the energy is part of the composite. We are working on a
project on robot blood where the fluids are used to transmit force (see Fig. 3).> You
inflate this leg and it bends — this is done with air but you could also do it with
liquid. If the liquid can also store energy it becomes multifunctional. You could
also imagine doing this with a solid-state energy storage system in a rubber hous-
ing. A lot of work in the future is going to be on storing and packing as much en-
ergy as you can into every cubic millimeter of volume.

KK: Can one consider it as structurally stored energy?

RS: Yes, that is one example. But the structure is more than just a structure; it is also
the actuator or the sensor, or ideally structure—actuator—sensor altogether. Which is
also one of the benefits of a soft robot: it is the structure but it is also the actuator.

5 [Aubin et al. 2019, p. 51]: “Modern robots lack the multifunctional interconnected systems found
in living organisms and are consequently unable to reproduce their efficiency and autonomy. En-
ergy-storage systems are among the most crucial limitations to robot autonomy, but their size,
weight, material and design constraints can be re-examined in the context of multifunctional, bio-
inspired applications. Here we present a synthetic energy-dense circulatory system embedded in an
untethered, aquatic soft robot. [...] this synthetic vascular system combines the functions of hydrau-
lic force transmission, actuation and energy storage into a single integrated design.”
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The idealized case is that the material is already structured, and the whole assem-
bly of functions is already inscribed in it. We have to make compromises currently, but
ultimately that is what we would like. I think 3D printing allows us to get there too.

MF: I want to discuss 3D printing in more detail. Three-dimensional printing may be
seen as biomimicry in a certain way. This brings me back to an earlier question: to
which level do we want to mimic nature? And, if we return to the question on
emerging structures, can one imagine a scenario where one only prints the basic
structure, when afterward something, a more complicated structure, will emerge?

RS: I think the future is in the application of 3D printing to robotics. The past has been
about programmable matter. The present is a combination of the two. People have been
growing tissue on 3D printed scaffolding for a long time. Not just through 3D printing
but also through molding things. There is a difference between additive manufacturing
and 3D printing. Three-dimensional printing is always additive manufacturing but addi-
tive manufacturing is not always 3D printing. Any time you are adding a material to
something, that is, additive manufacturing. But 3D printing offers the most freedom in
design. But one has to recall the idea of growing muscle on a scaffold and then using
the muscle as an actuator in a robot: this is new.

Another concept in 3D printing is when you try to embed dynamics in the struc-
tures so it will move — to embed a fourth dimension, some people would say, as it re-
sponds differently based on inputs. I certainly believe that future research will be more
about 3D printing structures where there are also actuators, which are also sensors.

To your point, however, using a 3D printed structure to nucleate more complex
or nanostructured architectures is an exciting area of research.

MF: What you are proposing here is that the 3D printed material would also be an
actuator, in a sense that it can be considered as four-dimensional (4D) printing, that
is, as printing a material which is adaptive, specific to the environment, which does
not have a fixed, ‘programmed’ behavior from the beginning.

RS: Yes, this is what I would say 4D printing is now. Honestly, though, I do not re-
ally like the term. I think it implies something more grandiose than what is mostly
done. That is not saying it is not exciting, but does not it sound like you are warping
through space? Anyway, yes, if you incorporate the ability for the structure to also
sense and change its actuating response based on what it is sensing, you are not
only printing a robot, you are actually printing a robotic material.

KK: If I may highlight another aspect of this adaptivity, another aspect of 3D print-
ing concerns the geometry of what is printed. Three-dimensional printing is ulti-
mately printing geometry. What are the geometrical properties that are taken into
account when printing? Should one print the whole geometric structure? Especially
when it comes to biological materials, if one prints an organ. At what level of detail
do we actually need to print?
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RS: When one talks about the 3D printing of tissues, one can definitely consult the
work of Jennifer Lewis (Lewis Lab), who works in that direction quite a bit. An area
that this community is working on is organoids, such as groups of cells that are rep-
resentative of an organ, but they are not the whole organ. Similar to a bunch of liver
cells, when one makes tests and sees how the cells respond. Concerning printing
geometrically, concerning what we do in synthetic structures, I would say you can
print the most complex shapes with stereolithography very quickly. The issue is
that it is only one material. So how do we program the geometry and the response
for what we want without having access to multiple materials? The answer is to just
print different porosities, something akin to metamaterials.

MF: As you indicate, you are printing only with one material. But obviously that is
not how nature works. Does one also think in the direction of heterogeneous archi-
tecture? Different materials are combined with each other, with each material hav-
ing a different function.

RS: This is something that does happen now, but not at the level of sophistication
needed. We are working on a project right now where we are embedding carbon
nanotubes into elastic structures to give us a particular stress response. But it is
clear that this is not even near to the level of biology.

There is an opportunity here, though, to merge your other notion with this one.
Printing a hard structure and nucleating the polymerization and growth of a soft one
off of it for endoskeletal-soft tissue constructs (or, perhaps more difficult, the inverse).

MF: The question therefore may be whether and how we have to follow biological
structures or be inspired by nature. In one of your papers you note that nature has a
variety of ways to demonstrate these stretchable structures, whereas we only have
the ability to inflate a balloon [Pikul et al. 2017] (see also Fig. 4). What can we actu-
ally learn from nature in respect to these stretchable materials?
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Fig. 4: Design and displacement of axisymmetric membranes with positive, zero, and negative Gaussian
curvature target shapes. The radial mesh patterns mapped from the composite radial strain. Black
represents mesh, and gray is silicone. The resulting inflated shapes and Gaussian curvatures are shown
below the mesh patterns. From: [Pikul et al. 2017, p. 2, fig. 2b]. Reprinted with permission from AAAS.
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RS: Nature is very good at not making the best of anything but does adapt to lots of
situations. Nature is always dealing with compromises. One way to get a good com-
promise is in mechanical compliance. Leaves want to absorb as much light as possi-
ble. They should be very broad, very thin, because all the light is absorbed in the
first few layers. So why even be thick? In addition, when it is very windy, if they
were rigid and fixed to a branch, the whole tree would fall down. How nature deals
with that is by making the leaf actually fold up. The aerodynamic profile is greatly
reduced. That is a very simple example of how compliance is used in nature as an
engineering compromise. That is what bioinspiration is: seeing what nature is using
compliance for.

MF: That points to one of the essential topics of the research on active materials. We
program or manufacture materials that blur the line between the natural and the
artificial, between biological and human materials. How does the community of sci-
entists redefine essential concepts for these two domains, concepts such as ‘life’ or
‘intelligence,’ if for example the concept of self-healing is now blurred?

RS: As you point out, the problem here is defining what words may mean. Scientists
have been ‘hijacking’ language. But, to speak more concretely, do we have a robot
that can self-heal like a gecko? No. If you pull the tail off of a gecko, it can grow an-
other tail (morphogenesis). Mostly what we are talking about when we talk about
self-healing is — when there is a fracture the two surfaces recombine. We (re)define
the word to capture that. But in nature, self-healing usually means regrowing. There
are very few, if any, examples of that in soft robotics.

MF: Can one say that the current research points at least toward a change of the defini-
tion of ‘intelligence’? That intelligence is not necessarily connected to human beings.

RS: So maybe a Turing test for mechanics? Certainly there is a material computation
which is intelligent: intelligently programming your material to respond to stress input.

KK: In the second half of the twentieth century, there was an emphasis on genetic
biology and the expectation that it would be able to decipher and later even to
(re)write the code of life [Kay 2000]. Obviously, these great expectations were not
fully met. However, the 3D printing of living cells reminds me of this idea of read-
ing and/or writing life. Hence, on the one hand, we are still thinking with our old
concepts, but on the other hand there maybe also a new element that comes from
robotics, namely that intelligence is not something related only to human beings
or to animals, that intelligence is something that comes from diversity, from a
play between forces.

RS: You have a point there — though I think that on an individual level we would
not be able to do anything other than mimic biology. I also think that CRISPR is per-
haps an example that shows we have kept up with our potential in working purely
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within biology. But perhaps as a group something could emerge that is non-biomi-
metic. Al has a good chance of producing something non-biomimetic.

MF: To finish I would like to discuss again in more detail the example of the biomi-
metic robot you mentioned at the beginning of the interview. When we are talking
about bodies of machines — for example, the soft locomotive robots or the quadrupe-
dal soft robots you have developed (see Fig. 1) — this does not look like any animal or
at least like any human being — and one may very well say that it walks in a way that
is unpredictable. Can we manufacture materials that can act in unpredictable ways?
Was the quadruped’s way of crawling and walking predictable beforehand?

RS: I predicted that it could move. But after I made it I had to figure out the best
way to make it move. I developed the gait after we had the body.

MF: Were you able to predict how it would move?

RS: In a very general sense. We knew that with the four legs of the quadruped, we
would have to use some of them for stability but others for moving forward. We
knew that if we made the angle between the legs and the body 90° it would not
move forward, it would move sideways. If we made them just straight ahead, then
we felt turning would be harder to do. It could have been 45°. But the exact angle
between 0° and 90° is just a guess.

MF: By designing some legs to be stiffer, for example, does not one already prepro-
gram a state of equilibrium? If all the legs would have the same functions, the same
stiffness, and properties, one could say that it is in an equilibrium state. And not
only that but that it would hardly move in that state.

RS: The question is: what does it mean to be out of equilibrium? I myself am out of
equilibrium. If I take the legs away from the quadruped, it is going to be on the ground.
Now it is clearly to be found more in a lower energy state but it can get even lower,
since I could even burn it and it would release energy. So, when one says that some-
thing is out of equilibrium, the question is: relative to what? ‘Out of equilibrium’ may
mean a highly dissipative structure; that is, one can put energy into it and that energy
is going to be used to overcome some kind of energy barrier to ultimately lower the
energy of the structure. Then there is a cascading effect of taking energy in and redis-
tributing it to make the whole system reach a more energetically favorable state.

When we apply this to the quadruped, it becomes more out of equilibrium
when I pressurize it. By pressurizing it, I increase its energy levels, so when I relieve
the pressure it wants to dissipate that energy. My point is that there are degrees of
how out of equilibrium a system is. For example, we as humans are so out of equi-
librium that it is almost impossible to believe that we exist. Our proteins are con-
stantly moving around but our body temperature stays the same. Every part of us at
every level is just constantly in motion. It is amazing that we live as long as we do,
or that we even exist.
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Michael Friedman, Ramin Golestanian, Karin Krauthausen
Interview with Ramin Golestanian: Living
Matter, or What Is Life?

MF: Active matter is basically a relatively new area of research. I would like to begin
with a question about the history of this research, since you have made an important
contribution to this field yourself in your own research, and you have also reflected
on it as the editor of a special issue on active matter [Golestanian and Ramaswamy
2013]. Against the background of your own discipline, physics, what questions and
research objects do you associate with the beginning of active matter research? And
what were the questions and objects that you started out with yourself in this area?

RG: The starting point, as I know it, was the application of statistical physics to the
field of animal behavior [Vicsek et al. 1995; Toner and Tu 1995]. Animal behavior is a
very active field in which scientists study the collective behavior of animals when re-
sponding to environmental changes, shortages of food, threats of predators, as well as
other phenomena such as migration. While it is not surprising that animals, which
have brains and the ability to process environmental signals, are capable of such be-
havior, it is remarkable, if you think about it, that even bacteria can exhibit such collec-
tive behavior [Wong et al. 2021]. Thus, very simple organisms or life forms can ‘decide’
or ‘decide together’ what to do as a whole in response to an external cue. This affects
their mode of existence, and as a consequence, you can also observe changes on the
large-scale level of behavior. Statistical physicists are very well equipped to deal with
this kind of phenomena because the modeling of minimal many-body systems is piv-
otal in statistical physics. It provides us with descriptions on the microscopic scale of a
system, and from there we can go through the different levels of coarse-graining and
predict a large-scale behavior that is related to the interaction of microscopic elements.
Historically statistical physics can be traced back to the work of James Clerk Maxwell,
Ludwig Boltzmann, and others in the second half of the nineteenth century and at the
turn of the twentieth century. They were already trying to understand how one could
bridge the different scales and hence make one’s way from the statistical description of
individual atoms and molecules at the microscale to thermodynamic behaviors on the
macroscale. When studying a gas, we measure various macroscopic properties (such as
pressure, volume, and temperature), which we can relate to the microscopic elements
that we know make up the system. For example, the temperature in this room is related
to the average kinetic energy of individual molecules - this is a fascinating insight. Be-
cause statistical physics is such a powerful tool it has made its way into many different
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fields over the years: into chemistry and chemical physics in the study of colloids, poly-
mers, polymer solutions, and various forms of complex liquids and fluids [Jones 2002];
into biology with the study of DNA, proteins, and of the membranes of various biologi-
cal components;! into the study of epidemic spreading [Bittihn et al. 2021]; and into
economics (in a field called econophysics) to understand fluctuations in the market as
well as economic changes at a global scale.?

Because statistical physics has ventured into so many different fields, it is natural
that it has also found its way into the field of animal behavior. The first model that was
proposed by a number of physicists was based on the flocking of birds [Vicsek et al.
1995; Toner and Tu 1995].> These physicists basically studied flocking by assuming
some sort of local interaction and developed a simple and appealing understanding of
the seemingly complicated behavior of birds. In statistical physics, we tend to focus on
simple models and try to develop a deep understanding of the phenomena that they
entail. Thus, for some years, the focus was on pushing the models on animal flocking
behavior further. The next turning point was the idea of synthetically or artificially
making microscopic self-motile systems, hence self-propelled elements. Motility is one
of the very visible aspects of life, which is why physicists have studied biological molec-
ular motors in order to design synthetic molecular motors.

This was something I was very much excited about (and involved with) from the
very beginning. We started with what I call ‘swimming’ because it is a free movement
in a liquid environment. By looking at these self-propelled systems in water or solu-
tion, we were able to propose several models.* These microswimmers essentially
had to be nonequilibrium systems. Because of the small sizes of the elements in
this model system, one has to worry about the laws of statistical physics and fluid
dynamics, which in that environment is predominantly viscous. An important as-
pect is providing a source of energy. We know that biological molecular motors
convert chemical energy directly into mechanical work — there are proteins that
undergo conformational changes when they are catalyzed and break up the very
energetic molecule called adenosine triphosphate into lower-energy components.
It is the combination of enzymatic activity and mechanical work that gives rise to the
very interesting behavior of these molecular motors. My fascination with molecular
motors entered a new level during a workshop on this topic at the Isaac Newton Insti-
tute in Cambridge in March 2004. I remember that I bought a copy of the most author-
itative book on the topic at the time by Jonathan Howard from a local bookstore in

1 For the biophysics of the cell, see: [Boal 2002].

2 The term ‘econophysics’ was coined by the statistical physicist H. Eugene Stanley from Boston
University, who also wrote the first textbook on the new interdisciplinary field of econophysics
[Mantegna and Stanley 1999].

3 For a report on recent approaches, see: [Cavagna, Giardina, and Grigera 2018].

4 On the first model systems, cf. [Najafi and Golestanian 2004; Golestanian and Ajdari 2008; Goles-
tanian 2010]; for a review, see: [Elgeti, Winkler, and Gompper 2015].
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Cambridge and read the introduction that included a very interesting statement: “[...]
motor proteins are unusual machines that do what no man-made machines do - they
convert chemical energy to mechanical energy directly, rather than via an intermedi-
ate such as heat or electrical energy” [Howard 2001, p. 1]. This immediately sparked
an interest in me: can we take on this challenge and design a model system — the
microswimmer - that could convert chemical energy directly to mechanical work
[Golestanian, Liverpool, and Ajdari 2005]? There have been experimental realiza-
tions of our prototypical microswimmers which have proved that it is possible to
build small-scale systems that behave like living systems [Leoni et al. 2009; Tierno
et al. 2008; Grosjean et al. 2016]. Naturally, the nonequilibrium activity of the system
physically changes the environment, and a mechanistic knowledge of this change will
be important for understanding nonequilibrium interactions between different compo-
nents. For example, if the system consumes a certain chemical fuel for its activity, it
will act as a sink for this chemical, and that would have the long-range effect of deplet-
ing the chemical concerned. The local concentration of the fuel would be ‘sensed’ by
the other chemicals involved, and this could provide a mechanism for the molecular
model systems to communicate and then exhibit emergent traits [Soto and Golestanian
2014].

MF: Some of the model systems operate with sensors and signals, which they use to
organize themselves, or which they use to develop collective behavior [Biuerle et al.
2018] — was that the idea?

RG: It is very fascinating to study the collective effects in these systems, which are
similar to what we could attribute to collective effects in microorganisms such as
bacteria or in higher organisms such as birds. Microswimmers operate under the
condition of consuming a certain chemical energy, which provides them with a flux
for maintaining their nonequilibrium activity. They could then naturally communi-
cate with others by means of the laws of the physical medium - for example, mo-
mentum conservation in the fluid will basically lead to hydrodynamic interactions,’
and the chemicals being depleted will create fluxes that will naturally be felt by ev-
eryone [Saha, Golestanian, and Ramaswamy 2014]. Coming back to your question,
at the basis of my research is the question of what identifies living systems as living
systems. What distinguishes them from synthetic systems, even if we can model a
few attributes of life — mainly motility, operating in nonequilibrium conditions,
sensing, and signaling — or construct these on the nano- or microscale? This can be
compared with some developments in science in the nineteenth century. The bota-
nist Robert Brown took an interest in minute moving particles suspended in water
that he could observe under a microscope. With his careful experiments Brown

5 See the review on studies in synchronization driven by hydrodynamic interactions in: [Golesta-
nian, Yeomans, and Uchida 2011].
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could show that an inorganic form of matter such as dust particles would perform
this kind of jittery motion in a fluid medium [Brown 1827]. Thus, being ‘alive’ is not
a necessary requirement to exhibit some of the behaviors associated with living sys-
tems. Interestingly, understanding the Brownian motion was the starting point for
molecular theories of matter, since it is the movement of the molecules that form
the fluid which enables the motion of the inorganic particles.® Even at thermal equi-
librium, when there is basically no consumption of energy, matter is constantly
moving due to fluctuations.

The study of active Brownian particles is part of the research on active matter
[Gompper et al. 2020]. Our models provide a nonequilibrium analogue to Brownian mo-
tion, which was initially observed at equilibrium conditions. We use simple models to
show that synthetic systems can behave similarly to living systems. Naturally, this does
not mean that there is nothing special about living systems. In our approach, we would
like to make living systems from the bottom up in order to find out more about the
specificity of what constitutes life and where the boundaries of synthetic systems are —
this is the goal of my new Department of Living Matter Physics at the Max Planck Insti-
tute for Dynamics and Self-Organization in Gottingen’ (see Figs. 1 and 2 for examples of
recent research at the Department of Living Matter Physics).

KK: Motility, gradient sensing, signaling, and replication are traditionally seen as
properties of living systems. If science is able to reproduce some of these life-related
agencies in a synthetic system the result — at least at the moment — will still be a
technical thing. Nevertheless, the concept of ‘living matter’ and the physical under-
standing of matter and material that comes with it is influencing our idea of life and
subtly blurring the boundary between living and dead matter. I assume not all biol-
ogists approve of the physical description of life?

RG: Biologists have a very specific view on living systems, which regards all the de-
tails as important. Physicists tend to use abstraction and simplification, and subtract
all the elements that are nonessential. It is natural for a biologist to look for differen-
ces because in biology the diversity of species is the fundamental law of life. The fact
that species vary in space and time and that a small difference can often lead to a
new species inspired Charles Darwin to his principle of natural selection, that is, the
significance of variation for the survival of the species. Darwin noticed that the beak

6 These molecular movements could only be modeled with the help of statistical physics. At the
beginning of the twentieth century, Albert Einstein was able to quantitatively predict Brownian mo-
tion, and Jean Perrin was able to experimentally prove these theoretical deductions [Einstein 1905].
7 At the time of the interview, Ramin Golestanian was on the point of leaving his post as professor
of theoretical condensed matter physics at the University of Oxford to direct the Department of Liv-
ing Matter Physics at the MPIDS in Gottingen. He subsequently built up the department in Géttingen
and organized the research on living matter into the areas mechanical activity, information flow,
and dense active matter (https://www.ds.mpg.de/lmp, accessed February 4, 2021).
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Fig. 1: Particles of two types (red and green) interact with each other. Whereas particles of the same
type necessarily experience reciprocal attraction or repulsion, particles of different types can
interact nonreciprocally. Here the green particles chase after the red particles. At large scales,
high-density bands of green particles chase after bands of red particles, leading to the emergence
of global order and net motion in the system. From: [Golestanian 2020]. Image and description:

© MPIDS / V. Novak, Saha, J. Agudo-Canalejo, R. Golestanian.

Fig. 2: Like pieces of a puzzle, the proteins (yellow) can fit together to form a complex. Only then
are they functional and able to bind to the target molecules (red). The proteins diffuse faster as
singlets and form complexes when they need to perform their function. Image and description:
© MPIDS / V. Novak, J. Agudo-Canalejo & R. Golestanian.
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of the Galapagos finches differed from island to island, and the ornithologist John
Gould confirmed that these variations did not belong to one species but indicated
that different species lived on adjacent islands.®

Biologists build their knowledge on observed differences and details. By con-
trast, physicists look for similarities in order to find some of the fundamental rules
constraining all forms of life. These two approaches are complementary and can
help each other immensely, provided there is adequate communication between the
two communities. We can understand this better from a simple argument: if our
quest to understand living systems can be regarded as a search in a very high-
dimensional space of possibilities, then we can narrow down the possibilities — and
make the task easier — if physics can tell us which constraints to include. For exam-
ple, any creature living in the physical world should satisfy the physical conserva-
tion laws. Thus, when we are confronted with many different possibilities, we need
to look for the subset of the configuration space that satisfies these physical con-
straints, and it is only physics that will provide that information.

KK: In the twentieth century, molecular biology wanted to decode DNA in order to
understand the ‘program of life.” This research and its attendant ideas have changed
what we understand by ‘life.” To put it simply, the genetic code stood for an abstract
structure that informs and predetermines all concrete manifestations of life.” Despite
the necessary reduction that accompanies modeling in statistical physics, can one
say that the environmental conditions of a living system, the constant exchange be-
tween this nonequilibrium system and its environment, and finally also the history of
this system play a greater role in active matter research than in genetic biology?

RG: The genetic code needs to interact with the physical world in order to realize its
information, and that interaction involves all kinds of things. Firstly, it involves the
physical constraints that I talked about, namely the conservation laws. Secondly,
there are differences in the environments that influence the system — this you can
call the history. For example, a bacterium that lives on the surface of our tooth will
develop differently than the same bacterium swimming happily in isolation in its
planktonic state. In both cases, the bacterium is using its genetic information, but it
is expressing different genes. And sometimes, the same genes change because they
are influenced by the environment. What biologists would call the possible impact
of the environment on the genetic code, I would call physics, because the creature

8 Charles Darwin noticed the differences, but it was only some years after his return to England
and John Gould’s examination of the collected specimens that Darwin would understand the signifi-
cance of variation for the survival of species. In the end, the collected Galapagos finches indeed led
Darwin to his principle of divergence and to his famous On the Origin of Species by Means of Natural
Selection (1859) [Sulloway 1982].

9 On the history and wide impact of this idea in the twentieth century (from the 1940s to the
1960s), see: [Kay 2000]; for a more recent gene-centric view of life, see: [Dawkins 1982].
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that is made of this information is interacting with its physical world, and that inter-
action in turn will inevitably have consequences that are different in different cir-
cumstances. One also has to take into account the intrinsic stochasticity: if one
repeats the same action over and over, one will encounter slightly different initial
conditions and slightly different thermal fluctuations or local viscosity. The influ-
ence of these changes can escalate because the physical world includes turbulen-
ces, chaos, and the tendency to be sensitive to the environmental conditions and
how they can unfold over time. It is not difficult to imagine that the genetic code of
a living being can unfold in different ways and lead to different results. I would say
that physics is able to explain this, whereas the traditional view of biology is not.
However, the two fields will become complementary and will have to work hand in
hand in order to predict what is basically the state of living matter. Active matter is
a starting point for this very challenging task.

MF: In Gautam I. Menon’s paper on active matter, the term ‘code’ does not appear
[Menon 2010]. Therefore, I would like to ask, firstly, is that term even relevant?
And, secondly, is what active matter actually proposes not in fact changing the defi-
nition of life? Instead of reducing life to some sort of genetic code, we might say
that life is exactly this list of traits: motility, replication, gradient sensing, and sig-
naling. Hence, can one argue that the choice to distinguish between inanimate and
animate becomes dubious?

RG: The research on active matter reminds us in the first instance that we should be
a bit more refined in our attempt to define life, because we now know that it will be
possible to design synthetic systems that will do what living beings also do. The
aim is to shed light on the question of how much of a certain behavior of a living
being is simply physics. This could enable a clearer understanding of the specific
features that are needed in order to have life, as well as of the features that, simply
speaking, can be fabricated.

One can see similarities between active matter research and the history of flight.
Humans have always wanted to fly; we have always watched birds with admiration,
and there are many accounts of people who have attached artificial wings and
jumped from towers — some even managed to fly. However, when we eventually
succeeded in building flying machines, it was not by simply mimicking what a bird
does, which involves very sophisticated flapping movements of the wings. In the
end, all of that was irrelevant. What we really needed was to understand the laws of
fluid dynamics, the Navier—Stokes equations (which were found in the nineteenth
century), then the development of the science of buoyancy, lift force, and the imple-
mentation of this scientific knowledge through engineering. What really did it for
us was coming to a fundamental understanding of fluid dynamics, and hence of the
science that was behind the movements of the bird. And the field of active matter is
trying to extend this scientific knowledge to the microscopic scale, from the scale of
individual molecules to the level of organisms and colonies.
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In addition to the question of the specific features that constitute life, there is an-
other major question in biology that is yet to be answered and where active matter re-
search could be really helpful, namely the question of the multiscale, hierarchical
nature of organisms. We know that changing a small molecular feature can lead to sys-
temic changes at the level of the whole organism, say from a healthy state to a meta-
static cancerous state for example. This can be viewed as a question in statistical
physics because it relates to a many-body system at the microscale with elements that
communicate. We have to understand the phase diagram and the boundaries that cor-
respond to phase transitions between different possible emergent states. Such a prob-
lem is not very different from superconductivity or magnetism or superfluidity. Take for
example iron. Iron conducts electricity already at normal temperature, but when you
cool it down to near absolute zero it becomes a superconductor, which is a state in
which the electric current flows without resistance. How do you explain the changing
properties of such a material? The interaction of elements — atoms and electrons —
leads to phase transitions and to emergent properties. You can see similar effects in
living systems, which can be understood using similar conceptual approaches.

KK: What part does nonequilibrium thermodynamics play in active matter research?

RG: The language of thermodynamics is only used for the macroscopic description
of a system. Statistical physics is not a separate entity; it provides the formalism
that bridges the different scales and takes us from individual molecules and atoms
that are fluctuating to the macroscale and predicts their collective behavior in terms
of some simple quantities that can be measured. Pressure, for example, is the aver-
age of all the kinetic kicks of the molecules bouncing off the wall. With statistical
physics you learn how to average those random forces and calculate the pressure
that the gas is exerting on the wall of its container. Thermodynamics describes the
macroscale - it tells us that when we compress the system, the pressure rises, and
when we expand the system the pressure falls. Statistical physics gives us the mi-
croscopic picture and explains why a certain behavior is observed at the macro-
scale, because with statistical physics we can directly trace the specific activity of
the molecules that leads to the resulting macroscale behavior of interest.

Now at a fundamental level we can apply statistical physics for the description of
systems under nonequilibrium conditions. We only need to define the specific condi-
tions — for example, by defining a temperature gradient or other forms of nonequilib-
rium drive. While it may be the case that a complete description of all nonequilibrium
systems in statistical physics is still not available, I believe the available knowledge
has not been used to its full potential. For example turbulence is a part of nonequilib-
rium statistical physics about which a significant amount is known. If we want to un-
derstand the turbulent airflows around airplanes, or predict the weather, we have to
apply nonequilibrium statistical physics, since we are predicting a stochastic process
that involves the motion of a fluid, in this case the atmosphere. To understand living
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systems, we also need to apply those tools, and that constitutes a program of research
that has not reached its full potential.

In his 1944 (lectures and) book What Is Life?, Erwin Schrédinger asked how to
explain the living cell with physics — and he admitted that the physical tools needed
for this task were not yet sufficient [Schrodinger 1944]. This was before physicists had
fully developed what we now call condensed matter physics, which is the application
of statistical physics to understanding dense phases of matter. In these phases, the
molecules are so close to one another that the interactions between them dominate
their behavior. These interactions create complex emergent properties such as super-
conductivity, magnetism, and much else. Condensed matter physics predominantly
flourished in the 1940s, 1950s, and 1960s, and it has continued to prosper until today
[Kohn 1999]. It ventured into soft condensed matter and polymers already in the
1960s and 1970s in the work of Pierre-Gilles de Gennes and many others.'® Now we
have a very strong toolbox, because we know that life is made of soft condensed mat-
ter, of polymers, lipids, proteins, and so on, and operates far away from equilibrium.
Thus, I am very optimistic about what our field can now contribute to Schrodinger’s
question: what is life?

MF: You mentioned two turning points in the research on active matter. The first is
about applying the tools of statistical physics to flocks of birds for example, or to
schools of fish, in order to describe their behavior. This is what Tamas Vicsek and
others are concerned with. The second turning point would be the self-propelled ma-
terials that we ourselves can produce. Can one say that the third turning point is in-
stability considered from a mathematical point of view? What I mean by that is a
consideration of the topological structures, defects, and singularities which emerge
while dealing with active matter. As you note in one of your papers, in some of the
systems of active matter, “because of the continuous input of energy, defects in [...]
[these] systems can be formed in pairs and subsequently move apart giving rise to a
steady state where topological defects are continually being created and destroyed”
[Thampi, Golestanian, and Yeomans 2014, p. 1].

RG: This is a very interesting aspect of active matter. Structures such as singularities
and topological defects have in fact been quite an important part of the studies of
condensed matter physics in the twentieth century. Take for example the studies on
phase transitions by David Thouless, Duncan Haldane, and Michael Kosterlitz. They
received the Nobel Prize in 2016 for their description of topological phases of matter,
hence when matter can assume strange states such as those found in superfluids or
thin magnetic fields. They developed the idea that a very specific two-dimensional
model of magnetism shows phase transition via the creation of pairs of defects [Kos-
terlitz and Thouless 1972; Kosterlitz and Thouless 1973; Haldane 1983a; Haldane

10 Pierre-Gilles de Gennes received the Nobel Prize in Physics in 1991 [De Gennes 1991].
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1983b; Thouless et al. 1982]. These transitions happen because of thermal fluctua-
tions — at some point the thermal energy provided to the system will be such that it
can afford to create a pair of defects that would otherwise come together and be an-
nihilated. If you maintain the system at that temperature, these defects will be con-
stantly created and annihilated in an average equilibrium description. This was a
very significant turning point, because the whole field of topological insulators was
built on it.

In living systems, understood as active matter systems, it is not the thermal
fluctuations that create these vortices and defects but the elements that feed energy
at the small scale. A solution of bacteria will look like a turbulent system, and this
is not because energy is injected from the larger scale and cascades down to the
small scale, which is the traditional description of turbulence, but because the bac-
teria individually pump in energy and this energy cascades upward to the larger
scale to create the collective effect. This is an important point, because you can in-
ject energy via the element itself. Thus, there are subtle differences, but the descrip-
tion of living matter essentially follows a formulation that was already developed
for liquid crystals, for elasticity, turbulence, and superfluidity. It is very appealing
to be able to build a mathematical formulation to describe the key properties of mat-
ter effectively in terms of defects and topological singularities [Thampi, Golesta-
nian, and Yeomans 2015].1!

I would say that the important turning point for active matter research was to
see that nonequilibrium activity in the form of individual agents bringing in energy
could basically excite modes in the system which would otherwise be excited from
the outside by injecting energy or having a heat bath to provide the energy. That
was the new insight, and it continues to be fruitful in the field of active matter.

KK: Going beyond the topological description of instability, what significance has
the aspect of instability for the research on active matter?

RG: For me instabilities have always been very fascinating, because the physical ac-
count of the microscopic world, for example the interior of a living cell, describes a
very thick, very viscous, very slow environment. There is this quantity called the
Reynolds number that tells you in relation to your scale how viscous the environ-
ment is felt to be. If the objects are small, they move around in the fluid and they
feel the environment as if they were larger objects moving in a much more viscous
environment. For us the experience of moving in honey would essentially be the
equivalent of how a bacterium feels when it moves in water: it is constantly battling
with the environment and the viscous, thick, and sticky nature of it, which slows it
down all the time. If we need to move quickly in this kind of environment, how

11 For a more recent modeling of living system properties by means of topology, see: [Tang, Agudo-
Canalejo, and Golestanian 2021].
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would we do it? On our length scale, we are used to Isaac Newton’s first law of mo-
tion and force, which is primarily about a system with a certain momentum that
will keep going at the same velocity. But a small influence can modify its course,
and in a stickier environment, we would have to inject energy to keep the system
going. To change the course of motion, we would need to inject even more energy.
This is not a very efficient way to instigate change in a system. Living systems have
found efficient solutions to this problem that are mostly built around instabilities
that are bound to happen but are kept under control, that is, within a small margin
of parameters that prevent the instabilities from becoming pervasive. In such a situ-
ation, we would only need a small trigger to push a controlled instability across a
threshold, at which point it can get completely out of control. Hence, this mecha-
nism can instigate a large change by bringing a small perturbation into the system.
Living systems exploit this mechanism widely, since they operate near these insta-
bility thresholds. I have studied the properties of living systems many times and
used these properties as an inspiration for synthetic systems because they are an
incredibly efficient way to enable switches between different traits and behaviors.
Instabilities are going to be extremely important in active matter research, since we
see them everywhere in the living environment.

MF: I would like to focus on the changes which active matter research is introducing
into the natural sciences. It seems that there is an incredible emphasis on modeling
with numerical simulations.

RG: The field of active matter is essentially a subfield of condensed matter physics. It
arose in the 1990s out of a theoretical impetus, and for some time the theory has been
a little more advanced than the experiments. Over the last few years, however, a lot
more work has been done on the latter, and these are catching up [Sanchez et al.
2012; Bricard et al. 2013]. The introduction of experiments on synthetic systems has
been an important step because it has become possible to compare the results and
the theories. Ultimately any field of condensed matter physics — electronic properties,
semiconductors, magnetism, insulators, topological insulators — will predict some-
thing theoretically and try to realize it experimentally by taking experimental meas-
urements. Only when both parts coincide can the scientific object be said to be clear
and understood.

MF: How would you describe your evolution over the last 10 to 15 years in the field
of active matter? I suppose it is hard to compare your views 15 years ago with your
views today, but how do you consider the changes in the field itself? And how has
the field changed with respect to both the academic institutions and the funding
institutions?

RG: The biggest change for me personally has been the transition from the scattered
activity of seemingly independent fields with a very low profile to this new situation.
Fifteen years ago, when I was working in the field of active matter, I was interested in
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very simple and very limited questions. I was not thinking about life and how it could
be explained with respect to active matter. This kind of ambition comes only after one
dares to take one step and then, depending on the outcome, perhaps another step.
When there is a consistency in what you see, you develop more courage. The first
time I talked about living matter was in 2013 when I was asked to give a public lecture
to the alumni of the University of Oxford."? I described the physical view on living
systems, my understanding of the historical developments, and how we might be
able to explain more in the future. In the last 4 or 5 years, I have followed the perspec-
tive that I proposed in this lecture. Unfortunately, the resources I had in the UK were
limited, and several of my proposals for funding were not successful. The situation
has changed — now I can see scraps of those initial ideas coming out in different pla-
ces. On the whole, I would say that things went in the right direction.

From an institutional perspective, I would say that active matter research has
always been an interdisciplinary field. It grows out of physics but also aims to ad-
dress other disciplines, and as such, it has some intrinsic difficulties. Any interdisci-
plinary field will have an identity problem - are you a physicist, or a biologist? And
there is also the question of approval or acceptance — are the science departments
hiring people in this field? I think physics as a community views active matter re-
search in a particular way, since physicists can see that this field has been growing
and now plays a major role in the American Physical Society. There are now many
conferences and sessions on active matter, and clearly there is a large influence.

Biologists certainly view the research on active matter or living matter with
skepticism, since they do not think it is biology. And they are right — the aim of this
field is not to explain or replace biology but to provide new information. Active mat-
ter research could answer some of their questions which are related to physical
principles. It could spare them energy and resources. Eventually, in 10 years, this
will feed into biology, but at the moment it may not be viewed that way.
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Interview with Nikolaus Correll: Robotic
Materials

MF: We would like to begin with how you perceive yourself in the field of active mat-
ter and active materials. There is a wide range of adjectives that are attached to these
active materials, like ‘smart,” ‘robotic,” ‘autonomous,” and so on. How would you
describe the development of your research in this field? And how would you charac-
terize robotic materials — a category that you and Richard Voyles introduced into ma-
terials science already in 2014?"

NC: I see myself as a proponent of computation in the field of smart materials. But the
word ‘smart’ is overloaded; there is also a lot of discussion about active materials. I cre-
ated the term ‘robotic materials’ because I come from robotics and my research is on ma-
terials for robots. Robots are placed in the real world and must therefore respond to an
often uncertain environment. Robotic materials can take an active part in this challenge
since they integrate acting and reacting into the material itself [Mengtic et al. 2017]. I think
a robotic material is the ultimate smart material because it actually behaves like a robot —
for example, it can move, it can change its shape, and its appearance [Hughes, Heckman,
and Correll 2019]. It is about a new class of metamaterials that tightly integrate sensing,
actuation, computation, communication, and power routing in a periodic fashion.?

To return to the first part of the question, I am a proponent of computation and
I have a training in electrical engineering, where you learn about signals, systems,

1 For the first mention of the concept of robotic materials as a new class of materials, see: [Correll
and Voyles 2014]. Since then the research field of robotic materials has become more and more impor-
tant. Cf. the documentation of the workshop “Robotic Materials” (Washington, DC, April 23-24, 2018)
in [Correll et al. 2018, pp. 1-16]. Apart from at Correll’s laboratory at the University of Colorado Boul-
der (since 2009, online: http://correll.cs.colorado.edu/ (Accessed May 5, 2021) research is also being
carried out at the new Robotic Matter Lab in Evanston, Illinois, led by Ryan Truby at Northwestern
University (starting fall 2021) and the new department Robotic Materials led by Christoph Keplinger at
the Max Planck Institute for Intelligent Systems in Stuttgart (also starting in 2021).

2 The term ‘metamaterials’ is referring to materials that “overcome the limitations of classical composite
materials” [Correll and Voyles 2014]. Since first presenting the concept of robotic materials in 2014, Cor-
rell has written on various occasions about this class of materials (together with Richard Voyles and
others but also on his own). Robotic materials are defined as: “[...] an emerging class of metamaterials
that tightly integrate sensing, actuation, computation, and communication. Such ‘robotic materials’ ex-
tend the class of composite materials by providing them with autonomous functionality. In particular,
they enable off-loading signal processing and control into the material” [Correll 2019, abstract].
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and controllers, as well as mathematical analysis or flow diagrams. Very few people
in the materials sciences would speak about programming in the way an engineer
would. When they speak about programming material, they usually mean something
like heating a material up and getting a phase transition and freezing it in this state.
Then, when you heat it up again, the material restores itself. There is a huge discon-
nect when I say that I program the material because what I have in mind is to de-
scribe the response algorithmically. This is actually a continuum. What I like to use
as an example is a simple feedback controller, that is, I measure something and then
decide whether it has to go faster or slower. You can do this in many different ways,
either purely mechanically or by using something that swells and then shuts off, act-
ing like a valve. When there is too much of a liquid there, it will shut off the flow of
liquid. That is a feedback controller. Or you could have a centrifugal governor, which
is a simple flywheel mechanism like the one used to regulate the rotational speed of a
steam engine. The flywheel pulls up a weight, which in turn regulates the steam. By
changing the weights, you can regulate the speed at which the engine is throttled.
However, I could also say I can measure it and run it through an electronic circuit,
such as an operational amplifier, that implements this computation, but it would not
be very variable at all. And, of course, I can really program it using computer lan-
guage using a microcontroller that is connected to sensors and actuators.

One can take the human body as an inspiration, because it is carefully tuning
where the signal processing happens. Does the signal processing happen in the
brain or is it autonomous, like in the colon? Is it integrated in the material or is a
nervous system involved?

MF: Hence, in your research, you are asking where the computation is actually tak-
ing place. I think that this a crucial aspect of robotic materials: the program does
not have to be centrally controlled. Do you see this as some sort of design shift or
just a shift in how materials are actually being perceived?

NC: The people who make active materials — for example, something that exhibits
phase transitions like changing color — would probably model an active material
with differential equations. I can describe this same transition computationally. But
irrespective of how you model it, either using equations or computation, the active
material implies computation — and nevertheless it is not a computer. For me, the
centrifugal governor is also about computing, even a clock is about computing. If
you build a clock, you will think about gear ratios, so you actually hard wire the
computation. When does it become a computer? I think the transition is very fluid.
If you think about the Turing machine or, more explicitly, the universal Turing ma-
chine, this is a mathematical model for any kind of computation,3 a simple device,

3 A 1936 paper on computing by Alan M. Turing proposed an answer to the so-called Entscheidungs-
problem (decision problem) raised in 1928 by the mathematicians David Hilbert and Wilhelm
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but with it Turing was able to demonstrate the properties of computation in general.
Whatever can be computed can already be computed with a Turing machine, and
what is not computable with a Turing machine is not computable at all. The original
Turing machine is about a central processing unit that controls all data manipula-
tion. The universal Turing machine is even more abstract, as it is the simulation of
an arbitrary Turing machine and allows a second-order observation on the machine
and the input.

Hence the question is: why or when is a computation a Turing machine? If you
take the NAND gates in digital electronics, you build a computer up with NAND gates
in a simulator; then you have a universal Turing machine and can build the rest of
the computer, that is, you can program Tetris to run on it (see Fig. 1).*

A NAND gate is a NOT-AND gate, hence a universal binary logic gate that has the
property of functional completeness, which means that any Boolean function can be
implemented by using a combination of NAND gates.> A NAND gate can be made
from two, sometimes four, transistors. Therefore, a NAND gate, and hence a universal
Turing machine, can be constructed from anything that works like a transistor, for

Ackermann. Hilbert and Ackermann doubted that there could be a formal procedure (an algorithm)
for deciding on the universal validity of a mathematical axiom — nevertheless they still asked for one.
On the Entscheidungsproblem, cf. [Hilbert and Ackermann 1950 (1928), pp. 112-124]. See also [ibid.,
p. 112]: “From [the previous] considerations [...], there emerges the fundamental importance of deter-
mining whether or not a given formula of the predicate calculus is universally valid.” Turing was able
to prove that such a formal procedure is not possible. With his model, he formalizes (among other
things) mathematical procedures, that is, the calculation of numbers. And although Turing speaks of
a concrete “computer and his tape” and sees the processing as a “physical system,” this computer is
an abstract machine in the sense that for any computational work of a computing machine one can
construct another machine that does the work of the first computing machine by observing the first
machine and reading the work instructions [Turing 1937, p. 250]. See also the famous definition of
computer in [ibid., p. 232]: “If an a[utomatic]-machine prints two kinds of symbols, of which the first
kind (called figures) consists entirely of 0 and 1 (the others being called symbols of the second kind),
then the machine will be called a computing machine.”

4 A NAND gate is a “primitive logic gate” (a logic governor) based on Boolean algebra that can be
used to build other logic gates in order to get a standard set of gates that can be used to construct a
computer’s processing and storage chips [Nisan and Schocken 2005, p. 7]. See also [ibid.]: “Every
digital device — be it a personal computer, a cellular telephone, or a network router — is based on a
set of chips designed to store and process information. Although these chips come in different
shapes and forms, they are all made from the same building blocks: Elementary logic gates. The
gates can be physically implemented in many different materials and fabrication technologies, but
their logical behavior is consistent across all computers.” For Simon Schocken and Noam Nisan’s
courses “From NAND to Tetris: Building a Modern Computer from First Principles,” which became
quite famous and formed the basis of their publication, see: https://www.nand2tetris.org/
(accessed April 10, 2021).

5 Functional completeness means that any Boolean function (hence any other logic function and
even an entire processor) can be implemented by using a combination of NAND gates [Mano, Kime,
and Martin 2008, pp. 81-85].
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Fig. 1: A computer architecture (from physics and hardware to software). From: [Nisan, Schocken 2005,
p. xvi, Fig. I.1]. © 2005 Massachusetts Institute of Technology, by permission of The MIT Press.
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example, something that swells like a switch and by doing so controls the emission
and flow of signals. You could also have something like a chemical process that does
this kind of switching and works like a transistor. This kind of computation is comple-
mentary to morphological computing [Pfeifer and Gémez 2009], where a body’s struc-
ture and morphology can contribute to control and cognition in natural or artificial
systems, and the two can work together nicely.® An example for this task is the artifi-
cial ‘sensing skin’ that you have seen in my laboratory (see Fig. 2).

Fig. 2: A soft, amorphous texture-sensitive skin mounted on the back of a Baxter robot. From:
[Hughes and Correll 2015, fig. 1]. © 2015 IOP Publishing Ltd.

This computational metamaterial is for texture recognition. The idea comes from the
human skin, which includes many different sensors for measuring static and dynamic
information with highly varying bandwidth, like pressure, shear, temperature, and
textures. To replicate such a sensing system is a challenge for engineering. We con-
structed a robotic material that samples and processes high-bandwidth information lo-
cally and addresses a central processing unit only when an event occurs. Our design
considers the skin as an amorphous material capable of processing stimuli within the
material itself. Omnidirectional microphones serve as vibration sensors, and we collo-
cate microcontrollers with these sensors (see Fig. 3) [Hughes and Correll 2015]. If you
mount this texture-sensitive skin on the back of a Baxter robot, it will augment the
robot’s environmental awareness when navigating through an environment and when
interacting with humans in order to assist them.

6 See the special issue on morphological computing in Artificial Life 19 (1) (2013). For a review and
examples, see: [Miiller and Hoffmann 2017].
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The sensitive skin does a discrete Fourier transform of the frequencies it feels.
In other words, it puts the different frequencies into different bins. Then I can look
up the height of each of these bins and, as every material would create distinct fre-
quencies, say this is wood or this is metal.

Sensor node f & Ecoflex Rubber Sensor node EE

Microphone "~ Rubber Mesh Microphone

ADC

Sensor OpAmp 1 kHz

6-neighborhood MCU
115200 bits/second 32 MHz

Fig. 3: System overview over a computational metamaterial that can identify and localize textures
rubbed against it. Printed circuit boards and microphones are embedded in flexible rubber and
suspended on a neoprene mesh. Figure is provided by Nikolaus Correll (a similar but slightly
different figure was originally published in [Correll and Voyles 2014, fig. 1]). © Nikolaus Correll.

The sensor node network does exactly what the cochlea in the human ear does. The
cochlea looks like a trumpet, that is, a channel that starts out wide and gets narrower
and narrower, and the sound comes in and gets reflected inside. Since the function of
the frequency that comes in depends on this geometry, you have different points in
this grafted channel where you have resonance. The ear puts nerve ends into this
channel and in this way is able to grab the frequencies. If you have a cochlea implant
then it does exactly that, but in a computer, it takes the sound, it bins the frequencies,
and then it excites the nerve ends.

For me, the interesting point of the sensing skin is the computation. I actually
have a little computer that implements what is known as the fast Fourier transform
(FFT). We programmed this - it is an algorithm that is very well understood and
available in any textbook, such as Numerical Recipes in C [Press et al. 1992] — or I go
and actually mechanically put in a grafted channel that is made for the frequencies
that I am interested in, which is in the 250,000 Hz range, and physically put sensors
at the right places to get my Fourier transform. Then I put little vibration sensors at
these different points and I pull it into my computer. And then my computer does
not have to do all these thousands of lines of code for the FFT. Unfortunately, the
frequency range of vibrations is around 10 times larger than that of the audible
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spectrum, making the wavelengths ten times shorter, and therefore an appropriate
mechanism to measure vibrations 10 times smaller than the cochlea, which is diffi-
cult to make. Indeed the Cochlea in the human ear has a length of 9 mm when
stretched out, whereas the Pacinian corpuscle, which is responsible for detecting
vibrations in the human skin has a size of only 1 mm.

So, how and where to implement computation is a complete continuum spec-
trum with a wide variety of available tools.

MF: What you describe seems to be an interplay between discrete and continuum
computations, because the skin is only computing the sound on several occasions,
but it is not taking everything into account. This raises the following question: what
is the correct modeling for the local sensing of the skin? If I rub my skin here, it
does not matter what happens at the same time in my foot for example.

NC: You mean what is the correct distribution of where the computation should be?
I always argue that, if you have high-bandwidth information and you have many
sources thereof (like the textures that you want to detect), the Pacinian corpuscle,
which is one of the four major types of mechanoreceptor cell in the human skin and
especially sensitive to vibrations, receives the signals.” That is the resonance fre-
quency of the Pacinian corpuscle. It is still unclear what exactly the Pacinian cor-
puscles are doing. What we do know is that they take the continuous signal and
turn it into spikes of neurons. I argue that there must be an information reduction,
because it would be a complete waste to wire this kind of bandwidth to the brain.
What the information reduction actually is we do not know, but it does take place in
a certain way. And the Pacinian corpuscle does not send information when it does
not have any. A computer camera always sends information even when there is
nothing. The sensing body works differently: if nothing happens, it does not send
anything to the brain. It is like when you get used to your clothes and do not feel
them anymore. This is because the cells (they are called ‘slow adapting’) adapt to
the stimulus and the fast adapting cells (like the Pacinian corpuscles) give you the
changes. Thus, the body has all of these things, but there is very little computation.
The skin is autonomous like the retina or the colon. They all preprocess things.

MF: And what you are attempting to build in your laboratory are materials that de-
cide by themselves, materials that are decentralized and in this sense autonomous?

NC: That is exactly what I want. As an engineer, I create hypotheses by building. At
the moment, we are building a camouflage skin for robots. The inspiration for this
distributed particle system comes from the octopus, because the cephalopod skin
has extraordinary camouflage capabilities. Octopuses change the color of their skin

7 On the mechanoreceptors of the human skin and their signaling, see: [Kandel, Schwartz, and Jes-
sell 2000, pp. 430-441].
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by using small structures known as chromatophores. These devices can expose pig-
ments of a certain color by activating an annular muscle structure.

When we read the biological and physiological literature, we were quite confused:
where is the camouflage pattern generated? It is not like a display — hence, the octopus
is not controlling every pixel with its brain. Rather, the pattern is locally generated and
self-organized.® It is a Turing pattern, a differential equation, since it is a function of
some parameters [Turing 1952]; different pattern schemes can be triggered by providing
only a few parameters. That is what makes the cephalopod skin autonomous. We simu-
lated the chromatophores with a miniature robotic platform, the ‘droplets,” which look
like ping-pong balls but can change their color using a built-in light-emitting diode.
They are, of course, also equipped with a color sensor in order to register colors and
patterns in the environment. We used a distributed computation for the information
exchange between the droplets. For collectively performing a certain pattern type,
the droplet swarm then uses a discrete version of Turing’s reaction-diffusion mod-
els (see Fig. 4).

The inspiration is not only going from the animal world to engineering. I think by
looking at it from an information-theoretic perspective, you can in turn generate hy-
potheses for the physiologists. There is a nice paper by Barbara Webb in which she
wonders how constructing robots can help us to understand insects and other small
animals [Webb 2020]. You have a hypothesis on how their sensory motor system
works, you build a robot that way, it works, you can show that in the mechanical
world this information is sufficient to realize a certain function, so maybe the animal
does it in a similar way. The robotic engineering generates a new hypothesis that
physiologists and biologists can then test. I think such an exchange is valuable.

KK: With their capacity for coordinated sensing, information processing, and response
activity, living systems are an important inspiration for the research on robotic materi-
als. As you said, this stunning agency of living systems is not always derived from a
central processing unit such as the brain; it can also happen locally, for example in the
organs and hence in the ‘material’ itself. How would you describe the relation between
‘natural’ active materials like the skin of an octopus and ‘artificial’ active materials like
the robotic materials that you are working on? And as a follow-up question: with these
new kinds of robotic materials, what is or will be the status of robots?

NC: A robot is very complicated to make and we do not have any autonomous robots,
except vacuum cleaners, that are doing anything reasonable. Biological systems are
not made from the homogenous materials that are currently used to construct robots,
such as links, gears, and joints. If you want to build something, you choose your

8 The camouflage of the octopus is not (or not only) driven by the animal’s visual system, as this is
color blind, nor is it driven solely by the brain; rather it relies on local sensing and control [Correll
2019; Li, Klingner, and Correll 2018].
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Fig. 4: Distributed particle system for artificial camouflage. (A) Chromatophores in the cephalopod
skin show typical self-organized patterns. CCO Public Domain (https://creativecommons.org/public
domain/zero/1.0/). (B) Artificial camouflage can be realized by selecting both a pattern (here vertical
stripes) and a color scheme by finding dominant colors in the environment. Reprinted by permission
from Springer Nature: [Li, Klingner, and Correll 2018, p. 1639, fig. 2]. (C) Different patterns can be
realized by a fully distributed, self-organized process, here showing speckle and striped patterns.
Reprinted by permission from Springer Nature: [Ibid., p. 1643, fig. 8]. (D) Implementation on a swarm
of miniature robots that can only communicate locally. Reprinted by permission from Springer
Nature: [Ibid., p. 1657, fig. 12].

materials based on functional requirements. You go to Home Depot and buy materials
because you have a function that needs to be satisfied. If you want to construct a
table you probably buy wood — you will not use stone because the way you can work
with wood is different, the weight of wood is different, it is lighter yet stiff enough for
your application, and it maybe even has aesthetic benefits. However, if you want to
have a really complex functionality then it helps to use materials where you can
off-load functionality — if you want to build a robot that can manage the inflow of
information from tactile events for example, as with sensing skin. If I did this in a
conventional way, then all these signals would be wired to a central processor, as to
the brain. The brain would get a lot of data all the time from millions of sensors and it
would have to decide all the time which data to ignore. However, if you transfer this
decision to the material — for example, the human skin or the artificial sensing skin —
then it provides you or the robot with that functionality, and you do not have to do
anything. And, when something happens, you get a high-level piece of information
which says: I got touched on my back and I should probably look. I can then compose
the robotic system out of these functional components in a much simpler way. Such
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modularization makes things simpler. And that is how I think about robotic materials:
they are multifunctional composites with autonomous functionality.’

If you take any materials science textbook on advanced composite materials, it
will usually end with the bone. The authors of these books celebrate the bone as a
very smart material and they will probably say that you should go and design your
bridge like a bone structure. However, the bone that you have in your body is much
more functional than any structure that one can build. The bone regenerates, and if
you load it more it will grow stronger. And it also stores energy in terms of fat that
you can draw on — people eat bone marrow from animals because it is high-energy
and it generates white blood cells. The bone is actually a machine with sensing ca-
pabilities, and it even does information processing in some hard-coded way, that s,
with lots of cells measuring the strain and then emitting a chemical substance that
creates or attracts calcium. We need to have these kinds of materials for robotics in
order for it to really advance.

KK: In this respect, do robotic materials blur the distinction between device and ma-
terial, and maybe even between machine and material? You mentioned the first pos-
sibility in one of your articles on robotic materials.'®

NC: Robotic materials are blurring the dynamics of the system and the control algo-
rithm. In a way, this is already happening in the centrifugal governor — and I could
build a centrifugal governor that is so small that you cannot see it, but I use the
same principle. That is where the blurring happens.

All these biological systems are machines. You have atoms that make molecules
and these are already machines, molecular machines — or materials. These mole-
cules make cells, and then the cells make materials such as a bone. And now I have
to correct myself: the bone is not a machine; it is a material and a device. There are
many devices in the body that make it a complex machine, and all of these devices
are only materials. The computer is also only a material. If I gave it to you and I

9 On the necessary conditions for an engineered structure to be called a “robotic material” see [Cor-
rell 2019, p. 297]: “[A robotic material should] 1. Consist of many homogeneous elements that are
arranged in either an amorphous or a grid-like fashion. 2. Integrate computation with sensing or
actuation in multiple elements. 3. Function independently of its size, that is, the number of constit-
uent elements, for example, even when cut in half or rearranged in an arbitrary shape (scalable). 4.
Not lose its capabilities even if individual units fail (robust).”

10 See [Correll and Voyles 2014, footnote 1]: “Advances in polymer science, miniaturization of com-
puting, and manufacturing techniques have enabled a new class of robotic devices that embed
sensing, computation, actuation and communication at high densities. This embedding can be so
tight that the distinction between device and material blurs. This new class of materials has the
ability to change its physical properties such as stiffness, density, weight, shape or appearance in
response to external stimuli, and is able to adapt and learn. Here, the boundary between the dy-
namics of the physical system and control algorithms blurs, which allows trade-offs between mor-
phological and silicon-based computation.”
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gave you all the tools to analyze it, you would never figure it out. It is like giving
you a bunch of atoms and then asking you what is going on? Why is it not explod-
ing? Why cannot you just shake the atoms out?

MF: Would you claim that the structural point of view on bones that one often finds
in materials science reduces the complexity of what is actually going on?

NC: Yes, that is what the materials community is stuck in: they see the stunning
properties of the octopus arm and then think about making a liquid that could alter
its stiffness or its color in a similar way, but they do not appreciate that the octopus
has a nervous system. If you want to build something like an octopus arm then you
have to put in a nervous system. Given the continuous nature of computing, you
can do this in many ways, for example with polymer electronics and a neuromor-
phic architecture. Or you could implement the mathematical function — I can type it
into the computer and compile it into a Turing machine, and then I have a million
transistors that do that. That is actually amazing.

MF: This brings me to another question: what is the relation of your research on
robotic materials to nature? Are there materials that nature either cannot combine
together or that nature simply does not have? And then what kinds of materials do
we get? You would not call these ‘bioinspired’ would you?

NC: You get supranatural materials. For instance, wireless communication is supra-
natural. If I build a gripper that has all the tactile information that you have as a
human, but which can also see its environment and even the 3D geometry of any
object, then with this robotic material I actually get supranatural grasping and ma-
nipulation abilities.

MF: I will explain why I asked the question. You mentioned Barbara Webb, a professor
of biorobotics at the University of Edinburgh. She argues that bioinspiration works in
two ways: robotics can learn from biology a lot about smart materials and biology can
learn from robotics about how to understand animal physiology and behavior."’ The
question that came to my mind was: why should this be an argument for robotics?
Why cannot we just build robots that function better than earlier devices?

NC: The question is: does building robots contribute to anything or are we just wast-
ing public money? Webb argues for people like me who build cockroach-like robots.
She says that this is actually an efficient way to generate hypotheses and advance

11 See [Webb 2020, p. 244]: “It is an engineer’s dream to build a robot as competent as an insect at
locomotion, directed action, navigation and survival in complex conditions. But as well as studying
insects to improve robotics, in parallel, robot implementations have played a useful role in evaluat-
ing mechanistic explanations of insect behavior, testing hypotheses by embedding them in real
world machines.”



184 —— Nikolaus Correll, Michael Friedman, Karin Krauthausen

our understanding of natural systems. I ask myself the same question: what can we
contribute to biology? We build these swarm droplets that can form camouflage pat-
terns, we show that they can recognize their environment and then decide what
camouflage pattern to perform in a fully distributed way. This is not what the octo-
pus does when exhibiting camouflage, because the octopus does it in the brain. It
has a semantic understanding of its surroundings, which means that it knows that
it is in a cave or near food or in a kitchen, and then it decides what to do, and this is
high-level reasoning. Our swarm works differently. However, I still think we can
contribute to biology — for instance when the famous octopus researcher Benny
Hochner wonders how the octopus can control millions of tactile and chemical sen-
sory cells (activators) distributed all over the body, arms, and suckers [Hochner
2012]."2 In neurobiology, one tries to understand how the central nervous system
can work as a controller and coordinate sensory feedback and motor commands
(see Fig. 5). This is not so far away from robotics.

So how do I know what to do with hundreds of activators? The robotics people
have written down all the equations which are very complicated and very difficult to
compute. Then how can the octopus compute the huge amount of sensory information?
The biologists do not know. I was thinking about a similar problem when building
a multisegment shape-changing material that consists of variable-stiffness elements.
Each was equipped with a networked computing element, and I wanted a simple way
of computing it. I asked myself: what happens if I only change one of the cells in this
robotic material? In my laboratory, we then tried to get closer to that and found a dis-
tributed algorithm for calculating the inverse kinematic solution for the resulting N-
body system [McEvoy and Correll 2018]. We also developed a communication model
based on a central element collecting information from its neighborhood (see Fig. 6).

The way the algorithm works is to compute how a single piece of the arm would
need to change so that the tip would get closer to its goal. We are doing this for every
piece from the beginning to the end of the arm, and then start over, until the arm
reaches its desired end point. That is, the computation literally travels along the arm
in wave-like patterns. And then I read that the octopus’s nervous system activation
pattern actually has something like this [Gutfreund et al. 1996; Gutfreund et al. 1998;
Mc Evoy and Correll 2018]. Does it work exactly like that? We do not know, but we
have provided an explanation that is actually feasible given what else we know about
the octopus nervous system. In general, we roboticists feel that neurobiology is ex-
tremely important in helping us to see where robotic material should go.”> Because

12 Hochner is referring to the concept of ‘embodied organization,” which is important for roboti-
cists. According to Hochner the term “implies the dynamic interplay of information and physical
processes between four components comprising the embodied creature: the controller, the mechan-
ical system, the sensory system and the task-environment [...]” [Hochner 2012, p. R887]. On ‘em-
bodiment’ see also: [Pfeifer, Lungarella, and lida 2007].

13 For a review, see: [Webb 2017].
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Fig. 5: Scheme of embodied organization in a living system. From: [Pfeifer, Lungarella, and lida
2007, p. 1089, fig. 1]. Reprinted with permission from AAAS.

neurobiologists study the nervous system and how the animal is built. If I did not
know that two-thirds of the neurons are in the octopus’s arms, I do not think I would
be so excited about pushing to make materials that way.

MF: Your research includes a lot of mathematical modeling, and you model in very
different ways, for example with partial differential equations or with probabilistic
methods. How do you actually combine this mathematical modeling with robots?

NC: Yes, the modeling and implementation is very difficult. Take, for instance, the
two-bridge experiment with Argentine ants that Jean-Louis Deneubourg, a professor
at the Université libre de Bruxelles, did. In order to understand when and how the
transition from unorganized exploring to organized pathfinding happens in the ant
colony, the researchers installed a diamond-shaped bridge; hence, a bridge that al-
lows two different paths, between the ant’s nest and a source of food. Initially
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Fig. 6: Communication model of a robotic material beam with shape-changing properties. From:
[McEvoy and Correll 2018, fig. 5]. © 2018, Mary Ann Liebert, Inc.

choosing between both paths at random, the ants quickly converge onto the shortest
path.'* At its heart, this can be modeled by a nonlinear system with an attractor for
the mathematical equivalent of the shortest path [Deneubourg et al. 1990]."> Obvi-
ously, nonspatial differential equations can describe very well the number of ants on
each bridge.

In a similar experiment, we let a swarm of cockroaches choose between two
shelters in a circular arena [Halloy et al. 2007]. Here, the same equations as with the
bridge experiment are used to model the number of cockroaches underneath each
shelter. But that assumes that I have a uniform distribution and that the animals’
behavior is so simple that they end up in a Brownian motion and are creating this
uniformity. Now the animals’ behavior is actually not that simple because the cock-
roaches like to wall-follow, running in circles around the arena instead of congre-
gating under the shelters. Hence, I have to think whether to put in a third equation
that models the number of insects that wall-follow. Or I start modeling it in a spatial
way so that I have a partial differential equation that describes the distribution over

14 The researchers modeled the ant behavior with a Monte Carlo simulation.
15 For the thermodynamic view on instabilities in reaction-diffusion systems (far-from-equilibrium
systems) and the role of attractors, see: [Prigogine and Stengers 1984, pp. 146-153].
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space. What is needed is spatial computing or amorphous computing.!® In our re-
search, we actually found a couple of problems which do require that.

In my thesis at the Ecole polytechnique fédérale de Lausanne in 2007, I had a
jet turbine inspection case study with a swarm of robots [Correll and Martinoli
2009]. The swarm should inspect the turbine blades by going around them (Fig. 7).
You can model this and uniformly distribute the robots. Basically, you draw random
blades and put the robots in and see how long they take for this task. That is the sim-
plest model. We also built more complex models, but when we tested them in experi-
ments they did not match. Hence, you have to take into account the actual geometry
of this environment. The robots were programmed to hit the blades at some point and
then always do a right turn and go around, then go around one more time, and once
they detected the tip they should leave. With this, we wanted to make sure that the
swarm covers the entire turbine. Now if the robots always leave in the direction of the
tip you get a very obvious distribution that is highly skewed to this result [Prorok,
Correll, and Martinoli 2011]. Whereas when you release them in a uniform way, the
chance that this blade is covered is much lower.

The problem is that you are locked into certain mathematics and you can only
make it more versatile by simulating the system in a physical environment. You have
to simulate every individual robot and how it moves. We also had robot simulators,
and we would see that the swarm behaves the same, because the robots would also
leave. The simulator is like a 3D computer game. We can use the computer game as a
predictor. And the hope with this ‘multilevel modeling,” as my advisor Alcherio Marti-
noli called it, is always that you have many layers of abstraction, and in the end, you
get this one equation that is the takeout.

When you do research on ant behavior, it is similar: you have to write down the
differential equation, but you also have to think about the geometry of the environ-
ment. At the end of the day, you have to model every single aspect including the
ant’s emotional state and if it is hungry or not hungry. It is a Pandora’s box of prob-
lems. I got a little bit away from this because the models are so limiting. However, I

16 On spatial computing as a manipulation of referents to real objects and spaces, see: [Greenword

2003]. For the first manifesto on amorphous computing, see [Abelson et al. 1996, n.p.]: “A colony of

cells cooperate to form a multicellular organism under the direction of a genetic program shared by

the members of the colony. A swarm of bees cooperates to construct a hive. Humans group together

to build towns, cities, and nations. These examples raise fundamental questions for the organiza-

tion of computing systems:

— How do we obtain coherent behavior from the cooperation of large numbers of unreliable parts
that are interconnected in unknown, irregular, and time-varying ways?

— What are the methods for instructing myriads of programmable entities to cooperate to achieve
particular goals?”

The authors of the manifesto refer to [Prigogine and Stenger 1984] and [Turing 1952]. For an introduc-

tion with examples, mathematical tools for computing, and programming styles, see: [Stark 2013].
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Fig. 7: Simulation of swarm robots on an inspection tour between the blades of a turbine. From:
[Correll and Martinoli 2009, p. 110, fig. 10]. © 2009, IEEE.

often use the Gillespie algorithm, a variant of the Monte Carlo method [Gillespie
1976]. With that, you basically just simulate and see what happens in your complex
system. But I have to admit that I prefer actually to build stuff [Correll et al. 2022].

KK: That brings me to our last question: how do you see the relation between funda-
mental research and engineering (or applied science), especially in the field of ac-
tive matter?

NC: There has always been a tension between science and engineering, which actu-
ally exists less now because the engineers try to be hypothesis driven too. The de-
sign loop is to identify a problem and then think about solutions and then carry out
tests. So the engineers actually do the same thing as the scientists, but they are goal
oriented. I think it is called teleological research science.

My research on robotic materials is sometimes misunderstood, as one might
think we are only putting things together without a more fundamental approach. I
can say that I am doing fundamental algorithms — not the mathematics of nonline-
arity and dynamics but fundamental algorithms. I am trying to prove that I can
build anything mechatronic by putting together smart particles like the droplets,
akin to cells in biology. However, it is not possible to build everything with such an
approach. You can just build the subset that biology does. You cannot build an ani-
mal that is the size of the Eiffel Tower. It does not exist in nature because of some
physical limitations.

I think today’s materials are so interdisciplinary that they require integration
and the integration is by default engineering (vs. science). In my view, what we
need to have is an academic center for the science of the integration of materials —
preferably materials that integrate sensing, actuation, and communication. It would
change the world completely to make active materials the way I want them to be.
One has to pull it off.
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Rethinking Active Matter: Current
Developments in Active Materials

1 What Is Activity? An Introduction

The question of what activity is seems to stem from the realm of biology. Activity, a
biologist would answer, is a characteristic of life; living beings are able to move, to
grow, to reproduce. In the last half a century or so, physicists have developed an
interest in these phenomena, in forms of movement, growth, self-assembly, or self-
organization, which can be described in physical terms. At the core of the physi-
cist’s approach are forms of activity that are not exclusively bound to the living.
Under the notion of ‘active matter,” a new field of research has appeared in physics
that studies forms of activity in the material world.

One of the current definitions of active matter is that it is a system of internally
driven components which together show a collective behavior. The interplay between
the local interaction rules and the conversion of energy at the scale of individual compo-
nents gives rise to new, highly dynamic behaviors far from thermodynamic equilibrium.

Bacterial suspensions: a famous example of active matter

One of the frequently addressed examples of such active matter systems is the collective behavior
of certain bacterial colonies. The bacterium Escherichia coli has long been an object of study in biol-
ogy, but it is only recently that their colonies have been investigated under the label ‘active matter’
for their capacity to move and behave collectively. E. coli swim by moving their flagella in a cork-
screw-like motion, and in this way can be considered as self-propelled particles — which are de-
scribed as the basic units of active matter systems. Under conditions of high density, the bacteria
tend to align their direction of movement and spontaneously form turbulent-like dynamics and com-
plex patterns. This swarming behavior is not directed by any individual or central intelligence or con-
trol; rather, the global motion emerges from the vast number of local interactions and alignments
that can be described in physical terms. These bacterial swarms can be observed on a microscopic
scale (focusing on the interactions between individual bacteria), as well as on a macroscopic scale
(focusing on the emergent collective behavior). In the macroscopic perspective, the bacterium is ex-
amined not for its biological features, but for its dynamic properties in relation to other bacteria.
The collection of bacteria as self-driven swimmers and their surrounding fluid medium are conceived
as an active colloid, that is, as a fluid material that changes its properties due to the behavior and
direction of its constitutive particles [Menon 2010].
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A relatively heterogeneous research field that has been forming during the past two
decades within biology and soft matter physics has been summoned under the um-
brella term ‘active matter,” comprising a variety of systems such as flocks of birds,
schools of fish, migrating cells, the self-organization of microtubules and microfila-
ments in cytoskeleton, or synthetic microswimmers.

One may suggest that the beginning of this interest started when computer
graphic expert Craig W. Reynolds proposed a theoretical model for the flying behav-
ior of birds in flock formation [Reynolds 1987, p. 25]. By demonstrating that the
emergence of flocking patterns derives from simple rules — namely, (1) collision
avoidance, (2) velocity matching, and (3) vicinity to flock — he showed not only that a
central control was not necessary but also that the swarming behavior of living enti-
ties could be described in simple mechanical terms. Later, Vicsek et al. proposed a
mathematical model for the collective behavior of self-propelling particles with con-
stant velocity [Vicsek et al. 1995]. At high enough density (or low enough noise), the
model reproduces a phase transition from a disordered gas-like behavior to an ordered
swarm. Given the broad validity of its defining characteristics (discreteness, constant
velocity particles), the Vicsek model could be attributed to a wide range of phenomena
(from the obvious example of schools of fish to bacterial suspensions) that exhibit co-
operative motion (rotation, flocking, etc.) in order to survive under unfavorable condi-
tions [ibid., p. 1226]. In this way, the micro-perspective on the interactions between
particles in a system was combined with the macro-perspective that concentrates on
“processes such as aggregation, viscous flow, or biological pattern formation” [ibid.] as
a central characteristic of what was later defined as ‘active matter.” Inspired by Vicsek,
John Toner proposed a model of flocking based on standard hydrodynamics equations
and the integrating elements of a discrete system (interacting ferromagnetic particles)
[Toner and Tu 1995]. As a result, a more general continuum description of swarming
systems was achieved, which contained Vicsek’s model as a special case.

Whereas the development of such models of self-propelled particles was moti-
vated by the need to understand the rich behavior of living systems present in nature,
their wide applicability (from bacteria to animals) encouraged the design of artificial
analogues. The first decade of the twenty-first century highlights the beginning of the
experimental phase within active matter research [Popkin 2016, p. 17]. Following
early attempts using biological motile components of cells — from microtubules and
motor proteins [Nédélec et al. 1997] to synthetic microswimmers based on bimetallic
nanorods [Howse et al. 2007] or Janus particles [Paxton et al. 2004] — many experi-
mental platforms have been developed to test and benchmark active matter theories.

Against the background of these developments, active matter became a success
story for multiple reasons. It provided a way to describe and explain the behavior of
material systems that do not follow classical thermodynamic rules of externally
driven systems. The so-called transduction of energy in these systems is defined
rather generally and does not specify the energy source — whether this be, for in-
stance, a metabolic biochemical process (as in cells) or a chemical one (as in
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synthetic microswimmers) — which enables the term to be applied equally to living
and nonliving systems. Finally the definition does not imply a specific scale, which
has led to its versatility in and application to a vast variety of systems (from the
macroscopic flock of birds to crowded bacterial suspensions).

Parallel to this, in current materials science research, many more phenomena
coming from different fields and occurring at various length scales are being inves-
tigated that deal with the notion of activity. This body of research uses terms such
as ‘shape morphing,” ‘passive actuation,” ‘self-regulation,” and ‘autonomous devi-
ces,’” or attributes to materials characteristics such as ‘responsive,’ ‘adaptive,” and
‘interactive’ [Bertoldi et al. 2017; Burgert and Fratzl 2009; Wani, Zeng, and Priimagi
2017].

In view of this scope, the definition of active matter mentioned at the beginning
[Menon 2010] appears relatively narrow, since it fails to cover such natural phenom-
ena, while also overlooking current developments in physics, materials science,
and biology. Through this work, we argue that such systems deserve to be consid-
ered and conceptualized under an umbrella category that covers a specific realm of
material activity in order to form a new category of active matter. By challenging
and going beyond current conceptions of activity and thinking of it in the broader
sense of the changes in state of a system and its relation to the structure and func-
tion at hand, this extension of the term could enrich our understanding of the con-
cept and draw a more comprehensive picture of material activity.

To provide the context for this proposal, in the next part we explore three case
studies from contemporary scientific developments that, in our understanding, are
concerned with active materials in nature, engineering, and design: (1) actuation
systems in plants, (2) reconfigurable mechanical metamaterials, and (3) responsive
2D material systems. Subsequently, we discuss these examples against the back-
ground of the following questions: With what form of activity are we concerned? In
what way do we need to extend the current definition of active matter in order to
include these and similar objects of research?

2 Case Studies: Active Materials from Nature,
Engineering, and Design

2.1 Actuation Systems in Plants

Response, in conventional thinking, is considered to be an organism’s reaction, origi-
nated and initiated from the internal processing of the environmental information ob-
tained through sensory systems, and the expenditure of metabolic energy to process
the relevant information and regulate the next viable move (e.g., sensing, processing,
and response in the sensorimotor system of mammals).
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Passive response, on the other hand, is about embedding the necessary infor-
mation at the material level of the system in order to minimize or externalize the proc-
essing of the information (sensing), the energy expenditure, and/or the regulation
and control of the response (actuation).

In this regard, plants occupy a unique niche, since they have evolved various
mechanisms and material solutions to utilize water for stress generation and for move-
ments that are essential to a variety of their needs, such as growth, spatial orientation,
acquiring nutrition, or seed dispersal. In these plant hydro-actuated movements, an
elaborate makeup of the material structure at various molecular, cellular, tissue, and
organ scales mediates and translates the water—plant material interactions into a regu-
lated response to environmental stimuli.

The snapping closure of the leaves of the famous carnivorous Venus flytrap is one
of the fastest movements among plants (approx. 100 ms; Fig. 1a). The moment a big
enough insect enters and touches the sensitive hairs on the inner side of the leaves, a
biochemical response triggered by some of the motor cells induces an action potential
that results in water flow and the inflation of the cells on the outer side of the leaves.
The consequent differential volume change of the leaf tissue leads to the rapid morph-
ing from a convex to a concave shape and the closing of the trap. It has long been ar-
gued that water inflow and inflation is too slow to account for the fast movement
required for the entrapment of the prey, and that the snapping behavior can only be
explained through the mechanical and geometrical constraints of the structure, result-
ing in a prestressed metastable system. Initially, the cells’ turgor pressure holds the
leaves in a mechanically metastable outward-curved state. Upon the stimulation of the
hair sensors, the biochemically induced water flow from the inner to the outer side of
the doubly curved leaves induces a change of the curvature parallel and perpendicular
to the midrib of the leaves. A close interplay and coupling of these two curvature
changes lead to the destabilization of the metastable geometry and force the system to
follow an elastic relaxation by abrupt curvature conversion and the closure of the trap
(Fig. 1a) [Razghandi, Turcaud, and Burgert 2014; Guiducci, Dunlop, and Fratzl 2016;
Burgert and Fratzl 2009; Forterre et al. 2005]. Here, triggered by the prey, physiologi-
cally induced water inflow and inflation of the cells trigger the response, yet it is the
elaborated material structure at different length scales that turns this volumetric
change of the cells into the snapping closure of the trap at the macroscale.

Another well-known example of plant actuation is the hydro-responsive move-
ment of pine cone scales. The cone scales are closed in the wet state, and bend and
open up as they dry to reveal their seeds (Fig. 1b). This reversible hydro-responsive
movement is a famous example of how simple passive swelling and shrinkage can be
translated into a movement at the macroscale through an elaborate hierarchical design
from the cell wall structure to the tissue level. Each scale is made up of two layers of
dead cells, each having a different response to water absorption and desorption: the
top layer only slightly swells in width, while the bottom layer swells more along the
scale axis. To compensate for the different responses of the two sides, the scale bends
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Fig. 1: (a) Snapping closure of Venus flytrap leaves (left). When the hair sensors inside the leaves
are triggered by the presence of an insect, biochemically induced water flow and volume change of
the cells at two sides of the leaves lead to change in the curvature of the doubly curved leaves.
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correspondingly upon wetting and drying cycles. The thick dead walls of the cells are a
composite structure consisting of stiff cellulose microfibrils arranged inside a swellable
matrix of macromolecules such as hemicellulose and lignin. During growth, plants can
control the specific arrangement of the ‘hard’ fibrils inside the cell wall, thus ensuring a
level of control in the swelling and shrinking response of the wall to changes in envi-
ronmental humidity conditions even after the cell’s death. In this case, the cellulose
microfibrils in the bottom layer are arranged perpendicular to the cell’s axis, resulting
in the swelling of the dead cells in the longitudinal direction, while a more parallel ori-
entation of the fibers to the cells axis in the upper layer restricts the swelling due to the
mechanical hindering of the non-swelling cellulosic fibers (Fig. 1b) [Razghandi, Tur-
caud, and Burgert 2014; Burgert and Fratzl 2009; Dawson, Vincent, and Rocca 1997].
Here, an elaborate design of the cell wall structure enables a predefined swelling be-
havior that is utilized to build up the ‘right’ architecture and enable the functional re-
sponse at the higher scale, bringing an element of activity into the nonliving material.
The hydro-actuated unfolding of ice plant seed capsules is yet another example
of how a dead tissue can respond to environmental stimuli to realize a functional
movement. In the presence of water, the seed-containing valves of the ice plant seed
capsule undergo an origami-like unfolding to reveal and release the seeds. The so-
phisticated structure and mechanism underlying this hydro-actuated movement can

Fig. 1 (continued)

An interplay between curvature change perpendicular and parallel to the midrib of the leaves
results in a metastable state in which the leaves bypass gradual deformation and go through a
rapid elastic relaxation path, flipping from a concave to a convex shape (right). Adapted by
permission from Springer Nature: [Forterre et al. 2005, p. 422, fig. 1a, p. 423, fig. 3]. (b) Reversible
hydro-responsive opening and closing of pine cone scales (left). Each scale is made up of two
layers. While the top layer with cell with cellulose microfibrils running parallel to the cell wall axis
undergoes minor dimensional changes upon water absorption and desorption, the bottom layer
with cellulose microfibril orientation perpendicular to the cell wall axis undergoes a unidirectional
swelling and shrinkage along the cell and tissue axis. The differential response of the two layers
results in the outward and inward bending of the scales upon drying and wetting cycles (middle).
The schematic representation on the right shows how the arrangement of cellulose fibrils inside
the cell wall matrix can influence the swelling behavior of the cell wall. Re-sketched with
permission of The Royal Society (U.K.), from: [Burgert and Fratzl 2009, p. 1547, fig. 3a,b];
permission conveyed through Copyright Clearance Center, Inc.; from: [Razghandi, Turcaud, and
Burgert 2014, p. 186, fig. 8.9]. © 2014, John Wiley and Sons; and from: [Goswami et al. 2008, p.
536, fig. 5]. © 2008 The Authors of [Goswami et al. 2008]. Journal compilation © 2008 Blackwell
Publishing Ltd. (c) Reversible hydro-actuated unfolding of ice plant seed capsules. The seed
capsules with five seed-containing valves in the dry (closed) and wet (open) state (I). The
hygroscopic muscle responsible for opening the valves consists of a hydro-responsive cellular
tissue attached to an inert backing making up a bilayer structure that flexes upon wetting and
drying cycles (11, IV). The hydro-responsive honeycomb tissue made up of an array of elongated
hexagonal-shaped cells with a highly swellable cellulosic inner layer that undergoes a fourfold
unidirectional expansion and shrinkage upon water absorption and desorption (lll) From: [Guiducci
et al. 2016, fig. 1]. License: CC by 4.0 (https://creativecommons.org/licenses/by/4.0/).
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be seen in Fig. 1c. At the cell level, the lumen of the cells of the tissue responsible for
the actuation is filled with a highly swellable cellulosic inner layer that, when ex-
posed to sufficient hydration, passively swells and induces an inner pressure on the
cell walls. The specific elongated hexagonal shape of the cell walls translates the
pressure generated from the isotropic swelling of the inner layer into an anisotropic
inflation of the cells perpendicular to their longer axis. An array of these cells organized
in a honeycomb pattern generates a hygroscopic tissue that undergoes a unidirectional
expansion or shrinkage in response to wetting and drying cycles respectively. An inert
backing tissue attached to one side of this responsive ‘muscle’ restricts its expansion
and shrinkage and transforms the linear hydro-responsive deformation of the honey-
comb into the bending of the whole ‘bilayer’ structure and the unfolding of the seed-
containing valves [Harrington et al. 2011]. Here, we have yet another hydro-responsive
mechanism based on the differential response of the nonliving material structure to the
environmental trigger at different length scales.

The mechanism behind such plant hydro-actuated movement has inspired ex-
ploration of the design of autonomous systems in which the desired response to a
specific stimulus is embedded at the material level. The abstraction of such princi-
ples into simple models makes it possible to explore alternative architectures with
different response solutions. In the aforementioned cases, for example, the behavior
can be abstracted as follows: a differential response of different parts of the struc-
ture within a system can lead to a compromise between the differently reacting con-
stituents and the consequent novel global behavior of the system as a whole.

In a simple bilayer structure consisting of two layers with different swelling be-
havior, the compromise between an expanding and an inert layer can be tailored
into a variety of different responses of the system as presented in Fig. 2. At a lower
scale, changing the inner structure (e.g., fiber orientation) gives a degree of control
over the response of each of the layers (Fig. 2a left), while, at higher levels, playing
with the geometry of the flat bilayer structure (Fig. 2a right) or different arrange-
ments of the two layers in 2D cross-sectional space (Fig. 2c) provides the means to
control the response of the system as a whole. Moreover, the bending bilayer con-
cept can be implemented at smaller length scales of the hierarchical structure, as in
the case of the autonomously deforming bilayered honeycomb structure shown in
Fig. 2b. Each cell of this honeycomb structure is made up of two walls, each built
based on the bending bilayer concept (inert layer: paper; active layer: spruce veneer)
responding to changes in environmental humidity. As the bilayer walls bend upon wet-
ting and drying cycles, the cells and the overall honeycomb structure undergo a hydro-
actuated unidirectional expansion/contraction.

Such abstractions help to detach from the boundary conditions of the biological
model system and explore other aspects of the response. For instance, with the
right choice of material, the underlying concept of such an autonomously deform-
ing system can be adapted to respond to other stimuli, such as change in tempera-
ture, pH, or magnetic field.
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Fig. 2: (a) Exploring different actuation behaviors in a paper bilayer. The fiber orientation within
each layer and the dimensionless width of the bilayer structure modulates the hydro-actuated
response of the structure. From: [Forterre and Dumais 2011, p. 1716]. Reprinted with permission



Rethinking Active Matter: Current Developments in Active Materials =—— 201

2.2 Reconfigurable Mechanical Metamaterials

As we have seen in the previous section, plants have developed simple autonomous
devices that, owing to their specific microstructures, harvest changes in environ-
mental stimuli to perform a given function. Very similar strategies are shared by a
class of engineering materials called metamaterials.

According to Muamer Kadic, “[Metamaterials] realize extreme or even unheard of
effective material properties that go quantitatively and qualitatively beyond (meta,
Greek) usual material properties of the bulk material they are made of” [Kadic et al.
2013, p. 2]. Due to their regular periodic microstructures with length scales compara-
ble to those of electromagnetic (nm) or acoustic (mm) waves, metamaterials can inter-
act with said waves to create exotic effective material properties, leading to optical
applications, such as invisibility cloaks [Schurig et al. 2006; Zhang et al. 2011] and
‘lossless’ waveguides with suppressed diffraction [Kivijarvi et al. 2016], or to acoustic
applications, such as negative refraction index coatings and sound cloaks [Cummer,
Christensen, and Ala 2016]. More recently, the metamaterial design paradigm has
been leveraged to obtain unusual mechanical properties. For example, origami tech-
niques have been used to structure flat plates into 3D solids whose mechanical prop-
erties can be tailored through the imposed folding pattern. For example, the rigidity
of a Miura-ori crease pattern (Fig. 3a) can be programmed by introducing metastable
‘pop-through’ defects [Silverberg et al. 2014]. Tubular structures have been realized by
sandwiching together two Miura-ori patterned sheets, thus coupling their folding kine-
matics. Further stacking a number of these structures by ‘zipping’ (i.e., by aligning the
tubes’ main axes) or ‘weaving’ (in which tubes are placed perpendicularly) results in
foldable cellular solids with a variety of different mechanical behaviors. These cellular
solids show soft deformation modes that allow them to be flat-folded while at the
same time being rigid, depending on the loading direction [Tachi and Miura 2012;
Filipov, Tachi, and Paulino 2015] (Fig. 3b). These mechanical metamaterials are
not limited to origami techniques and have been based on lattice materials as
well. An example of these is the pentamode lattice material that can screen the

Fig. 2 (continued)

from AAAS. (b) The hydro-responsive bilayered honeycomb structure. The schematic representation
on the left shows the actuation of a cell with cell walls made up of a responsive (blue) and an inert
(gray) layer. The sequential images on the right show a prototypical honeycomb structure buildup
of spruce veneer and paper bilayer cells undergoing a unidirectional expansion upon wetting. With
permission from: [Guiducci et al. 2016, fig. 9]. License: CC by 4.0 (https://creativecommons.org/
licenses/by/4.0/). (c) Various actuation behaviors of structures with different cross-sectional
distributions of responsive (dark) and inert (light) materials. Simulated behaviors from left to right:
bending, minimal deformation, large twist, small twist, and minimal deformation. Reprinted with
permission from: [Turcaud et al. 2011, p. 610, fig. 3].
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Fig. 3: (@) i) The Miura-ori crease pattern divides a sheet into planar facets hinged by alternating
mountain (red) and valley (blue) folds, which join at vertices. ii) Pushing a vertex normally to the
sheet eliminates one fold and bends two facets, locally changing the pattern topology and creating
a pop-through defect (highlighted in red). This defect is spatially localized, metastable, and
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effect of inclusions onto their deformation field and effectively work as mechani-
cal ‘unfeelability’ cloaks [Biickmann et al. 2014] (Fig. 3c).

The remainder of this section presents some recent examples of mechanical
metamaterials that are particularly useful for our scope - that is, they demonstrate
a variety of different behaviors that suggest an interpretation as active multifunc-
tional materials.

The reconfigurable mechanical metamaterials presented here in the article of
Overvelde et al. are inspired by ‘snapology,” a branch of origami invented by Heinz
Strobl in which paper ribbons are assembled into complex geometric extruded poly-
hedra [Overvelde et al. 2016]. In general, these polyhedra can be rigid or flexible de-
pending on whether the facets can rotate about the connecting folding lines. The
constituent unit cell of the first reconfigurable metamaterial presented here is built by
extruding the faces of a cube to obtain a six-arm cross element; in this particular
case, the facets can rotate about the edges as in origami, so that the cross element
can deform into radically different configurations (Fig. 4a, b). At extremal configura-
tions (i.e., when the facets of the cross element come in contact), the cross element
(state 1) transforms into a hexagonal prism composed of three adjacent rhomboidal
channels (state 2), two aligned square channels (state 3), or even a completely flat-
folded configuration (state 4).

When the cross element is patterned according to a face-centered cubic lattice, a
periodic 3D metamaterial is obtained. In its undeformed state, the metamaterial looks
like a 3D network of equispaced square channels aligned with the Cartesian axes. Inter-
estingly, the cube-based metamaterial deforms exactly in the same manner as its constit-
uent unit cell (cross element) so that the reconfigurability and shape-programmability of
the unit cell is preserved in the metamaterials as well. Moreover, when the unit cells
change configuration, the network of channels defined by them is drastically altered,
making it a good candidate for a programmable acoustic waveguide [Babaee et al. 2016].
When the cube-based metamaterial is placed as an acoustic waveguide between an
emitter (speaker) and a receiver, the measured acoustic transmittance reveals that each
different state results in a completely different acoustic behavior: it can allow 1D sound

Fig. 3 (continued)

reversible but influences the overall rigidity of the sheet, thus allowing to program the sheet’s
rigidity. From: [Silverberg et al. 2014, figs. 1a,b and 2a-c]. Reprinted with permission from AAAS.
(b) Flat-foldable cellular structures based on sandwiched Miura-ori patterned sheets in different
stages of deployment. Approximate percentage of extension is shown. i) A bridge structure that
resists out-of-plane loading. ii) A structure that interlocks into a fully conforming shape. iii) A
deployable architectural canopy with high out-of-plane stiffness for transformable building design.
With permission from: [Filipov, Tachi, and Paulino 2015, p. 12325, fig. 6]. (c) A rigid hollow cylinder
embedded in a homogeneous 3D pentamode metamaterial environment (white) is covered by a
compliant pentamode metamaterial shell (red). Any object can be placed inside of the hollow
interior and thereby becomes ‘unfeelable’. Reprinted by permission from Springer Nature:
[Biickmann et al. 2014. fig. 1].
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Fig. 4: (a) Deformation modes of the cross-shaped unit cell are characterized in terms of the central
rhombohedral angles yi, Y2, 3. (b) Extreme values of all admissible y,, y», Y3 combinations identify
special states at which facets come in contact (top row: unit cell; bottom row: metamaterial
obtained from assembling 4 x 4 x 4 unit cells). Physical prototypes obtained by lamination of PET



Rethinking Active Matter: Current Developments in Active Materials =—— 205

propagation along a single straight channel or 2D sound propagation with complex fre-
quency dependence along partially connected parallel channels (respectively, state 3
and state 2 in Fig. 4c, d). Therefore, by simply switching between different mesostruc-
tural configurations, the cube-based metamaterial attains radically different acoustic
properties.

An interesting aspect of this metamaterial mechanics is that the large deforma-
tions bridging between different states (the ‘modes’) have an energy cost that de-
pends only on the rigidity of the hinges between the facets. On the other hand, its
effective mechanical properties depend on the rigidity of the facets and the geome-
try of the metamaterial at a given state. Since the energy required to rotate the facets
about the hinges is in orders of magnitude lower than that needed to deform the
facets, configuration changes can be obtained with little energy, allowing the meta-
material to attain a radically different effective stiffness of the metamaterial as a
whole. To demonstrate this concept, the authors built a physical prototype of the
metamaterial from laser cut polymeric foils and actuated the metamaterial by plac-
ing pressurizing air pockets at the folds between the facets (Fig. 4e). As a result, by
simply increasing the air pressure, the whole metamaterial could be transformed
into one of the aforementioned states. As seen for the acoustic properties, the mea-
sured effective stiffness at each state mirrors the drastic configurational changes
that the metamaterial undergoes (Fig. 4f).

The metamaterial based on extruded cubes has proven to be an interesting exam-
ple of a programmable, multifunctional material, in which the architecture of the mate-
rial — rather than its basic constituents — determines both the reconfigurability and
effective material properties. In order to explore the possible design range of metama-
terials based on extruded polyhedra, Overvelde et al. extended the method presented
earlier to the 28 periodic uniform tessellations of the 3D space, which comprise regular

Fig. 4 (continued)

(polyethylene terephthalate) foils connected by thinner PET ligaments acting as hinges. In all
cases, the metamaterial retrieves the same deformation modes as the unit cell. (c, d) Different
states corresponding to different networks of channels make the extruded cube metamaterial a
programmable acoustic waveguide (arrow indicates exciting acoustic wave): (c) simple 1D channel-
like planar wave propagation corresponding to state 3 of the unit cell (red and blue correspond to
positive and negative pressure half-waves; side areas external to the excited channel are green,
meaning substantial absence of transversal sound propagation). (d) Complex propagation and
interferences between waves due to transversally interconnected channels when the unit cell
assumes state 2. (e) Schematic representation and physical prototype of a pneumatically actuated
unit cell and metamaterial in which reconfiguration can be remotely controlled. (f) The effective
stiffness of the metamaterial strongly depends on different conformational states (normalized
force—displacement curves are shown). Adapted with permission from: [Overvelde et al. 2016, figs.
2a, 3¢,d, 4a,b,d,f, 5c]. License: CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/); and
with permission of AAAS from: [Babaee et al. 2016, figs. 3a,b, 4c]. © The Authors, some rights
reserved; exclusive licensee AAAS. Distributed under a CC BY-NC 4.0 License (http://creativecom
mons.org/licenses/by-nc/4.0/).
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Fig. 5: (a) Design strategy to obtain extruded prismatic metamaterials. Space-filling unit cells
composed by convex polyhedra are first expanded, then face pairs are extruded perpendicularly to
the polygon faces. Choosing the extrusion length such that the expanded unit cell satisfies
periodicity results in well-formed metamaterials in which the polyhedra of the unit cell are connected
by prismatic channels. (b, c) Examples of metamaterials based on different polyhedral unit cells show
different degrees of reconfigurability: (b) with two degrees of freedom (dof), (c) rigid, and (d) with a
single dof. (d) Phase diagram showing that reconfigurability of prismatic metamaterials is
proportional to the average number of unit cell modes (1) and inversely proportional to the average
unit cell connectivity (7). Adapted by permission from Springer Nature: [Overvelde et al. 2017,

figs. 2 and 3].

polyhedra, semiregular polyhedra, and semiregular prisms [Overvelde et al. 2017]
(Fig. 5a). As for the cube, these metamaterials arise from extruding arbitrary pairs of
the polygon faces delimiting the polyhedra of the tessellation unit cell. By enforcing
the extrusion to be perpendicular to the polygon faces and by choosing the extru-
sion length such that the expanded unit cell satisfies periodicity, all space-filling
and periodic assembly of convex polyhedra considered could be transformed into
well-formed metamaterials (called prismatic architected materials; Fig. 5b).

Unlike the cube-based metamaterial, these metamaterials have a number of de-
formation modes or degrees of freedom (dof) that differ from those of the expanded
unit cell. By analyzing the deformation modes of each metamaterial (Fig. 5c), some
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empirical rules could be formulated: (1) the higher the connectivity () of a unit cell
to its neighbors, the lower the reconfigurability; (2) if the constituent unit cell is
rigid (n), then so is the metamaterial (ngor = 0); (3) the number of modes of the
metamaterial is always smaller than or equal to that of the constituent unit cell: n.

In terms of their stiffness, metamaterials with multiple degrees of freedom are
softer and more anisotropic; this is to be expected, since, if a macroscopic deforma-
tion ‘aligns’ with one of the modes, then the stiffness drops to the minimum. Con-
versely, metamaterials with ng.f = O are fairly isotropic and rigid irrespective of the
macroscopic deformation.

Since a major portion of the metamaterials built are rigid (only 13 out of 28 have
Ngof#0), Overvelde explores the design space by extruding only some of the polygo-
nal facet pairs in the periodic unit cell while ‘capping’ with rigid faces the other
pairs. Given the large number of possible face pairs and unit cells to choose from, a
total of 0.6 x 10° different extruded metamaterials were obtained. By capping face
pairs, fewer connections between polyhedra are formed, resulting in a lower aver-
age connectivity of the unit cell; therefore, these extruded prismatic metamaterials
have more DOFs (are more reconfigurable) than their constituent unit cells. More-
over, the deformation modes in most of the cases result in internal rearrangements
rather than macroscopic changes in volume or strain, thus making it possible to
program the properties of the material by changing its internal mesostructure with-
out changing its bulk shape.

Given the large number of different metamaterial designs, the possibility to
shift between different geometric configurations, the strong dependence of their
properties on said configurations, and the essentially scaleless nature of their de-
signs, these metamaterials have huge potential as active multifunctional materials
in a variety of applications, including structural, acoustic, and optical applications.

2.3 Responsive 2D Material Systems

Going to smaller scales, macromolecular sensors can be considered — as with the
two aforementioned cases — as a set of active materials in which an elaborate mate-
rial structure enables the system to undergo a functional transition in response to
specific input. Relevant to this work is a special case of binding activity, namely,
macromolecular activity at the nanoscale. In molecular and macromolecular sys-
tems, interactions between different atoms and molecules which can cause the over-
all systems energy to increase or decrease, enabling transition between various
equilibrium states at the nanoscale.

The equilibrium changes of the atoms and molecules are often accompanied by
the release or gain of energy to or from the environment, which, on the one hand,
can influence chemical and electrical properties of the system and, on the other,
can potentially lead to configurational/geometrical changes at angstrom scale or
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even at the nanoscale, which in turn can influence the physical or chemical behav-
ior of matter at the molecular level.

One typical example of such macromolecular systems is graphene, a single-
atom-thick sheet of covalently bonded carbon atoms with hexagonal arrangement
which can have an equilibrium state in a truly 2D conformation on a flat substrate.

The deformation and rolling of 2D graphene sheets into carbon nanotubes as 1D
nano-objects at equilibrium is a well-known example of how such configurational/
geometrical changes can be induced due to energetically favorable environmental
conditions [Biswas and Lee 2011; Calvaresi et al. 2013]. Such configurational changes
can be elaborated to create responsive material systems, such as in the case of the
pathogen inhibiting behavior of chemically modified graphene oxide sheets.

Graphene oxide (GO), a highly oxidized version of a graphene sheet, can be synthe-
sized within a lateral flake dimension in the range of several micrometers. Thermally
reduced graphene oxide (TRGO) is GO with a reduced number of oxygen-containing
groups attached to its basal plane. The system includes discrete particles of dendritic
polyglycerol (dPG) as a branched type of polymer chain (macromolecule) attached to
the reduced graphene oxide (rGO) 2D surface (Fig. 6). Considering this combination as
a 2D macromolecular system at nanoscales, the dendritic segments (dPG) can be sul-
fated by SO end groups (dPGs) on each branch, which gives it the ability to interact
with the outer membrane of viruses or bacteria (pathogens) [Gholami et al. 2017].

The energy gained by electrostatic interaction between the dPG or dPGs dis-
crete particles on the 2D molecular sheets and the glycoprotein sites present over
the viral envelope is consumed by the 2D sheet to overcome its bending stiffness.
The high number of dPG units on the planar sheet of TRGO provides enough mul-
tisite adherences and further maximizes the number of interactions with the path-
ogen membrane - attachment of the sites at each stage would bend the sheet
slightly and bring the next attachment sites into the vicinity of the membrane and
further increase the efficiency of interactions, gradually entrapping and inhibiting
the viral entities (Figs. 6a, b).

This molecular system is tunable in its size and can be specialized to certain
pathogens. But studies have shown that the bending of the 2D sheets is not always
a straightforward process, and both the density of dPG/dPGs sites and the surface
area of the 2D sheets affect the inhibition efficiency of these nano-sensors. For in-
stance, only 2D sheets with a size close to or smaller than the size of the virus would
be able to interact with it efficiently [Ziem et al. 2017].

Hence, the function of the system as a pathogen inhibitor can be understood,
analyzed, and tuned in regard to all these elements, namely, the type, density, size,
and shape of the branches and their end groups, the pathogen type, the size of the
2D sheet, and so on.

Another example of how 2D materials can function as responsive systems de-
rives from their unique electrical properties. One of the properties of graphene as a
2D material is the unrestricted charge mobility in planar direction that can lead to
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Fig. 6: (a) Representation of the 2D molecular system and dPGs electrostatic interaction as the key
for equilibrium change in the conformation of the functionalized 2D TRGO sheets. © Graphic by the
authors M.F.G./L.G./S.)./K.R. (b) Schematic representation of the TRGO- and dPG-based viral
inhibition molecular system. © Graphic by the authors M.F.G./L.G./S.)./K.R. (c) Scanning force
microscopy (SFM) height image of the functionalized TRGO-dPG sheets with their folds and
wrinkles deposited onto atomically flat mica crystal surface. SFM phase image demonstrating the
locations of the dPG sites with dark circles. (b) and (c) are partly adapted with permission from
[Ziem et al. 2016, figs. 1c, d and 2]. © 2016 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

very high conductivities [Bolotin et al. 2008]. Graphene oxide (GO), on the other
hand, shows more insulating electrical properties due to the presence of the oxy-
gen-containing groups on its planar structure. By reducing the number of oxygen-
containing groups in GO, one can create reduced graphene oxide (rGO) sheets with
chemical and physical properties in between the two.
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Based on the electrical properties and the ease of synthesis of these GO, Robinson
et al. have managed to create electronic circuitry involving single layer rGO sheets
as sensors that are sensitive to the part per billion range simulants of chemical
warfare gases. It was observed that the conductivity of rGO can vary with respect to
the type of analyte adsorbed onto an rGO layer coating a Si wafer [Robinson et al.
2008, pp. 3137-3140]. This emergent conductivity change is indeed due to the struc-
ture of the rGO film and its new equilibrium energy states when an analyte molecule
is adsorbed onto it. The structure of the rGO film is based on the hexagonal carbon
atom arrangements with random presence of small quantities of oxygen-containing
groups. When an analyte is adsorbed onto rGO, the mobility of the electrons within
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Fig. 7: (a) Considering the sensor elements in parallel configuration between A and B potential
difference points. © Graphic by the authors M.F.G./L.G./S.)./K.R. (b) If analyte is not distributed
homogenously over all the sensor elements, disruption of current flow, which is the output signal,
would be insignificant due to current flow redistribution around the analyte affected region.

© Graphic by the authors M.F.G./L.G./S.)./K.R. (c) Scanning force microscopy height image of a few
layers of GO deposited onto a SiO, layer of a Si wafer substrate overlapping each other and being
exposed to certain gas vapors while being connected to a potential difference source. The graph
further demonstrates the variation of the overall conductance with respect to time. Reprinted with
permission from: [Robinson et al. 2008]. © 2008 American Chemical Society.
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the hexagonal carbon structure is disrupted; thus, the conductivity change is a func-
tion of the quantity and type of the analyte adsorbed onto the rGO thin film (Fig. 7).

Furthermore, since the oxygen-containing groups within the carbon aromatic
rings enhance electron movement disruption, the sensor sensitivity can be tuned by
chemically adjusting the rGO reduction state. These properties demonstrate the ca-
pacity of rGO as a macromolecular sensor.

3 Analysis of the Case Studies in Relation to Activity

In what sense can the given examples be considered active? Where can commonali-
ties be observed between the examples?

The main commonality among the examples discussed above is the role of the ma-
terial structure in defining and enabling a function. In all these cases, we have different
material structures at various length scales, enabling a regulated response of the sys-
tem as a whole. These systems can be understood as tailored material architecture that
enables a predefined functional activity due to a differential response of the structural
units (or, in other terms, the building blocks) to the relevant environmental stimuli.
Here, we have a so-called ‘hierarchical’ structure: materials build a certain functional
structure at one length scale, and these structures serve as building blocks to build up
higher functional structures at larger length scales, and so on. In this view of activity,
we propose that the concept of ‘unit’ should be rethought and understood in regard to
function. Whereas the current active matter discourse takes units as merely similar,
discrete, and autonomous physical particles, we argue here that the ‘units’ within the
active system are a set of material structures described and defined by their specific
functional role within the function of the system as a whole.

In relation to this different conception of units, one can also question the dis-
tinction between internal and external sources of energy, which has been taken as a
crucial point in the active matter discourse. The defining characteristic of active
matter is that particles convert chemical energy into active movement at the micro-
scopic scale (i.e., at the level of the single particle/unit) — thus, energy is used ‘inter-
nally.” This is different from other emergent collective behaviors, such as the
Rayleigh-Bénard instability (in which convection cells emerge as a new dynamic
equilibrium of all equal, passive fluid molecules due to external heating) or tur-
bulence (in forced flowing fluids at large Reynolds numbers). In these dissipative
structures, energy is provided externally from the environment to the system. In
the examples discussed here, however, by taking this functional understanding of
units into account, the boundaries of the system start to be less clear in regard to the
source of the energy and where it is processed. It is only in its interrelation with the
environment that the activity of the system can be understood, thus making the issue
of external/internal source of energy less relevant.
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In summary, the material properties and structure of each functional unit and
their interrelation within one scale and through the hierarchy of the system, on the
one hand, and the interaction of these different levels of the architecture with the
environment, on the other, define the functional activity.

Take, for example, the activity discussed in the plant hydro-actuated movement.
The rationale behind these environment-sensitive actuation systems is to make the
control and regulation of the response to a certain stimulus as passive as possible,
reducing the reliance of the system on the active expenditure of energy and on central
processing and regulation by embedding and distributing the mechanisms of this reg-
ulated response at the material level and through different scales. So, ‘active’ in these
cases can be understood as reactive: a structure at equilibrium carrying the potential
to respond to a specific change in the environment and undergo a structural change
to fulfil a certain function. Such active systems (natural or synthetic) require less cen-
tral regulation of the desired response, thus externalizing different aspects of the re-
sponsiveness and embedding them in the material structure and the environmental
conditions themselves. In the case of the ice plant or pine cone, for example, we have
plant material that is so to speak ‘dead’ and active. Responsiveness, in this sense, can
be rethought as a concept that we would like to term ‘sense-action’ in order to empha-
size that different aspects of acquiring new relevant information, processing of it and
regulation of a relevant response are indeed one inseparable activity integrated
within a material system.

Moreover, taking the proposed understanding of unit in relation to the func-
tional roles, one can discuss the activity from different perspectives and at different
length scales. By zooming in on interactions at the molecular level, for instance,
one can take different macromolecules as units of the system with different affinity
to water; by looking at the aspect of the geometrical arrangement of differentially
swelling elements, one can describe the activity of the system by the orientation of
the non-swelling units (cellulose fibers) within the swellable matrix; by considering
the geometrical features of the plant cell and their arrangement, one can talk about
cells as units, or, in the case of the bending bilayer, one can discuss the arrange-
ment of the differentially responding layers as the units of the system. Here again,
boundaries start to blur. Although it is easy to see water as an external trigger ab-
sorbed from the external environment into the cell walls and fueling the activity,
the enthalpic/entropic energetic gain responsible for the actuation is realized within
the molecules interacting inside the system, making such internal/external distinc-
tions misleading. It is even harder to draw such sharp categorical divisions in the
case of the Venus flytrap, where we have, in addition, the living agency playing a
role in one stage of the actuation. Although the change in water potential inside the
cell and the consequent water inlet and inflation of the cells is a biologically regu-
lated act triggered by the presence of an insect on the leaves, the snapping closure
as the final functional activity is a direct consequence of a passive energy release
from the structural instability regulated by the specific geometry of the leaf.
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Similar to the plant actuation system discussed above, in reconfigurable pris-
matic metamaterials, chemical variety is replaced by structural complexity; a careful
design of their mesostructure provides a huge design space for achieving various
properties (rigid or soft, with few or many deformation modes, propagating sound in
1D or 2D, and so on). Here as well, the concept of unit cells and their rules of interac-
tion play a central role. Slight differences in the geometric design of the folding lines
hinging together the facets result in dramatically different properties and behaviors
at the macroscopic scale. In addition, one can consider that these material structures
have the intrinsic potential of becoming autonomous by integrating a responsive
phase into their unit cells. For example, instead of actuating the hinges between the
facets through an external pneumatic source (as in the extruded cube metamaterial),
one could design the hinges as layered structures that would autonomously fold in
response to an external stimulus (as with the responsive bending bilayers described
in the plant hydro-actuated systems) — in the latter case, the metamaterial would
show an active, albeit simple, behavior (reactivity to a stimulus). It therefore seems of
little relevance whether such reconfiguration happens autonomously (in response to
an environmental stimulus) or not (e.g., when controlled externally by the pneumatic
actuator). So, here again, we would emphasize that defining activity based on how
and where the energy is processed in the system is limiting, in the sense that it
ignores the aforementioned fuzzy boundaries of the structure and their functions.

One can also refer the activity of the responsive macromolecular systems to the
commonalities discussed above. The notion of activity at the nanoscale and macro-
molecular level is not a new concept and has notable examples in many chemical
[Weber et al. 2015; Lee et al. 2014; Liese et al. 2017] and biological processes [Reich
et al. 2004; Bélteky et al. 2019], as well as in dealing with catalysis [Smith 2002; Har-
idas, Gupta, and Sreenivas 2008; Bentley, Kang, and Unwin 2019; Parajuli et al.
2007], enzymatic activity [Liese et al. 2017; Cha et al. 2015], DNA translations [Kul-
karni et al. 2019; Li et al. 2019; Shao et al. 2020], and so on. However, during the last
two or three decades, access to the tools and knowledge of designing macromole-
cules from their building blocks has allowed researchers to design structures that
use such energetical equilibrium changes to fulfil specific functions. In the case of
the pathogen inhibiting behavior of the chemically modified graphene oxide sheets,
the equilibrium changes from the open 2D sheets to folded conformation around the
interacting pathogen is perceived as the activity of the system. At the molecular
level, for example, the reactive end groups of the dendritic branches attached to the
graphene sheet can be considered as units defining the interaction with specific
pathogens. At a macromolecular level, the density of such dendritic dPG/dPGs fu-
nctional sites can also influence the overall function; hence, each branch can be
considered as a higher scale unit, whereas at the full scale, the overall lateral size of
the TRGO sheet affects the efficiency of interactions with pathogens. Here again,
it is the interrelation of such ‘hierarchical’ material structure with the pathogens
and the surrounding buffer solution (playing the role of biologically relevant
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environment) that brings about the activity of the system. In the case of the macro-
molecular chemical sensor, the unit of activity can be discussed in regard to all and
any of the involved elements of the system. At the atomic scale, the carbon—carbon
bonds and oxygen—carbon bonds within the 2D rGO sheet can be defined as the
functional units, since their different interaction with the analyte molecules allows
for a change in conductivity. Although the absorption of the discrete analyte particles
onto the rGO thin film would change the energetically equilibrated original system,
as long as the external force of potential difference is not present, the detection of the
energy equilibrium transfer is not possible. What this means within our context is
that, here again, such classification based on the internal or external energy source is
not a criterion for perceiving the 2D rGO thin film as an active material.

In all these examples, one can go beyond a simple reversible transition between
two states and realize a more elaborate system with a degree of control over the
modulation of a feedback loop and the self-regulation of the response. For instance,
combining the class of reconfigurable prismatic metamaterials presented here with
an already large body of research on stimuli responsive materials and synthetic ho-
meostatic chemical systems could lead to scale-free designs of multifunctional and
adaptive materials with programmable behavior. Just to give an impression, one
can suppose the metamaterial’s hinges to be composed of temperature-sensitive
phases; if a decrease in temperature induces a forward reconfiguration of the sys-
tem that enhances its exposure to a heat source, then the temperature of the meta-
material will increase, in turn inducing a backward reconfiguration to the initial
state. Realizing a feedback loop in this way enables the system to self-regulate,
which can be considered as a higher level of autonomy. Such self-regulating pro-
cesses are well known in homeostatic biological systems and even in synthetic
chemo-mechanical systems based on oscillatory reactions [Prigogine and Stengers
1984, pp. 146-148; Maeda et al. 2007; Horvath et al. 2011]. Successful attempts to
integrate these processes into programmable and autonomous homeostatic devices
have been realized, although only at the micrometer scale and with simple geomet-
rical constructions [He et al. 2012]. This could bring new design paradigms for active
materials beyond the scope of the examples discussed in this article.

4 Taking a Stance: A Case for Active Materials

The objective of our chapter was to critically rethink the current active matter con-
cept by examining the research objects introduced above. What unites the activity
of the aforementioned examples within the actuation systems in plants, reconfigur-
able metamaterials, and macromolecular sensors is that it is their specific material
structures that enable a regulated transition from one functional equilibrium state
to another. If a system is capable of responding to certain conditions and actively
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changes its state to fulfil a specific function merely due to the design of its material

structure, we argue, it deserves to be considered as an active material.

The emphasis on the changes in the state of the system recalls the familiar notion
of phase transition, which refers to the rearrangement of the atomic packing due to
an external condition (temperature, pressure, etc.) and the consequent abrupt change
in material properties. In our context, however, these ‘active materials’ undergo
changes in the material structure at various length scales. This is different from the
application of the term in the thermodynamic sense, and closer to the so-called phase
transformations of cellular materials, which are essentially changes in the geometry
of the unit cell from one stable configuration (i.e., convex cell shape) to another sta-
ble or metastable configuration (reentrant cell shape) without any change in the un-
derlying cellular structure topology [Restrepo, Mankame, and Zavattieri 2015].

This brings us back to our starting point in the introduction. Regardless of ter-
minology (‘phase transformation of cellular solids,’ ‘passive actuation in plants,’ or
‘reconfigurable metamaterials,’ etc. [Restrepo, Mankame, and Zavattieri 2015; Bur-
gert and Fratzl 2009; Bertoldi et al. 2017]), there is an ongoing body of research that
converges on the notion of an activity of a system that is based on changes in the
material structure, which is where this category of active materials as we define it
becomes relevant.

With the analysis of the examples from the previous section in mind, we can
now define general aspects and conditions of these active material systems:

— Multi-scale structures as a continuous physical material architecture. Active mate-
rials possess a ‘hierarchical’ structure, where physical units are continuously
connected together.

— Units defined by a functional role. These physical units are material structures
defined by their specific functional role within the function of the system as a
whole.

— Interrelation with the environment. Environment is an integral part of the activity
of the system. The boundaries of the system and where the energy is coming
from and processed are defined through the interrelation and functional role of
the units and environment.

Based on these criteria, we can now compare our proposed definition of ‘active
materials’ with that of ‘active matter’ and within a broader context of activity in
general.

The systems Menon refers to in his definition of active matter are, as he describes
them, “either in the continuum or naturally decomposable into discrete units” [Menon
2010, p. 2]. However, the examples that he introduces are of interest as discrete sys-
tems. Bacterial suspensions, the marching behavior of ants, or fish schools, for in-
stance, are all discrete systems whose elements on the micro-level are self-propelled
and are the driving forces for patterns, movements, and organizations on the macro-
level. This seems to be valid for the big bulk of active matter examples. If researchers
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employ hydrodynamic descriptions [Toner and Tu 1995], they only theoretically suggest
a continuous perception of these discrete systems in order to find a mechanical descrip-
tion for the discrete self-propelled elements. The same applies to thermodynamic de-
scriptions, which also superimpose a continuous understanding of the system, even
though the material or system itself suggests clearly definable, self-evident elements,
such as fish, birds, bacteria, bees, microtubules, cells, copper particles, or iron atoms.

In the case of the examples discussed above, however, the system itself is con-
tinuous on its material level. Different functional structures at different scales are in
a functional interrelation with each other in the same smaller or larger scale of the
system in a continuous sense. Such interrelations throughout the architecture are a
crucial aspect of the system that enables the functional activity. This structural ‘in-
terwovenness’ sometimes blurs the boundaries between what is taken as the func-
tional units at different scales. Even though, as an analytical strategy, it might
make sense to describe and define specific units, these units are, eventually, de-
fined by a boundary that we impose on it — according to the functional role of that
part in its interrelation with other structures and the activity of the functioning
whole. Consequently, this interrelation extends further, blurring the sharp distinc-
tion between the system and its relevant environment. This challenges the classical
discourse that emphasizes the internal source of energy of the individual units as a
distinguishing feature of active matter systems [Menon 2010; Needleman and Dogic
201