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DEMOCRACY AND FAKE NEWS

This book explores the challenges that disinformation, fake news, and post-truth
politics pose to democracy from a multidisciplinary perspective. The authors
analyse and interpret how the use of technology and social media as well as
the emergence of new political narratives has been progressively changing the
information landscape, undermining some of the pillars of democracy.

The volume sheds light on some topical questions connected to fake news,
thereby contributing to a fuller understanding of its impact on democracy. In the
Introduction, the editors offer some orientating definitions of post-truth politics,
building a theoretical framework where various different aspects of fake news
can be understood. The book is then divided into three parts: Part I helps to
contextualise the phenomena investigated, offering definitions and discussing key
concepts as well as aspects linked to the manipulation of information systems,
especially considering its reverberation on democracy. Part II considers the
phenomena of disinformation, fake news, and post-truth politics in the context of
Russia, which emerges as a laboratory where the phases of creation and diftusion
of fake news can be broken down and analysed; consequently, Part IT also reflects
on the ways to counteract disinformation and fake news. Part III moves from case
studies in Western and Central Europe to reflect on the methodological difticulty
of investigating disinformation, as well as tackling the very delicate question of
detection, combat, and prevention of fake news.

This book will be of great interest to students and scholars of political science,
law, political philosophy, journalism, media studies, and computer science, since it
provides a multidisciplinary approach to the analysis of post-truth politics.
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PREFACE

What is the cost of lies? It’s not that we’ll mistake them for the truth. The real dan-
ger is that if we hear enough lies, then we no longer recognize the truth at all. What
can we do then? What else is left but to abandon even the hope of truth and content
ourselves instead with stories?

The words of Valery Legasov, as pronounced in the HBO Chernobyl miniseries of
2019, pertectly reflect the disorientation produced by misinformation and by an
intense flow of fake news that aftects politics as well as everyone else’s everyday
lives. While there i1s a more or less conscious acknowledgement that we are living
in an epoch of post-truth politics, where everything can be true and false at the
same time, the academic debate on the mechanisms and eftects of this politics is
still in its nascent phase, mainly because any comprehensive analysis on the phe-
nomenon would require a solid expertise in ditferent areas such as media studies,
security studies, public opinion analysis, contemporary history, political communi-
cation, semiotics, ethics, informatics, and Al.

This edited volume tackles this research gap by oftering a multidisciplinary
perspective with the purpose of touching upon (at least some of) the challenges
that the manipulation of information poses to democracy. The idea of this book
emerged during the international conference “Information at a time of fake news,
disinformation and post-truth politics” organised by the research group Res/East
of the Sant’ Anna School of Advanced Studies, Pisa. The conference, which hap-
pened in Pisa on the 6 and 7 of May of 2019, took place thanks to the fund-
ing of the Jean Monnet Activities Programme, “EU-Russia, Connecting People
and Ideas: Revolution, Post-Soviet Space, Information”. The presentations and
debates tocussed on the topic of manipulation of information from an interdisci-
plinary perspective, with special attention to the post-Soviet space.



xiv Preface

The book has delved deeper into some of the more salient aspects related to the
manipulation of information that emerged during the conference. Other contribu-
tions were later included, in order to further explore some aspects of the phenom-
enon and to cover issues which were not considered in the first place but emerged
as relevant during the conference and the framing of the book.

We would like to thank all the scholars and students who took part in the Jean
Monnet Activities Programme — among them, special thanks goes to Luigi Cino,
for his valuable support in organising the scientific events carried out in Pisa. Our
gratitude goes to the contributors to this volume, whose expertise, responsiveness,
and swift delivery of work made the project possible. We feel indebted to the three
anonymous reviewers who provided constructive feedback on the proposal and
helped authors and editors to improve the quality of this book. Finally, we would
like to thank Emily Ross and Hannah Rich from Routledge for having encour-
aged and supported this plan from the very beginning.

We gratefully acknowledge the financial support of the European Commission
for the realisation of this project.

With the support of the
Erasmus+ Programme
of the European Union

Serena Giusti and Elisa Piras

Florence, June 2020



INTRODUCTION

In search of paradigms: Disinformation,
fake news, and post-truth politics

Serena Giusti and Elisa Piras

This book aims to contribute to the debate on how the manipulation of infor-
mation, under different guises, can deteriorate the status of democracy. The title
conveys the ambition and scope of our volume, which seeks to examine and
problematise the diftusion of practices of information manipulation thanks to the
opportunities provided by the newest technological tools used for communication
and information purposes. Although manipulating information can serve difter-
ent goals, the authors who contributed to this volume focussed on its political
implications and especially on the consequences that the diffusion of manipulated
information can have on the quality of democracy.

In his 1922 essay Public Opinion, after a thorough investigation of the nexus
between information and democratic decision-making, Walter Lippmann claimed
that the quality of news revealed the strengths and weaknesses of a democratic soci-
ety. Disguising the truth and manipulating information were means used by a few
economic and/or political actors willing to substitute their particular interests to
the public interest in order to obtain some advantages (Lippmann 1997: 364-365).
Lippmann’s pioneering intuition proves especially inspiring for current researches
on the troubling relationship between information and democratic politics, not
only in mature democracies, but also in those countries experiencing lengthy and
stormy transitions from authoritarian rule. Moreover, the last century has pro-
vided abundant evidence of the strategic importance of the production and spread
of information for the conduct of international affairs, facilitating or complicat-
ing cooperation among governments. Very recently, the global health emergency
caused by the diffusion of Covid-19 has dramatically shown the importance as well
as the difficulty of grounding policy-making on objective (i.e. unbiased) and reli-
able (i.e. verifiable, scientifically valid) information.

As we will show in our Introduction, the manipulation of information has a long
history; however, the speed and extensiveness of the phenomenon has considerably
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increased during the last two decades, thanks to the massive and continuous con-
sumption of news that smartphones allow to large numbers of citizens of developed
and developing countries. Social media platforms, which are a particularly fertile
breeding ground for amplifying any message, proved to be particularly eftective
means for detecting, targeting, and mobilising high numbers of individuals who
would form their opinions on any piece of news which might serve to confirm
and reinforce their preconceived ideas. The consequence is the viral diffusion of
a plethora of mystified information products. Some of them — namely news pro-
paganda, conspiracy theories, opinion pieces, pseudo-satire, etc. — are already part
of the historical heritage of information manipulation, while others — such as hate
speech, fake news, and deepfakes — constitute relatively new phenomena whose
relationship to democratic practices and values 1s still unclear.

Each chapter of this book contributes to shed light on a specific aspect of the
information-democracy nexus, from its author(s)” situated point of view. The first
part of the Introduction will briefly present and discuss the main concepts that
will ground the analyses and reflections presented in the chapters — namely dis-
information, fake news, and post-truth politics — outlining the main attempts at
contrasting the different phenomena included under the umbrella term of infor-
mation manipulation. In the last part, the Introduction provides the readers with
an analytical compass and a chapters’ breakdown, the aim of which is to guide the
readers throughout the book.

Disinformation

Until recently, the term most commonly used in political discourse to identify
issues concerning the manipulation of information was disinformation, from the
Russian word dezinformatsiya, deriving from the title of a KGB black propaganda
department responsible for producing false information with the intention of
deceiving public opinion. Disinformation is a relatively recent practice in com-
parison to ‘propaganda’, which originated in the 1600s and generally connotes
the selective use of information aimed at producing some desired political eftects
(NED 2017). Propaganda seeks to manipulate or influence the opinion of groups
to support a particular cause or belief; it often promotes the benefits and virtues
of one idea or group, while simultaneously distorting the truth or suppressing the
counter-argument (as it happened, for instance, in Nazi Germany).

While disinformation is to be intended as the product of the construction of
a purposeful untruth, misinformation indicates an incomplete, vague, misleading,
or ambiguous piece of information. Disinformation “can be composed of mostly
true facts, stripped of context or blended with falsehoods to support the intended
message, and is always part of a larger plan or agenda” (NED 2017). Disinforma-
tion, a term which had been neglected for a while by IR (International Reelations)
and security studies, has recently known a revival, especially within the European
Union (EU) (la Cour 2020; Chesney and Citron 2019; Lanoszka 2019). Drawing
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on the ‘Action Plan against Disinformation’ issued in 2018,! several actions and
programmes — including significant research funding — have been launched to
detect and contrast disinformation on a variety of politically sensitive issues, such
as Brexit, migration management, food safety, and health emergency management.
For instance, the latest report published by the European External Action Ser-
vice (EEAS) on disinformation activities related to the Covid-19 pandemic reveals
many troubling facts, such as the significant number of coordinated disinformation
campaigns by the Russian and Chinese governments to spread false health informa-
tion in and around Europe, and conspiracy theories and claims that only authori-
tarian political systems — not democracies — are best suited to deal with the current
crisis (European Commission 2020). The EU High Representative for Foreign
Affairs and Security Policy Josep Borrell has thus made clear that “intentional and
coordinated disinformation campaigns should be treated as a hybrid threat to Euro-
pean and global security” (Borrell 2020).

Fake news

In the preceding section, misinformation has been defined as an incomplete, vague,
misleading, or ambiguous piece of information. Accordingly, fake news could be
understood as an advanced and technological version of misinformation, since with
this term we mean pieces of intentionally manipulated information which appear
on the Internet and in social media especially. At first, the diffusion of fake news
was connected to political life at its most sensitive moments, such as elections and
international crises; afterwards, the use of fake news rapidly expanded to concern
every aspect of politics and life. The term ‘fake news’ was, for instance, used by
both candidates to the US presidency in the 2016 elections. On 8 December 2016,
Democratic candidate Hillary Clinton made a speech in which she referred to “the
epidemic of malicious fake news and false propaganda that flooded social media
over the past year,” and stressed that “It’s now clear that so-called fake news can
have real-world consequences” (Wendling 2018). President Donald Trump, the
Republican candidate, even gave out ‘Fake News Awards’ to reporters who had
made mistakes or unfortunate predictions — “with a special nod to all reporting on
the ongoing and very real investigations into collusion between the Trump cam-
paign and Russia” (ibid.).

Whereas the construction of a false, alternative, or altered reality and its dif-
fusion through media and/or word of mouth — which depends on the contested
nature of knowledge — is not a new phenomenon in politics, what is new is the
massive worldwide use of digital communication systems and the extremely exten-
sive reach of social media (see Corner 2017; Fuller 2018), which can spread news
at a whirling pace, turning any message potentially ‘viral’. Social media platforms
and instant messaging apps have proven to be extraordinary amplifiers for fake
news and have therefore acquired a strategic political role far beyond their initial
function as platforms for recreation and socialisation. They are, indeed, powerful
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political weapons. The combination of fake news and social media is particularly
fit for producing subliminal eftects that can reach the deepest and most emotional
strata of people’s minds, with higher chances of persistence and persuasion com-
pared to disinformation spread through other means.

Fake news can circulate in either a discrete or continuous way. In the first case,
its appearance is inconsistent, even sporadic, while in the second, it may create a
cluster or snowball eftect. It can be diffused through many channels at the same
time or in sequence, with different dosages of information manipulation. This
bombardment of manipulated information generates a sort of ‘nebulous phenom-
enon’, capturing a potentially vast audience that can be a target to various waves of
fake news attacks. When a flow of fake news reaches its target concomitantly, there
is only a short time in which the recipients can stop to elaborate and discern the
nature of the information they have been flooded with. This means that recipients,
besides awareness, might also lack time and attention to rightly detect what has
been transmitted.

The disruptive force of fake news has been widely recognised and already his-
toricised. It is quite telling that two anti-Brexit fake banknotes claiming to be from
the “Bank of Brexit lies” and declaring themselves to be “for the privileged few”
have been deemed of such historical value they have been added to the collection
of the British Museum (BM).? Tom Hockenhull, the museum’s curator of modern
money, said the notes belonged to its collection because “we capture history. By
displaying fake banknotes, the British Museum recognises the relevance of the fake
as testimony and protagonist of current politics” (Addley 2019). The BM’s deci-
ston follows its previous acquisition of a Banksy artwork that depicts an equally
fake banknote, designed in 2004 and displaying an image of Princess Diana. If even
museums have transformed the falsification of reality and the diftusion of fake news
into something to be exhibited, this means that the phenomenon is ubiquitous,
powerful, and routinised.

In politics, fake news is already so widespread to be acknowledged (although
not publicly recommended) among the available tools for the politicians willing
to obtain consensus and to seek power within the domestic, as well as the interna-
tional, political arena. The deployment of fake news may help the rise of a certain
faction/party or leader, while causing the decay or the defeat of its political adver-
saries/enemies. Those who manipulate information and diffuse it might remain
unknown, and the absence of a single responsible person or group of people ren-
ders the faking activity less biased and condemnable; moreover, it discourages pos-
sible reactions because of the lack of a clear target. The difficulty to neatly identify
responsibility in such instances therefore makes the use of fake news an extremely
powerful instrument of political influence and meddling.

In their public statements, politicians in power generally tend to condemn fake
news and the unfair and illicit gain in terms of consensus that it produces. How-
ever, the fact that people are so accustomed to fake news seems to allow both
authoritarian and democratic leaders to deploy it quite often (Farhall et al. 2019;



Introduction: In search of paradigms 5

Egelhofer and Lecheler 2019) in order to pursue their political goals: inter alia, to
delegitimise troublesome journalists and media, to discredit political opponents
or leaders of foreign states — as in the case of the Covid-19 crisis which will be
mentioned later in this introduction — or even to contribute to the justification of
especially grave decisions, such as the one taken by the US and the UK to invade
Iraq on the basis of the alleged presence of weapons of mass destruction (later
revealed to be unproven).

Post-truth politics

In order to portray the complex contemporary relationship in which reality, false-
hood, and power interact and mix in the world of media and social networks,
many scholars, commentators, and politicians employ the expression ‘post-truth
politics” (Hannan 2018; Mclntyre 2018; Corer 2017; Hopkin and Rosamond
2017; Rose 2017). This expression indicates a political phase in which people are
inclined to accept arguments based on their consonance to their own emotions
and beliefs rather than based on facts, and consequently important political deci-
sions such as a vote in political elections or in a referendum are more related to
emotional or ‘ideological’ impulses and superficial impressions rather than to the
rational selection based on policy evaluations and economic considerations. The
weakening of the relevance of rational reasoning opens up to the easy installation
of counterfeit information. In this perspective, a lie is not necessarily something
that is opposed to truth,; it is rather a derivate of a distorted version of it, so that the
boundaries between truth and lies are blurred.

As Bufacchi (2020) explains, “While a lie subverts a specific truth, post-truth
tries to subvert truth itself” and the “prefix ‘post” in post-truth refers to the claim
that a specified idea has become redundant and therefore can safely be discarded.
Post-truth is the belief that truth is no longer essential, that truth has become obso-
lete.” Fake news does not necessarily negate facts or what can be defined as truth,
but rather suggests misleading interpretations or invents facts that do not exist but
are nonetheless plausible or close to what the public could expect. Fake news can
be anticipated by the spread of some information/soft fakes (closer to misinforma-
tion) in order to prepare the terrain for the fake news to be credible and able to
produce long-lasting effects; a sort of “political astroturfing” (Keller et al. 2020).

As we have underlined, the rise of post-truth politics has been propitiated by
the sheer ease of creating and diffusing fake news. Besides technological facilities,
systemic changes that may have favoured post-truth politics have also occurred.
The disappearance of well-established comprehensive and coherent worldviews or
ideologies concomitant to the end of the Cold War has brought a period of fluidity
and diftusion of power that has bolstered the emergence of new actors, both formal
and informal. World politics has become more and more hectic and unpredict-
able. At the same time, flows of refugees, global movements, virtual groups, and
networks have all contributed to moulding a de-territorialised form of citizenship,
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while states have progressively lost control over money flows, investments, infor-
mation, security, and even warfare, which is becoming more and more hybrid.

During the last part of the 20th century, the progressive erosion of sovereignty
seemed to be a prelude to the end of the traditional state, opening to a neo-
medieval phase in politics marked by fragmentation of power, with many difterent
legacies (Bull 1977). Instead, the 2008 financial and economic crisis, which caused
the deterioration of the standard of living, therefore accentuating a sense of precari-
ousness, has allowed a reinforcement of states, which have mostly intervened in the
economy to remedy the negative effects of the crisis. States have, however, became
the cradle of divisive politics: populist discourses and policies, the delegitimisa-
tion of competence, hate and resentment politics, the demonisation/enemisation
of political adversaries, the personalisation and spectacularisation of politics, and
processes of securitisation have now become common traits in both democratic
and autocratic regimes (Polyakova and Meserole 2019). In order to master all these
techniques of divisive politics, access to information as well as multi-media com-
munication skills are crucial. Thus, we suspect that if the political conflict raises,
we may see an intensification of the recurrence to the practice of fake news as a
political weapon. In principle, easy access to data and information can contribute
to vitalising the public sphere and encouraging citizens’ participation in public
decision-making, introducing new voices to the public debate and mobilising new
actors willing to find alternative paths for political participation (see, for instance,
the early stage of the so-called Arab Springs), but it can also be exploited to toxify
the political and social sphere. Citizens would then become partisan of one side
against another, or rather abandon any kind of civil and political engagement.

We are also witnessing an increasing use of information manipulation and spread
of fake news by external actors in order to interfere, especially in the occasion of
important political elections or referenda, in third countries’ politics, emptying the
concept of borders and eroding the principle of state sovereignty as a result. This
is not simply about invalidating what should be a free and fair electoral competi-
tion but also the independency and security of states with serious implications for
inter-state relations. When fake news is diftused by one country against another
one, especially if the diftuser and amplifier is a high-ranking politician — such as
President Trump, the Brazilian President Jair Bolsonaro, or the foreign Minister
of China, Wang Y1 — then the perceived distance between truth and untruth dra-
matically contracts, with serious risks of tensions and conflicts among the countries
involved.?

There is also another sensitive point to consider: in some countries (e.g. India,
Nigeria, Brazil), fake news has circulated prevalently through WhatsApp, the
most popular messaging app in Africa, Latin America, and many Asian countries
(with 1.6 billion active users monthly, in 180 countries), which is mainly used
to share information with family and friends (Chinchilla 2019). Unlike other
platforms such as Facebook, whose content can be monitored, encrypted peer-
to-peer messaging platforms, for example WhatsApp, Messenger, Telegram, and
Signal, escape any kind of formal control. While it is important to protect users’
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privacy, this easily enables criminal activity and the cynical spread of falsehoods
and mass manipulation (ibid.).

We need also to pay attention to crises, because they produce both information
voids and high demand of information. This combination further stimulates the
construction of fake news and its dissemination, as the experience of Covid-19
pandemic demonstrates. World Health Organization (WHO) officials themselves
introduced, for instance, the term ‘infodemic’ to describe the flood of information
circulating online about the virus. People might find it difficult to discern which
information sources are trustworthy, especially when scientists are also provid-
ing different explanations and solutions. Moreover, while on complex specialistic
issues such as pandemics the production of precise and detailed information can be
expensive and time-consuming, fake news can cheaply and quickly fill the gap and
satisfy the public’s demand for information, at least for a wide target. Theretore,
the Covid-19 pandemic has, in a way, reinforced the idea that there is no certitude,
even when scientists are charged with tackling a sanitary emergency.

The delicate link between science itself and politics has blatantly surfaced;
although the former is still considered as a reliable source of information, its trust-
worthiness is questioned by a variety of truthers and conspiracists. Presumably,
accurate scientific information can be the ground for taking tough but legitimate
political decisions that restrict citizens’ freedom. But to what extent can science
declare a state of emergency and justify the adoption of extraordinary measures?
Furthermore, on the basis of the same scientific studies, different governments
have adopted difterent measures for the containment of the virus. Such a diversity
might be the outcome of different political decisions, despite the common ground
on which they are based, but also of a manipulation of scientific information for
political purposes. The latter approach clearly poses threats to democracy.

Another challenge linked to the diftusion of fake news is that of ‘social justice’:
while almost anyone with access to technologies and social media can forge fake
news (although her/his social status and know-how can atfect the reach and impact
of the fake news’ spread), the activity of recognising and interpreting fake news
requires knowledge, expertise, and the capacity to use technological instruments.
Therefore, there is a clear imbalance between the accession and detection phase,
producing a situation of inequality. The risk here is that a weaker and less prepared
part of the public might easily fall in the hands of professional fakers: a serious
threat for any democracy. The advent of technology and social media has weak-
ened traditional media gatekeepers, changed incentives for content providers, and
promoted the rise of unprofessional and/or unscrupulous outlets capable of draw-
ing large audiences at a low cost. The modification of the rhythms and language of
information experts (Carlson 2018; Waisbord 2018) has accelerated the production
of information, which impinges on people’s emotional sphere, and people do tend
to rely on debunked falsehoods when these portray their own view (Nyhan and
Reifler 2010; Lewandowsky et al. 2012). So, even after fakes are denounced as
such, they have already produced eftects at a subconscious level that tend to persist,
despite their possible disproval.
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Finally, we have to be careful about the use of fakes as a scapegoat for events
which are actually determined by other factors. To put it more simply: 1s it real-
istic to assert that President Trump was elected thanks to the Russians (through
hacking and leaking operations targeted at the Democratic Party, personal attacks
on Democratic candidate Hillary Clinton, cyberattacks on voter databases),” or is
it plausible to claim that the Russians have helped the pro-Leave faction prevail
in the Brexit referendum (anti-immigrant and pro-Brexit messages spread, nar-
ratives presumably spread by Russian bots and accounts)?® Even if these actions
were to be proved, the question is to what extent this kind of external interfer-
ence can be deemed responsible for phenomena caused by a multitude of other
factors. In other words, while not underestimating the political impact of the
use of the technological tools available, we should avoid falling into the trap of
oversimplified explanations of complex political events. To assess the impact of
information manipulation, therefore, we need a perspective that can account
for the complexity of politics. It is also very difficult to establish a correlation
between the surge of fake news and the consequent change of the recipients’
political behaviour. The possible impact of fake news on actual electoral out-
comes remains a highly contested issue, while it seems clear that electoral behav-
iour still depends primarily on socio-economic factors or people’s positioning
within social systems. In one of the first academic studies about the consumption
of fake news, researchers at Princeton, Dartmouth and the University of Exeter
estimated that about 25% of Americans visited a fake news website in a six-week
period around the time of the 2016 US election; nevertheless, the researchers
also found that the visits were highly concentrated — 10% of readers made 60% of
the visits. Crucially, the researchers concluded that “fake news does not crowd
out hard news consumption” (Guess, Nyhan and Reifler 2018). Further research
in this field would be very valuable indeed.

Contrasting fake news

The debate on how to react to the omnipresence of fake news is lively, and
solutions are very diversified. They range from legislating news media, to tweak-
ing algorithms and moderating content, to adopting ‘softer’ approaches such as
fact-checking, debunking, and investing in media literacy education (Fioriglio
2019; Friesem 2019; Graves 2018; Council of the European Union 2016; Select
Committee on Communications 2019). Automated verification of rumours using
machine learning algorithms (Vosoughi, Mohsenvand and Roy 2017) and real-
time fact-checks (Bode and Vraga 2015; Sethi 2017) are also tools available for
unveiling fake news. Recent scholarship has evidenced that false news spreads
quicker and deeper than true information (Vosoughi, Roy and Aral 2018). There-
fore, a posteriori debunking and fact-checking tools might not be adequate to stop
the flow of online fake news (Chan et al. 2017; Lewandowsky, Ecker, and Cook
2017). Some researchers are now considering pre-emptive ways of mitigating the
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problem (van der Linden et al. 2017; Roozenbeek and van der Linden 2019).
The main thrust of this research is to prevent false narratives from taking root in
memory in the first place, focussing specifically on the process of pre-emptive
debunking or so-called ‘pre-bunking’.

Any attempt to fight fake news lies at the limen between control and free-
dom. Control easily provides an excuse for authoritarian states to silence dissent-
ing voices. The fight against fakes opens up another huge political problem: the
role of transnational social media companies — e.g. Facebook, YouTube, Insta-
gram and Twitter — which, by aligning with states’ and international organisations’
instructions, or by filling an international legislative gap, create their own codes of
conduct, giving rise to a sort of (informal) governance in the field. By filling the
legislative gap, they could become instruments of surveillance and control without
any authority or political institution supervising their activity. After having initially
downplayed the potential influence of fake news, Facebook has acknowledged the
importance of detection and reporting, adding warning labels to untrustworthy
pages, and ensuring a crackdown on for-profit fake news pages. Twitter also
reacted, developing an experimental prototype feature that allows users to report
fake news, and exploring the use of machine learning to detect automated accounts
spreading political content (NED 2017).

It 1s clear that social media companies, by deleting, demonetising or disincen-
tivising content that is deemed problematic, exert a backfiring potential, since
algorithms are not yet extremely accurate in deciding what counts as problematic
content. Fact-checking organisations such as Snopes, or dedicated task forces who
work on debunking viral fake news stories — such as the East StratCom Task
Force of the EU’s European External Action Service,® or the European Parliament
Unit in Charge of Disinformation — are also pullulating (Roozenbecek and van der
Linden 2019). Lastly, media literacy initiatives are becoming quite widespread,
but they only touch upon young people who are currently enrolled in education
cycles.”

An analytical compass for exploring post-truth politics

In the figure below, we have summarised the main features of the general phe-
nomenon that we call information manipulation in an attempt to cover the difter-
ent stages of production, diffusion, detection, and counteraction of manipulated
information, and point out the nature and identity of the producers and spreaders
of manipulated information. Furthermore, the chart outlines the channels and tools
used for the construction, diftusion, and detection of manipulated information, as
well as the effects produced and the modalities available to fight the phenomenon
and neutralise its political implications. The figure should ofter readers a cognitive
scheme of reference for better placing the phenomenon, while at the same time
highlighting the complexity of the information manipulation circuit. It is exactly
such a complexity that originates what has been called post-truth politics.
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An analytical compass for exploring post-truth politics
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FIGURE 0.1 Post-truth politics

Outline of the book

In order to navigate our way through the dark forest of disinformation and fake
news, we have gathered a group of scholars from various disciplines (political sci-
ence, law, political philosophy, journalism, and computer science) and practitio-
ners who have contributed to highlight the many aspects of post-truth politics,
each inspecting the different phases involved (creation, diftusion, detection) and
the challenges they pose to democracy. The volume is articulated in three parts:
I) Post-truth politics and the challenges to democracy, 1I) From disinformation to
post-truth politics: Evidences from Russia, III) Dilemmas of contrasting disinfor-
mation and fake news.

Part [ helps in contextualising the phenomena investigated, offering some defi-
nitions and discussing key concepts as well as the aspects linked to the manipulation
of information systems, considering in particular its reverberation on democracy.
In Chapter 1, Federica Merenda proposes a reflection on relevant concepts and
paradigms elaborated in Hannah Arendt’s works, which contribute to clarity the
relation between (the difterent kinds of) truth, (the difterent kinds of) lying and
politics in contemporary democracies. In Chapter 2, Elisa Piras addresses the
problem of how increasing inequalities aftect the public sphere in contemporary
democratic societies, reconstructing the main ideas in the ongoing discussions
about the transformation of the public sphere and the implications of persistent
inequalities for epistemic justice, highlighting the negative eftects that spreading
fake news, disinformation, and post-truth narratives can have for marginalised
individuals and groups. In Chapter 3, Liza Ireni-Saban and Maya Sherman bridge
two topical academic discussions, commenting on the potential heuristic value of
their interplay: on the one hand, the debate about the intersectional dimension of
discrimination and oppression which stemmed from the recent contributions to
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feminist reflection; on the other hand, the ethical implication of the production
and use of artificial intelligence.

In Chapter 4, Jennifer Cassidy shows how fake news and post-truth politics
can impact on crucial decisions citizens are called to take, as in the case of the
United Kingdom’s referendum of 2016 on the country’s place in the EU. The link
between information and democratic policy-making is further explored in Chap-
ter 5 by Matthew Loveless, who underlines that the Internet, and social media
in particular, continues to undermine rather than strengthen any substantive link
between information and democracy. The chapter posits that take news is the
description of strategic emotional weapons that cultivate political division in order
to maintain the status quo and that, despite this, fake news is merely a covarniate,
rather than a determinant, of the failed linkage between information and democ-
racy. In Chapter 6, Lugi Curini and Eugenio Pizzimenti investigate the possible
impact of fake news on actual electoral outcomes. They argue that this remains a
highly contested issue, with scarce empirical evidence to support the claim that the
spreading of fake news changes electors’ choices. The available scientific literature
seems to confirm that people will tend to consume the news (including fake news)
that confirms their partisan ideas and, precisely for this reason, the impact of fake
news on voting choice will be negligible. Chapter 7, the last of this section, ben-
efits from the experience of Alice Hazelton as a Science Programme Specialist at
the World Economic Forum. The author discusses how the Covid-19 pandemic
and the related political and economic crisis has highlighted science’s vital role in
society, also constituting a perfect occasion for the intense production of fake news
spurring on new tensions and competition among states.

Part II considers the phenomenon of disinformation, fake news and post-truth
politics in the context of Russia — an especially telling case for the present discus-
sion, since it can be considered as a sort of laboratory for discerning the phases of
creation and diftusion and for envisaging the ways to counteract disinformation
and fake news. In chapter 8, Anna Zafesova argues that, in Russia, the monopoly
of the truth is a tool of power and disrupting this monopoly amounts to demol-
ishing the altered version of reality that the regime produces and reproduces daily.
The author believes that the disclosure of an alternative truth is the main goal for
the anti-Putin opposition in Russia as it was for the Soviet-era dissidents. Fight-
ing the manipulation, the omission, and the ideological interpretation of the truth
is the main weapon, not only to defend democracy from Russian attacks, but
also to dismantle the Russian regime. On the same line, in Chapter 9 Francesco
Bechis explains how the concept of sharp power i1s well suited for capturing
Russia’s ‘information warfare’ as a foreign policy tool. According to the author,
government-led propaganda is one of the pillars Russian ‘sharp power’ stands
on. It can take the shape of disinformation campaigns channelled through otficial
media or it can be fuelled through cyber-operations led by hackers affiliated with
government agencies. Mara Morini, in Chapter 10, evidences that the post-truth
era is based on a variety of elements such as the spreading of fake news and cyber-
space attacks that might reinforce Putin’s domestic legitimacy while deteriorating
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the country’s external relations. Part I ends with Chapter 11, in which Giorgio
Comai points out that, while Russian meddling in other countries has obtained
extensive media attention and has led to increased pressure on policy makers
and big tech companies to find ways to protect democracy from undue external
interference, we must also acknowledge that there is little of specifically foreign
(or Russian) in the vulnerabilities that made Russian meddling possible. Russian
activism should, in other ways, be an opportunity for other countries to take
action against structural vulnerabilities which make them more permeable to any
sort of foreign interference. The author underlines that detecting and reacting to
external interferences is inextricably intertwined with the broader issue of man-
aging and regulating the privately owned online public spaces that have become
a central component of contemporary democracies.

Part III investigates how disinformation and misinformation are aftecting
Western and Central European political systems. Comparing cases is a ditticult
task: complete and standard data have yet to be collected, and the complexity of
the phenomena poses non-trivial methodological challenges: individuals, groups,
and states can easily produce and spread manipulated information from anywhere,
and this can be used in a myriad of manners. As a result, contrasting manipulated
information is a difficult task and it needs well-framed strategies; those, however,
should not endanger the quality of democracy. In Chapter 12, computer sci-
entists and physicians Guido Caldarelli, Rocco De Nicola, Marinella Petrocchi,
and Fabio Saracco use Twitter as a benchmark to analyse the flow of information
within and between members of different communities and study the dynamics
of interaction and the role of automated accounts in such exchanges. Specifi-
cally, they consider the propagation of Italian tweets concerned with two top-
ics: migration flows in the Mediterranean and Covid-19. Their analysis shows
that bots play a central role in the exchange of significant content, and that the
so-called hub nodes (i.e. the most effective accounts in significantly propagat-
ing their messages and therefore the most listened to) have high numbers of bots
among their followers. This is particularly evident for the migration flows sce-
nario. In Chapter 13, Manuela Caiani and Pal Susanszky focus on how ditferent
types of radical right political organisations (both political parties and more infor-
mal groups, such as movements) in four Central European countries (Slovakia,
Hungary, Czech Republic, and Poland) use the web. By conducting a formalised
content analysis of their websites, the authors investigate, from a comparative per-
spective, the degree and forms of political activism with a particular attention to
visual and textual mobilisation and political engagement. The results are presented
in a cross-regional perspective, as similarities and difterences among the various
organisations in the four analysed CEE countries are compared to the radical right
cyber activism in Western Europe. In Chapter 14, Mihail Stojanoski examines
the effects of recent German legislation regulating the spread of disinformation
and fake news by reviewing a recent example involving a prominent German
journalist, Claas Relotius, who embellished and invented stories tor Der Spiegel
for years. It then briefly presents the basic elements of the new German piece of
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legislation which targets the spread of disinformation (NetzDG). The author sug-
gests that individual responsibility of the news consumer should be prevalent and
form the basis of any anti-disinformation policy if modern societies are to preserve
and promote free press and freedom of expression, especially given the practical
and legislative limitations that exist in this field. The reflection on how to fight
fake news continues in Chapter 15 as Urban Larssen considers the strengthening
of fact-checking routines within the journalistic ranks that is intimately linked
with journalistic professional integrity. The chapter builds on ethnographic mate-
rial gathered in three Swedish news rooms on local, regional, and national level
which formed part of a larger project aimed at developing a digital tool that can
assist journalists in their everyday fact-checking routines. Through interviews and
participant observation, the study enquired about the needs and interests for this
kind of tool. The journalists expressed both need and interest, but they also had
reservations regarding institutionalised forms of fact-checking, arguing, for exam-
ple, that it may lead to increased control over the employees from an employer’s
perspective. Finally, in Chapter 16, Matteo Monti offers a legal point of view on
the legal instruments which are currently available for tackling disinformation and
misinformation. The author analyses the legal tools enacted by the EU to cope
with the spread of fake news on the Internet and to explore the limitations and
risks implied. The EU’s actions are discussed in light of the question of the free
speech constitutional guarantees provided by the member states, which can limit
the EU Commission’s space of action in this field. The chapter will discuss the
genesis as well as the aims of the ‘Code of Practice on Disinformation’ in regards
to the issue of the privatisation of censorship on the Internet. Allowing Internet
platforms to censor fake news without their procedure being in any way con-
trolled by public authorities could lead to the emergence of a situation where we
could have the ‘privatisation of censorship,” as the regime of semi-monopoly in
which Google and Facebook are acting in Europe shows.

Notes

1 The fundamental document, which is commonly known as the Action Plan on Dis-
information, is the Joint Communication by the European Commission and the High
Representative to the European Parliament, the European Council, the Council,
the European Economic and Social Committee and the Committee of the Regions
(5 December 2018, available at: https://ec.europa.eu/commission/sites/beta-political/
files/eu-communication-disinformation-euco-05122018_en.pdf).

2 The banknotes were produced by Bath for Europe — a grassroots group which campaigns
to stop Britain leaving the EU — and have already been distributed in thousands at anti-
Brexit rallies. They carry the faces of Boris Johnson and Jacob Rees-Mogg: the Johnson
design, based on a /10 note, carries the slogan:“I promise not to pay the NHS the sum of
L£350m pounds,” while the “ /50 guinea” Rees-Mogg version declares: “I promise to pay
myself more than you,” and carries the fake motto: “Arrogantus Toffo Posterium”.

3 See the video produced by BBC, Coronavirus: False claims by politicians debunked — BBC Neuws,
www.bbc.com/news/av/52299689/coronavirus-false-claims-by-politicians-debunked,
16 April 2020, reporting some fake news on the origin of the virus and involvement of
countries.
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4 US intelligence and special counsel Robert Mueller, for the investigation on Russia’s
interference in the US 2016 presidential race, has affirmed that a broad effort by Russian
intelligence and a Russian social media group, the Internet Research Agency, has helped
Donald Trump and damaged Democratic candidate Hillary Clinton in the 2016 presiden-
tial election. Mueller’s report, released in April 2019, documented attempts by Trump’s
campaign to cooperate with the Russians.

5 It is said that Russian trolls sent thousands of messages with the hashtag #R easonsTo-
LeaveEU on the day of UK’s referendum on EU membership. According to Twitter, the
fake accounts tweeted 1,102 posts with this hashtag. The R ussian-linked accounts tweeted
the phrase “Brexit” more than 4,400 times during their period of activity, although mostly
after the referendum had taken place.

6 The East StratCom Task Force was created in 2015 with a mandate to combat fake news
emanating from Russia, which had been identified as one of the biggest proponents of
information warfare against the EU. In 2017, two additional Task Forces were established,
focussing on Europe’s South and the Western Balkans.

7 There are many programmes run by the EU (see the Media Literacy programme)
and other organisations, such as UNESCO (e.g. Coalition of Information and Media
Users in South East Europe, www.cimusee.org/mil-resources/organizations-initiatives-
projects/european-charter-on-media-literacy/) or UNICEF (www.unicef.org/georgia/
press-releases/developing-media-literacy-skills-young-people).
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READING ARENDT TO RETHINK
TRUTH, SCIENCE, AND POLITICS
IN THE ERA OF FAKE NEWS

Federica Merenda

Introduction

“No one has ever doubted that truth and politics are on rather bad terms with each
other, and no one, as far as I know, has ever counted truthfulness among the politi-
cal virtues” (Arendt 1967: 295).

In spite of the success of such “commonplace” mentioned by Hannah Arendt
at the very beginning of her reflections on Truth and Politics, in 21st century
contemporary democracies truth, lies, and political opinions are very intertwined
concepts. Expressions like “post-truth politics” and “fake news” by now entered
the vocabulary of politics, and they are employed more and more to describe rel-
evant dynamics of the contemporary political discourse.

We live in times when it is not easy at all to distinguish between facts, mystifica-
tion of facts —which contain some truths well-mingled with a high dose of distorted
information — blatant lies, and political opinions. While reading the newspaper or
scrolling through the social media newsfeeds of politicians directly speaking to “the
people” through Facebook live videos — a habit which became particularly massive
during the recent outbreak of Covid-19, when Facebook live-streaming in some
countries replaced the usual institutional broadcasting on national television — we
sometimes feel outraged as we spot blatant lies or traces of wisely hidden truths in
political speeches (or tweets), or when we witness political leaders endorse infor-
mation soon after unveiled as fake news.

Sharing Arendt’s view that philosophy can help us to understand reality and
to reconcile ourselves with the world we live in (Arendt 1994: 308), this chapter
will consider relevant concepts and paradigms elaborated in Arendt’s works, which
have been at the centre of modern and contemporary Western political thought
even beyond Arendt. This conceptual toolbox purposely would help to clarify the
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relation between (the different kinds of) truth, (the difterent kinds of) lying, and
politics in contemporary democracies.

Contextualising Arendt: On truth and politics
in Western philosophy

In order to examine the relationship between truth and politics, we move from
Arendt’s distinction between different kinds of truth and even different degrees of
lying. Identifying which truths possess a political value of some sort presupposes
pondering even more basic questions that philosophers well before Arendt have
tried to respond to: does truth exist as such? In case it exists, is it intelligible? And
when it is not, is it dispensable? Can we talk about any knowledge at all beyond
objective truths? Which kinds of truths are at odds with democracy and which are
necessary for its wellbeing?

The many difterent answers to these questions gave rise to different approaches
to science, philosophy, and political theory. The discussions concerning whether
truth can be deemed to exist as such and whether, in that case, it would be acces-
sible to human knowledge are indeed deeply intertwined with the epistemological
question of whether natural or philosophical truths could — and/or should -
constitute the ultimate object of philosophical or scientific research and of the
appropriateness of such pursuit as the qualifying characteristic of science.

While pre-Socratic philosophers looked for the ultimate principle of natural
reality, thereafter, spanning from the Cave in Plato’s myth to Schopenhauer’s Veil
of Maya (Schopenhauer 1995) and through Kant’s Critiques, the idea that objective
truth and the representation of reality by human beings, as a subjective perception
or interpretation, may be two different things deeply affected the evolution of
philosophical thought, and that of political theory.!

In the 18th century, Immanuel Kant shifted the focus of philosophical research
from objective truth, as the study of an outer object, to the subject of knowledge
and thus to human rationality, morality, and judgment (Kant 2007a; 2007b; 2012),
to explore the way in which we, as human beings, perceive ourselves and the outer
world. This brief premise shows the relevance of the subject we are treating in all
the philosophical production; a philosophical production that our examination has
not the ambition to analyse thoroughly but that constitutes the humus in which
Arendt’s reflections on truth and politics — and contemporary further explorations —
could emerge.

In order to contextualise Arendt’s definition of truth and truths and their rela-
tionship with democratic politics, we adopt the distinction drawn by Antonella
Besussi (2013; 2015) in her work devoted to the concept of truth in contemporary
political philosophy. Besussi usefully distinguishes between those political theories
suggesting a banalisation of the relationship between truth and politics and those
tending towards a dramatisation: it is in this second group that we find Arendt.

The perspective of those allegedly banalising such relation is quite clear-cut in its
premises: according to these thinkers, there is no objective truth at all to be found
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out beyond our subjective interpretations. To bring this belief to its extreme would
mean to say that there is no such thing as objective facts: subjective interpretations
of reality are all we have. We can ponder whether it is convenient or not to attri-
bute to our subjective interpretations of the world the characteristics of truth, that
is to present them as undisputable. As an objective truth does not exist, to attribute
the quality of truth to our subjective interpretations of the world will thus be a
decision that we will take considering what truth does rather than what it is* in a
consequentialist perspective.

On the other hand, political theorists who dramatise the relationship between
truth and politics are not expressly excluding the possibility that an objective truth
does exist. Facts do exist. What they point out is rather that, for different reasons,
there is an incompatibility between truth and politics, supporting the idea that
truth has no place in the political democratic realm, at least in ordinary circum-
stances. Such dramatisation, in Besussi’s taxonomy, assumed two difterent forms.
The former is that of a “realistic conception of truth”.> In this view, truth does
not concern politics in as far as the objective of democratic politics is not to ascer-
tain which human representation of reality does correspond to truth.

More specifically, politics should deliberate which principles a specific society
gives priority to in a specific moment of its history, among those embodied in the
programmes and policies proposed by the different competing political parties.
These philosophers accept that individuals and groups can believe in comprehen-
sive paradigms that give rise to the principles they support within the democratic
competition, but once such principles enter the realm of democratic politics they
become just alternative policies competing for consensus. As Norberto Bobbio
would say, the discourse over the foundations of such principles is left outside
the political arena which is just concerned about their possibility to be agreed on
(Bobbio 1997).

Quite difterently, Hannah Arendt endorses, similarly to John Rawls, a “value-
based conception of truth” by refusing to recognise truth as an absolute standard
in the public sphere, from an anti-authoritarian stance. In Rawls’ Political Liberal-
ism (Rawls 2005), the principles of justice of a well-ordered society are proposed
not because they are the true right principles per se, but because they are the ones
that supposedly would be agreed on by individuals finding themselves in an ideal
original position. The overlapping consensus is their source of legitimacy, and
thus they are political principles, not moral ones. The function used by Rawls to
identify them is political consensus, not truth, even if the first is conceived in an
abstract way by means of a mental experiment. To accept truth within the well-
ordered society would make the overlapping consensus impossible, as truth accepts
no compromise.

Such incompatibility between truth and democratic compromise is strongly
perceived by Arendt as well: this is the element that will bring her in going deep in
elaborating the taxonomy of truth, truths, and lying which we think does constitute
a particularly useful conceptual tool for contemporary reflections. We will examine
Arendt’s conceptualisation thoroughly in our next section, mainly referring to her
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works on Truth and Politics (Arendt 1967) and Lying in Politics (Arendt 1969) but
having in mind her much wider philosophical production.

Factual truths, philosophical truths, and lying
in politics: Arendt’s perspective

In her reflection on Truth and Politics, Arendt (1967) distinguishes between factual
truths (facts, events) and rational truths (e.g. mathematical, scientific and philo-
sophical truths) to specity the different relations they have with the political
debate in a plural society and to investigate the consequences of their negation
or mystification.

In Arendt’s definition, factual truths are just factual statements which describe
facts and events: with reasonable approximation — an approximation justified by
common sense, a crucial concept in Arendt’s discourse (Arendt 1982) — to say “It
rains”, when it is actually raining, is a factual truth. Rational truths (a category
which also includes philosophical and religious truths) are instead expressed in the
form of statements like “two plus two is four” or “God exists”.

What they both have in common is that they imply an element of coercion:

Statements such as ‘The three angles of a triangle are equal to two angles of a
square,” “The earth moves around the sun,” ‘It is better to sutfer wrong than
to do wrong’, ‘In August 1914 Germany invaded Belgium’ are very difterent
in the way they are arrived at, but, once perceived as true and pronounced
to be so, they have in common that they are beyond agreement, dispute,

opinion, or consent
(Arendt 1982: 302).

In Arendt’s view, any truth is coercive because it is beyond agreement, dispute,
opinion, or consent, which are precisely those elements that, as we found in Rawls,
make the democratic politics of the overlapping consensus possible. In this being
undisputable and non-negotiable, truth is intrinsically anti-democratic. Yet, the
distinction between factual truths and rational ones is crucial.

Factual truths, while being at odds with the political debate, are necessary for
the exercise of democratic power in a plural society. Also, this is the category
which acquires critical relevance today with reference to the problem of fake news:
it is factual truths that fake news denies On the contrary, according to Arendt,
rational truths are both generally at odds with the political debate and also at odds
with the exercise of democratic power in a plural society: as truth is not demo-
cratic, it does not allow for the plurality of opinions which is the essential nourish-
ment of democracy.

The content of rational truths can be admitted to the public sphere of demo-
cratic politics only in the form of a mere opinion among other opinions, which
does not carry with its coercive value of truthfulness, and as long as it accepts
to give up such claim for truthfulness. For instance, a political party can inform
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its action to religious values but it cannot do so by presenting its policies as the
only true actions to take. Such religious values can enter the political arena just
as opinions.

On the other hand, factual truths, while being at odds with the political debate
in their being uncontroversial, are not only totally compatible with democratic
politics but even necessary for it. While this can appear contradictory, it works if
we accept that facts belong to another dimension, which is placed underneath that
of politics itself. “Facts and events [. . .] constitute the very texture of the political
realm” (ibid.: 297), they are the ground political opinions can be built upon.
If we do not agree on the facts at hand, we cannot appropriately start any discussion
about how to deal with them, exchanging our opinions on the issue.

While science and philosophy are the dimension of rational truths, politics is
thus the realm of opinions, which is grounded on an underlying layer of factual
truths. This ground is solid as long as it is not put into question, as long as its valid-
ity is not doubted. When facts are not universally recognised and their truthfulness
is put into question, when the question “Is it really true that it’s raining?” is asked,
deliberate lying can make its appearance in the public discourse and the ground
which the political discourse is built upon, “the ground on which we stand and the
sky that stretches above us” (ibid.: 313) starts shaking.

Fake news: Mingling lies, facts, and opinions

While we find Arendt’s definitions very useful, it is crucial to note that by driving
distinctions between ordinary conditions and moments when “a community has
embarked on organized lying on principle” (ibid.: 307) she was referring to totali-
tarianism. In that context, Arendt was able to identify more clear-cut dynamics and
concepts than what are commonly at work today in post-truth democracies where
populist forces are operating.

To distinguish between a healthy relation linking truth and politics and the per-
version of such relation is more subtle if we want to apply Arendt’s categories not
in the most radical context of totalitarian states but in the slippery slope between a
well-functioning democracy and populist regimes.

Still, rather than making our eftort futile, such blurred conditions characteris-
ing the contemporary situation on the contrary make any attempt at a concep-
tual clarification even more necessary. In the public sphere of our contemporary
liberal democracies, we can discuss, argue, and compare different opinions about
how to deal with a particular fact or event, for instance climate change, only once
we agree that climate change is a reality. Once we acknowledge that climate
change 1s happening, each individual and each community involved can do their
part to deal with the consequences of such an alarming fact. Experts can help
to clarify the facts, identify the causes of the phenomenon, and the practices that
are worsening it.

Politicians can then propose difterent alternatives on how to face climate change
in practice, with each alternative endowing competing values, rights, interests, and
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priorities. There are many possible alternatives to reach the same goal: for instance,
according to their priorities and political values, to fight climate change politicians
can propose policies on measures that do not disproportionally affect the most vul-
nerable countries and individuals, or alternative ones that give priority to protect-
ing the interests of the private sector.

Journalists can provide the general public with accurate information both about
climate change itself and about the policies currently under consideration by the
ditterent political parties and leaders. However, if some authoritative figure, let’s
say the President of the United States, denies climate change as a fact by releasing
declarations like “I don’t believe it” and “The concept of global warning was cre-
ated by and for the Chinese in order to make US manufacturing non-competitive”
(Cheung 2020), at least part of the public debate is diverted from the confronta-
tion between the different political options at disposal to fight climate change to a
debate on whether climate change is actually happening or whether it is just a total
mischief, an exaggeration, a plan of the Chinese government to disrupt the US as
an economic power, a lie construed by those enterprises which have invested in
green energy, and so on.

This is a clear example of a negation of a fact: in this case, President Trump
firstly put climate change into question and then created an alternative version of
reality, a plain lie, that once pronounced by such an authoritative source entered
in competition with the factual truth of climate change. Though the contemporary
political regime in place in the US is not a totalitarian one, having the President
releasing such declaration 1s still worrying for democracy. Unfortunately, we are
witnessing similar dynamics in these very days with regards to Covid-19, not only
in the US, but also in other Western democracies (Soubhik et al. 2020).

To reflect upon these contemporary cases, an operative way to think about
truth which could be particularly useful, and that we find very much in line with
Arendt’s conceptual toolkit that we have hereby adopted, has been elaborated
by Franca D’Agostini in her work Introduction to Truth (D’Agostini 2011). Here,
she invites the reader to consider truth not as a substantial content per se (which
would make it correspond to a specific truth) but as a conceptual function, a qual-
ity that statements may or may not have or acquire. In mathematical language,
we would thus represent truth not as a variable x but as a function f(x) — as
a question, rather than as an answer. By applying this definition, we can thus
generally state that to think about truth means to think about whether the ques-
tion “Is it true or not?” can be applied to our perceptions, representations, inter-
pretations of reality.

Once we ask such question, irrespective of the answer we get, truth has entered
the dimension of our discourse. When, on the contrary, we implicitly assume a
statement as uncontroversial, we are considering it a fact, by excluding the pos-
sible debate on its truthfulness or falsity from our concern and thus leaving it in
the background of our discourse, not applying the function. As an example, we
can take the Preamble of the American Declaration of Independence. By writing
“we hold these truths to be self-evident”,* Thomas Jefferson and his peers made
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the political-philosophical principles included in the Declaration, among which
the principle that “all men are created equal”, uncontroversial; they transtormed
them into facts. The question “is it true that all men are equal?” is pre-emptively
displaced because such principle is placed in the sphere of facts, which is beyond
arguments. Facts are assumed as truths without the question on their truthfulness
even being asked, because to ask that question would mean to doubt them.

The question of the relation between truth and politics can thus be translated
into the appropriateness of asking this question about statements expressed in the
public sphere: is it appropriate to apply truthfulness as a standard in politics, to
ask whether what a politician says is true or not? Whether the political solutions
suggested are the true answer to political problems? Or should we just focus on
whether we would wish those policies to be adopted in view of their conse-
quences? Do facts have a place in politics? And what is the role of other subjects
participating in the public debate, spanning from the common citizen to journal-
ists, public figures or intellectuals?

When there are politicians denying facts, truth makes its appearance within the
political realm, where it does not belong. When political figures and those exercis-
ing public powers lie about factual truths, they bring facts from the background of
the political sphere to the political arena itself, that as we said is the realm of opin-
ions. In these cases, truth as a function is applied to facts which, as such, should be
considered instead uncontroversial and accepted as they are.

As the truthfulness of such facts is doubted or negated, they are brought by their
detractors to the political arena, where they are attacked by take news through the
means employed in the competition between difterent opinions: in order to be
chosen among competing ones, they are asked to be convincing.

But truth is seldom convincing in its being accidental. Factual truths are not
opinions resulting from accurate reasoning or reflections with a teleological scope.
Therefore, facts cannot be exhaustively explained or thoroughly understood.
In this sense they are accidental. They can only be witnessed and believed. It is thus
more a question of faith, or at least trust, in the source of information than a matter
of epistemic resources of the recipients of the information themselves. As Arendt
warns us, lies are usually much easier to believe than factual truths and thus they
can be far more persuasive:

Since the liar is free to fashion his ‘facts’ to fit the profit and pleasure, or even
the mere expectations, of his audience, the chances are that he will be more
persuasive than the truth-teller. Indeed, he will usually have plausibility on
his side; his exposition will sound more logical, as it were, since the element
of unexpectedness — one of the outstanding characteristics of all events — has
mercifully disappeared

(Arendt 1967: 307).

The more and more scientists, intellectuals, and scholars are called upon in the
public debate to present hard data, “neutral” information that the audience can
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cling on to in such uncertain times when factual truths are blatantly negated by
populist leaders and intellectually dishonest politicians. Experts’ action is crucial.
In ordinary circumstances, stating facts is not to be considered a political action
as acknowledging something that already exists does not give origins to anything
new, which is the characteristic of human action in Arendt’s wording. Still, when
a community has embarked upon

organized lying on principle, and not only with respect to particulars, can
truthfulness as such, unsupported by the distorting forces of power and
interest, become a political factor of the first order. Where everybody lies
about everything of importance, the truth-teller, whether he knows it or
not, has begun to act; he, too, has engaged himself in political business, for,
in the unlikely event that he survives, he has made a start toward changing
the world

(ibid.).

The noblest contribution of intellectual labour:
Conclusive remarks

These reflections are deeply intertwined with Arendt’s peculiar idea of politics,
which is very close to the isonomia of the polis in Ancient Greece, as she points
out in all her works and she particularly explores in The Human Condition (Arendt
1958). Such idea of democratic power is in a way the contrary to dominion
and totalitarianism and is therefore a good antidote to totalitarian tendencies in
weak democracies.®

According to Arendt, philosophers, scientists, politicians, and common citizens
are part of the same community of human beings precisely in virtue of sharing
the common ground of facts, the world of things that connects yet holds us apart.
It is the plurality of the human condition itself to be embroidered within “the
common world that unites and separates us” (Arendt 1958), the world of facts,
events and accidents over and among which human action can be performed.
The very existence of such a world makes us a plurality by connecting us through
our sharing it. Still, such a world is common as long as we share a common sense that
enables us to understand each other: the common sense that is necessary to name
things and to discuss them, trusting the fact that when we say something the person
we are talking to gets pretty much a similar idea of what we have in mind while
saying the word. When lies are so widespread as to have become undistinguishable
from facts, our common sense is lost.

The loss of common sense would be such a radical problem that among con-
temporary reflections on post-truth politics, there are some that consider it as just
a symptom of a more fundamental problem:

More than cause of the state of crisis of contemporary liberal democra-
cies, post-truth is the visible symptom of a deeper problem, which in
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philosophical terms could be rendered as hyper-individualism or radical
subjectivism, which is perhaps best expressed using a word from ordinary
language: solitude

(Alagna 2019).

When factual truth is put into question, denied and substituted by deliberate lies,
we may start to have reasons to worry about the ability of democratic guarantees
to prevent any political discourse paving the way for an exercise of power that
reminds us more of political dominion than of democratic power.

More radically, when the practice of organised lying becomes systematic and
we lose trust in political institutions and in each other as epistemic sources, we may
worry that it is thus sociability and, as a result, politics itself that is endangered.

Arendet is quite optimistic about the fact that, as long as there are witnesses and
truth-tellers, in the long run truth will outlive organised lying (Arendt 1967). Yet,
nowadays, direct confrontations between ‘experts’ and lying politicians do not
too often end with the first category winning the debate and this is not seemingly
managing to disrupt lying on factual truths as a political strategy. When thinking
about the contemporary fake-news politics scenario as this book is seeking to do,
we need to take into account elements which are peculiar to current times, con-
textual elements which have an impact on the success of the strategies to rebuild
a stability for the shaking ground we stand on. First of all, we could provocatively
ask how relevant ‘the long run’ in which Arendt puts her confidence in is in such
times of short-sighted political propaganda, which usually aims at winning one
debate today with all the arms at its disposal without caring that much about lies
being uncovered afterwards. It we go from election to election, we risk ‘the long
run’ to never come.

Secondly, to have experts battling against politicians on social networks or
onscreen television debates, extrapolated from their institutional environment,
is tangibly bringing factual truth into the political dimension where it does not
belong. When Arendt calls upon intellectuals, journalists, historians to be truth-
tellers, she does not suggest that they engage in direct competition against the lying
politicians, nor that they replace them by calling experts to take political decisions
instead of politicians. The risk of further mingling facts with politics is high. This
neither helps the authoritativeness of science nor that of politics itself. Experts and
politicians have very different roles and even when the former play a ‘political’ role
through their stating of facts, they do not at all exhaust politics as such. On the
contrary, experts’ role should always be ancillary to that of politicians. For Arendt,
stating factual truth is essential in helping us to understand what political actors
should not do, rather than what they must (Sorrentino 2013: 90).

Once facts are to a certain extent shared — and we are aware, as Arendt her-
self surely was, that considering factual truths undisputable is simplistic, as there
can be disagreements on facts even among ‘experts’ — it is up to those exercising
the political powers to propose policies on how to tackle them by taking into
account different concerns at the same time and prioritising over certain values,
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objectives, issues instead of others. The contribution that the ‘science’ of politi-
cal philosophy can offer to politics is to provide citizens, other than politicians,
with conceptual instruments aimed at achieving clarity in their discourse. This is
what Weber calls the “ethical achievement” of science in politics at the end on
his lecture on ‘Science as vocation’ (Weber 2004). Once facts are restated, the
democratic debate among difterent political opinions can — and must, to have a
functioning democracy — restart; the responsibility for this stands with politics,
not with science.®

Notes

1 To contextualise Arendt’s reflections, which will be examined in the second section of this
chapter, see Sorrentino (2017).

2 In Besussi’s recollection, such premise is shared and differently articulated by Richard
Rorty, Hilary Putnam, Jiirgen Habermas, Michel Foucault, Bernard Williams and R onald
Dworkin. See Besussi (2013: 9-27).

3 According to Besussi (2013), such perspective is shared by Hans Kelsen, Max Weber and
Leo Strauss.

4 Declaration of Independence: a transcription (1776) US National Archives, available at www.
archives.gov/founding-docs/declaration-transcript (last consulted 1 April 2020).

5 See Cavarero (2019).

“The objective knowledge of science is not just true, it is useful too: it provides us with

notions to orient ourselves in the world and it trains us at thinking, teaching us a logical

and methodological accuracy that is valuable notwithstanding the action we intend to per-
form [...] Also, it defies factual beliefs which are not objective, it unveils value-judgements
disguised as factual truths, it solves moral disagreements resulting from lying on facts or
reasonings which are logically unsound [. . .] This ability to achieve clarity through state-
ments which are “true” is the meaning, the significance, the major and noblest contribu-
tion of intellectual labour. And that is so mainly as, by fostering a sense of responsibility,
it positively influences the behaviour of political actors” (Ferrera 2013: 52).

(o)}
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INEQUALITY IN THE PUBLIC SPHERE

Epistemic injustice, discrimination, and violence

Elisa Piras

Introduction

Contemporary democracies rely on the delicate balance between two fundamental
principles of politics: as we can read at the beginning of almost every democratic
constitution, within a democratic system all citizens are considered free and equal
members of the political community. Even if we frame democratic politics in terms
of fairness or social justice — setting the bar higher towards a normative definition
of democracy, as a large number of contemporary political theorists do — the two
principles at the heart of any conception of justice do not change, although their
alternative interpretations can produce very diftferent political outcomes. Within the
public sphere, communicative interactions between individuals and groups occur
daily, alternative opinions interact, and the public debate unfolds as the result of the
exchange, influencing the democratic game, i.e. the formation of electoral majorities
and the governments. Social and political inequalities aftect the structure and func-
tioning of the public sphere — the arena where public opinion emerges as the result
of the continuous exchange of information and opinions. Within the public sphere,
inequality produces harm and injustice for the members of marginalised groups.
Drawing on the contemporary debate among liberal political theorists, the chapter
will analyse the formation of public opinion, highlighting its political implications;
then, it will explain and connect the concepts of epistemic and structural injustice;
eventually, it will advance the concept of dialogic injustice to depict the specific form
of epistemic injustice which harms members of marginalised and oppressed groups
when they experience credibility deficits or apparently insurmountable difficulties in
acceding to the public sphere as free and equal members.

How inequalities affect the public sphere

Liberty and equality, the two principles lying at the heart of liberalism and democ-
racy, do very often meet and at times clash within the relational setting widely
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known as the public sphere: this is a domain of social life where public opin-
ion is formed and where a sui generis social actor, the public, emerges (Habermas
1991: 398).! Within the public sphere, information is spread/offered and obtained/
consumed. There, communication-based interactions between individuals and
groups occur daily; alternative opinions are publicly stated, refuted, supported, and
attacked. Moreover, since the public sphere 1s a filter between state and society,
it is the domain of public reason (Rawls 1993; Habermas 1995; Gaus 2011; Forst
2014), where citizens’ requests for justifications for state laws and actions arise and
justificatory accounts are presented in response by the representatives of state insti-
tutions. Every citizen is entitled to ask and receive acceptable answers (reasonable
justifications) when they question the ratio of political rules, because obedience to
any authority is acceptable insofar as this serves the preservation or enhancement of
citizens’ liberty and equality (Gaus 1999; Forst 2014). The entitlement to justifica-
tion can be derived also from the conception of the state as the result of a contract,
or from the Kantian idea that all citizens are to be considered as co-legislators
(Rawls 1999: 135-37). With respect to democracy, the public sphere is not only
a filter, but also a fulcrum: allowing continuous communication between govern-
ment and citizens, it guarantees the equilibrium, stability, and functioning of the
system. There, political consensus can be built and eroded as part of the game for
achieving political power; also, it is in the public sphere that the formation of elec-
toral majorities occurs.

There are two main assumptions for the existence of a public sphere. First,
within a certain society there is a sufficient degree of liberty to allow the prolifera-
tion of ideas, opinions, beliefs, and tastes. Second, all these different ideas, opin-
ions, beliefs, and tastes can be publicly spelled out and any citizen has equal right
to express her/his own thought or to profess her/his faith. Ideally, a democratic
public sphere is characterised by reasonable pluralism: there is a wide variety of
doctrines about truth or about what is good, but each of them respects the others
and none aims at defeating all alternative doctrines (Rawls 1993: 38 ff.; Gaus 1999).
Again, the two assumptions reflect the core principles of liberalism and democracy:
liberty and equality. Within the public sphere, from the debate among free and
equal citizens, not only the specific policies and laws, but also the constitutional
principles of any democracy are periodically discussed and evaluated, making pos-
sible the participation of the public to the processes of constitutional reform which
make democratic systems stable and resilient over time (Rawls 1993).

Several problems emerge when we shift from the ideal of the public sphere
described above to the non-ideal conditions of existing democracies. In the next
section, I will investigate how social and political inequalities affect the distribu-
tion of epistemic resources and how this unequal distribution negatively aftects
some individuals because of their belonging to marginalised groups, contributing
to perpetuate their unjust marginalisation. However, another problem aftecting the
public sphere of existing democracies needs to be briefly mentioned here, since it
is closely linked to that of epistemic injustice. Pluralism is not always reasonable:
precisely because all doctrines and opinions can freely and equally circulate within
the public sphere, also discriminatory and violent (non-reasonable) ideas can enter
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the public discussion. As a matter of fact, they often come together with abusive or
insulting language and sometimes they can serve as triggers for actions of violence
carried out by individuals or by organised groups. The problematic reconciliation
between freedom of expression and equal respect with regard to what is often
called hate speech or ‘group libel’ (Waldron 2012) is an especially thorny task, not
only for political theorists, but also for politicians and for professionals working in
the field of education as well as in the mass media system. Within liberal democ-
racies, there is a trade-off between protecting freedom of expression for all citi-
zens and combating discriminatory attitudes and discourses which are potentially
harmtul for marginalised minorities. There are at least two main solutions to this
conundrum. The first solution is to set the boundaries to free speech and exclude
from the public sphere any harmful speech which could undermine the dignity of
the targeted people (ibid.). The second solution consists of evaluating on a
case-by-case basis whether it is better to place a higher value on freedom of expres-
sion rather than on other liberal values (privacy, security, equality, or the preven-
tion of harm), acknowledging the political nature of any limitation to free speech
(Fish 1994).

The contemporary public sphere abounds of examples of discriminatory atti-
tudes and discourses — among others, racism, xenophobia, anti-Semitism, anti-
Gypsyism, ageism, sexism, homophobia, ableism, etc. — used to frame political
narratives and build consensus for implicitly or explicitly discriminatory political
projects. As Catharine MacKinnon explained, in similar cases “speech acts”; to put
it difterently, concern about the political implications of free speech is justified,
since there is something hidden behind words: “In the context of social inequality,
so-called speech can be an exercise of power which constructs the social reality in
which people live, from objectification to genocide. (. . .) Social supremacy is made,
inside and between people, through making meanings” (MacKinnon 1993: 31).
Discriminatory discourses are powerful political resources, and they are espe-
cially easy to exploit within the contemporary public sphere, which is multime-
dia, fragmented, and rhizomatic.? In this environment, pace to Kant (1784) and
Habermas (1991), philosophers and public intellectuals are not the only ones who
have the ability and authority to influence public opinion and participate in debates
about politics. This is so because the public — the community of citizens where
public opinion coalesces — is larger and much more composite compared to the
past; consequently, both the language, the cultural references, and the messages
used to build convincing argumentation have changed. Rationality, reasonable-
ness, reciprocity, and civility, the pillars of the most influential liberal accounts of
the public sphere elaborated during the last two centuries and a half, seem to give
way to new features of public discourse that we can easily spot in contemporary
political debates: unrestrained appeal to emotions, spontaneity, simplicity, refusal
of the politically correct (Salmon 2013).

At this point, one might ask: why is it so important how public opinion is
formed? It 1s because in a democracy public opinion grounds political consensus
for the actors who can acquire political power. While observing the democratic
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‘market of opinions’, it is paramount to detect which opinions look more appeal-
ing to the public, to trace the actors who back up those opinions and to identify
the social mechanisms favouring their diffusion.® Since they have a crucial role
for the formation of individual opinions and then of public opinion and consen-
sus, information and communication deserve special attention. This comes as no
news: almost a century ago, John Dewey (1927) convincingly raised this point
while he was looking for an answer to the question: why is the US, notwith-
standing the military and economic achievements which made its society great,
a soulless and defective democracy? The answer is that the institutional mecha-
nisms are not enough if the sense of community is missing. An ideal public sphere
would present a fair market of opinions, based on reliable information provided
by independent professionals sincerely committed to offer neutral accounts of
the facts. Within such a public sphere, there would be an ideal public, capable of
distinguishing the quality of the information, to collect it from different sources
and to assess it thanks to critical reasoning. Public opinion emerging from the
interactions among individual opinions would then support the best political
option available, and possibly concur to its definition. Thus, in front of this
public, there would be a government sustained by a (well-deserved) consensus,
representing the interests of the society, pursuing the common good and rea-
sonably justifying its actions. Both the conditions of reasonable pluralism and
public reason would be realised (Rawls 1993). Like contemporary proponents of
deliberative and participatory accounts of democracy, Dewey assigned a central
importance to discussion, consultation, persuasion, and debate for democratic
decision-making; of course, in his theoretical account high-quality education
and unbiased information available for all citizens are fundamental prerequisites
for the life of a democratic community.

Unfortunately, in non-ideal circumstances unequal access to good educa-
tion and biased information are two of the reasons why the public sphere is
not equally accessible to all the citizens, while it is especially hospitable to the
powertul actors who can mobilise resources and know-how to influence public
opinion. They do so by producing and spreading biased information and dis-
seminating opinions and narratives which are suitable to further their interests,
either to achieve or preserve political power or to maintain the social status quo.
The new communication media, especially the Internet and the social networks,
are very useful in this respect, since they allow the replacement of rational dis-
courses with emotional messages, selecting the information sources and opinions
that each citizen 1s exposed to on the basis of her/his status within society and of
her/his social connections. An effect of this would be the transformation of our
democracies towards a model of bubble democracy: the public dissolves into a myr-
iad of self-referential ‘bubbles’, each allowing its ‘inhabitants’ to hear and read
only the information and opinions which match their pre-established personal
opinion. Thus, the public sphere is more and more fragmented and polarised,
and the epistemic fruitfulness of the debate within the bubble is nullified: the
ideas circulating within each bubble are homogeneous and they do not change
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over time (Palano 2020). This explains also why in contemporary democratic
societies a vast majority of the citizens are unable to collect information, formu-
late their own interests, and mobilise; thus, they are governed by a restricted elite
who is able to perform this tasks effectively (Goodin and Spiekermann 2015).
The first move for marginalised and oppressed groups to take an active part in
the public debate could be to develop epistemic solidarity, the “strategy of pooling
information with selected others” (ibid.: 440). This would help citizens to bypass
two paradoxical problems of the insufficient exposure to alternative opinions
which characterise contemporary communication: epistemic bubbles — the condi-
tion of citizens who are limited in their attempts to formulate their own opinions
because they have access to a small number of opinions, and echo chambers — the
condition where some opinions are actively excluded and discredited (Sunstein
2009; Nguyen 2018). To simplity, “epistemic bubbles exclude through omission,
while echo chambers exclude by manipulating trust and credence” (Nguyen
2018: 2). The same social epistemic phenomena facilitate the dissemination of
fake news, post-truth messages, false or misleading political narratives. These
are especially worrisome features of the contemporary public sphere, not only
because they hamper the discussion about the common good, but also because
in order to do so they tend to exploit and exacerbate existing social inequali-
ties, setting some groups against other groups and reproducing marginalisation
and oppression.

Two effects of discrimination: Epistemic
and structural injustice

In the previous paragraph, some concepts of social epistemology have been taken
into consideration. Social epistemology is a subdiscipline of epistemology which
examines and critically evaluates “the processes through which beliefs, decisions
and opinions are formed, maintained and revised by individuals, groups, institutions
and, in the widest sense, social practices and social systems” (Priji¢-Samarzija 2018:
21). Similar investigations are particularly interesting for political philosophers: in
1690, at the outset of liberal thought, John Locke formulated the ‘law of opinion
or reputation’.’ This explains how, by approving or disapproving of an individual’s
ideas and actions, other people exert a pressure on her/him to conform to a certain
way of thinking and behaving which is acceptable or mainstream in her/his social
environment. Humans are social animals; they fear isolation and peers’ reproba-
tion. Therefore, the majority of individuals will express their opinion in public
only if they do not risk appearing as social outcast — this, of course, does not mean
that divergent opinions cease to exist; they are hidden and in some cases they can
resurface. In democratic contexts, we could observe the sudden appearance of
hidden political opinions in numerous elections which showed unpredicted results —
people use their quasi-statistical sense to understand the prevailing opinion in
their social environment and, in case they have a different opinion, they tend to
conceal it: this is the so-called spiral of silence theory (Noelle-Neumann 1980).
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There are two insights in Locke’s reflection on the problem of individual opinions
which are relevant for the present discussion: first, the coercive nature of society
over the individual; second, the importance of personal reputation and esteem for
any citizen who hopes to be integrated.® If we consider them carefully, we can see
that, again, there are two principles at stake: liberty and equality.

A serious threat to the principle of equality is connected to the importance of
reputation and esteem: because of individuals belonging to certain groups, they
may experience epistemic harm as a result of a negative identity-based prejudice.
Epistemic injustice, as it has been defined in an influential essay written by Miranda
Fricker (2007), is a form of injustice which may assume two forms: testimonial
injustice and hermeneutical injustice. Testimonial injustice means that a person’s
testimony is not considered reliable or is not taken seriously because of her/his
identity, which is read in the light of prejudices and stereotypes that undermine
her/his credibility. On the other hand, hermeneutic injustice applies when a per-
son suffers injustice but is not fully aware of it — because of the cultural context
in which one is marginalised — and therefore fails to recognise and denounce the
injustice. To clarify these two concepts, it is helpful to consider two examples,
both taken from the 2011 movie The Help, directed by Tate Taylor. The film is
set in the US in 1963. One of the African-American service women protagonists,
Aibileen Clark, is falsely accused of stealing three silver pieces of cutlery from the
house where she works. Although Aibileen tries to prove her honesty by provid-
ing a (true and) plausible narrative of what happened, her testimony 1s not believed
and the (white) landlady fires her. In this case, we can talk about witness injustice.
Minny Jackson, another African-American maid, is a victim of continuous vio-
lence by her husband but has no clear perception of the injustice she is a victim
of and the crime that is repeatedly committed by her husband against her, and so
fails to improve her condition. She cannot put into words the injustice that she
experiences; therefore, she does not consider herself as a victim. This second case
falls into the category of hermeneutical injustice.”

Epistemic injustice is closely connected with structural injustice, a phenomenon
which has been investigated by feminist and postcolonial scholars (Young 1990;
Lu 2018). This particular kind of injustice pertains to the whole socio-political
system:

A social structure can be said to be unjust when the rules perpetuated through
it persistently disadvantage some social groups vis-a-vis others. Whatever
baseline is chosen to help identify structural injustice, if the injustice is to
count as structural and not merely a result of unfair or unequal distribution,
it must express some more persistent or deeper power-differential between
social groups

(Jugov and Ypi 2019).

Both forms of injustice are linked to the existence of a structural asymmetry of epis-
temic power: in society, some people have identities that give them an advantage



36 Elisa Piras

in cases where credibility comes into play, while others are (consciously or uncon-
sciously) considered as lacking in credibility by a large number of people. In pro-
cesses where conflicting narratives about a given event are weighed up, epistemic
injustice can play a crucial role in the fate of the victim and the accused, and the
dynamics of the economy of credibility can be more relevant than the determina-
tion of factual truth.

Although Fricker focuses on the trial phase, it should be noticed that epistemic
injustice can also have a significant impact in the investigative phase, in media
coverage and in public reception of news about a certain criminal event. In other
words, in the judgement, rather than an objective evaluation of epistemic cred-
ibility, which can be established if there is competence and sincerity in a testimony,
an evaluation vitiated by the existence of negative identity-prejudicial stereotypes
related to the identity of the witness prevails. This 1s an implicit epistemic distor-
tion (bias) which may be potentially harmtul for the members of marginalised
groups and for the groups as such, because instances of “persistent and systematic”
epistemic injustice reinforce and perpetuate the systemic marginalisation and dis-
crimination of the whole group (ibid.: 28).

Generalising from the case of testimonial injustice, we could say that in the
process of formation of public opinion the members of marginalised groups expe-
rience dialogic injustice, that means that they are not considered as equal partners in
the exchange of information or opinions which lead to the construction of public
opinion. They lack the reputation and credibility — and very often the self-esteem —
needed to actively take part in discussions concerning the political good. Because
of hermeneutical injustice, very often a person who is unjustly marginalised in the
public sphere fails to recognise it as an injustice and therefore is unable to react to
the injustice. In a similar situation, the person is not ‘epistemically aware’, but her/
his capacity of analysing reality and of acting toward its transformation is reduced
because of partial or total ‘epistemic opacity’ (ibid.: 14-17). Overcoming dialogic
injustice is especially challenging, since the contemporary public sphere presents
significant obstacles to the participation of members of discriminated and margin-
alised groups on conditions of equality. In addition to the perceived credibility def-
icit and the self-censorship that this might bring about, the technological tools and
skills needed to access the public sphere on a regular basis, the considerable time
needed to acquire reliable information, the difficulty in identifying trustworthy
epistemic authorities and the diffusion of discriminatory discourses and narratives,
combined with the unbridled resort to hate speech, are some of the challenges
ahead. Perhaps the first action needed in order to start a transformative process
for changing the public sphere and making it more in line with the principles of
liberty and equality is to organise collective action and activate epistemic solidarity
in order to influence the formation of public opinion.

Conclusion

Looking at the socio-political implications of epistemic injustice, it is important
to notice how it is linked to the unequal distribution of power within the society
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and how it harms the lives of the marginalised members, not only during police
investigation or trials, but in how it reproduces and strengthens their condition
of marginalisation and oppression. In particular, this chapter showed that cred-
ibility deficits due to negative-identity stereotypes affect members of marginalised
groups even when they take part in any public discussion or when they abstain
from participating because they think their opinion would not be heard. In anal-
ogy with the epistemic injustice, this phenomenon could be called dialogic injus-
tice. The persistent and systematic credibility deficit, together with the lack of
time, technological devices and skills, explains why often members of the margin-
alised groups tend not to enter the public sphere or, when they do so, they do not
participate on an equal foot — as Fricker notes, identity power “at once constructs
and distorts who the subject really is,” conditioning her/his own understanding of
the self (Fricker 2007: 55).

It 1s important to point out that the absence or silence of marginalised people
within the public sphere has a negative impact not only for their individual lives,
but also for the formation of public opinion — which, as seen in the first section
of the chapter, matters when it comes to supporting candidates for government
positions. Public opinion emerges from the exchange of views about politically
relevant issues; if the number of opinions is reduced, the diagnosis of the relevant
problems and the search for viable solutions will be based on partial evidence and
reflect the interests of a part of the society.

Notes

1 In the final part of his seminal work, Habermas maintains that the public sphere as he
defines it has been functioning for a relatively short period in history — from the rise of
the bouigeoisie during the 18th century to its crisis, which emerged by the half of the 20th
century — and that it would have entered a situation of crisis with the advent of globalised
capitalism and the simultaneous processes of depoliticisation/cooptation of labour, culture,
and education. According to Habermas, public opinion would be more and more politi-
cally irrelevant or prey of the manipulations of the powerful actors of the market. None-
theless, the concept of the public sphere — analysed, criticised, and reassessed — from many
perspectives is still widely used by sociologists as well as by political philosophers not only
for reflecting about the past, but also about the present (cfr. Fraser 1990; Calhoun 1992;
Benhabib 1997; Palano 2020). For a critical reappraisal of the significance of Habermas’
contribution for the debate, see Genscher (2006).

2 For a brief reconstruction of the main features of the debate on the conceptualisation of
the public sphere for the digital era, see Casadei (2014).

3 As Antonio Gramsci (2014) pointed out, looking at the experience of the coming to
power of the Fascist party in Italy during the 1920s, the progressive construction of politi-
cal consensus requires the widespread dissemination within the public sphere of ideas and
ideals (elements which combine to form a worldview, or a comprehensive political doc-
trine). The final goal is to acquire cultural hegemony and maximise consensus, eventually
obtaining political power. Disseminating anti-democratic ideas, which implicitly under-
mined the principles of liberty and equality, Mussolini and his party won the democratic
game and made loot of democratic institutions and laws.

4 A stimulating discussion on the evolving relationship between truth and politics emerges
from the different political philosophers’ contributions presented in Bistagnino and Fum-
agalli (2019). In particular, Antonella Besussi, Paolo Gerbaudo, and Valeria Ottonelli look
from different angles at one main question that is crucial for the discussion presented
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in this book: the change of the truth-authority nexus that is occurring within demo-
cratic societies. On the same topic, see also Stuart Sim’s discussion of the emergence
of post-truth politics and the ambiguous transformation of liberal societies towards a
post-liberal condition which might entail progressive or conservative developments
(Sim 2019: 139-53). Among the many recent reflections focussing especially on how
post-truth affects contemporary philosophical thinking about politics, see Palano (2020)
and Newman (2019).

5 The problem of peer pressure and of the effects of conformism produced by the society
has been explored more in-depth in 1859 by John Stuart Mill, who looked at its effects
both on the cultural and political domain. In the latter, the concept of the law of opinion
was translated into that of the tyranny of the majority, in which a democratic majority
forces its will on the minority. For a reading of the history of political thought from the
perspective of a theory of public opinion, see Noelle-Neumann (1980).

6 Locke presents another thought-provoking idea: the diffusion of certain opinions is (also)
a matter of fashion. This means that widely held opinions are more likely to be publicly
stated than extravagant opinions. Moreover, as happens with any fashion, there is at least
one trend-setter, who, consciously or unconsciously, triggers the diffusion of a certain
opinion.

7 In both cases, the discrimination is intersectional: both Aibileen and Minny are victims of
discrimination for at least three reasons: because they are African American, because they
are women, because they belong to the working class. For a discussion on how intersec-
tionality works for epistemic injustice, see Hill Collins (2017). See Medina (2017) for a
discussion of the different forms of hermeneutical injustice.
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INCORPORATING
INTERSECTIONALITY INTO Al ETHICS

Liza Ireni-Saban and Maya Sherman

Introduction

Al-driven devices have increasingly become mediators of our social, cultural, eco-
nomic, and political interactions (Rahwan et al. 2019). Therefore, the appearance
of more nuanced and sophisticated aspects of diversity, as well as the emergence of
new ways of thinking about identity, require that the notion of Al ethics establishes
new tools and strategies for supporting and advocating diversity and inclusion in
contemporary Al developments.

Within this notion, it is important to mention that the growing impact of Al
technologies in human reality has enabled the strengthening of the scope and scale
of disinformation campaigns and fake news dissemination. The scholastic percep-
tion of Al in the disinformation sphere is ambiguous, as it accelerates data propaga-
tion online via social media platforms but also enables us to automatically detect
false content and remove it at a relatively high level of accuracy. Consequently, the
alleged nexus between Al and disinformation has amplified the ethical discourse
regarding Al usage and implementation.

Moral philosophers and applied ethicists often suggest using a ‘deontologi-
cal’ approach to moral norms as a starting point, while others suggest a teleo-
logical (consequentialist) ethical approach concerned with whether an action
or decision leading to an outcome is good or bad to the society as a whole
(Gomila and Amengual 2009). It is argued that for Al as machines with a more
limited degree of autonomy, a rule-based approach may be sufficient, or even
endorsed. Since these theories are based on explicit rules and norms external to
the real world in which they are to be applied, they have limited practical value.
In other words, these theories are, from a philosophical perspective, unable to
fully explicate the complexities of moral considerations as these complexities are
experienced in the world. This chapter suggests that deontological and utilitarian
ethics cannot fully address the challenges that Al technological innovations pose



Incorporating intersectionality into Al ethics 41

to contemporary ethics, which require a more flexible, context-dependent, and
case-based approach to morality.

For that, we offer to investigate how Al ethics can be enhanced through critical
engagement with intersectionality. Ethical perspectives on intersectionality share
normative ideals toward social justice. It 1s suggested that the development of Al
systems has brought forth, with unprecedented clarity, the socioeconomic difter-
ences across all identities, and the recognition that the experience of privilege based
on social groups and locations is fluid rather than static. The junction of intersec-
tionality theory, ethics, and Al allows us to conceptualise and harness, for the first
time, patterns of inequality as redistribution of power, and privilege is a core ten-
ant of deliberative intersectional engagement. An intersectional framework for Al
ethics can be used to scrutinise the algorithmic biases and issues rooted in existing
Al-driven systems and applications.

This chapter is organised as follows. In the first section, we introduce the theo-
retical lens of intersectionality and then move to a discussion on how Al ethics can
benefit from insights of intersectionality. Finally, we present concrete examples
depicting the challenges of Al to underscore the new and ditterent insights inter-
sectionality generates for Al ethics.

Intersectionality: A new paradigm

Albeit a fledgling analytical paradigm, the evolution and development of intersec-
tionality have been long in the making. The concept of intersectionality owes its
origins to the feminist movement, which sought to develop a more comprehen-
sive and encompassing schema for recognising and appreciating the converging
forces of oppression that affect women on different dimensions of identity. Inter-
sectionality arose from the works by women of colour in the 1960s as a means
for expressing the limitations of feminist theory to accurately portray the struggle
of women across racial and class boundaries (Samuels and Ross-Sherift 2008: 5).
In fact, in its most essential form, intersectionality theory reflects a criticism of
second-wave feminism, which was the preeminent mode of feminism in the
1960s in the US. The second wave of feminism expanded the goals set out by the
first wave, which primarily took up the causes of universal suffrage and repealing
discriminatory legislation. The second wave of feminism focussed on broadening
gender equality by addressing issues like sexuality, domestic rights, reproductive
rights, and de facto discrimination (Burkett 2016). However, opponents of the
emergent movement asserted that the second wave favoured a historical narrative
that “whitewashed” and homogenised the feminist struggle and ignored ditterent
voices of minority communities such as black women and queer women (Orr and
Braithwaite 2012).

The term intersectionality was first coined by Kimberlé Crenshaw (1989),
who used the metaphor of intersecting roads to illuminate how differing levels of
oppression on the grounds of gender and race interact with one another to create
a new and unique experience of marginalisation and discrimination. Crenshaw
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offered the concept of intersectionality as redress to the singularity and unidimen-
stonal consideration of the phenomenon of oppression. Although intersectionality
theory’s origin is rooted in the struggle of women of colour for recognition within
the big-tent feminist movement of the 60s and 70s, as Samuels and Ross-Sheriff
(2008: 5) note, it went even further and called on scholars to acknowledge that
“for many women of colour, their feminist eftorts are simultaneously embedded
and woven into their efforts against racism, classism, and other threats to their
access to equal opportunities and social justice™ (ibid: 5).

The modern definition of intersectionality holds that “gender cannot be used
as a single analytic frame without also exploring how issues of race, migration sta-
tus, history, and social class, in particular, come to bear on one’s experience as a
woman” (ibid.). Consequently, the methodological approaches of researchers and
academics employing an intersectional technique mandate that they explore the
multitude of “the overlapping and mutually reinforcing” systems of oppression.
The once-accepted universalist approach to the constructs of “woman” or “femi-
nist” as singular, all-encompassing experiences has now been replaced by analyses
that consider women as whole individuals whose identities may be informed and
reinforced by multiple interlocking structures of oppression. Finally, current intel-
lectual pursuits of intersectional analyses incorporate not only mutually reinforc-
ing systems of oppression but also the myriad of privileges which also inform the
feminist experience. Since intersectionality was developed in reaction to and as a
criticism of the tendency of feminist narratives to whitewash oppression experi-
ences, the development of intersectionality theory evolved alongside the dialectical
evolution of the feminist movement.

Just as important as the subjects of intersectional analysis, one may mention the
relationship between the myriad of systems of oppression and structures of power
which interact to shape intersectional experiences. This paradigm states that just
like difterent identity layers coalesce to create unique experiences of discrimina-
tion, the structures of domination which perpetuate systems of inequality inher-
ently intersect with axes of oppression. Fellows and Razack (1998: 335) suggest this
mechanism functions as mutually assimilated networks that “rely on one another”
so that “systems of oppression could not be accomplished without gender and
racial hierarchies; imperialism could not function without class exploitation, sex-
ism, heterosexism and so on.”

In addition to the myriad of levels of oppression, intersectionality acknowledges
the varying degrees of privilege, which also inform the unique experiences of
women. These privileges occur naturally from the deficits created by the struc-
tures of oppression. An example of the symbiotic relationship between privilege
and oppression is evident in Samuels and Ross-Sherift’s research (2008) on black
or multiracial young children adopted by white parents. Since there was a largely
socioeconomic, ethnic, and cultural homogeneity within the interviewees’ neigh-
bourhoods, they were inevitably a racial minority in their own community. Here,
the interplay between privilege (socioeconomic status) and racism creates the very
incubator in which the biracial children experience a unique system of oppression.
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Being a biracial or trans-racial adoptee in a white community meant that their
experience of structural oppression was unique to their particular set of privileges
and oppressions. Although having two white parents meant that they were trans-
mitting the dominant group’s culture, and this ultimately allowed the adoptees to
operate largely in white race contexts comfortably, few of them reported dating in
high school because their appearance was devalued by the dominant “Eurocentric
images of beauty” (ibid: 7). In this example, we see that while being raised in a
white community endows certain privileges, it simultaneously and inherently cre-
ates situations of alienation. Samuels and Ross-Sheriff’s anecdotal research dem-
onstrates that not only is oppression an integral component of intersectionality,
but in order to fully appreciate the impact of systems of oppression on individual
experiences, academics must also consider the networks of privilege.

Although intersectionality theory is intrinsically related to the feminist move-
ment, its methodological contribution reaches far beyond feminist debates. The
intersectional methodology encourages researchers to investigate the multilayered
effects of experiences of oppression in their unique and varied manifestations.
This is a departure from traditional methodological techniques that often pursue
a parsimonious quality in both variables and conclusions. The epistemological
approaches to the different forms of oppression to this point had been discrete
in nature — the exploration of patriarchy was a distinct pursuit, and therefore
experiences of victimisation from institutionalised sexism were interpreted as if
they existed in a vacuum. Likewise, racism was investigated as a stand-alone sys-
tem of persecution. In many ways, the methodological inadequacies of research
had a deterministic effect on the analysis of the experiences of oppression them-
selves. Crenshaw put forth that a “single-axis framework” failed to consider the
compounded marginalisation that women of colour faced. Crenshaw’s foundation
offered a theoretical schema for understanding not only bi-level discrimination
but multiple layers of oppression (Dhamoon 2011: 231). This differed dramati-
cally from the traditional single-group approach, which attempted to investigate
the phenomena “by analyzing the intersection of a subset of dimensions of mul-
tiple categories” (McCall 2005: 1787). Single subject design is a subgroup of the
categorical comparative approach, and it is usetul for streamlining analytical spaces
which can become convoluted when multiple groups and levels are compared
side-by-side (ibid: 1786). For example, if researchers want to compare specific
ethnic groups within broader racial classifications — e.g. Vietnamese, Thai, and
Laos subgroups within the more general grouping of Southeast Asian — it becomes
necessary to restrict the breadth of analysis for the sake of comprehension. There-
fore, a study of this nature would consider these Southeast Asian subgroups inde-
pendently of gender or class. Naturally, this method has its advantages as it allows
researchers to simplify the subject of their research for ‘big picture analysis’. How-
ever, the very aspect which makes this analytical framework attractive — the ability
to disregard intermediary layers of analysis — is also its pitfall. Research which iso-
lates its subject from the multitude of intervening affective torrents of complexity
is ultimately reductionist in its analysis.
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The Southeast Asian research ignored gender and class in the investigation of
Southeast Asians in order to maintain simplicity. However, an intersectionality
study of Southeast Asians would employ an ecological model to identify the inte-
grative nature of the myriad of Southeast Asian experiences. For example, it would
distinguish the experience of the middle-class, Vietnamese man in comparison to
the low-class, Vietnamese woman, and so on and so forth. Although this type of
multidimensional, ‘interaction effect’ modelling makes the research exponentially
more complicated, it is arguably the only design equipped to deal with the con-
fluence of multiple systems of oppression and paradigms of power. Furthermore,
intersectionality allows researchers to investigate “how multiple and diftering sets
of interactive processes and systems vary at difterent levels of life and across time
and space” (Dhamoon 2011: 237). This ideation of subjects of oppression and
power as dynamic, multilayered, and complex is, of course, antipodal to the posi-
tivist tradition which assumes that all phenomena are fixed, generalisable, and fully
conceivable. Instead, intersectionality values unpacking and evaluating processes
and systems (ibid.).

An additional methodological approach that strives to satisty this call for com-
plexity is called anti-categorical complexity (McCall 2005). This approach decon-
structs the reductionist analytical categories, maintaining that social life and social
structures are infinitely too complex and dynamic to be fettered by fixed cat-
egorical definitions. Anti-categorical complexity has been applied in deconstruct-
ing once-finite categories such as sexuality or gender and examining how they
are instead socially designed constructs (Fotopoulou 2012). The anti-categorical
approach which emerged from the critique moved to the tendency of white, big-
tent feminists to frame women and gender as essential and homogenous catego-
ries embracing all women (McCall 2005). The crux of the criticism was that no
solitary category could aptly account for the host of experiences of the individual.
Additionally, most intersectional experiences did not fit cleanly into these socially
constructed categories. Critics also highlighted that the pro-categorisation camp
was reinforcing inequalities by excluding experiences that did not fit comfortably
into the socially eschewed constructions.

The second approach to complexity is referred to as inter-categorical complex-
ity (ibid.). This approach accepts the socially constructed categories pro tempore
as a provisional means for tracking the disparities between social groups along
multiple lines of intersecting identities, dimensions, and power structures. The
fundamental assumption of inter-categorical complexity is that although the rela-
tionships and interstices of inequality are fluid and ever-shitting, by adopting cat-
egories and simultaneously considering their intersections, researchers are atforded
the leverage granted by comparative modes of analysis (Bauerband and Galupo
2014). McCall (2005) puts forth intra-categorical complexity as a last approach to
the complexity of intersectionality. Intra-categorical complexity falls somewhere
in-between the anti-categorical approach, which wholeheartedly rejects categori-
sation, and the inter-categorical approach, which provisionally excepts categories,
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it only for the purpose of comparative analysis. The intra-categorical complexity
approach appreciates the methodological potential of categories but tends to focus
on “neglected points of intersection — ‘people whose identity crosses the boundar-
ies of traditionally constructed groups™ (Dill 2002: 5).

The contribution of intersectional methodologies, although they introduced
new obstacles, was paramount for the poststructuralist movement and the larger
popular movement to deconstruct social boundaries as a means of combating
inequality. Ultimately, the methodological subgroups challenged the then-
predominant mode of analysis which suftered from a blatant failure to reflect the
loci of neglected experiences of oppression.

However, the introduction of intersectionality methodology shall include
its limitations. Although intersectionality ofters a versatile theoretical basis for
researching modes of oppression and privilege, it has simultaneously complicated
methods of analysis. In fact, the defining aspect of the methodology of intersec-
tionality studies is “the complexity that arises when the subject of analysis expands
to include multiple dimensions of social life” (McCall 2005: 1772). Indeed, most
scholars have accepted the legitimacy and necessity of intersectionality to con-
vey the intricacies of intersecting experiences of real life, and yet, intersectionality
remains underdeveloped without a practical application.

More recently, Reyes (2017) and Moore (2012) have advocated intersectional-
ity as a usetul lens for the shifted focus of code-switching to marginalised factions
within society. This stream of research is especially relevant to the social identity
framework of intersectionality underlying Al ethics offered in this chapter. We
elucidate the development of Al by reference to the basic premises of social inter-
actionism. They include the following assumptions: capturing reality by individuals
is a social construction; individuals constantly aftect one another as through their
interaction over time; individuals are capable of deliberate actions and the way they
interact with others and within ourselves; individuals define what exists and decide
how to act accordingly. Therefore, we consider social identity as “the self as reflex-
ively understood by the individual in terms of his or her biography” (Giddens 1991:
244). It should be noted that while one’s concept of the self may remain consistent
over time, social identity is more familiar with a process of shitts and adjustments
as it plays out in everyday life. Through a process of social interaction, we work
to communicate our identities to others, while we attribute identities to them
(Charon 2010; Gecas 1982).

Contemporary issues of Al technologies in the ethical sphere

Following the discussion presented above, we will elaborate upon the contem-
porary issues relating to Al technologies in the ethical sphere. Although there is
no one accepted definition of Al, various scholars address the machine’s ability to
exhibit intelligent behaviour, react to the environment, and learn from it (Samoili
et al. 2020). Nonetheless, this chapter will focus on the Al's twofold functionality
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within the disinformation sphere. Meaning, Al as referable to complex algorith-
mic models allowing to automatically generate, detect, and mitigate false contents
online and impact on public opinion.

Broadly, there are several disinformation-related affairs that revolve around
the evolution of Al technologies. Among these incidents, various scholars high-
light the Cambridge Analytica affair and its hidden manipulation of ad targeting
(Cadwalladr and Graham-Harrison 2018).! Other notable disinformation affairs
are the incitement of ethnic cleansing in Myanmar? and the emergence of masses
of fake Russian accounts (Eidelson 2018; Bloomberg Editorial Board 2017;
Weise 2017). Notably, these affairs highlight the unprecedented implications of
Al bias in the international community.

One of the most prevalent bias types is the historical bias, which represents an
existing inequality and socio-technical issues within the data generation process
(Suresh and Guttag 2019). An example emerged in 2015, when academic and media
sources revealed a clear gender bias within Google search engine. In the incident,
the top results for ‘CEQO’ image search showed mainly photos of men, and when the
search engine identified the seeking user as female, it displayed fewer ads for execu-
tive positions. It represents a historical bias, since this kind of bias reflects an existing
gender inequality in society (Suresh and Guttag 2019; Yapo and Weiss 2018).

The omnipresent spread of Al in the cybernetic and physical spheres has led to
a broader discourse regarding its ethical implications. On the one hand, Al-driven
interfaces enable the analysis of large sums of data and provide us with a tailored
user experience and enhanced personalisation processes, as seen within various
fields such as autonomous driving, predictive policing, and language translation.
On the other hand, one must consider the ambiguous outcomes of Al usage from
the legal, social, and ethical perspectives (Doshi-Velez et al. 2017; Amodei et al.
2016; Sculley et al. 2014; Bostrom 2003; McCarthy 1960). Interesting to note, a
Deloitte survey of tech executives in the US (Loucks, Davenport, and Schatsky
2018) highlighted the potential ethical risks of Al, with emphasis on its falsification
of contents and imagery and the increase of algorithmic bias.

Therefore, discussing Al and disinformation requires a deeper analysis of the
notion of algorithmic bias, including its difterent types as well as its main sources.
The literature raises various bias types, which depend both on the data itself and on
the user. Data bias may be the result of technical or computational matters, an inap-
propriate algorithmic deployment, or a user misinterpretation of the algorithm’s
outputs. Danks and London (2017) highlight notable computational sources of
bias, such as the training data bias, and algorithmic processing. For instance, the
input data used may be biased and lead to biased outputs for the algorithmic tasks.
Furthermore, the algorithm itself may be biased, such as in cases of a statistically
biased estimator within the algorithm.

As Al-driven algorithms have become highly prevalent in our decision-making
processes and day-to-day practices, the risk of generating discriminatory and offen-
sive outputs rises significantly (ibid). In addition to bias and fake news, one can
mention fairness and privacy violations as significant ethical loopholes. From the
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privacy prism, there is an ongoing conflict between data privacy and efficacy, since
Al-driven models enable access to large sums of data and allows it to be analysed
with greater accuracy (Whittlestone et al. 2019; Zimmerman 2018). For instance,
Al technologies such as sensor networks, social media tracking, and facial recogni-
tion enable us to broaden surveillance practices and threaten one’s right to privacy.
These technologies in use may lead to discriminatory patterns and stigmatisation,
even without one’s explicit consent or knowledge (Whittaker et al. 2018). In this
regard, Mehrabi et al. (2019) suggest:

like people, algorithms are vulnerable to biases that render their decisions
‘unfair’ [. . .| fairness is the absence of any prejudice or favoritism toward
an individual or a group based on their inherent or acquired characteristics.
Thus, an unfair algorithm is one whose decisions are skewed toward a par-
ticular group of people

(ibid.: 1).

For example, in the US one can count numerous incidents in which Al usage
has exacerbated existing social inequalities, such as the gender bias of the Ama-
zon recruiting tool (Dastin 2018) and the notable discriminatory credit algorithms
against minority groups (Bartlett et al. 2018; Glantz and Martinez 2018; Waddell
2016). In addition, the ProPublica investigation found that the risk tool used to
create Florida risk scores was biased against black people and led to discriminatory
outputs (Angwin et al. 2016).

Interesting to note, several scholars argue that these ethical constraints differ
between cultures and languages. For example, Facebook misinterpreted a Palestin-
ian man’s post in 2017 due to a machine-translation error, which led to his arrest
by the Isracli police (Hagerty and Rubinov 2019; Hern 2017). Therefore, this
type of linguistic error might lead to significant implications due to cultural con-
troversies. Another linguistic incident occurred within the ambiguous translation
of the ‘like’ button, leading to algorithmic filtering of an indigenous collective in
Brazil (Ochigame and Holston 2016).> As Ochigame and Holston suggested in
their article on this incident: “Al principles are inevitably value-laden terms, dense
with significance. Such terms, even when thoughtfully translated, can have distinct
connotations and meanings in different cultures” (ibid.: 10).

Following the cultural perspective, Hagerty and Rubinov (2019) demonstrate
that low- and middle-income countries might be more susceptible to ethical
implications and not necessarily receive the potential Al benefits. This notion was
highlighted by the World Economic Forum (2018), as it claimed that developing
countries are prone to great risks of discriminatory patterns when using machine
learning methods. From the policy perspective, Hashmi et al. (2019) emphasise
the increasing ambiguity revolving around the Al implementation in the public
service: “The advent of Al raises a host of ethical issues, related to moral, legal,
economic and social aspects of our societies and government officials face chal-
lenges and choices pertaining to how to apply Al technologies in the public sector
and in governance strategies” (ibid.: 8).
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In this regard, it is important to point out that the Al ability to manipulate and
deceive human users online turns these ethical issues in the data-driven age into
inherent loopholes, which should be properly moderated by policy makers and
regulators. Interesting to mention, several scholars consider Al as a countermeasure
against the rise of fake news on social media platforms due to its ability to identify
fake bot accounts and automated fact-checking. Moreover, current deep learning
models enable the enhancement of text classification and analysis of online con-
tent (Sharma et al. 2019). According to Facebook, Al tools are responsible for the
removal of 99.5% of terrorist-related content and 98.5% of fake accounts (Marsden
and Meyer 2019; Kertysova 2018).

Nonetheless, one must consider the monumental contribution of Al to the cre-
ation and propagation of disinformation campaigns. With the advance of machine
learning and NLP, one’s ability to automatically generate content and tailor it for
unique users is amplified, and therefore Al enhances the microtargeting of vulner-
able audiences (Kertysova 2018). As a result, Al represents an offensive instrument,
and not only a defensive component in the detection processes of online bots
(Yang et al. 2019). Remian (2019) highlights this dual perception of Al in the
disinformation sphere: “Artificial intelligence has the potential to be used for the
spread of disinformation, propaganda, and the shaping of social and cultural values.
As with security, Al may play a role in both delivering and protecting from misin-
formation and attempts to manipulate” (ibid.: 31).

These polar Al functions have been analysed by several scholars who look at the
AT’s ability to create deepfakes, which undermine the authenticity of visual videos
(Strickland 2018; Giiera and Delp 2018). All the above demonstrates the symbiotic
relationships between Al and disinformation, when despite the existing defensive
function against bots and automation, one may abuse the inherent Al bias to spread
incitement and manipulation within weakened populations.

Conclusion: enhancing Al ethics through intersectionality

According to the review of intersectionality research across disciplinary domains,
positioning intersectionality as having an important role within Al ethics highlights
two key areas of concern: advocating diversity and inclusion. First, advocating
diversity requires that vulnerable and disadvantaged groups and outgroup members
of various identity groups will gain a fair and just treatment by ensuring that Al bias
will be moderated and diminished.

Second, promoting inclusion contributes to a more appropriate and just repre-
sentation of disadvantaged individuals” involvement in designing and engineering
Al and algorithmic systems. Within Al ethics, the principle of inclusion encourages
remedying “situations where people are believed to have been silenced or excluded
from decisions which would directly affect them and which do not acknowledge
their knowledge or expertise” (Townsend 2013: 36).

Due to the vast phenomena of fake news propagation, there is an urgent need
to provide a relevant ethical approach to dealing with the existing technical and



Incorporating intersectionality into Al ethics 49

moral issues arising from Al technologies. Intersectionality serves as a proper and
adaptable mechanism for coping with the Al-augmented falsification processes.

Notes

1 The Cambridge Analytica affair is a salient event in the disinformation sphere, in which a
data analytics firm was accused of profiling 50 million Facebook users and targeting them
with tailored content in order to influence political outcomes in the 2016 US presidential
elections. For a more detailed discussion, see Rehman (2019).

2 In 2017, the publication of fake news imagery has aggravated the conflict between R ohingya
Muslims and the military in Rakhine State in Myanmar. This false propaganda fueled the
radical hatred of Rohingya Muslims and violence in Myanmar. This incident shows how
Facebook has transformed into a platform for hate speech and online falsehoods aimed at
vulnerable minorities. For greater detail, see Miles (2018) and Ratcliffe (2017).

3 This algorithmic incident is the result of a semantic loophole of Facebook’s ‘like” button.
The anthropologists Rodrigo Ochigame and James Holston scrutinised an indigenous
collective in Mato Grosso do Sul, which uses Facebook as its primary outreach vector to
the public and often posts videos against the violence of private agribusiness militias. How-
ever, in the Portuguese dialect in Brazil, the button is semantically translated as ‘enjoy’,
and therefore, various users decided not to ‘like” certain posts of violence and oppression.
As a result, Facebook’s filtering algorithm reduced the group’s visibility and raised the
challenges of the land right activists to spread their message online. For further detail, see
Ochigame and Holston (2016).
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HOW POST-TRUTH POLITICS
TRANSFORMED AND SHAPED
THE OUTCOME OF THE 2016
BREXIT REFERENDUM

Jennifer Cassidy

Introduction

One could affirm that the examination of how post-truth politics transtormed and
shaped the outcome of the 2016 Brexit referendum would never have gained sub-
stantial traction as a research question, were it not for the new communication age
we now reside in. Especially during times of heightened divides, be it a domestic
election, an international political crisis, or a national referendum, popular online
platforms such as Twitter, Facebook, Instagram, etc., are widely used by many
politicians and commentators.

The case of the Brexit referendum is very much worthy of examination since,
over the past 20 years, the UK has crafted a strong reputation for the quality
and standard of its scientific advisory system. This is demonstrated by its array of
top-level scientific advisers in almost every department of government and by its
willingness to experiment and innovate with new approaches to evidence-based
policy-making. But this seemingly progressive arc towards the ever-greater uptake
of evidence and expertise in decision-making took a major knock in June 2016
with the result of the referendum on UK membership of the European Union
(EU) swinging narrowly, 52% to 48%, in favour of Brexit. This happened despite
a mountain of evidence and the near unanimous support of experts of all kinds for
remaining in the EU. The referendum process itself was marred by exaggeration
and the use of dubious facts and figures on both sides, but particularly by the Leave
campaign, and by accusations of outside interference in the democratic process by
a range of murky and unaccountable actors, including the Russian government.

In short, Brexit quickly became one of the ‘ideal-type’ case studies when it
came to discussing, exploring, and examining the role of post-truth politics in the
21st century. Therefore, the aim and contribution of this chapter to the domains
of diplomatic and information studies is three-fold: (1) to expose and confront the
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historical and present nature of ‘post-truth’ politics; (2) to shed light onto often
overlooked tools and mechanisms used in the 21st century playbook of ‘post-truth’
politics, with a focus on critical junctures of empirical cases such as the 2016 UK
Brexit referendum that allows us to reconceptualise post-truth in an age of real-
time governance; (3) to suggest that the current political climate of post-truth poli-
tics requires the broad promotion of a sort of democratic capability. Drawing on the
epistemic aspects of Amartya Sen’s work — particularly on his concept of positional
objectivity (Sen 1993) — we will discuss and answer the questions, how, why, and
should it matter to the challenges faced by our historic, but new, theatre of post-
truth politics. This chapter, therefore, aims to offer conceptual and practical tools
to help us understand and combat the rise of post-truth politics in the 21st century.

The overall aim and the interconnected character of these three questions is to
examine, expand, and illustrate through empirical moments in the Brexit cam-
paign, that the Leave vote was motivated by post-truth politics. Indeed, not only
motivated by it, but actively engaging in its processes, mechanisms, and emotional
control of the people it sought to influence. This chapter aims to support these
claims by developing an argument about the extent to which the UK’s Brexit ref-
erendum has been shaped and is continuing to be shaped by post-truth politics. As
a starting point for the discussion, the definition of post-truth as a type of “politics
which seeks to emit messages into the public domain which will lead to emotion-
ally charged reactions, with the goal of having them spread widely and without
concern for the accuracy of the messages provided” will be investigated in detail
(Marshall and Drieschova 2018: 89).

Post-truth: Historic concept, new theatre

We want to find out if post-truth politics s simply a historical concept. Even if
history is repeating itself, this does not mean that we have not learned the lessons
of the past. It simply means that we have not recognised its patterns when they
returned. That is the reason why we study it, analyse it, explore it, dissect it, scru-
tinise it: sO we can recognise it now, as it is today. This new face of ‘post-truth
politics’ 1s currently akin to a bad artist seeking to help the police by drawing the
suspect who has just robbed them. In short, the suspect’s features are ill-defined,
and it is almost impossible to distinguish most, it any, detail. Yet despite these
challenges surrounding clarity, this does not mean the police should stop looking
for the suspect in question. As we have already seen with the new techniques and
methods of 21st century post-truth politics, the ones we have seen being actively
used by politicians, active governments, and organisations alike come with profuse
damage and impact to our national and international governing sphere.

The impact is not simply in the damage done to the elections due to fraud, but
due to the polarisation of public discourse, and lies in the inability of many citizens
who, bombarded with the terms ‘fake news’ or ‘crisis actors’ by governing politics
daily, perhaps justifiably simply do not know what to believe anymore. And there
is, of course, the issue of credibility. Despite the fact that the term ‘post-truth
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politics” is nothing new, as academics we need to reconceptualise and contextualise
it. That 1s, we need to analyse, individually and comparatively, all new methods,
tools, technologies that are challenging, impacting on, and shaping our interna-
tional political system.

Background to the 2016 Brexit referendum

The UK’s referendum on the EU membership, now infamously known as Brexit,
took place on 23 June 2016 in the United Kingdom and Gibraltar. The purpose
of the vote was to gauge support for the country either remaining a member of,
or leaving, the EU. Campaigning began immediately after the referendum’s call-
ing. This is a very important thing to note, and indeed a strong variable of why
the referendum, its outcome, and continued controversy remain today. Just like
the historical roots of post-truth, the tensions connected to the Leave-Remain
confrontation within the society and Parliament itself, were and are nothing new.
These tensions have presented themselves in many forms since the UK’s official
entry into the Union in 1973. Yet now the vote had been called. Divides estab-
lished. With allegiances by politicians and citizens alike, largely known to all.

The underpinnings of controversy, discontentment, and attachment with the
UK’s continued relationship with Europe are clearly illustrated by a number of
instructive examples. First, in 2013 Prime Minister David Cameron stated clearly
in a long-awaited speech that it the Conservatives won the next election they
would seck to renegotiate the UK’s relationship with the EU. Then, by the end
of 2017 they would give the British people the “simple choice” between staying
in the EU under those terms or leaving the EU. It would be a few years before
the election was called, but the seeds of division had certainly not only been sown,
but watered. Second, was the creation and emergence of clearly divisive institu-
tions. One such example was the creation of a cross-party, formal group campaign-
ing for Britain to Remain a member, called ‘Britain Stronger in Europe’. It was
established in October 2015, directly after “The European Union Referendum
Bill’ was unveiled in the Queen’s Speech.! Alongside this, there was the creation
of two groups promoting exit which sought to be the official Leave campaign:
Leave.EU (supported by most of the UKIP party, led by Nigel Farage), and Vote
Leave (supported by Conservative party Eurosceptics). The Electoral Commission
announced on 13 April 2016 that Vote Leave was the official Leave campaign. The
UK government’s official position was to support the remain option. Before we
examine, dissect, and explore the tactics, methods, and challenges faced in a post-
truth world in an age of real-time governance, we will conclude by stating what
many of us now know to be objective truth. On 23 June 2016, the people of the
United Kingdom and Gibraltar were asked: “Should the United Kingdom remain
amember of the European Union or leave the European Union?” There were two
boxes to answer this complex question: 1) Remain a member of the EU; 2) Leave
the EU. The referendum turnout was 71.8%, with more than 30 million people
voting. Leave won by 51.9%, while Remain got 48.1% of the votes.
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It should be noted that the Brexit campaign was distinct from other referen-
dums or elections because of the unexpectedly high turnout from voters who do
not normally vote in British general elections. The voter turnout for the referen-
dum was 72.2%. This is in comparison to a 68.8% turnout in the 2017 General
Election, a 66.2% turnout in 2015, 65.1% in 2010, 61.4% in 2005, and 59.4 % in
2001. The referendum was the first major UK vote since 1997 to go above a 70%
turnout (Electoral Commission 2017). From YouGov polls, to newspapers, all
predicted a Remain vote. The higher turnout, particularly in the north of England,
contributed to the miscalculation of the result (YouGov 2016a). People who did
not normally vote decided to vote in the EU referendum, and they voted leave.
This raises the question of what motivated the high turnout and what led the 1.2
million previously disengaged voters to find the leave message more convincing.

As noted by Moore and Ramsay (2017: 168), the Brexit campaign was “divi-
sive, antagonistic and hyper-partisan (. . .)”, as its continued divisive nature and
polarising rhetoric, which characterised both sides, has shown before, during and
after the vote. To quote Hannah Marshall and Alena Drieschova (2018: 94), “Both
‘sides” actively accused each other of dishonesty and scaremongering, and these
discursive tactics did little to inspire trust from the public in the debate as a whole.
Rather, the public were encouraged to distrust political messaging based on con-
stant back and forth accusations and disparagement.” And yet, the two key mes-
sages the public remembered from the referendum campaign — that we will directly
discuss and examine throughout this chapter — were components of key arguments
belonging to Brexiters.

1. “The UK sends /350 m per week to the EU”
2. “Net migration to the UK had hit 333,000

These key themes of focus during the referendum became rapidly and increasingly
significant in the national press (Joyce 2017). The narrative of the Vote Leave cam-
paign, a narrative based on these two core themes, gained traction, and not simply
gained traction, but embedded itself in the hearts and minds of the public in a way
the Vote Remain campaign did not. What the referendum therefore clearly dem-
onstrated was that two single pieces of pro-Leave campaign material — (1) a slogan
on the side of a bus fallaciously implying that leaving the EU would necessarily
free up £350 million a week for the NHS; and (2) a poster stating that Britain was
at its “Breaking Point” purportedly due to an influx of migrants — proved highly
controversial but successful in winning the hearts and minds of the British public.

It is worth noting, particularly in a chapter dedicated to post-truth politics, that
these themes, slogans, arenas of deception that won the heart of many voters were
at best misleading, and at worst outright false. For example, the Leave side’s widely
publicised claim that

[tlhe UK sends /350 million per week to the EU is wrong. [ . . . ]. This
figure does not include the rebate, or discount on what the UK has to pay.
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In 2014, the UK would have paid £18.8 billion without the rebate but
ended up paying /£14.4 billion. The estimate for 2015 is /£12.9 billion.
This 1s /248 million per week, or /35 million per day

(FullFact 2016b).

Yet, in an opinion poll conducted by “Whatukthinks™ (2016¢), asking the ques-
tion “Is It True or False That Britain Sends /350 Million a Week to the European
Union?”, 47% of respondents thought the former message was accurate (Whatuk-
thinks 2016¢). These examples point once again directly to the central thesis at play
here: the influence that post-truth politics had on the UK’s Brexit 2016 referen-
dum. In the next section, we will examine these cases and sketch the ‘key post-
truth moment’ which ultimately and arguably shaped the voting outcome, not to
say the future of Ireland and the resources and agenda setting power of the EU for
the next three years.

The NHS bus poster

The now-infamous NHS bus was deployed by Vote Leave, the official campaign
group for Brexit as designated by the Electoral Commission. It stated: “We send
the EU /350 million a week, let’s fund our NHS instead”. In defence of this pro-
pagandistic slogan, or at best highly misleading statement, many Leave campaigners
have argued that they simply used the figure of “the cost of an NHS hospital”.
The Leave campaigners justified their claims further, stating that the stark slogan
was necessary in order to illustrate how expensive remaining in the EU was. Con-
versely, those standing firmly on the side of Remain, presented the argument that
by using this slogan, the Leave side was presenting misleading and false informa-
tion. Not only did they contend that such an act was morally objectionable, but
that the consequence of this act would be momentous for the whole campaign.
Their fears proved to be well-founded. The slogan sought to have appeared to
convince many voters that Brexit would necessarily free up /350 million to spend
on the NHS. Leave campaigners have consistently backed away from this claim
since the vote (Griffin 2016).

Indeed, there have been some preliminary challenges to the use of the image.
For example, the Advertising Standards Agency received 374 complaints.”
A group called Vote Leave Watch was formed with the single aim of holding
the government and groups like Vote Leave accountable. They also sought to
force the government, and as many Leave voters as possible, to admit that the bus
was misleading. The group regularly brought up suggestions that the referendum
ought to be repeated because of the dishonesty of the Leave side, and the belief
that “the leave side won because they . . . promised something that does not exist”
(Rothstein 2016).

It is true that calculating the cost of EU membership for any country, let alone
the UK, is a complicated task; however, the claim showed on the bus was inac-
curate by any reasonable measure. A naive defence of the Leave campaign emerged
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that because the figure was hard to reach, thus they went for the best possible
figure for their cause. To quote Andrew Reid (2019) on this very point, he writes
“A cynic would see it as a lie designed to convince voters of a simple untruth.”
Such an interpretation would “seem inadequate, especially given that the state-
ments of key Leavers and commentators on the campaign suggest more subtle and
nuanced motivations.” Dominic Cummings, the political operative who acted as
the campaign chief for Vote Leave, also noted in a personal blog that: “Pundits
and MPs kept saying ‘why isn’t Leave arguing about the economy and living stan-
dards’. They did not realise that for millions of people, £350m/NHS was about
the economy and living standards . . . It was clearly the most effective argument . . .
with almost every demographic” (Cummings 2017).

It should be noted that Cummings’ journal entry was not intended as a tool
for convincing the people of his commitment to his ‘truth’. Instead, he denoted
in tone and contested ideas to the aged-old act of telling “compelling stories”; in
this case, connecting the EU to a general dissatistaction with the economic state of
the country (ibid.). The idea behind the slogan on the bus was arguably on reflec-
tion, to exploit a widespread prejudicial belief about the costs of EU membership,
deviating the public’s attention from considering its benefits. As Shipman puts it
in his account of the campaign, “[e]very time there was a row about the size of
the cost to taxpayers of EU membership, it simply reinforced in voters’ minds that
there was a high cost” (2017: 259). As Reid (2019) writes so clearly: “The idea
here was that as soon as any Remainer responded to the NHS bus with a response
of the kind: ‘actually, EU membership costs /X million instead’, they were already
on the back foot because they were talking about costs not benefits.” Indeed, in
a post-truth environment, none of these asserted points depended upon people
being convinced of the specifics of the claim. Despite this, acts of this nature, false-
hoods (whether contested or not) spread like wildfire through a nation, and are
proved to have damaging effects on democratic discourse by ‘muddying the waters’
in factual deliberations.

The key axes in the 2016 Brexit referendum can therefore be thought of as an
example of what Yale philosopher Jason Stanley calls “undermining propaganda”.
This refers explicitly to acts of speech that involve “erecting difficult epistemic obsta-
cles to recognising tendencies of goals to misalign with certain ideals™ (2015: 57).
The idea itself of “undermining propaganda” is applied broadly to the study and
analysis of Stanley’s work, referring in many instances to the deeper ideological or
moral commitments that underpin society. We can arguably draw on its concep-
tual underpinnings to examine the factual deliberations in this case. The key phrase
in Stanley’s definition is “epistemic obstacle”. We can link this clearly to the NHS
bus being introduced as such an obstacle, due to resulting consequences for mem-
bers of the public to establish what the costs and benefits of Brexit truly were. The
act of the slogan, and the creators behind it, did this by wrongly problematising
the epistemic authority of some bodies and figures, and as a practical consequence
eroded the set of common factual reference points in what should have been a fair,
free, and open debate.
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The words of Andrew Reid (2019) on his work on Brexit and disinformation
conclude it best when he writes:

The troublesome function of the NHS bus, then, is to neutralise the discus-
sion of the economic impact of Brexit by increasing scepticism of all factual
claims, and presenting all predictions as equally bad. It nullifies the issue by
reducing the set of commonly accepted, relevant facts and therefore making
it harder to come to judgments about the eftects of ditterent policy option.

The Breaking Point

The Vote Leave campaign was led by individuals like Boris Johnson, who created
a narrative, or historic reflection, of re-establishing Britain as a global hegemon.
Indeed, many of the key leaders of the Vote Leave campaign articulated a narrative
of British nationalism that was more insular and Powellite in tone. At the centre of
this perspective lay the concerns and increasingly stirred fears surrounding immi-
gration. According to Nigel Farage, the figurehead of Leave.EU, the EU had done
insurmountable harm to Britain by facilitating uncontrolled immigration: “Open-
door migration has suppressed wages in the unskilled labour market, meant that
living standards have failed and that life has become a lot tougher for so many in
our country” (Farage 2016).

This actively and carefully constructed narrative creation played on people’s
fears, whilst weaving perfectly into the nationalistic tone of ‘Britain First’ that the
Leave leaders were exalting across the country. Comparatively, this is not too dis-
similar from what is occurring across the water, where we see slogans of ‘Make
America Great Again’ capture voters in their droves, changing the landscape of
the ‘shining city on the hill’ forever. Furthermore, according to what Virdee and
McGeever (2018: 1806) argued in their article entitled ‘Racism, Crisis, Brexit™:
“the construction of the migrant as economic threat to the domestic working
class was married to a second set of representations that understood the migrant
as security threat to the British population.” The authors conceptualise this pro-
cess of misrepresentation into three distinct elements. First, the terrorist attacks in
France and Belgium and the onset of the migration to Europe of displaced Syrians
and others escaping war in 2015 and 2016 were purposely linked by Farage to
make the argument that the “EU’s open borders make us less safe” (Farage 2016).
This created a gateway for him to imply that by getting “our borders back, our
democracy back” through exiting the EU we could also restrict the entry of such
“undesirables” and make Britain safe again. According to Virdee and McGeever,
the second element integral to this construction of migrant as security threat was
that leaving the EU would eftectively prevent refugees from secking sanctuary
in Britain, since it would no longer be party to the EU’s central benefit freedom
of movement between EU member countries. This argument reached its zenith
with the creation and posting of the Leave. EU’s “Breaking Point” poster. A poster
showing Middle Eastern refugees queuing at Europe’s borders. The subheading
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read: “We must break free of the EU and take back control.” This was a message
of ‘island retreat” (Winter 2016): if Britons voted Leave, they could successtully
keep such people from entering the country. Finally, the third component concep-
tualised by Virdee and McGeever on the nature of post-truth narratives of racism,
was highlighted when recently arrived migrants were alleged to have committed a
series of sexual assaults in Germany — the EU country which had accepted almost
a million refugees in 2015. Leave. EU “campaigners contributed to a moral panic
that understood refugees as ‘sexual predators’, reinforcing the message that remain-
ing in the EU would place British women at risk™ (Virdee and McGeever 2018).

While the Breaking Point poster, and the integrated narratives and acts sur-
rounding it, may lie at the margins of hateful speech, they have not been subject
to criminal sanction. However, according to Reid (2019), although it may not be
regarded as hate speech, he justifiably writes:

[Such acts do] transgress the norms expected of political campaigns because
of [their] potential eftect on political voice, so should be subject to limited
sanctions within this sphere. Such hate speech can, when practiced by politi-
cal elites, have harmful effects on the democratic forum, and as such might
be subject to measures that amount to partial censorship when practised by
political parties or recognised campaign groups.

Indeed, although recent migrants would not have been able to vote in the referen-
dum, it remains evident that their voice is valuable and warranted on this subject
matter. Thus, the persistent use of nationalistic and discriminatory imagery like that
of the Breaking Point poster by those in positions of relative authority can, and
do, invariably cause a shift in public perceptions that leads to certain target groups
being silenced, their voices not being heard, or when they do choose to speak up,
the consequence is that they are not taken seriously in political deliberation. This
amounts to what is deemed a de facto exclusion from the process of deliberating
over laws due to the loss of an eftective political voice.

These consequences have been discussed in other works on hate speech, for
example when Jeremy Waldron, in a very influential essay on the issue, discusses
“oroup detamation” or “group libel” (2012: 39—40). This is the spreading of mis-
truths about groups within society that causes them to be treated unfairly or unjustly.
Waldron also emphasises the loss of dignity that occurs when we are frequently
part of a “disfiguring social environment” where such ideas persist (ibid.: 117).
The “disfiguring social environment” I am concerned with is one that contrib-
utes to a situation where some are treated as inferiors in political deliberation: this
undermines their eftective political voice, because it causes others to treat them
ditterently. The loss of esteem in the eyes of other citizens can lead to members
of groups targeted by hate speech suffering epistemic injustices (Fricker 2007).
One manifestation of epistemic injustice is “testimonial injustice”, the injustice of
being doubted as a knower, or of having the integrity of one’s knowledge chal-
lenged (ibid.: 1-2). Minority groups can therefore be forced to deliberate as if such
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stereotypes are true in order to facilitate a productive dialogue; Stanley uses the
example of African Americans who end up participating in debates where racist
stereotypes that they are lazy or violent persist (2015: 163). This analysis can be
applied to the Breaking Point poster, which depicts non-white citizens and recent
migrants as a hostile force, and a drain on the national community’s resources.
Deliberating when these traits are assumed at the outset means accepting disre-
spectful falsehoods, and a concurrent loss of perceived credibility. It is to deliberate
at a disadvantage, as it requires the internalisation of a norm that the speaker is less
trustworthy or able. Such is the world of post-truth politics in the 21st century.

Conclusion

By referring to Brexit as an ‘ideal-type’ case study for understanding the mecha-
nisms and the eftects of post-truth politics, the chapter has shown how the Vote
Leave campaign around the referendum was built on misleading narratives that
touched very sensitive topics such as the NHS and immigration control. Though
neither of the two topics are directly related to EU membership, some of their
aspects were exaggerated and framed as though they were part of the overall dis-
course on permanence in the EU.

The referendum was a quite divisive political instrument per se, and by appealing
directly to the people it favoured the diffusion of manipulated narratives for pure
electoral ends, neglecting the overall good of the country. The themes, slogans,
and arenas of deception that won the heart of many voters were misleading at
best, and outright false at worst. Furthermore, both factions actively accused each
other of dishonesty and scaremongering, nourishing confusion and distrust among
the electorate. And yet, the two key messages the public remembered from the
referendum campaign were components of key arguments belonging to Brexiters:
a slogan on the side of a bus that fallaciously implied that leaving the EU would as
a direct consequence free up money for the NHS, and a poster stating that Britain
was at a “Breaking Point” because of an immigration crisis. The path to the Brexit
referendum was thus riddled with difficult epistemic obstacles that kept the people
from understanding the real implications of their choice.

Notes

1 Before the vote had cleared Parliament and become law, the serving government twice
saw off attempts in the House of Lords to lower the proposed voting age in the in-out poll
to 16. Their attempts, as history has shown us, proved unsuccesstul.

2 See Parker (2016) for a journalistic discussion of this issue.
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INFORMATION AND DEMOCRACY

Fake news as an emotional weapon

Matthew Loveless

Introduction

In the field of Political Science, the role of information — whether through educa-
tion, exposure, content availability — has been taken, normatively, as a linchpin of
a democratic society (Dahl 1989). A quote widely, if erroneously, attributed to
Thomas Jefterson 1s often used to underscore this important relationship, “An edu-
cated citizenry is a vital requisite for our survival as a free people.”! This is an intui-
tive and widely shared notion within Political Science, Sociology, Economics, and
Psychology — as well as in popular culture. It makes intuitive sense that an individual
or collection of individuals are better able to make appropriate decisions for them-
selves by understanding what 1s happening around them. In the field of politics,
having both a sense of the ideological landscape and the positions of parties and their
policies can only serve to improve the quality of democratic governance. Better
and more information produces better individual and, in turn, collective decisions.

Yet, the evidence does not appear to bear this out. In the late 1950s, a team
at the University of Michigan — Campbell, Converse, Miller, and Stokes — set
out to survey the American public and to assess their political attitudes, choices,
and behaviours. The resultant publication, The American Voter (1960), showed that
Americans’ political attitudes appeared to originate from such profoundly unstruc-
tured political beliefs that the authors reported a stunning lack of sophistication and
rationality. Key’s book, Public Opinion and American Democracy, the following year
(1961) as well as Butler and Stokes” book, Political Change in Britain (1969) did little
to challenge these findings, showing that, in the latter case, Americans were not
unique in such under-informed political states.

Political Science has taken one of two approaches to deal with this ‘discovery’.
One approach has been to either say that democratic outcomes appear — at least
in the aggregate — ‘rational’ (Page and Shapiro 1992) or to call individual political



Fake news as emotional weapons 65

choices ‘reasoned’ to the extent that individuals must have some process through
which information is both gathered and (more importantly) incorporated to make
decisions (Lupia and McCubbins 1998). Others searched for answers at the indi-
vidual level. Zaller (1992) was among the first and most influential scholars to
argue that how individuals process information explains how they formulate their
opinion but that most of the information used to do so was heuristically driven;
that is, more or less directly from elites and media. In other words, internal pro-
cesses and external cues compensate for low concrete and specific political knowl-
edge in the same way that knowing how to do multiplication saves you from having
to memorise all possible combinations of any two numbers (Lodge and McGraw
1995). Yet, and still, Americans and Europeans continue to show low levels of
both political knowledge and sophisticated processing skills (Sniderman, Brody,
and Tetlock 1991; Lupia, McCubbins, and Popkin 2000).

In terms of information and democracy, while attention is scarce and the abil-
ity to process information is low, the sources of information have increased. The
exponential growth in the availability of information stresses the need for indi-
viduals to develop some method for sorting the growing torrent of information.
In addition to the ability of legacy media to broadcast to a near comprehensive
audience over the past 40 years, a (slim) majority of the world’s population has had
at least some access to the largest repository of collected knowledge: the Internet.?
Yet, over precisely the same period, the once solid footing of post-war democratic
institutions has begun to deteriorate. In other words, greater availability to greater
absolute amounts of information does not appear to resolve the information and
democracy dilemma. In fact, it appears to have made it worse.

Fake news is a key debate in this dilemma. Fake news is an emotional weapon
which refers not to discrete instances or stories, but rather to the strategic eftort to
cloud current debates with the aim of manipulating audience’s feelings to under-
cut any potential for collective (political) action. As increasingly recognised by
the mainstream literature on political sophistication and cognition, such emo-
tive appeals often overwhelm individuals’ attempts to reason with political topics
(Druckman 2012; Edelson et al. 2017; Flynn, Nyhan, and Reifler 2017; Karp,
Nai, and Norris, 2018; Prior, Sood, and Khanna, 2015; Redlawsk 2002; Suhay
et al. 2015). Fake news is weaponised by appealing directly to people’s emotions
rather than their intellect. The driving force for using and supporting fake news is
to scramble and divide public opinion in order to benefit from the resultant chaos,
whether financially or politically.

How fake news disrupts democracy

In addition to greater availability of information, the Internet has opened up greater
opportunities for misinformation. One of its most common forms is fake news.
The term ‘fake news’ is both specific and broad. Fake news is not propaganda or
‘spin’ in which a group, such as a political party, might try to reframe events so
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that the group is seen in a more positive light (Uscinski 2019). Fake news 1s similar
to a hoax, in that it is a deliberately fabricated falsehood made to masquerade as
truth (ibid.). Although presented as being factually accurate, fake news has little or
no basis in fact (or is a dissembled fusion of bits and pieces of factual things). Its
distinguishing feature is that fake news is strategically deployed with an ostensive
financial incentive or damaging purpose (Walker 2018). As such, it is a weapon.

The efficacy of this weapon corresponds with the transition of citizens from pas-
sive consumers to active selectors of political cues (Prior 2007). This self-selecting
exposure depends on previous patterns and goes by names that vary by discipline:
selective exposure, informational congeniality, pro-attitudinal information search,
or confirmation bias, inter alia. Simply, in a sea of information, consumers cling
to what they know. In terms of searching for information, this process has led to
the silo-ification of consumers, informational bubbles, filter bubbles, echo cham-
bers in which individuals’ understandings of the world are decreasingly exposed to
counter-narratives, critiques, and outright challenges.

Intormation silo-ification originated with the idea that the information systems
could be constrained from freely communicating with other information systems,
i.e. operate in a silo. Applied to individuals, information silo-ification refers to
a situation in which that person is unable to freely communicate with — or be
exposed to — alternative information sources (Garrett 2017). Silo-ification is com-
monly the result of Internet search filters and histories that increasingly narrow
online searches, in turn developing decreasingly varied algorithmic selectivity and
thus lower exposure to other (i.e. unlike) information sources. The individual is
thus increasingly constrained to an informational environment in which one’s own
beliefs about the world are amplified and reinforced in a closed communication
system. While the various steps of the process overlap, they refer to the decrease in
alternative information and the increase in the repetition and fortification of one’s
own worldview. In this environment, fake news finds a fertile field of targets.

Polls show that conspiracy theories and fake news are popular everywhere,
including Europe, in which popular perceptions of the extent of both in the public
sphere are similar if not greater than in the US (Uscinski 2018). At the same time,
public attention to fake news and misinformation has grown, because of recent
controversial and divisive events such as Brexit and the 2016 US presidential elec-
tion (Allcott and Gentzkow 2017; Karp, Nai, and Norris 2018; Flynn, Nyhan, and
Reifler 2017; Lazer et al. 2018; Lewandowsky, Ullrich, and Cook 2017). Yet, the
crucial issue is less about the consumption but rather the strategic deployment of
fake news as a weapon to shape politics. That is, fake news offers a means for some
to circumvent a reality which disallows others’ preferred outcome. For democratic
politics, this is deeply problematic.

One of the core tenets of early Internet evangelism was the democratisation
of voices (Dahlgren 2000; Shirky 2011; Valenzuela, Park, and Kee 2009; Ward,
Gibson, and Lusoli 2003; Weber, Loumakis, and Bergman 2003; Zhang et al.
2010; Gil de Zuiiga, Jung, and Valenzuela 2012). However, this has had the
unintended consequence of undermining the role of expertise. Information and
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data are, on their own, not equal to knowledge. There must be some process by
which information and data become useable, and that process is the competent
application of knowledge (i.e. expertise). The equalisation of all voices — the dete-
rioration of expertise — does not naturally transform into a free market ot ideas in
which ideas compete for constituents. Not all ideas have equal standing. There
must be a justifiable process for distinguishing between ideas that are allowed into
the market and those that must be discounted and possibly excluded. The Internet
has introduced previously unforeseen issues that have created a difficult landscape
on which to fight fake news. Thus, the use of fake news finds a welcome home
on the Internet as many of the traditional definitions associated with media have
melted away: Who is a ‘reporter’? Who is an ‘expert’? What constitutes ‘news’?

This atrophy of expertise corresponds to the rise of emotional politics, in which
facts are allowed to be replaced by what one believes or feels to be true. There is
a growing body of scholarly work that shows that knowledge — i.e. information
about the world — is simply less important in determining individual choices than
what individuals believe it to be (Druckman, Peterson, and Slothuus 2013; Hart
and Nisbet 2012; Suhay et al. 2015; Druckman 2012; Kunda 1990; Kahan 2016;
Lodge and Taber 2000; Redlawsk 2002).2 As the distance between political sophis-
tication and political behaviour grows, that 1s, as people rely less on key and reliable
information sources, they tend to base political decision-making on feelings and
emotions (Lau, Andersen, and Redlawsk 2008; Luskin 1987; Sniderman, Brody,
and Tetlock 1991; Taber and Lodge 2006). Simply, facts have become either sec-
ondary, debatable, or ultimately inconsequential to what one believes — or feels —
to be true. The loss of expertise and concomitant rise in preferring feelings to facts
converge to create an environment in which fake news — as a strategic, emotional
weapon — can thrive.

The implications of competing subjective realities as the basis for orienting
oneself to the world are not hard to imagine. At the broadest level, it has been
observed that greater numbers of citizens are acting against their own (observ-
able) self-interest (Achen and Bartels 2016). Yet the deterioration of the ability
for — small ‘t’ — truth to outweigh fiction fits a broader pattern that has been
more recently formalised. Kavanagh and Rich (2018) call this phenomenon “truth
decay”.* From the Introduction to their book, they define it as a set of four con-
nected and observable trends (2018: 3):

1. Increasing disagreement about facts and analytical interpretations of facts and
data;

2. A blurring of the line between opinion and fact;

3. The increasing relative volume, and resulting influence, of opinion and per-
sonal experience over facts;

4. Declining trust in formerly respected sources of factual information.

Each on its own represents an independent challenge to distinguishing fact from
fiction (or, opinion). However, as the authors point out, it is their synergistic
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convergence and strategic deployment, with increasingly sophisticated means such as
message micro-targeting in social media, that has allowed for truth decay to grow
rather than be contained.

The message from Kavanagh and Rich is that, while the contest between facts,
opinion, and outright fiction has a long history (in their examination, in the US,
but with clear application to Europe), it is the ability to outright control informa-
tion flows and target the most susceptible that distinguishes the present from previ-
ous periods. That s, fictions and opinions are used as weapons to actively challenge
what may seem to be demonstrable reality. And the means most appropriate, and
what Kavanagh and Rich (ibid.) cite as drivers in the US, are employing means to
manipulate individuals’ psychologies via cognitive processing and built-in biases
(e.g. which concepts, beliefs, and rules one applies to the evaluation, Kunda 1990;
Sniderman 2000) as well as their emotional profiles (i.e. galvanising individual
partisanship as well as cultivating negative partisanship) in the context of greater
political polarisation.

The US is not alone. The rise of regional autonomy movements, Brexit, the rise
of soft dictators in Eastern Europe, the migration question, the rise of both extreme
and new parties, and terrorism represent only the most visible contemporary and
concurrent events that directly challenge democratic states’ abilities to respond.
Thus, the most insidious eftect of fake news’ impact on the weak bond between
information and democracy is the negative downstream eftfect it has had on demo-
cratic political culture by de-legitimising democratic institutions.

In the context of European democratic systems, and specific to the relation-
ship between information and democracy, the limitlessness of digital platforms in
the age of fake news/disinformation is a substantive problem. At minimum, it
has created more opportunities for financially or ideologically motivated produc-
ers. Non-state political actors have the capacity not only to initiate cross-national
links with like-minded parties but also to roll out coordinated public ‘information’
campaigns.

As mentioned earlier in the chapter, early Internet evangelists promised that by
making social media widely available — that 1s, democratic, inasmuch as anyone can
participate equally — we would not only strengthen our own democratic cultures
but spread democratic inspiration to non-democratic countries (Dahlgren 2000;
Shirky 2011; Valenzuela, Park, and Kee 2009; Ward, Gibson, and Lusoli 2003;
Weber, Loumakis, and Bergman 2003; Zhang et al. 2010; Gil de Zailiga, Jung,
and Valenzuela 2012). More Internet, more social media, more democracy. How-
ever, over the past two decades, the only coherent social media effect to have been
clearly identified is the silo-ification of information provision and the construction
of echo chambers. This has led, instead of in the direction of more democracy,
towards greater polarisation and separation.

A broader perspective suggests that the loss of expertise and the ability to speak
with one another about the same set of facts 1s the results of the strategic deploy-
ment of the emotional weapon of fake news. Namely, rather than simply indi-
viduals’ information silo-ification, we can see a torrent of half-truths, conspiracy
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theory, and misdirection in the news-sphere. The strategic goal is to drown any
signal with an over-abundance of noise.® In this way, the inundation of the pub-
lic space with every variety of specious ‘news’ results in an emotional toll on the
consumer who begins to not only question every story — true or fake — but also
considers resigning from the increasingly difficult task of difterentiating real from
fake news altogether.® At the individual level, exposure to and acceptance of misin-
formation, fake news, and conspiracy theories correspond with individual negative
epistemic motives (e.g. seeing self-reinforcing patterns where none exist) or nega-
tive existential motives (e.g. alienation, Douglas et al. 2019; Clarke 2007); a defi-
ciency in the ability to reason clearly or apply logic (Stihl and van Prooijen 2018);
a propensity toward delusional (Freeman 2007) or dogmatic thinking (Berinsky
2012); or even experiences of hallucinations (Dagnall et al. 2015).” Thus, fake news
is emotional in the sense that it has very real, negative individual psychological
correlates, creating individual disincentives to the collective action that meaningful
democratic politics requires.

Fake news threatens the democratic process in myriad ways but none so eftec-
tively as being aimed at influencing outcomes counter to popular will (Uscinski
2019). There are those who benefit from using fake news despite its impact on
information and democracy, one might argue, precisely because of its impact on
information and democracy. We should recognise that periods in which econom-
ics and politics merge have historically all been followed by popular anger, extreme
politics, indiscriminate and racial violence, economic sluggishness, and a sapping of
any collective energy to achieve anything civil or ambitious or necessary (such as
punish the culprits). In addition, and possibly more disconcerting, is the discernible
difference from previous periods in the increasing amount of fake news found in
governmental information or national news outlets which ‘benefits’ from the speed
at which fake news can travel (Lazer et al. 2018; Vosoughi, Roy, and Aral 2018).
As such, fake news can be used in a manner resembling propaganda (Radnitz 2018;
Garrett 2017; Oliver and Wood 2014; Weeks, Ardévol-Abreu, and Gil de Zaiiga
2017; Oreskes and Conway 2010).

The motive for perpetuating quasi-truths, half-truths, non-truths is not particu-
larly obscure. Wielding an emotional weapon to cloud clear thinking and objec-
tive observation is motivated in order to achieve an outcome. The political, social,
and economic shifts that have taken place over the past several decades — such as
more openly hostile and polarised politics, growing economic burdens on greater
numbers of citizens — open up new, potentially unimagined areas for generating
money. Conflict, uncertainty, and having mechanisms in place for extracting any
remaining profits from a politically weak and divided country are the goal. Those
who stand to profit (in the strictest sense of the word) understand this. As fake news
sows discord and division, this keeps broad-based political action, such as redistri-
bution or coordinated responses to climate change, at arm’s length and undermines
attempts to change the status quo. In an environment in which the strategic deploy-
ment of fake news profits political and economic incumbents, an effective ‘top-
down’ institutional response is unlikely.
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Such a development is a fair description of the three-year process of Brexit, the
recent 2016 US elections, and even the immigration issue during the refugee crisis
of 2015-17 in the EU. Demobilising swaths of voters by emotional attrition and
mobilising others to a reality designed to distort actually existing problems accrues
power to those already in place. Thus, if and when fake news floods the news-
sphere, the resulting inability to have even-footed discussions benefits the political
and economic incumbents.

What is to be done?

Our detenses against such deployment are weak. As the Center for Media Plu-
ralism and Media Freedom at the European University Institute in Florence has
pointed out, at present, most EU countries do not have specific requirements
that ensure transparency and fair play in online campaigning.® Attempts have been
made to measure, at a minimum, the enactment/enforcement of new neutrality
law(s) and active (public) efforts to confront fake news/disinformation. However,
as acknowledged by the European Commission, what are national and supra-
national governments to do about the rise of new problems, such as the exposure
of citizens to large-scale online disinformation efforts and micro-targeting of voters
based on the unlawful processing of personal data?

However, there are reasons to be confident in a collective and individual
response to fake news. Most news in general, including fake news, is consumed by
a minority of politically active people who already have highly skewed informa-
tion diets. Both conspiracy theories and fake news attract their own customers as
those predisposed to them will actively search for them (Edelson et al. 2017; Clarke
2007; Uscinski, DeWitt, and Atkinson 2018; Uscinski, Klofstad, and Atkinson
2016). For an institutional response, one might propose to identify a means to
regulate the Internet on impartiality, transparency, equal opportunities in media
access, political advertising, and labelling political ads. At the same time, providing
more information or ‘facts’ does not appear to have had a significant impact on
the levels of political information or knowledge. Research in Political Science and
Psychology has shown that providing evidence, even motivating that information
with incentives, provides only occasional change and little lasting impression (see
Bolsen and Druckman 2015; Lewandowsky et al. 2012; Nyhan and Reifler 2015;
Prior, Sood, and Khanna 2015). More challengingly, if we are to support the idea
of regulating the Internet, we require an answer to the question: who should be
the arbiter of what is real and what is not? That question may be too difficult to
answer and any resulting gatekeeper derived from asking this question would be
too powertul.

Thus, an institutional response to fake news is likely to be ineftective and dem-
onstrate an incomplete understanding of the problem. If this is the case, one might
propose individual immunisation; that is, to cultivate individual immunisation
from the intended eftects of ‘take news’/disinformation through the promotion
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of ‘media and digital literacy’ courses; raising public awareness about the exis-
tence and dangers of ‘fake news’/disinformation; and building human resilience
(Roozenbeek and van der Linden 2018). Which may in turn help us make better
policy choices.

In the case of Europe, how do citizens of the EU see fake news? Using the ques-
tion, “In your opinion, is the existence of news or information that misrepresent
reality, or is even false, a problem? (Response categories: Yes, definitely; Yes, to
some extent; No, not really; No, definitely not) from the Eurobarometer 464 (2018,
Question 4), we can see the EU citizens’ answers to this question (Figure 5.1). In
every country, more than 50% say, “Yes, Definitely” and “Yes, to some extent”.

However, one disquieting aspect of the results in Figure 5.1 is that in Greece,
Malta, Italy, Cyprus, Spain (almost Portugal), more than 50% responded only “Yes,
definitely”. That is, despite five response categories ranging from a strong disagree-
ment to strong agreement, the majority responded with fake news is ‘definitely’ a
problem. Lowering the threshold to 45% of respondents, these Southern European
countries are joined by Hungary, Bulgaria, Romania, Poland, Czech Republic,
Slovenia, and Slovakia. Remarkably, estimating a simple model with this question
as the dependent variable," there is very little correlation with socio-demographic
or socio-economic profiles of respondents. What is more important is the region-
ality of these perceived issues. Southern and Eastern European countries rank
lower on measures of democracy, such as civil liberties and political rights.!" Taken
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together, we can see that countries with shorter histories of democracy, less well-
developed civil societies, and recent national economic struggles also have majori-
ties (or solid pluralities) of citizens responding that fake news is a problem. This
correlation is troubling. However, in the same survey, not only does every single
EU member state country exhibit concern about fake news, but a vast majority
of respondents report having seen fake news at least once a week,'? and most are
somewhat to very confident that they can identify it."* This may offer a faint posi-
tive note that not only do European citizens report that that they see a lot of fake
news but rather that they think they can.

Conclusion

Fake news has exposed the disconnect between information and democracy and
highlighted the importance of the relationship between feelings and information
and democracy. Our normative theories of democracy require a great deal from
citizens. It feels ‘more correct’ to say that people should be more intelligent and try
to understand politics. Yet, even the amount of staggering political unsophistica-
tion previously observed in the US (Campbell et al. 1960), corresponded to a time
considered by many a golden era of US politics. The use of fake news has taken
advantage of the delivery system of the Internet and how it connects us to sow
discord and create disunity. It exploits and amplifies our fears and concerns, appeal-
ing to how the world makes us feel rather than how it is. Yet, this strategy rests
neatly on the tectonic fault lines of social, political, and economic shifts, which
have been growing for the past several decades. In this way, while a challenge, it is
predominantly an unfortunate covariate rather than a determinant of the problem
between information and democracy.

Notes

1 While the exact quote may not have been written by Thomas Jefferson, the widely
‘quoted’ sentiment underpins his views on education, knowledge, and republican self-
governance (Source: The UNESCO World Heritage Thomas Jefferson Monticello,
www.monticello.org/site/research-and-collections/educated-citizenry-vital-requisite-
our-survival-free-people-spurious).

2 53.6% of the global population has access to the Internet. For Europe, it is 82.5% (Soutce:
International Telecommunications Union; https://www.itu.int/en/ITU-D/Statistics/
Documents/facts/FactsFigures2019.pdf).

3 T call this the George Costanza defense: “It’s not fake news if you believe it.”

4 Kavanagh and Rich (2018, 4): “It is worth noting that although we are calling the
phenomenon “truth decay,” we are not talking about “truth” in the philosophical
sense . .. Instead, ... the term “Truth Decay” [is] a shorthand for . . . the importance of
facts and fact-based analysis rather than on “truth”.

5 Inan interview with Michael Lewis, Steve Bannon said, “The real opposition is the media.
And the way to deal with them is to flood the zone with shit” (Lewis 2018)

6 The Russian dissident and chess champion, Garry Kasparov, once commented on Soviet
‘news’ thusly, “the point of modern propaganda isn’t only to misinform or push an agenda.
It is to exhaust your critical thinking, to annihilate truth” (emphasis mine).
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7 Put differently, if a citizen of a democratic country is genuinely upset by the ‘news’ that
‘George Soros eats Christian babies’, fake news is not the number one problem for that
person, nor for us.

8 Their own Digital Monitor provides an inverse media pluralism measure, the Resilience
Index, defined by the availability of and access to informational options. The digital
monitor identifies macro- and individual-level measures that distinguish the availability
of and access to informational options of the Internet by nations.

9 Data sourced from Eurobarometer Flash Survey 464, European Commission, Brussels
(2018) Flash Eurobarometer 464 (Fake News and Disinformation Online). TNS opin-
ion, Brussels [producer]. GESIS Data Archive, Cologne. ZA6934 Data file Version 1.0.0,
https://doi.org/10.4232/1.13019

10 The Ordinary Least Squares (OLS) model is not shown for space but is available from
the author.

11 Freedom House: Freedom in the Worlds. Source: https://freedomhouse.org/reports.

12 (Q3) “How often do you come across news or information that you believe misrepresent
reality or is even false?” Response categories: Every day or almost every day, At least once
a week, Several times a month, Seldom or Never.

13 (Q2):“How confident or not are you that you are able to identify news or information
that misrepresent reality or is even false?” Response categories: Very confident, Some-

what confident, Not very confident, Not at all confident.
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SEARCHING FOR A UNICORN

Fake news and electoral behaviour

Luigi Curini and Eugenio Pizzimenti

Introduction

Recent evidence shows that: (1) elections across the globe have been characterised
by a swing towards populism — from the 2016 US presidential elections to the 2018
[talian parliamentary elections; (2) populist politicians appear to rely more on their
online communication on fake news than any political counterpart. Putting these
two facts together, a number of commentators have suggested that the spread of
fake news is somehow responsible for affecting electoral results (for examples, see
Parkinson 2016; Read 2016; Hall Jamieson 2018). Still, it remains unclear if we are
witnessing a causal relationship between two distinct phenomena or merely a tem-
poral correlation that does not imply any causation. In fact, while numerous studies
analyse different types of fake news campaigning, including their relative spread,
their impact on the public remains an open question (Guess et al. 2020b). Our aim
in this chapter is to give a critical review of the current literature, by focusing on
a specific issue: can the exposure to false news actually affect people’s attitudes and
behaviour, and especially voting?

A definition of fake news

Today’s fake news turore should be evaluated against the backdrop of long-standing
political and commercial eftorts to persuade and influence citizens through pro-
paganda and political marketing (Bakir and McStay 2018). Fake news in some
form has in other words long been with us (Pennycook and Rand 2019).
However, fake news seems to have gained an unprecedented level of promi-
nence through the rise of social media. Thanks to some distinguishing features char-
acterising the latter (low barriers to entry and reliance on user-generated content),
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the digital media ecology has in fact proliferated, democratized, and intensified the
scale of this phenomenon (Allcott and Gentzkow 2017).

Two main motivations appear as the main engine for producing fake news.
The first one is pecuniary: there is a growing number of people that financially
capitalise on algorithms used by social media platforms and Internet search engines.
Fake news articles that go viral can in fact draw significant advertising revenue or
increase the value of one’s own domain. The second motivation is ideological.
Some fake news providers seek to advance politicians they favour. Regardless of
the reason, we define fake news as either wholly false or containing deliberately
misleading elements incorporated within its content or context (Rampersad and
Turki 2020). That is, we intend fake news as intentionally fabricated information
characterised by its politically charged content.

Understanding the causal path

To understand the possible causal linkage between fake news and voting, we
need to better understand at least three aspects that are directly interrelated
among themselves: the voting determinants, the psychological reasons behind
consuming news, and the role of campaigning in attecting voting. As we will see,
reviewing such aspects allow us to develop our expectations linking fake news
with voting decisions.

The voting determinants

First, we need to develop a manageable map to orient readers on the steep ter-
rain of the determinants of voting behaviours: this preliminary step will allow us
to assess the (potential) weight of fake news and to place their (eventual) impact
among the classical factors raised by the literature.

Voting behaviour is a core topic in contemporary Political Science. The detec-
tion and the study of the determinants behind people’s electoral attitudes and voting
choices gave birth to a vast literature, which is virtually impossible to summarise
in this contribution (Fisher et al. 2017). However, to a merely heuristic aim it
is possible to classify the classical theories of voting into three main approaches:
(1) Sociological; (2) Psychological; (3) Rational Choice. According to the Socio-
logical Approach (SA) — whose main pillar rests on the classic book by Lazarsfeld,
Berelson, and Gaudet (1944) — voting behaviour is deeply entrenched in people’s
belonging to social groups. From this perspective, the sociographic properties of
individuals (such as religion, race, gender, generation, occupation, class, geograph-
ical location) have an impact in orienting and stabilising, in time, their electoral
preferences. Also the Psychological Approach (PA) emphasises the role played by
individuals’ characteristics — in particular: childhood, social background, and adult
socialisation — in determining their party identification (Campbell et al 1960), which
is considered the main cognitive map through which people frame politics and
cast their vote accordingly. Finally, the Rational Choice Approach (RCA) builds
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on the assumptions of methodological individualism and on an economic theory
of democracy (Downs 1957). Individuals are expected to behave rationally: once
translated into the study of voting behaviour, this implies that citizens choose can-
didates/parties like consumers choose commercial products, by selecting the one
whose policies best fit their preferences.

As this brief and incomplete introduction to voting behaviour theories should
have suggested, there is no single way to address the puzzle of voting determinants,
which proves more counter-intuitive than commonly expected. To deal with such
a complicated issue, we opt to resort to the bi-dimensional approach elaborated
by Rokkan (1970) and refined by Bellucci and Whiteley (2005). This analytical
framework considers two different dimensions: a Macro-Micro dimension for the
study of the characteristics of the political system on the one hand, and those of
the voters on the other; and a Temporal dimension along which it is possible to
distinguish between Distant and Contextual processes/factors that impact on voting
behaviour (see also Bellucci and Segatti 2010).

By combining these two dimensions, we obtain four different quadrants within
which it is possible to place the most recurring factors that impact on voters’ final
decision (at the centre of Figure 6.1). The quadrants placed on the left refer to the
long-term determinants of voting behaviour. In the left-upper quadrant (Macro-
Distanf) we find the main characteristics of the political system: the structure
of socio-political cleavages, the format and mechanics of the party system, the

MACRO

SPECIFIC

POLITICAL SYSTEM ELECTORAL
COMPETITION

DISTANT ﬁ@ CONTEXTUAL
SOCIOGRAPHIC

SPECIFIC VOTING

PROFILE/POLITICAL PRE-CONDITIONS

ATTITUDES

MICRO

FIGURE 6.1 The analytical framework
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‘rules of the game’ of the political-institutional arenas, etc. These determinants are
exogenous, as they represent the set of systemic constraints and opportunities that
bind voters’ choices. In the left-lower quadrant (Micro-Distant), the sociographic
properties, the social position, the moral and political values, and the political pre-
dispositions of the individuals are included. Here we find those social/economic/
religious characteristics that are supposed to have an impact on voters’ political
attitudes. On the right side of the figure, the quadrants contain the contextual
factors that shape a specific election and the related individual’s voting decision.
In the upper quadrant (Macro-Contextual), the main determinants of voting refer
to the specificities of the electoral competition: the state of the economy, the pat-
terns of parties’ alignment/strategies, the most debated political themes and policy
issues, the role of the political leaders during the electoral campaign, the prevail-
ing campaigning style, etc. In this respect, voters are expected to be driven also
by their own evaluations about these aspects, such as the quality of the political
class, the representativeness/cohesion of parties, the performances of the outgoing
government, as well as by their expectations about the future and the reliability
of the debated issues. Finally, in the lower quadrant (Micro-Contextual) we find a
number of individual behaviours (exposure to campaigning, social interactions)
and cognitive processes at the basis of a specific voting decision. Difterent voters
adopt different decision-making heuristics through which they frame the political
messages they are exposed to, according to their emotional involvement. In this
respect, the role of mass-media — as well as that of other intermediation agencies,
whether collective or individual (Gunther, Montero, and Puhle 2007) — is crucial.
This does not mean that other factors — such as the kind of campaigning exposure,
the informal debates within the circle of relatives, friends, and colleagues — are
irrelevant; on the contrary, they constitute powerful filters between political news
(whether fake or not) and voters.

As we will discuss more in depth in the following sections, the recent debate
on the impact of fake news on voting behaviour tends to emphasise the relevance
of the determinants placed on the right side of the figure, while overlooking the
others. In particular, the underlying idea that peoples’ votes are largely conditioned
by the contextual information they gather during each specific electoral campaign
seems to be consistent with the hypothesis of the ‘individualisation’ of voting
(Dalton 1996). According to this interpretation, as far as traditional social pillars
and partisan identifications have progressively evaporated, citizens tend to adopt
personal decision-making schemes based on their own assessments and perceptions
of the political environment. No longer determined by traditional social/political
identities (which represented powertul constraints in orienting voting decisions),
voters are now considered free to select the information that best fits with their
individual preterences and to vote accordingly. If this is the case, voters will be more
‘contestable’ by competing parties and, in general, more willing to change their
preferences depending on the contextual characteristics of the electoral campaign.
Within this scenario, the weight of the fake news seems to be crucial, as deliber-
ately false information that circulates during the electoral campaign is supposed
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to produce relevant impacts on voters, whose social and political background is
considered a sort of tabula rasa.

However, neither the socially determined nor the hyper-individualised model
of voting are satisfactory. In fact, if it seems undisputable that the de-freezing of
the long-standing socio-economic-cultural cleavages (Dalton 1996), the decline of
the traditional party organisational models (Katz and Mair 1995; 2009), the parallel
erosion of the traditional social pillars (Dalton and Wattenberg 2002), as well as
the information technology revolution (Ward and Gibson 2009) have contributed
to the individualisation of political participation, it does not necessarily follow that
contemporary voters are completely deprived of any social identity and/or that
they are insensitive to the influences of the wider groups they still belong to.
If voters were completely individualised and impressionable by contextual factors
we should register exorbitant levels of volatility at every election, everywhere,
which is not the case in liberal democracies. Thus, as (substantial) stability contin-
ues to prevail, it seems plausible that voters’ choice is still affected by their socially
constructed and rather homogeneous social networks (Dalton 1996), whose
boundaries do not vary dramatically over time.

The psychological reasons behind consuming a news

Rather than confining the debate on voting determinants to the clash between
socially determined and individualised voters, we probably should build our
assumptions on a model of voters’ behaviour that stands “in between: for sure
more strong-willed and strategic in choosing his/her affiliations, but still identified
and socially situated” (Corbetta and Cavazza 2009: 371, our translation). On this
basis, it is possible to elaborate an analytical framework on the relevance of fake
news that eschews the widespread (deterministic) conventional wisdom about its
impact. First, we need to examine whether exposure to fake news actually aftects
voting behavior or if it only reinforces predetermined political beliefs. To this aim
we will focus on how ordinary citizens experience misinformation on social media
platforms.

That sizable populations reading fake news on social media doesn’t, in fact,
necessarily mean that such messages influenced public attitudes. The concept of
‘selective exposure’ is enlightening in this respect. Research shows that people
tend to prefer congenial information, including political news, when given the
choice (Iyengar and Hahn 2009; Iyengar et al. 2008). Why does it happen? Because
selective exposure enables people to defend their attitudes, beliefs, and behav-
iours by avoiding information likely to challenge them and seeking information
likely to support them (Hart et al. 2009). Moreover, such ‘defense’ motivation
is strengthened by individuals’ commitment to such pre-existing attitude, belief,
or behaviour (Kiesler 1971). This creates a linkage with the world of politics.
In contrast to other topics, those individuals with strong political leanings may in
fact be particularly likely to engage in selective exposure because their political
beliefs are accessible and personally relevant (Hart et al. 2009). Politics, on the
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other side, often yields an affective response, and this 1s another factor that has been
shown to matter to inspire selective exposure (Stroud 2008).

Today, it 1s moreover far easier engaging in selective exposure, i.e. in the selec-
tion of media sharing one’s political predispositions, compared to times past (Stroud
2008). The existence of social media has, of course, just further strengthened this
dynamic, not only on a quantitative but also on a qualitative basis. In particular, the
human confirmation bias discussed above is favoured by the algorithm employed
by social networks, which reinforces the creation of ‘filter bubbles’ where users are
subjected to a limited exposure to, and lack of engagement with, different ideas
and other people’s viewpoints (Bessi et al. 2016; Sunstein 2001).!

The role of campaigning in affecting voting

The previous two sections should warn us about the complex mixture between
consolidated attitudes and contextual factors in orienting peoples’ behaviour.
Among the latter, the role of political advertising deserves specific attention.
Research suggests two broad reasons why campaign advertising might have eftects
on voters’ choices (see Kalla and Broockman 2018): (1) by providing voters new
arguments and/or (2) by heightening the salience of existing arguments. Still, there
are reasons to take both aspects with care.

When it comes to providing voters with new arguments and information, by
the time election day arrives, voters are likely to have already absorbed all the
arguments and information they care to retain from the media and other sources
beyond the political campaigns themselves (Gelman and King 1993). This is not
to say that voters will know all the relevant information campaigns could provide
them, but that they are likely to have been exposed to all this information and that
they will have chosen to retain nearly all they care to (Kalla and Broockman 2018).
In such an environment, it may be difficult for campaigns to change voters’ minds
by informing them about a party’s positions, as voters are likely to agree with their
party on any issues on which they have opinions in the first place (Berinsky 2009;
Lauderdale 2016). Accordingly, there are few considerations campaigns can pro-
vide that would lead voters to abandon their party, in particular as election day is
approaching (Kalla and Broockman 2018).

‘What about the possibility for a campaign to make certain considerations more
salient as people decide what they think (Zaller 1992)? The salience-raising eftects
of communication diminish in the presence of clear cues (Druckman, Peterson,
and Slothuus 2013) and when individuals are exposed to competing arguments
and information (Druckman 2004). This is, however, the typical situation we meet
in general elections wherein a partisan perspective makes generally other frames
irrelevant to many voters.

In this sense, what a campaign typically does — providing information voters are
already being exposed to and attempting to increase the salience of this information —
1s very unlikely to lead voters to cross partisan lines. And, in fact, Kalla and Broock-
man (2018) convincingly show in their meta-analysis that campaigns have “minimal
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effects;” actually an eftect that is not statistically different from zero. Field experiments
testing the effects of online ads on political candidates and issues have also found
such null effects (Nyhan 2018).? In sum, such findings offer an important caveat to
the widespread notion that people can easily manipulate citizens’ political choices.
By building on the three sections discussed, we can advance two main expectations:

E1) people will tend to consume the news that confirms their partisan ideas. This also should
happen within social media, and, most notably, with respect to fake news;
E2) precisely for this, the impact of fake news on voting choice will be negligible.

These considerations bring us to the review of the main findings of the literature
on fake news and voting.

Much ado for nothing? Fake news and empirical evidence

Spreading and consumption of fake news

Many statistics have been produced about how many times fake news was shared
on Facebook or Twitter. These statistics, however, should be taken with care.
First, they obscure the fact that the content being shared may not reach many
voters (most people are not, for example, on Twitter and consume relatively little
political news). Second, and most important, they do not adopt a relative frame-
work, i.e., they do not consider how much these numbers mean when compared
to the statistics related to the consumption of more typical mainstream news. Our
review of some of the most quoted works with respect to the ‘consumption’ of
fake news on social media shows results that are quite consistent among themselves
in their conclusions, irrespective of the specific social media platform considered.?

Let’s start with Twitter. Vosoughi, Roy, and Aral (2018) have studied the
spread of false stories on this platform between 2006 and 2017 by following 126,000
distinct stories covering different topics. They show that these stories were tweeted
and retweeted over 4.5 million times by three million people. Among these stories,
those that were false diffused significantly faster, more broadly (to a larger number
of users), and deeper (with a larger number of re-shares) than those that were true.
The difference between the speed and the width of spreading false vs. true stories
was particularly pronounced for political news. The authors suggest that the degree
of novelty (higher for false news) and the extent to which the news is emotion-
ally charged (also higher for false news) may be responsible for why T'witter users
retweet fakes more.

In a related study, Témberg (2018) models fake news as a complex contagion
highlighting the role played by the echo chamber eftect. He uses a metaphor in
this respect: if we think of the viral spread of fake news in a social network as akin
to a wildfire, an echo chamber has the same effect as a dry pile of tinder in the
forest; it provides the tuel for an initial small flame that can spread to larger sticks,
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branches, trees, to finally engulf the forest. In other words, fake news spreads easier
in networks where there is a presence of an echo chamber. This ‘trigger’ that helps
us to explain why fake news spreads fast, however, is also the key to understanding
who is reading this type of news.

Grinberg et al. (2019), for example, studied the exposure of Twitter users to
false news during the 2016 US presidential election. They found that false politi-
cal stories constituted a significant share of all news consumption (about 6%) on
Twitter. For the average Twitter user, however, content from fake news sources
constituted only 1.2% of political exposures. Finally, the circulation of false news
was highly concentrated, with 1% of all users exposed to about 80% of false
news exposure. The retweeting of false news was even more concentrated, with
about 0.1% of all users responsible for 80% of the retweets of fake political stories.
Individuals most likely to engage with fake news sources were conservative leaning
and highly engaged with political news. Moreover, despite the significant presence
of false stories on Twitter, for people across the political spectrum, most political
news exposure still came from mainstream media outlets.

A similar story appears it we focus on a study that analyses the interaction with
Russian Internet Research Agency (IRA) accounts on Twitter, that have been con-
sidered as one of the major sources of fake news during the 2016 US presidential
elections (Hall Jamieson 2018). Twitter reported that 1.4 million of its 69 million
monthly active users had interacted with IRA accounts in early 2018, or approxi-
mately 2%. In their study Baila et al. (2020) show the vast majority (80%) of active
partisan Twitter users did not interact with any IRA account. And for those who
did, these interactions represented a minuscule share of their Twitter activity — on
average, just 0.1% of their liking, mentioning, and retweeting on Twitter. The trait
that turned out to be the best predictor of interaction with Russian trolls on Twitter
was, by far, the strength of a user’s pre-existing echo chamber. That is, Twitter users
who followed political figures almost entirely from their own party were the ones
most likely to engage with IRA agents on the platform.

Let’s turn now to Facebook. Guess, Nagler, and Tucker (2019) studied the
characteristics of the sharers of false news on Facebook during the 2016 US presi-
dential election campaign. They merge