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Introduction

Andrea Ender, Adrian Leemann and Bernhard Wiilchli

1. Why this volume on methods and methodology?

Linguistics is all about the study of language.! However, in as much as
linguists pose different questions about language, they also engage in dif-
ferent processes of inquiry about their subject of study. Linguistic analyses
are always shaped by the kind of data used and the assumptions underlying
their interpretation, regardless of whether or not this is made explicit by the
researcher. This kind of “linguistic relativity” is different from the well-
known and much discussed Whorfian relativity principle, which says that
“all observers are not led by the same physical evidence to the same picture
of the universe, unless their linguistic backgrounds are similar” (Whorf
1956: 214; see Werlen 1989a, 2002a, 2002b for the history of the idea of
linguistic relativity). The “second linguistic relativity principle” alluded to
here is not about how language shapes thought and perception, but rather
about how linguistic data and methods in linguistics shape linguistic theory.
Every linguist’s theoretical view on language is affected by the language
material they work with, and by the methods they apply.

It is sometimes argued that methods (to develop and to apply methods)
and methodology (to reflect and write about methods) are two completely
different things. There is undoubtedly some difference between applying
methods and reflecting about methods, but method and methodology go
hand in hand, especially if methods and methodology concern the treatment
of concrete data in bottom-up rather than top-down methodological ap-
proaches. The present volume illustrates this point and insists on the neces-
sity of making the discussion of methods and methodology more explicit
across subfields of linguistics. To modify a famous saying by Immanuel
Kant, we can say that methodology without developing and applying meth-
ods is empty and research without methodological reflection is blind.

Due to different strands of linguistic research and the influence of vari-
ous neighbouring disciplines, there has been a noticeable growth of linguis-
tic methodology. The importance of methods and methodological concerns
has been tackled in various ways in older as well as more recent publica-
tions: linguistic methods can be related to the theory of science in general
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(Bartschat 1996; Bierwisch 1971; Schecker 1976); they can be investigated
with a focus on the dichotomy of quantitative vs. qualitative research, or on
either of these approaches (see Litosseliti 2010; Johnson 2008; Rasinger
2008); their investigation can be oriented towards various linguistic sub-
fields, such as applied linguistics (Coffin et al. 2010; Doérnyei 2009), dis-
course analysis (Wodak and Meyer 2009), sociolinguistics (Milroy and
Gordon 2003), field linguistics (Vaux and Cooper 2005), etc.; or they can
serve as practical guidelines for students or researchers (Wray and Bloomer
20006).

A volume that focuses on methods and methodological aspects in a va-
riety of linguistic subfields can promote a more profound understanding of
contemporary linguistics and the diversity in the scientific study of lan-
guage. At once, a thorough description of how data has been gathered and
analysed illustrates that methodological decisions often cannot be separated
from questions of linguistic theory.

Linguistic methodology — like methodology in all sciences — is con-
cerned with the relationship between theory and data. According to Labov’s
Principles of Linguistic Methodology (1971), methodology is the careful,
serious search for error in one’s own work, where the best theory is the one
that is most easily disconfirmed. This is well in line with Popper’s hypo-
thetical-deductive approach in philosophy of science that theory cannot be
verified by experience, it can only be falsified or “singled out by means of
empirical tests, in a negative sense: it must be possible for an empirical
scientific system to be refuted by experience” (Popper [1959] 2002: 18). As
pointed out by Bisang (2011: 238), generalizations can also be induced
from the comparison of data, but the major challenge for falsification in
linguistics is reproducibility, since “validity of regularities and generaliza-
tions claimed by linguists crucially depends on reproducibility, i.e., on cer-
tain factors that are necessary to define a speech situation” (Bisang 2011:
237). Reproducibility in linguistics, however, is limited due to a high
amount of variation: “Functional factors create variation via the difficulty
of the task faced by the speaker to comply with a large number of rules
almost simultaneously...Social factors are responsible for variation because
different structures may be associated with different social settings”
(Bisang 2011: 240; see also Croft 2000). As shown by Kretzschmar (2009)
variation is often underestimated even in linguistic approaches traditionally
devoted to variation such as dialectology and sociolinguistics. In the same
vein, Werlen (1977: 37) already criticized the assumption of linguistic ho-
mogeneity, and underlined that the integration of variation has to be ac-
companied by the serious search for adequate theories and methods.
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Methodological discussion seems to be associated closely to research
with empirical focus rather than to theory-centred research. In this connec-
tion it is interesting to note that one of the very first paragraphs in John
Locke’s Essay Concerning Human Understanding is titled “Method”: “It is
therefore worth while to search out the bounds between opinion and
knowledge; and examine by what measures, in things whereof we have no
certain knowledge, we ought to regulate our assent and moderate our per-
suasion.” (Locke [1690] 1952: 93). Now it is not possible to simply equate
empiricism with empirical research and we do not want to claim in any way
that rationalism is less methodological than empiricism. It is the status of
the data that seems to constitute a major difference between empiricist and
rationalist approaches. Whereas in rationalist approaches the theory drives
the interpretation of the data, in empiricist approaches generalizations can
emerge from the data. Hence, methodology, i.e. concerns about the collec-
tion, understanding and analysis of data, is particularly important for empir-
ical research. It is not astonishing, therefore, that all papers in this volume —
despite all their differences — can be said to be contributions to empirical
linguistics.

All papers in this volume are examples of how specific methods can be
applied to answer linguistic research questions. Thereby, the volume is not
a theory-driven systematisation of methodological approaches, but a
demonstration of the diversity of scientific practices in linguistics. What we
deal with here is “bottom-up” methodology rather than “top-down” meth-
odology. Hereby we adopt the approach that explicit reflection on the
methods applied in the study of language can deepen our understanding of
fundamental concepts in linguistic investigations. As such, contemporary
methodology enhances the significance of various processes of scientific
inquiry that are unified in their aim to better understand, describe and ex-
plain forms and functions of language. In this spirit, the present volume is
the product of twenty-five linguists reflecting on their methodological con-
cerns. At this point, we would like to thank forty-four anonymous review-
ers, whose rigorousness significantly improved the quality of the volume.
The collection of papers demonstrates that reflection on methods is a vital
and integral component of original research and thereby overrides negative
attitudes towards explicit highlighting of methodological concerns.
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2. Issues in attitudes towards methodology

The relevance of explicitness in methodological concerns becomes most
apparent when facing positions that are critical towards methodology.
However, some words of caution are in order here. First, we want to con-
sider attitudes towards methodology here, not attitudes of researchers in
general. The same author can be very explicit about some aspects of meth-
odology without discussing some other methodological aspects in the same
work. Second, being explicit about methods and methodology is not tanta-
mount with good methodology. There are many books and articles in lin-
guistics following rigorous methods where methodology is not discussed.
In such cases researchers can be aware or non-aware of their methodologi-
cal approach. Unconscious brilliant methodology is very much the same
thing as good intuition, and intuition plays an important and much underes-
timated role in linguistics as in other disciplines. Researchers can also be
aware of their methods without discussing them explicitly. Awareness,
explicitness and quality of methods are thus basically three different things.
In the following, we simplify a lot by focussing on two negative attitudes
towards explicitness of methodology. The names given to these attitudes
are our own.

A time-honoured negative approach to methodology can be called
“methodological pessimism”, nicely put into a formula by the Leipzig phi-
lologist Gottfried Hermann (1772—-1848): ,,Wer nichts iiber die Sache ver-
steht, schreibt {iber die Methode™ (Who does not understand the matter,
writes about the method) (Koechly 1874). We think that methodological
pessimism rests on two misunderstandings: (i) it is possible to do linguis-
tics without method, and (ii) reflection on method is different from doing
research. Doing research and reflecting on methods is tightly connected in
bottom-up methodology as practiced in this volume. We think that reflec-
tion on method is a crucial and integral component of research, especially
of innovative research. To make this reflection explicit is particularly im-
portant for making approaches more accessible across most different re-
search traditions. Explicit reflection on method can thus foster the mutual
understanding of researchers in different linguistic sub-disciplines.

Of course, there may be different opinions about how much energy
should be devoted to making methodical reflection explicit. With respect to
this question, Miles and Huberman state that “[a]t times it seems as if the
competing, often polemical arguments of different schools of thought about
how qualitative research should be done properly use more energy than the
actual research does” (1994: 2). A stance that seems to be the completely



Introduction 5

opposite to methodological pessimism at first glance — “methodological
optimism” — has in fact quite similar consequences. For methodological
optimists, the excessive discussion of methodological aspects will do no
harm, but is unnecessary, since researchers will normally do the right things
anyway even without amply discussing methods. Methodological optimists
have strong confidence in the researchers’ right intuitions and in their read-
ers’ ability to understand their argument even if it remains partly implicit.
Experts know what to do and readers are also experts. However, a possible
danger of methodological optimism is secluded research communities, not
allowing access to outsiders. A major advantage of explicit methodological
discussion is its broader perspective. The present volume unites most dif-
ferent approaches to linguistics which is possible in particular because
methodological concerns are made explicit. Explicit methodological dis-
cussion is particularly important for general linguistics, which unites all
approaches to linguistics.

In this book, published in honour of Iwar Werlen, methodological di-
versity in linguistics is illustrated with examples that are biased towards
Switzerland. Innovative methodological aspects have always played an
important role in Swiss linguistics (with the attribute Swiss being interpret-
ed geographically, i.e. as standing for ‘having worked in Switzerland’). To
provide just a few of the less well known examples, first, Louis Gauchat’s
(1905) findings on variation in the patois of Charmey, based on data from
speakers of three different generations — long before variation took centre
stage in linguistics — should be mentioned here. With his error analysis of
French, Henri Frei (1929) can be called a pioneer of the functionalist ap-
proach. Renward Brandstetter (1893, 1903) can be mentioned as one of the
first linguists who applied the classical comparative method beyond Indo-
European, more specifically to the large Austronesian language family
ranging from Malagasy to Maori. As impressive examples of methodologi-
cal vigorousness in sociolinguistics and dialectology, finally, Erika Wer-
len’s (1984) considerations on speakers’ individuality and language atti-
tudes in dialectological methodology and Andres Kristol’s (1984) long-
term study of language shift in the multilingual village of Bivio in the can-
ton of Grisons can be mentioned. They underline that Iwar Werlen’s ambi-
tion for innovative and well-considered methods — to be considered in more
detail in Section 3 below — can be said to be an integral part of a well-
established tradition in Swiss linguistics.
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3. Iwar Werlen’s approach to method and methodology

As different questions about languages, their structures and usages call for
the application of different methods, the breadth of linguistic interests
shapes the richness of the methodological experiences of a researcher.
Therefore, a linguist like Iwar Werlen with a research agenda comprising
dialectology (Werlen 1976, 1980, 1983a, 1985a, 1986a, 2005a), sociolin-
guistics with a main focus on the German-speaking part of Switzerland
(Werlen 1988a, 1993a, 2004), multilingualism (Liidi and Werlen 2005;
Werlen 2007; Werlen, Rosenberger, and Baumgartner 2011), conversation
analysis (Werlen 1979, 2001, 2006), the theory of rituals (Werlen 1983b,
1987, 1994), linguistic relativity (Werlen 1989a, 2002a, 2005b), studies on
the languages of the Philippines (Werlen 1993b, 1996a, 1996b), onomastics
(Werlen 2008, 2010a), and modality (Werlen 1982, 1993b; Bader, Werlen,
and Wymann 1994) can resort to a large inventory of methods and a rich
experience with methodological questions. He does not take an “instrumen-
tal” stance by reducing the methodological concerns to ‘what works’ (An-
gouri 2010: 31), but is constantly involved in philosophical and theoretical
debates related to the methodological choices that he makes. This section is
not intended to provide a comprehensive overview of methods in Iwar Wer-
len’s oeuvre, but a descriptive selection of methodological issues in his
major fields of interest which exemplifies his distinct awareness of meth-
odological concerns.

An aspiration for convergence of dialectological and linguistic ap-
proaches is present in his early studies on the dialect of Brig in the Valais
(Werlen 1976, 1977). Iwar Werlen believed that dialectological work can
profit from the explication of various phenomena by the integration of lin-
guistic theory, and linguistics can enlarge its horizon and refine its theories
with respect to language variation. He criticized the assumption of linguis-
tic homogeneity and urges for a more serious investigation of variation
accompanied by the search for adequate theories and methods (Werlen
1976: 37). He tackled issues on variation and its internal structure that are
still of importance more than thirty years later, by stating that “it does not
seem plausible to me that language should be a homogeneous system: this
calls even more for an explanation than the per se a lot more plausible as-
sumption that there is relative chaos in the language” (Es scheint mir nicht
so sehr plausibel, dafs die Sprache ein homogenes System bildet: das
scheint mir sogar sehr viel mehr der Erkldrung wert als die an sich viel
plausiblere Annahme, daf3 man es in der Sprache mit einem relativen Cha-
os zu tun hat.) (Werlen 1977: 353, translated by the authors).
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His emphasis on sociolinguistic issues can be illustrated with two exam-
ples. In the KISS study (Kommunikation in einer Schweizer Stadt, commu-
nication in a Swiss city), which was carried out in the framework of inter-
pretative sociolinguistics, it is shown how the implementation of the
theoretical concept of communication culture is methodologically problem-
atic (Lieverscheidt et al. 1989, 1995; Werlen and Lieverscheidt 1989; Wer-
len 1989b, 1992, 1995). As only communicative behaviour is observable,
this can serve as the basis for the underlying rules. By observing partici-
pants and conducting interviews and audio-recordings at different public
places (hair studios, community centre, etc.), the different communication
cultures in a Swiss City are reconstructed. In doing so, a distinction is made
between descriptive parameters of communication cultures and interpreta-
tive means. The investigation of language biographies of second-generation
immigrants (Werlen 1986b, 2002c) is an example of sociolinguistic re-
search where interviews provide the majority of data. These interviews are
not only analysed with respect to the content of the narratives (social data,
academic achievement, acquisition of the different languages, functions of
the languages involved, language loyalty, bilingualism and language com-
petence), but also as the medium of data collection itself, which means that
the interview is considered in more general terms as constituting a social
event.

Identifying and analysing the logic of ritual communication, Iwar Wer-
len resorts to corpus data (Werlen 1983b) and speech data from church
services, radio shows or doctor—patient-interactions (Werlen 1987, 1996c¢).
In his investigation of how people deal with different everyday life experi-
ences in speech in highly diverse contexts such as celebrating the holy mass
and getting over a personal failure in a game show, he studies the role of
language in human action and defines the linguist’s primary role as that of
an observer for the purpose of reconstruction. He conceives of the work of
a linguist as being descriptive, not prescriptive (Werlen 1988b: 79). The
linguistic elements under scrutiny with respect to the interaction of lan-
guage and ritual cover the areas of modal verbs (Werlen 1983a) and parti-
cles (Werlen 1983Db).

The project about second dialect acquisition by people moving between
different parts of the Alemannic-speaking region of Switzerland is shaped
by the fusion of dialectological and sociolinguistic issues. The data com-
bines interviews and elicited production data with analyses of the social
network. How people produce a specific dialect feature in free and in
prompted speech, and how consistent they are, is taken to reveal how much
they have acquired of their second surrounding dialect, and how this dialect
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behaviour eventually relates to their social networks and other variables
(Werlen et al. 2002; Matter and Werlen 2002).

Overall, Iwar Werlen’s approach to language focuses on the use and
function of linguistic means, be it the analyses of particles in Swiss German
dialects, showing that they fulfil a ritual function (Werlen 1983b), or the
analysis of modality as the ways speakers express (un)certainty about the
content of an utterance (Werlen 1985b). This becomes most obvious in the
study of multilingualism in society as well as in individual speakers (Wer-
len, Tunger, and Frei 2010), and when dealing with the linguistic compe-
tence of individual speakers (Werlen and Zimmermann 1996; Werlen
2010D).

4. The structure of this volume

The volume at hand takes the methodological breadth of Iwar Werlen’s
work as an inspiration and tries to replicate it — in that the contributors of
this volume were selected as representatives of coming from diverse meth-
odological backgrounds. It is divided into five sections: core domains,
cross-linguistic and language-internal diversity, dynamic language, writing,
and a section entitled “language, space and society”.

By Core Domains we mean the domains traditionally taught first in
linguistic introductions, viz. phonetics, phonology, morphology, syntax,
semantics, and pragmatics. We do not mean, however, that these domains
are treated in a traditional fashion in this volume; rather, all chapters devi-
ate from the research prototype in these fields in one or several respects.
Siebenhaar and Leemann attend to methodological reflections on the pho-
netics—phonology interface in the domain of intonation. Can phonetics
clearly be delimited from phonology? Siebenhaar and Leemann corroborate
their line of argument with examples retrieved from a corpus of natural
Swiss German speech. Schmid, in a similar vein, discusses phonetic and
phonological approaches to speech rhythm in Italo-Romance dialects. Mor-
phology is covered in a contribution by Wilchli, entitled Indirect measure-
ment in morphological typology. Wilchli critically assesses the extent to
which indirect methods — as frequently applied in the natural sciences —
could be useful in morphological studies. Next, Bucheli Berger, Glaser, and
Seiler address conceptual and practical aspects of examining syntactic
structures in the context of dialect geographical research. Van der Auwera
and Diewald survey methods that are currently used in the study of modali-
ty, such as conceptual analysis, typology, and monolingual and parallel
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corpus linguistics. The first section concludes with a contribution by Ender
and Wilchli, who assess the creation of making a festschrift and shed light
on this process from the perspective of Iwar Werlen’s definition of the ritu-
al as an expressive institutionalized action or sequence of actions (Werlen
1984: 81).

Section two of this volume includes contributions collected under the
guise of Cross-Linguistic and Language-Internal Diversity. The articles tap
into typology, multilingualism, koineisation, and second language acquisi-
tion. Zufiiga addresses the relationship between language documentation
and linguistic typology. Berthele explains the epistemological and method-
ological debates in multilingual research designs. Reflections on methods
in dialect contact research, e.g. in the context of linguistic accommodation
or second dialect acquisition, is addressed in Britain’s contribution. Ender
addresses the question of how second language learners deal with variation
in their everyday input by highlighting some of the methodological chal-
lenges that emerge in this new line of research. Finally, von Waldenfels
rounds off this second section with a discussion and illustration of method-
ological benefits and pitfalls of research based on parallel corpora; at the
same time, he compares these aspects with the usefulness and drawbacks of
translated language.

Section three, entitled Dynamic Language, goes beyond classic socio-
linguistic areas of research and proceeds with methodologies applied in
historical linguistics as well as in psycholinguistics. However, we do not
claim that only these approaches to linguistics are dynamic. Many other
papers in this volume reflect various aspects of dynamicity in linguistics.
This section embraces dynamic language both in a diachronic and in a pro-
cedural performance perspective. Busse’s Historical text analysis: Underly-
ing parameters and methodological procedures introduces historical as-
pects of corpus linguistics while focussing on methodological and
interpretative issues. Writing from a historical linguists’ point of view,
Bielmeier evaluates the traditional historical-comparative method and ex-
amines how it can be successfully applied beyond Indo-European lan-
guages to varieties of Tibetan, usually referred to as “Tibetan dialects”. The
next contribution in this section is van Driem’s Etyma, shouldered adzes
and molecular variants, which reflects on the usefulness of an interdiscipli-
nary approach towards historical linguistic reconstruction. Vorwerg, final-
ly, evaluates experimental approaches and the experiment itself towards the
examination of language processing.

The fourth section carries the title Writing and includes two rather dif-
ferent contributions. Perrin addresses media discourse, where news items
are generated, from a production perspective. More specifically, he dis-
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cusses the application of Dynamic Systems Theory to the field of news-
writing. By the same token, Boyes Braem discusses methodological issues
encountered by signed language linguists which arise due to production and
perception differences in visual/corporal modality of spoken and signed
languages.

The final, fifth, section incorporates topics that revolve around Lan-
guage, Space and Society. De Stefani proposes an interactional approach
towards studying place names, by observing how they are used in naturally
occurring conversations, thus connecting traditional onomastics with inter-
action studies. Griinert analyses the applicability of the territoriality princi-
ple on the example of the smallest of the four national languages of Swit-
zerland, Romansh, placing the discussion in a legal context, thus relating
linguistics and law. The volume concludes with a contribution by Liidi,
Hochle, and Yanaprasart, who address the status and use of English in
Switzerland, with a particular focus on workplace communication. Meth-
odologically, this contribution combines different approaches to the inves-
tigation of the use of English in Switzerland and collects attitudes towards
its use.

All these contributions place emphasis on methodology as an integral
part of any innovative research in contemporary linguistics. As each paper
is embedded in concrete linguistic research questions, the volume as a
whole follows a bottom-up approach to methods and their status in contem-
porary linguistics. The collection of articles illustrates the diversity in the
study of language in linguistic sub-disciplines and thereby strives to pro-
mote a more global understanding of linguistic investigation.

Notes

1. We would like to thank Walter Bisang, Volker Gast, and Bruno Moretti for
many useful comments.

2. We are grateful to Toon van Hal and Johan van der Auwera for having pointed
out the history of the saying to us.
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Part I: Core domains: From phonetics to
pragmatics






Methodological reflections on the phonetic—
phonological continuum, illustrated on the prosody
of Swiss German dialects

Beat Siebenhaar and Adrian Leemann

1. Introduction

Since Trubetzkoy (1939) we discriminate between phonetics and phonolo-
gy, where phonology categorically interprets language-specific continuous
acoustic signals and thereby conceptually separates between a component
of meaning and the stream of speech, which both are correlated in a second
step. Today, the allegedly obvious separation is being questioned on a
number of levels. This softening of what used to be formerly rigid bounda-
ries between phonetics and phonology is particularly prevalent in a descrip-
tion of prosody (cf. Byrd and Choi 2010: 32).

In the context of intonation research, this uneasy connection between
phonetics and phonology is hinted at in Bolinger (1972). He notes that the
phonetic representation of intonation, for instance, cannot simply be deter-
mined by considering grammatical, phonological, aspects of sentences, as
illustrated in the infamous “Accent is predictable (if you’re a mindreader)”
Language article. What Bolinger is referring to is the then becoming domi-
nant school of thought of metrical phonology, where prominence is under-
stood as an abstract feature that can be derived from the metrical strength of
syllables (Liberman and Prince 1977). This framework was adopted by
Pierrehumbert (1980) who formulates an autosegmental-metrical approach
towards intonation, where key syllables in utterances are described as dis-
crete tones. This system has been formalized in the ToBI transcription sys-
tem. The underlying assumption is that the temporal coordination of fun-
damental frequency and phonetic segments is highly rule-governed, where
the highs and lows of the fundamental frequency (f0)) contour predictably
line up with metrically strong syllables (Pierrehumbert 1980). Yet, there are
studies that insinuate otherwise. Kochanski et al. (2005) as well as Silipo
and Greenberg (2000) re-address the role of stress, i.e. metrically strong
syllables, in predicting f0 by analyzing a corpus of spontaneous speech in
British and American English. The studies conclude that metrically strong
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syllables are exceptionally marked with loudness, duration, and distinct
spectral tilt — not necessarily f) movements.

Over the past three decades, temporal aspects, too, aroused the curiosity
of linguistic research. With the greater part of actual research we analyze
durations of segments within the acoustic signal; an alternative acces - ar-
ticulatory phonology (Browman and Goldstein 1992) — observes gestures of
the articulatory tract. The distinction of long and short (and over-long,
where they exist) vowels and consonants was discovered long before lin-
guistics as subject proper was established. This phonological distinction is
thus reflected in the orthography of languages which feature quantity dis-
tinction. The phonetic gradual change of duration only became evident with
acoustic measurements based on visualization of speech. The phonetic
lengthening and shortening processes were mainly focused with the interest
on the technological representation of speech in speech synthesis and
speech recognition systems. As is the case with intonation, the marking of
stress, accents, and phrase boundaries is particularly interesting. The appre-
ciation of these concepts is to a large extent dependent on the phonological
system of the language in question, which is assumed to be categorical,
while the phonetics of an utterance are conceived of as being gradient. The
argumentation is similar for intonation and timing: Continuous changes of
fundamental frequency are — in the actually most respected theory — catego-
rized into high and low tones, which are tied to accented syllables and
phrase boundaries, followed by an unspecified interpolation that subse-
quently applies. The same holds for timing, where gradient changes of
segment durations are categorized as short and long (and where they exist
over-long) sounds, and also applies to accents and phrase boundaries. The
other way around, the categorical phrase boundaries and accents are repre-
sented in continuous duration changes. The relation between these gradient
changes in f0 and duration and the underlying phonological categories is
still unclear. Yet, to this day, it is not entirely straightforward, how these
phonological categories are represented in prosody. Both, phonetic and
phonological research converge in the typological discussion of rhythm of
languages (Ramus et al. 1999, Low et al. 2000).

These considerations suggest that there is more to describing and under-
standing f0 and temporal patterns than considering categorical, metrical, i.e.
phonological, aspects of sentences. By means of examples of the Bernese
“Quantitative Approaches to Geolinguistics of Swiss German Prosody”
corpus, we illustrate the problematic interplay between phonetics and pho-
nology in the context of prosody. After overviewing key concepts of proso-
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dy and a short description of the data, we will show that creating a corpus
of spontaneous speech already brings with it many decisions located at the
boundaries of phonetics and phonology. In the second part, which address-
es temporal aspects of prosody, the phonological classification of long and
short vowels as well as the phonetic correlate of phrase boundaries are put
into question. In a third part, evidence is presented which underlines the
detachment of stress from f0) movements. Thereby, the central phonological
and ultimately methodological assumption that underlying stress patterns
predict f) movements is put into question. A phonetic intonation model,
which allows one to bypass this assumption of f0 prediction, the Fujisaki,
or Command-Response model (Fujisaki and Hirose 1982) model, is pre-
sented and its application on the current set of data is illustrated.

2. Key concepts

Before jumping into the relevant topics at hand, key concepts of intonation
research, prominence, stress, and the modeling of intonation are touched
upon so as to lay the theoretical groundwork for the subsequent presenta-
tion of Swiss German intonational and temporal data and the discussion
thereof.

2.1. Prominence

Prominence on the word level frequently denotes word accent or lexical
accent. The acoustic correlates of prominence are intricate and seem to be
language-dependent, and most importantly, it is sensible to differentiate
between production and perception: In prominence production, the most
critical indicator for varieties of English, for instance, is duration, followed
by intensity and, least importantly f0. In prominence perception, however,
f0 occupies a more critical role (see Kochanski et al. 2005). Not all lan-
guages mark prominence concurrently with the above-mentioned parame-
ters in prominence production. French, for example, shows reduced correla-
tion of these parameters. Vaissiere (1983: 66) even claims that

it is possible that specific interrelations between the three suprasegmental
features (f0, duration, and intensity) [...] are the most salient characteristics
differentiating between languages, dialects and individual ways of speaking.
If this is true, most of the existing descriptions of prosodic systems [...] are
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incomplete, since they describe only one parameter at the time. (Vaissicre
1983: 66)

As will be shown below, it seems that particularly the Alpine dialects under
scrutiny exhibit a somewhat different suprasegmental code as opposed to
Midland dialects.

2.2. Stress

Stress is a highly intangible prosodic feature (Lehiste 1970: 106). Stress
and accent are often used interchangeably, which adds to the terminological
confusion. Stress is governed by the lexicon of a language (as in Englisch
or German) or by rules (as Finnish where stress is always on the first sylla-
ble) and is marked by prominence. Syllables that carry stress are perceived
as more salient. Stress is assigned according to strong and weak syllables, a
notion that grew out of metrical phonology (see Liberman and Prince
1977). In this framework, prominence is understood as an abstract feature,
which derives from the metrical strength of syllables, consequently, the
interconnectedness between stress and prominence. However, prominence
is not necessarily lexical stress but it can also be associated with boundary
marking.

2.3. Modeling prosody

Intonation models can generally be categorized into more concrete or more
abstract approaches (cf. Cutler and Ladd 1983: 2ff.). The former category is
frequently referred to as phonetic models, the latter as phonological models
of intonation. The two approaches differ vastly with regard to the degree of
abstractness postulated of the prosodic representation.

The abstract take towards intonation analyzes the prosodic structure and
its relation to phonology and other aspects of grammar so as to generate an
inventory of abstract categories, eventually creating a formalization of in-
tonational function and form. By the formulation of rules, the phonological,
symbolic approach transposes the abstract phonological description of into-
nation contours into its concrete phonetic form. Basically, f0 contours are
understood as the addition of atomistic local events: pitch accents on the
one hand, and boundary tones on the other (cf. Pierrehumbert 1980). Most
importantly for the present paper, much of the work in intonational phonol-
ogy implicitly presupposes that prominence is first and foremost a function
of 0. Ladd (2006: 48—49), for example, states that
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A pitch accent may be defined as a local feature of a pitch contour — usual-
ly, but not invariably a pitch change, and often involving a local minimum
or maximum — which signals that the syllable with which it is associated is
prominent in the utterance. [...] If a word is prominent in a sentence, this
prominence is realized as a pitch accent on the “stressed” syllable of the
word (Ladd 2006: 48—49).

On corpora of different varieties of English, Kochanski et al. (2005), Silipo
and Greenberg (2000), demonstrate that many prominent syllables do dis-
play high pitch, yet, many non-prominent syllables follow the same pattern.
They conclude that “prominence and pitch movements should be treated as
largely independent and equally important variables” (Kochanski et al.
2005: 1052).

In the phonetic approach, claims are made about the concrete, close-to-
the-signal phonetic form of intonation. Intonation is understood as the addi-
tion of multiple components, consisting of baselines, globally declining
phrase components, and local word accents (cf. Ohman 1968, Fujisaki and
Hirose 1982). It is the realization of intonation that represents the primary
scientific goal. f0) contours can be modeled blindly, i.e. without, in a first
step, taking into account whether f0 contours are anchored with stressed
syllables or not. In a second step, fU excursions can be associated with the
segmental level. This procedure allows one to deduce the effect of metrical
stress on actual f{) movements.

Timing, on the other hand, has received less attention in prosodic re-
search, except for the quantity opposition on the segmental level, because it
is not as functionally loaded as f0 and it is often regarded as a corollary of
J0. Therefore, the modeling of segment duration is normally rule-based and
more often than not explored in the context of data-driven statistical models
for speech-synthesis-systems. In these models, duration changes are usually
derived from phonological components such as stress, accent, phrase
boundaries, as well as the surrounding segments and the position of the
segments within larger entities (foot, word, phrase). Moreover, speaking
style, focus and speech rate, which are out of the scope of phonology, are
integrated into these models (cf. Klatt 1976, Siebenhaar et al. 2001, van
Santen 1998). In many instances, these temporal aspects are directly linked
to intonation; yet, as mentioned above, prominence can be marked without
fO-changes. Nevertheless, there are no genuine linguistic models for timing
that function independent of intonation. In this sense, analyzing temporal
aspects of spontaneous speech is by itself a methodological approach on
prosody that goes beyond the actual intonation-only analyses. Moreover,
respecting time as a linguistic phenomenon — articulating a linguistic unit is



26  Beat Siebenhaar and Adrian Leemann

intrinsically temporal — opens a view on linguistics, which are not only
based on a graphic symbolization of language.

3. Data

The goal of the empirical study was to find prosodic differences between
four Swiss German dialects, where the term dialect is used in the German
sense of a geographically defined variety. It is only since the end of the
twentieth century, that the focus of research in prosody moves from stand-
ard languages to regional and dialectal variation. That shift towards dialec-
tal speech implies a revision of the empirical basis from laboratory, word or
phrase list data, to data that is based on spontanecous, natural speech (cf.
Bucheli Berger, Glaser, and Seiler, present volume, for a syntactic desrip-
tion of natural speech Swiss German dialects, and Schmid, present volume,
for a rhythmic description of Italian dialects). The focus of our analyses lies
on an acoustic description, i.e. on a phonetic analysis, of these four dialects.
Results of these analyses are published in Leemann (2012), Leemann and
Siebenhaar (2007, 2008a, 2008b, 2010). In the present contribution, the
center of interest lies not on the data analysis per se; instead, the data are
used to illustrate the practical and theoretical problems at the interface be-
tween phonetics and phonology.

The data consist of approximately two hours of spontaneous speech.
Forty subjects aged twenty from four different dialect regions of German-
speaking Switzerland were interviewed. All four dialects belong to the Al-
emannic dialect family. Speakers (5 females and 5 males per dialect) from
two Alpine varieties, Valais (VS) and Grisons (GR), and two Midland dia-
lects, Bern (BE) and Zurich (ZH) were recorded in spontaneous interviews.
Approximately three minutes per speaker were manually labeled on a seg-
mental and syllabic level and analyzed for temporal aspects. f0 contours
were explored using the Fujisaki intonation model.

4. Phonetics and phonology in data preparation
In the first steps of data preparation, it becomes obvious that phonetics and

phonology can hardly be separated and are co-dependent. This intimate link
between phonetics and phonology affects the decision-making process of
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an empirical study that aims to explore prosodic differences between dia-
lects — this aspect shall be discussed in this section.

For the analysis of the prosodic aspects, segments of the interviews had
to be isolated and labeled. This labeling itself requires decisions on behalf
of the labelers which are guided by phonetic and phonological considera-
tions. Even the prosodic level, which in fact represents the dependent vari-
able to be investigated, influences the decisions. To begin with, the basic
segments that are to be analyzed had to be decided on. Most linguistic
analyses on prosody focusing on intonation choose the syllable as basic
unit. However, whether onset, nucleus and coda are equally affected by
stress or speech rate changes seems to be language dependent (Barry et al.
2007). Moreover, while the nucleus is more or less unambiguously defined
in phonetics as the most sonorant or most articulatorily open gesture be-
tween two less sonorant or more closer parts, the definition of the syllable
in phonology seems to be an issue of much more controversy. In German,
for instance, consonant clusters and schwa deletion characterize the discus-
sion if there are syllabic consonants or if consonants have to be described
as extrasyllabic. This is especially relevant if one considers the south Ger-
man schwa deletion in prefixes (Gschpdngscht < Gespenst ‘ghost’). Con-
sidering this background, we opt for a segmentation level narrower than the
syllable. This level is closer to the phone/phoneme as the basic prosodic
unit. The syllable is a derived category based on the sonority hierarchy. For
the analysis of f0), however, the syllable was chosen as the appropriate unit.
The syllable represents the structural anchor point for abstract prosodic
features, such as tone or stress, for example.

The segmentation follows a top-down approach, from utterance to
phrase and phone, and bottom-up from phones to utterances. The practical-
ly justified combination of the two approaches allows for a distinction in
ambiguous cases. However, in spontaneous speech, only the definition of
“utterance” is not problematic itself, while the definitions of the other units
are questionable. The utterance is a speech unit that is pragmatically sepa-
rated by the question of the interviewer on the left and by the end of the
sound chain on the right, the latter of which is generally given by the
speaker himself/herself, as the interviewers usually did not intervene. The
segmentation of the utterance into phrases poses a greater problem, as the
definition of “phrase” can be grounded in grammatical, semantic, pragmatic
and prosodic features. With many discontinuities and hesitations, spontane-
ous speech often disregards syntactical shapeliness (cf. Bucheli Berger,
Glaser, and Seiler, present volume), so that pragmatic (conversational) and
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semantic aspects of sense units are attributed greater significance. As pros-
ody represents the focus of the current study, prosodic features attributed to
phrase boundaries such as pitch changes, final lengthening, pauses and
changes of voice quality (Cruttenden 1997) should ideally not affect the
decision. However, given the interrelation of the afore-mentioned aspects,
the decision as to where to place the phrase boundary is more often than not
opaque. None of the mentioned criteria are separately unambiguous, but the
interplay between them provides an inter-individually comprehensible deci-
sion on where to set a phrase boundary: In the recording of interactive
spontaneous speech, perception is where all aspects meet (cf. Gilles 2005:
42-45). Thus, the decision as to where a phrase boundary is labeled is ulti-
mately a pragmatic decision of the investigator based on perception, wheth-
er a sense unit was terminated, whether a grammatical unit was terminated,
whether the interviewer intervened and so forth. To some extent, the deci-
sions were cross-checked with the project members.

The labeling of the segments is tedious as well. To begin with, it is dif-
ficult to say if the labeling is a phonetic or a phonological procedure: In
order to define the duration of a sound, the sound must be brought in rela-
tion with an independent dimension. This dimension can be the canonical
phonological representation. The systematic reductions of spontaneous
speech, however, strongly obscure a canonical representation. Let us exem-
plify this with a word that is often used on different levels of reduction. The
full form of eigentlich ‘actually’ in Bern is ['ergolix], with a variant closer
to the standard German ['eigotlix]. Eigentlich is often used as a discourse
particle, which is subject to, sometimes quite rigorous, reductions. In this
use, the first step of reduction is the loss of the accent [e1golix]. Centraliza-
tion of the unstressed [1] follows: [e1galox]. In a next step, the central schwa
is syncopated: [e1glox]; the [1] disappears [e1gox], the schwa of the last syl-
lable is syncopized:[e1gx], the complex coda is reduced to a simple fricative
[erx], the diphthong is monophthongized [ex] and finally reduced to a
schwa [ax]. These reductions are critical complications for the transcription
process but even more so, they exacerbate a systematic segmentation of the
signal. While the transcription suggests a stepwise reduction, the acoustic
signal shows a gradual reduction of the duration and quality of the individ-
ual sounds due to the gestural reduction. Thus, labeling, which is based on
acoustic features, has to set clear-cut boundaries in the continuum, where
one sound can be shadowed by another. It must be emphasized at this point
that a highly precise labeling is crucial for the temporal analysis. The calcu-
lation of the mean duration of a sound class relies entirely on the labeling
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thereof. Let us go back to eigentlich, which, too, illustrates this problem. In
order to calculate the mean duration of schwa, the question poses itself as
to which form, which schwas, need to be included. Is it only the schwa of
the medial syllable in the full form ['ergalix / 'eigatlix] or also the schwa
resulting from the reduction of the unstressed [1] in the form [e1golox] or
can it also be the schwa of the fully reduced form [ox]? In our project, we
decided to take into account all forms; hence all the mentioned reduction
forms are accepted as forms of the lexicon. However, the reductions are
marked, so that in a second analysis, one could return to the original forms
and consider the reductions separately.

As the definition of phonemes is to a great extent based on word pho-
nology, only the schwas in the full form are regarded as schwa-phonemes.
The other schwas result from regular phonological processes and therefore
do not represent phonemes proper. From a prosodic point of view, all the
schwas in the systematic reduction forms can be regarded as representa-
tions of the other (full) phonemes from which the concrete realizations can
be measured.

The discussion of the problems in data preparation, exemplified with de-
fining phrase boundaries and transcription, shows that the boundary be-
tween decisions based on phonetics and decisions based phonology cannot
be drawn strictly. The border proves to be rather a continuum where meth-
odological reflections in the perspective of the goal of a specific project
have a great impact on the concrete decisions. Furthermore, it is confirmed
once again that, on the one hand, the phonetic continuum can hardly be
transferred to a phonological classification and, on the other, that a classifi-
cation of data of spontaneous speech is hardly possible on a purely phonetic
ground.

5. Temporal aspects
5.1. Duration of schwa

One of the central questions that follows from the previous example is
whether the phonetic realizations of the schwa phoneme in the narrower
sense and the schwas in the broader sense — including reduced variants —
behave differently in the timing domain. It turns out that for three of the
four dialects, schwas resulting from vowel reductions are shorter than
schwas representing phonological schwas in the former, narrower sense.
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For the VS dialect, however, schwa phonemes and schwas resulting from
reductions are of the same duration. From this we conclude that the four
dialects under scrutiny exhibit different strategies of reduction, one that
keeps vowel duration more constant (VS) while the others show more vari-
able vowel duration (BE, ZH, GR).

5.2. Stress and focus

As is the case for standard German, Swiss German dialects show lexical
stress too. In our data, stress and narrow focus is marked. Narrow focus
was marked according to aspects of givenness of information, contrasting
information, as well as emphasizing information during the course of the
interview. With only few exceptions, there are only stressed syllables that
are focused. For all dialects, vowels in focused syllables are significantly
longer than those in non-focused but word-stressed syllables, which are
again significantly longer than those in unstressed syllables and schwas.
The same can be said of consonants; yet, these differences are not always
significant. In the context of timing, pragmatic focus and the phonological
stressed—unstressed dimension are well reflected in phonetic duration dif-
ferences. As it has been shown for the schwa reductions, the difference
between focused, stressed and unstressed segments is more distinct in BE,
GR, ZH than in VS.

5.3. Quantity and phrase final lengthening

The German phoneme system distinguishes short and long vowels. Yet,
except for /a~a:/ and /e~e:/ the quantity contrast entails an opposition of
tenseness. Therefore, some grammars (e.g. Duden 2005: 26) abandon the
opposition in quantity in favor of an opposition in tenseness (/a~a/ and
/e~e/). In contrast to standard German, most Swiss German dialects (and
all four dialects discussed here) demonstrate a quantitative distinction of
long and short vowels while vowel quality remains the same (gi:galo :
gigalo ‘to play the violin : to giggle’, pe:t : pet ‘flower bed : bed’). Swiss
German dialects also have a quantity distinction of obstruents (vada : vato
‘calf : cotton wool’; cf. Fleischer and Schmid 2006 for the Zurich dialect).
Willi (1996) has shown that the opposition between fortis and lenis plosives
in Zurich German is not a distinction achieved through voicing but through
consonantal duration. This distinction in duration is also substantiated for
the Thurgovian dialect by Kraehenmann (2003), who conceives of the long
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and short obstruents terminologically as singletons and geminates. From
this we assume, that the distinction of long and short segments should be
preserved in all phrase positions. Short segments may not be lengthened, or
long segments shortened, so much as to cause perceptual ambiguity at the
segmental level. Looking at the long and short vowels in our data, the claim
that long and short vowels are always distinct cannot be maintained fully.
Phrase-final lengthening affects vowel duration to such an extent, that short
vowels in phrase-final syllables exhibit the same length as long vowels in
phrase-medial syllables. Figure 1 shows the typical distinction of long and
short vowels in phrase-medial and phrase-final syllables, here in the VS
data, which are representative of all dialect groups except for the non-
accented vowels in GR. The first and penultimate syllables are not taken
into account because they show an intermediate duration. Figure 1 indicates
that short vowels are on average shorter than long vowels. Yet, the short
vowels of the ultimate syllables (u) of a phrase show the same length as the
long vowels in phrase-medial syllables (m). From this we conclude that
final lengthening, a prosodic feature of phrasing, affects vowel quantity in
such a way that the segmental, phonological distinction is no longer main-
tained over the different position. When we compare the left and the right
figure, it is apparent that short vowels are lengthened if they do bear lexical
stress. Long vowels are much less affected by stress; stressed and un-
stressed long vowels are not significantly different. Yet in all four dialects,
phrase-final lengthening affects unstressed syllables more than stressed
syllables, as they are as long or even longer than the stressed syllables in
the same position. Moreover, the figure indicates a high variation that for
stressed syllables 8.7% of all mid phrasal short vowels are longer than the
mean duration of the mid phrasal long vowels, and more than 4.1% of the
long mid phrase vowels are shorter than the mean of the mid phrasal short
vowels. The numbers remain at the same level if one only considers long
/a:/ and short /a/, which eliminates inter-vowel distinctions.
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Figure 1. Box plot of duration and confidence intervals of long vowels (left) and
short vowels (right) in phrase-medial (m) and ultimate (u) position,
stressed (+) and unstressed (-). The overlapping circles on the right of the
figure show that the difference of stressed and unstressed long vowels is
not significant.

5.4. Degree and extent of phrase final lengthening

Phrase-final lengthening has been documented in many studies covering
numerous languages but the degree and extent of lengthening varies be-
tween languages (cf. Fletcher 2010: 540). Our project shows that the degree
and extent of phrase-final lengthening even varies within the selected Ale-
mannic dialect group. Figure 2 shows the duration of schwas that are pho-
nologically represented as such in different positions in the phrase for the
ZH and the VS dialect. If we compare only schwas, there is no interference
from different vowel qualities, quantities, and stress and we can analyze the
'pure’ influence of the position of a syllable in a phrase on the duration of
the vowel. The figures reveal that phrase-final lengthening is much more
distinct in ZH than in VS. On the one hand, the lengthening is more promi-
nent in phrase-final syllables, on the other hand, its effect on penultimate
syllables is clearly evident. Moreover, phrase boundaries are also marked
with a phrase-initial lengthening in ZH, while this is not the case for VS.
The two other dialects (BE and GR) behave along the lines of the ZH dia-
lect.
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Figure 2. Box plot of duration and confidence intervals of phonological schwas in
first (f), medial (m), penultimate (p) and ultimate (u) syllables of phrases
in the ZH dialect (left) and the VS dialect (right).

Despite the different characteristics of phrase-final lengthening (and the
additional phrase-initial lengthening), the connection between temporal
changes and perceptual structuring of utterances is clearly visible for both
dialects. A phonological interpretation of the phonetic continuum seems
thus appropriate. It should be noted, though, that the statistical dispersion in
each position is very high, which points to the fact that the duration of an
individual sound cannot unambiguously be interpreted and connected to a
certain position of the syllable in the phrase. Even in the ZH variant, where
we encounter a very distinct phrase final-lengthening, 8% of all schwas in
mid-phrase position are longer than the mean of the schwas in phrase-final
position; in return, 8 % of all schwas in phrase-final position are shorter
than the mean of the mid-phrase schwas. For VS, this value even amounts
to 20%.

6. Intonation
6.1. Methods

The methodological framework chosen to analyze f0 contours in the present
contribution is somewhat unorthodox. We do not follow the dominant au-
tosegmental phonology metholodogy (Goldsmith 1976, Liberman and
Prince 1977) and the derived transcription system therefrom, i.e. ToBI
(Pierrehumbert 1980). Given the distinct dialectal diversity of German-
speaking Switzerland, it is considered appropriate to apply a model that has
the ability to detect phonetic details with great specificity. These objective
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measures can then serve as the basis for phonological interpretations. Fur-
ther methodological concerns as to the reasons for opting for a phonetic in-
tonation model will be illustrated in Section 7. Intonation contours are
therefore explored using the Fujisaki, i.e. the Command-Response model.

The Command-Response Model is hierarchically structured and formu-
lated as a linear model. As input signals, the model receives phrase com-
mands (PCs) in the form of impulse functions and accent commands (ACs)
in the form of rectangular functions. The output signals of the two mecha-
nisms are added onto the smallest asymptotic value (Fb) of the f0 contour to
be generated. For analysis purposes, the model decomposes the f0) contour
into a set of components from which timing and frequency information can
be estimated. The PC can be applied for a description of the global declina-
tion tendency of f0. The AC is understood as a device for marking seg-
ments more f0-prominent on the local level. f0 contours in our data were
analyzed by means of Mixdorff’s FujiParaEditor (2012). The f0 behavior in
each of the afore-mentioned variables was analyzed using parametric and
non-parametric statistical tests against the background of detecting dialect-
specific as well as cross-dialectal differences. Dialect-specific multiple
linear regression models were generated, which allow for a distillation of
the relative contribution of independent variables towards explaining f0
variability in a given parameter in a specific dialect.

In the subsequent presentation of the results, a particular focus will be
placed on how the variable stress does — or does not — affect f0 behavior.
This variable deserves particular attention since, as mentioned and criti-
cized earlier, the methodological framework of intonational phonology
implicitly assumes that f0 modulations occur on or in the vicinity of
stressed syllables.

6.2. Distribution of stressed syllables in accent commands

Most ACs contain only one syllable with lexical stress. 15% of all ACs
incorporate two or more stressed syllables. Interestingly, however, more
than a third of all accents do not contain any stressed syllables at all. This
finding is congruent with the insights put forth by Kochanski et al. (2005)
and Silipo and Greenberg (2000). A great number of unstressed syllables in
their corpus of spontaneous speech are marked with distinct ) movements.
This finding corroborates the meaningfulness of treating f0 and stress as
separate variables.
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Secondly, this result may further serve as evidence of what is frequently
found in the literature on both Swiss German (see Hegetschweiler 1978:
24) as well as Swiss High German intonation (Ulbrich 2005: 320): Swiss
German default accents often demonstrate a low f0 in an otherwise stressed
syllable, and a high f0 in subsequent, otherwise unstressed syllables. This
delay in pitch movement with regard to stress has been observed particular-
ly for the Alpine varieties. In the ToBI framework, such accents can be
labeled as L*+ H (cf. Fitzpatrick-Cole 1999).

6.3. Amplitude of stressed syllables in accent commands

Overall, we find the highest amplitudes in ACs that contain one or more
stressed syllables. If the AC does not contain any stressed syllables, it is
generally lower in amplitude. This finding underlines the phenomenon that,
in the stream of speech, metrical stress can cause higher f0 excursions, and
is congruent with the vast amount of literature on acoustic correlates of
stress in German (see for example IsaCenko and Schédlich 1966). If we take
into consideration the findings put forth at 6.2, we can conclude that even
though f0 excursions may be caused by stressed syllables, this needs not
necessarily be the case. What seems to be happening, however, is that f0
excursions that are caused by stressed syllables are higher in amplitude than
/0 excursions for ACs without stress. In other words, metrical stress does
not have to be accompanied by local f) movements (accent commands), but
if it is, stress seems to cause distinctly higher AC amplitudes.

All dialects exhibit roughly the same proportions of ACs with O stressed
syllables, yet, we find that the differences in amplitude between ACs with 0
stress and ACs with 1 or more stressed syllables are more distinct for the
Midland varieties than the Alpine varieties. We find a striking North-South
divide with the Alpine varieties showing similar amplitudes for all AC
types, regardless of whether the AC contains no or several stressed sylla-
bles. This ties in with Wipf’s (1910: 22) observation on VS Swiss German
that unstressed syllables can also carry higher tones, as well as Meinherz’
(1920: 38ff.) remark that weak syllables in the Grison dialect often carry
higher pitch accent than highly dynamic ones. In comparison, we observe a
distinct difference between no stress ACs (low amplitude ACs) and ACs
with one or more stressed syllables (much higher amplitudes) for the Mid-
land varieties. Put differently, the contribution of metrical stress to AC
amplitude seems to occupy a more critical role in the Midland varieties,
particularly in the BE variety.
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6.4. Effect of stress in multiple linear regression models

The most striking differences between the Alpine and Midland groups are
found in the relative weight of the linguistic predictors in the AC amplitude
models, including the predictor stress. Figure 3 shows the radar charts illus-
trating the multiple linear regressions (MLRs) calculated on each dialects’
speakers’ AC amplitudes.
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Figure 3. Radar chart illustration of MLR of AC amplitudes for all four dialects
(From: Leemann 2012. Reprinted with kind permission from John Ben-
jamins Publishing Company, Amsterdam/Philadelphia).

The variables taken into consideration in this MLR are emotion (5 levels —
neutral, bored, angry, happy, sad), focus (2 levels — no focus / focus),
phrase type (3 levels — continuing, terminating, question), articulation rate
(speaker specific in syllables / second), stress (2 levels — stress / no stress),
and word class (2 levels — lexical / grammatical). The MLRs in Figure 3
points to the fact that stress, as a linguistic predictor, bears little power in f0
movement prediction in all dialects, except for the BE dialect (adjusted
R’ =.13; F(14, 2537) = 29, p <.0001). In the ZH dialect, stress proves to
be a highly significant predictor in bivariate tests; in the generated models,
however, stress just fell short of reaching significant levels.
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An explanation as to the GR speakers’ low sensitivity to lexical stress
may lie in the GR speakers’ contact with Romansh and Italian, two Ro-
mance languages also spoken in the canton of GR. Italian shows penulti-
mate and antepenultimate stress and exhibits right-headed rhythmic groups
frequently featuring low-high f0 movements (see Hirst and Di Cristo 1998:
24, Rossi 1998: 220). Romansh, too, exhibits lexical accents in word-final
or penultimate position (see Cavigelli 1969). Since in most Germanic lan-
guages, feet are left-headed, while Italian and Romansh are right-headed,
one may speculate that the Grisons dialect can be regarded as a mix-version
of these two stress systems. Note, also, that Grisons varieties frequently
feature the archaic feature of non-reduced word-final syllables, which may
too, add to distinct f) modulations in unstressed syllables. One may con-
clude from this is that if the Grisons, over centuries, alternatively incorpo-
rated both rhythmic group patterns, it could be hypothesized that stress will
eventually lose importance, since stress is no longer perceived as discrete.
Therefore, we hypothesize that the generally devalued variable stress in the
Grisons dialect is likely to have little effect on the variance of f0) contours.

As for the VS speakers’ low sensitivity towards stress, illustrated in
Figure 3, the same arguments as put forth for the GR’s low sensitivity to-
wards stress may apply. French (and Franco-Provencal), with which the VS
speakers are in contact in the West, is a language in which the prominence
markers loudness, duration, and fundamental frequency are correlated only
little. These prominence marking parameters are set according to the first
and the last syllable of the word: the first syllable normally shows a rise in
0, while the word-final syllable may exhibit a variety of prominence con-
trasts, frequently, however, a rise in f0 (see Welby 2006). The exposition of
the Valais dialect to the prominence systems of French may over centuries
have led to an interesting mix. This language contact may have contributed
to complex and somewhat unpredictable f0) variability that Wipf (1910)
alludes to. In addition, Valais varieties, too, commonly feature the archaic
feature of non-reduced word-final syllables. These may too contribute to
distinct f0 modulations in unstressed syllables.

We can conjure alternate interpretations concerning the distinct differ-
ence between Alpine and Midland dialect behavior. Exploring language
and migration history may provide one way of tapping into these differ-
ences. Given the mountainous terrain, Alpine varieties may have served as
linguistic refuges over the past centuries and - in that sense - may represent
what Johanna Nichols (1993) refers to as residual zones. Here, the highest
Alemannic varieties were preserved, retaining what are now described as
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archaic features. On a segmental level, these differences can be recon-
structed in part (Wiesinger 1983: 829, Hotzenkdcherle 1984). However, a
historical reconstruction of prosodic — particularly intonational — features is
an impossible endeavor given the apparent lack of audio data from past
centuries.

7. Discussion

During the prosodic analysis of spontaneous speech, one faces many chal-
lenges that cannot be solved on phonetic or phonological grounds alone,
because phonetics and phonology are closely interrelated. The transcription
as well as the segmentation processes themselves do not allow for an analy-
sis of purely phonological entities — since we are given only a purely pho-
netic realization in the signal of which a phonological representation has to
be abstracted. This basic phonetic realization contains reductions of sounds,
coarticulation, allegro forms, language change and linguistic variation. It is
these phenomena which do not allow for a uniform phonological represen-
tation of words, of sounds, and of phrases. Phonetic considerations, percep-
tion, semantics and syntax intervene when it comes to defining the basic
units of the analysis. Even prosody itself cannot be excluded in defining
phrase boundaries, for example, and if we do include prosodic cues in our
definition of phrase boundaries, it is not clear if there is a phonological or a
phonetic view on it. The dichotomous view on phonetics and on prosody is
fuzzy, to say the least. Decisions in data preparation are therefore methodo-
logically highly relevant and, accordingly, must be stated very clearly.

Evidence from a large corpus of Swiss German dialectal speech under-
lines the detachment of phonologically defined stress from phonetic param-
eters as segment duration and intonation — which is particularly true in the
context of spontaneous speech. In the temporal domain the phonological
distinction of stressed and unstressed syllables is at least partially reflected
in phonetic duration, albeit with a great variance, so that a direct link of
stress and duration cannot be made, especially because the position in the
phrase — beside others not mentioned here (cf. van Santen 1998) — affects
segment duration and interferes with stress. However, phonologically short
segments are lengthened by stress while phonologically long vowels show
little or no effect of stress on duration.

Results from the present study highlighted the benefits of conceiving of
intonation as a matter of degree rather than a binary feature. In the au-
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tosegmental framework it is not the aim to capture continuous f0-
movements that signal prominence. It is not clear whether ToBI (Silverman
et al. 1992, Grice and Baumann 2002 for German) is intended to provide
phonetic transcriptions of intonation, phonological transcription, or possi-
bly neither of the two (Grabe 1998). Taylor (2000: 1709) critically indi-
cates that “there has been no evidence to show that there are strict bounda-
ries between intonational units which signal abrupt changes in meaning”.
He continues to say that if intonational sound S4 gives rise to meaning MA
and sound SB gives rise to meaning MB, then a sound half-way between S4
and SB can certainly give rise to a meaning somewhere between MA and
MB (ibid.). Along these lines Fox (2000) adds:

[TThe continuous phonetic scale is reflected in a parallel continuous scale of
meaning. It is therefore difficult to identify on the basis of the criterion of
distinctiveness of meaning a restricted number of phonologically distinct
entities which underlie the very large number of occurring manifestations
(Fox 2000: 275).

Methodologically, then, the use of a quantitative phonetic model, which
allows one to model every f) movement, regardless of where stress is locat-
ed in the segmental string, seems more optimal. For the temporal aspect,
the phonological claim is the same, and here, the traditional phonological
distinctions are by and large found in the data. However, the duration of a
particular sound is very variable, so that also in timing an unambiguous
attribution of a duration pattern to a stress value or to a specific syllable
position within the phrase is not possible.

Furthermore, opting for a quantitative account of prosodic features of
Swiss German constitutes a significant contrast to a majority of intonation
studies working in abstract and symbolic frameworks. Here, the first meth-
odological step consists of analyzing and parametrizing the f0 contour.
Only in a second step we establish the linguistic analysis of these mathe-
matical parameters and their relation to the individual segments. This pro-
vides innovative insight into dialectal f) contours that is not conceivable
with symbolic, syntactic, or functional conversational analytical analyses.
Hence, the findings in the current study can complement, specify, and sup-
port existing findings on f patterns and on statements on temporal aspects
of Swiss German. In addition, even minor differences in f0 realizations and
in durational relations, albeit on a subphonemic level, may in the end prove
to be perceptually relevant for a cross-dialectal comparison — as it has been
attested for the segmental level (cf. Haas 1978). The different temporal and
intonational patterns in marking phrase boundaries will most probably not
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be of phonological difference. Nevertheless, they show different prosodic
models, which may potentially mark different functions. Apart from a con-
tingent differentiation in meaning within a dialect these differences charac-
terize each dialect with a specific sound that is perceived and stereotypical-
ly attributed (Leemann and Siebenhaar 2008b, Zimmermann 1998). This
perceptual finesse should make us cautious about phonological preconcep-
tions of prosodic entities, since they imply distinct boundaries, where we
still have to find them. To accept a blurred distinction between phonology
and phonetics may help us facing prosodic diversity in a multi-layered dia-
lect area without blinkers and illusions, which opens the path to new meth-
odological approaches.
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Phonological typology, rhythm types and the
phonetics-phonology interface. A methodological
overview and three case studies on Italo-
Romance dialects

Stephan Schmid

1. Introduction

Phonological typology has mainly concentrated on phoneme inventories
and on implicational universals, whereas the notion of ‘language type’ ap-
pears to be less appealing from a phonological perspective. An interesting
candidate for establishing language types on the grounds of phonological or
phonetic criteria would have come from the dichotomy of ‘stress-timing’
vs. ‘syllable-timing’, if instrumental research carried out by a number of
phoneticians had not invalidated the fundamental claim of the so-called
‘isochrony hypothesis’. Nevertheless, the idea of classifying languages
according to their rhythmic properties has continued to inspire linguists and
phoneticians, giving rise to two diverging methodological perspectives. The
focus of the first framework mainly lies on how phonological processes
relate to prosodic domains, in particular to the syllable and to the phonolog-
ical word. Along the second line of research, new quantitative metrics have
been proposed in order to grasp the rhythmic properties of speech signals in
different languages.

This contribution aims at bridging the gap between phonological and
phonetic approaches to linguistic thythm by paying particular attention to
methodological issues. The second section gives an overview of basic is-
sues and major findings in the field of phonological typology, focusing on
segment inventories, syllable structure and prosodic features. The third
section is devoted to language rhythm and the different ways it has been
conceived of in the last fifty years. Finally, the fourth section is dedicated
to three case studies of a number of Italo-Romance dialects dealing with
vowel systems, syllable types and rhythm metrics.
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2. Phonological typology
2.1. Phonology and linguistic typology

At the first International Congress of Linguists in 1928, the members of the
linguistic circle of Prague postulated a division of labor between phonetics
and phonology, arguing that researchers should distinguish between the
physical manifestation of speech sounds and their role as functional ele-
ments of a language system. Phonology then received its foundations as an
autonomous subdiscipline of linguistics in the influential monograph of
Trubetzkoy (1939), which is based on the scrutiny of numerous descrip-
tions of languages from Europe, Asia, Africa and even North America. The
Grundziige offer a compendium of what was known about the structure of
segment inventories at that time and, in a sense, they also bear some ele-
ments of a typology avant la lettre; nevertheless, Trubetzkoy’s goal was
essentially methodological, aiming at establishing categories that are useful
for discovering the sound patterns of human language(s). Some of the ana-
lytical tools elaborated within this enterprise were destined to become part
of modern linguistic reasoning, e.g. the idea of ‘feature bearing’ (merkmal-
haft) which gave rise to the notion of ‘markedness’, a key term in linguistic
typology (cf. Croft 1990: 64).

Among the fundamental texts in the history of phonological typology
one should mention the seminal contribution of another member of the
Prague circle, namely Jakobson’s (1941) study on child language and apha-
sia. Often blamed for its alleged reductionism and empirical weakness, this
essay not only invoked the parallelisms between language acquisition and
language typology (7Typologie der Volkersprachen; cf. Jakobson 1941,
§31), but it also laid the ground for the concept of ‘implicational univer-
sals’, maintaining that synchronic ‘sound laws’ were determined by a soli-
darité irréversible (Jakobson 1941, §§14—15). The argument runs as fol-
lows: if children acquire a given speech sound B later than speech sound A,
the languages of the world may not contain B without also having A.

Precisely this method of stating generalizations on human language was
developed in Greenberg’s (1966a) seminal work on language universals of
morphology and word order, which has been considered the foundation of
‘linguistic typology’ as a proper field of scientific inquiry (Croft 1990: 2).
Another pioneering paper by Greenberg (1966b) also contains a chapter
devoted to phonology, dealing with phenomena such as the voicing of con-
sonants, vowel nasalization and vowel quantity. In this analysis, marked-
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ness relations are derived from the examination of token frequencies in a
small number of languages, demonstrating that voiced stops, nasal vowels
and long vowels are more marked than unvoiced stops, oral vowels and
short vowels. The rapid growth of linguistic typology as a research area
lead to the four volumes of Universals of Human Language (Greenberg et
al. 1978), the second of which is entirely dedicated to phonology, offering
thirteen studies on particular topics such as vowel systems, nasal vowels,
consonant clusters, phonological processes, tone, intonation, and the like.

If phonology played an essential role in the birth of linguistic typology,
both in its methodological foundations and in the topics under investiga-
tion, the further development of the field showed a clear preference for
syntax and morphology as major concerns of the typological research
agenda. The rather marginal status of phonology is also reflected by the
contents of later publications which present the state of the art in linguistic
typology, e.g. the introduction written by Croft (1990), the two HSK vol-
umes on typology and universals (Haspelmath et al. 2001), and the World
Atlas of Language Structures (Haspelmath et al. 2005, henceforth WALS).

In any case, it seems that for many years phonological typology has
mainly been a concern of phonologists (and to some extent also of phoneti-
cians), rather than of typologists (cf. Hyman 2007).! On the methodological
grounds laid at Stanford by the impact of Greenberg’s ideas, the most ambi-
tious project was carried out at UCLA under the guidance of lan Mad-
dieson, focusing on segment inventories and implicational universals (2.2).
Phonotactic analyses are not as easily available as descriptions of phoneme
inventories, and this might be one of the reasons why syllabic typology
developed later and in a more heterogeneous manner (2.3). As regards
prosody, the different features — such as tone, accent, and intonation — have
often been treated separately, but strong efforts are being made in gathering
comparative evidence from an increasing number of languages (2.4).

An interesting methodological difference between the different threads
of typological linguistics comes from the observation that implicational
universals have been formulated on the levels of syntax, morphology, and
phonology, whereas the notion of ‘language type’ (cf. Croft 1990: 27-43)
has most often been used in morphology (hence the distinction between
inflectional, agglutinating and isolating languages) and for word order
(where languages are classified as belonging to, e.g., the SVO or the SOV
type). In the field of phonological typology, the concept of a linguistic type
has played a rather marginal role until recently (cf. 3.2), since scholars have
mainly focused on individual phenomena that can be analyzed in a binary
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way (or in terms of implications) rather than adopting a generalizing ap-
proach to typological classification. Still, nothing contradicts the notion a
priori that the sound shape of a particular language may exhibit features
that are inherently related to one another and that languages belonging to
different genetic groupings adhere to an abstract structural model that one
might conceive of in terms of a ‘phonological type’. Indeed, there have
been a few isolated proposals which classified languages into discrete pho-
nological types.

For instance, Milewski (1970: 71-74) operated a binary distinction be-
tween ‘vocalic’ and ‘consonantal’ languages, depending on how a particu-
lar phoneme inventory departs from what he calls the universal ‘primary
system’ consisting of 10 elements (the vowels /i a u/, the stops /p t k/, the
nasals /m n/ plus one spirant and one liquid). In a language belonging to the
‘vocalic type’ like French, the ratio between primary and secondary ele-
ments is greater than zero, whereas in a language of the ‘consonantal type’
like Polish the ratio is below zero. In a nutshell, Milewskis typology is
based on assumptions about the universality of certain segment types (the
primary system) and the ratio between vowels and consonants within a
phoneme inventory.

Now, the ratio between the number of consonants (C) and the number of
vowel qualities (VQ) is also represented as an approach to phonological
typology in WALS (cf. Maddieson 2005c), allowing a division of lan-
guages into five categories, namely those with a low (<2), a moderately low
(2-2.75), an average (2.75-4.5), a moderately high (4.5-6.5), and a high
C/VQ ratio (>6.5). Nevertheless, it is clear that we are not dealing with
language types in the sense of feature constellations, but rather with a sin-
gle typological parameter. Moreover, an analysis of a 680 languages re-
veals no predictable relationship between the number of vowels and conso-
nants in a segment inventory (Maddieson 2011: 541-542; cf. also
Maddieson 2005c¢), and we may recall that the “normal autonomy of the
two phonemic patterns” had already been invoked by Martinet (1962: 75).

Still, the consonant-vowel-ratio appears as a parameter of the “prosodic
typology of language” proposed by David Gil (1986). This holistic ap-
proach distinguishes between two basic language types which are defined
by a number of phonological and other structural features: ‘iambic’ lan-
guages would have fewer segments in a syllable, a high consonant-vowel-
ratio and SOV as the basic word order, whereas ‘trochaic’ languages would
present more segments in a syllable, a low consonant-vowel-ratio and SVO
as the basic word order. For our purpose it is interesting to note that, at a
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certain point, Gil (1986: 197) refers to iambic languages as “stress-timed”
and to trochaic languages as “syllable-timed” (cf. 3.1).

Though not quoted by Gil, a similar holistic typology had been proposed
by Donegan and Stampe (1983) on the basis of a typological study of the
Munda and Mon-Khmer languages. According to their analysis, the Mon-
Khmer languages are characterized by iambic stress pattern, isoaccentual
timing, complex syllable structure and SVO word order, whereas the Mun-
da languages display the opposite characteristics, i.e. trochaic stress pattern,
isosyllabic timing, simple syllable structure and SOV word order. As we
can see, the feature couplings of Donegan and Stampe (1983) and Gil
(1986) do not coincide, and they also differ with regard to other parameters
such as tone and morphological word structure. It lies outside the scope of
this contribution to discuss these typologies in greater detail, but we will
briefly return to these issues when discussing the phonological reinterpreta-
tion of the traditional isochrony hypothesis (cf. 3.2).

Now, before roughly sketching some of the major topics in phonological
typology (segment inventories, phonotactics, prosody), let us point out a
methodological aspect which turns out to be of particular relevance to the
present study, i.e. the size of the language sample and to what degree it can
be considered as representative. In a ‘general typology’ approach, the sam-
ple size of the languages taken into account is supposed to be as large as
possible and as balanced as possible in terms of genetic language families.
Another possibility, however, is to choose a sample of genetically related
language varieties; it is precisely such a ‘limited typology’ approach
(Ineichen 1991: 21) we will adopt in the three case studies on Italo-
Romance dialects (cf. 4).?

2.2. Segment inventories and phonological universals

As already mentioned, the bulk of typological work in phonology has dealt
with vowel and consonant inventories. For instance, descriptions of 209
languages had been gathered in the Stanford Phonology Archive Project,
from which Crothers (1978) carried out a detailed typological analysis of
vowel systems. However, the most important enterprise in phonological
typology is the UCLA Phonological Segment Inventory Database (UPSID).
The first edition included 317 languages and allowed already for a number
of interesting generalisations (Maddieson 1984). Subsequently, the data-
base was enlarged to 451 languages (Maddieson and Precoda 1990).> Since
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then, the UPSID has been updated to include 637 languages (Maddieson
2011: 535).

The study of segmental typology provides different kinds of information
about the vowel and consonant systems of the world’s languages. Firstly, it
allows for some descriptive statistics about the size of segment inventories.
Secondly, a few absolute and a number of implicational universals about
segmental patterns have emerged. Thirdly, some scholars have tried to ex-
plain these patterns on the ground of general principles regarding human
communication.

The size of consonant inventories varies from 6 in Rotoka to 128 in
1X60. Most frequently, though, languages have little more than 20 con-
sonants, as is shown by the mean (22.7), the median (21) and the modal
value (22) in the extended UPSID sample of 563 languages; a subdivision
into five categories — small, moderately small, average, moderately large,
large — yields a normal distribution around these values of central tendency
(Maddieson 2005a, 2011: 540-541). Vowel systems may use from 2 to 14
different qualities (with a higher number of phonemes if length is taken into
consideration as well), and there is again a clear central tendency, the mean
being close to 6 and the modal number being 5 (Maddieson 2005b, 2011:
541).

Besides the tendencies regarding the size of segment inventories, there
are also some general qualitative patterns in vowel and consonant systems
which can be described in terms of ‘absolute’ and ‘implicational’ univer-
sals. Phonological universals of the absolute type — “all languages have
stop consonants” and “all languages have at least two heights of vowel
qualities” — are scarce and offer only elementary insights into the sound
pattern of human languages; more interesting are ‘implicational statements’
(Maddieson 2011: 544) about the probability of particular segments to oc-
cur in a given language. Such generalizations — which may always have
some counterexamples — are in line with Jakobson’s solidarité irréversible
and Milewski’s ‘primary system’ (cf. 2.1): some ‘basic’ speech sounds
have been observed to be more frequent among the languages of the world,
while complex sounds tend to occur mostly in inventories with many ele-
ments.

This brings us to the problem of how to interpret the implicational find-
ings. Quite naturally, some explanations invoke ease of articulation as a
basic principle: for instance, Maddieson (2011: 535) convincingly argues
that voiced fricatives are typologically marked, because frication and voic-
ing are difficult to combine in terms of aerodynamic and gestural control.
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As regards vowels, Martinet (1962: 79—-80) attributed the higher frequency
of front vowels to the greater size of the anterior mouth cavity. Still, the
majority of phoneticians and phonologists nowadays would subscribe to a
more perceptual point of view. This is the case for the ‘dispersion theory’
(Liljencrants and Lindblom 1972), which states that phonemes tend to be
maximally distant in the acoustic vowel space in order to enhance percep-
tual contrast; similarly, the ‘dispersion-focalization theory’ (Schwartz et al.
1997) explains the perceptual salience of rounded front vowels — which are
marked in terms of dispersion — as a consequence of their formant proximi-
ty. Thus, phonological universals appear to be not only functionally moti-
vated, but to a certain extent also phonetically grounded.*

We will return to the typology of vowel systems on the occasion of our
first case study on Italo-Romance dialects (4.1), but let us first consider two
topics which are of paramount importance for a typology of language
rhythm: phonotactics and prosody.

2.3. Phonotactics and syllable structure

It is an obvious observation that phonological systems differ not only para-
digmatically, i.e. with regard to the segments used to build contrasts among
words, but also syntagmatically, i.e. with regard to the combinations of
segments they allow for. The relevance of phonotactics for a phonological
typology was pointed out by Martinet (1962: 75) and the universally un-
marked status of the CV syllable had already been postulated by Jakobson
(1941: §§ 23-24). Nevertheless, it seems that phonotactic typology has not
been practiced to the same degree as segmental typology; this is maybe due
to the fact that descriptions of segment inventories are more easily available
than descriptions of syllable templates.

There are some exceptions, however. One of the first typological inves-
tigations on phonotactic patterns was provided by Greenberg (1978), who —
on the basis of a survey of 104 languages — formulated no less than 40 uni-
versals about initial and final consonant clusters. Some of these implica-
tional statements are related to the size of consonant clusters, whereas oth-
ers refer to the phonetic content of consonant clusters and coincide with the
idea that segments are sequenced within the syllable along a scale of ‘so-
nority’ (cf. below).

Even if the UPSID project was primarily concerned with segment inven-
tories, the possible syllables were calculated for 9 selected languages,
yielding a range from 173 syllables in Hawaiian to 23,638 syllables in Thai;
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a general conclusion was that “syllable inventory size does not depend
heavily on segment inventory size” (Maddieson 1984: 23). Recent work in
syllabic typology has divided a sample of 486 languages into three types
(Maddieson 2005e): 61 languages (12.6%) only allow a ‘simple’ syllable
structure (CV), whereas 274 languages (56.4%) permit a ‘moderately com-
plex’ syllable structure with templates such as CCVC; finally, 151 lan-
guages (31%) may have ‘complex’ syllable structures, e.g. CCCVCCC. A
more refined syllabic typology would not only add further information
about consonant clusters in word-internal position and at the margins of the
word (Maddieson 2011: 546-547), but it would also specify which segment
classes may occur in a particular phonotactic slot.

One analogy between the typologies of segments and syllables comes
from token frequency. Even in languages with a complex syllable structure
— as in the case of most European languages — the most frequent syllable
types are CV and CVC: this holds for German, English, Spanish and
French (Delattre 1965: 41), Italian (Schmid 1999a: 159) and the Swiss
German dialects of Berne and Zurich (Keller 2008: 61). Nevertheless, there
are differences between the Germanic and the Romance languages which
might be relevant from the perspective of rhythm typology (cf. 3.2).

Useful generalizations for a phonotactic typology have been formulated
by Theo Vennemann (1988) in a study in comparative diachronic phono-
logy, postulating a number of ‘preference laws for syllable structure’ on the
basis of two universal preferences. According to the first tendency, lan-
guages prefer CV as the universally unmarked syllabic template; therefore,
CCV and CVC are more marked than CV, and CCVCC is more marked
than CCVC etc. The second preference comes from the observation that, if
consonant clusters occur, segments tend to be sequenced in order to max-
imize their contrast in terms of ‘sonority’ (or ‘consonantal strength”), which
normally increases (or decreases) from the syllable margins towards the
nucleus (cf. Vennemann 1988: 9) .

For our purpose, it is important to note that the typological markedness
of a syllable pattern can be defined in terms of its numerical complexity
and its adherence to the sonority principle; this is of particular relevance for
the phonological analysis of rhythm we adopt (cf. 3.2, 4.2).

2.4. Prosodic typology

Typological studies of prosody have followed two main approaches. The
‘holistic’ approach is essentially tied to the notion of rhythm (cf. 2.1, 3.2)
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and devoted to the definition of ‘language types’. The prevailing line of
research, however, is more ‘atomistic’ in nature, since it is concerned with
single typological ‘factors’ or ‘prosodic features’ (Maddieson 2011: 536)
such as intonation, tone, vowel harmony, and word accent.

The study of intonation — i.e. of the modulations of fundamental fre-
quency within an utterance — hardly allows for the formulation of linguistic
universals. This is due not only to the many linguistic and paralinguistic
functions of intonation, but also to the continuous nature of fundamental
frequency, which raises intrinsic difficulties to any analysis in terms of
discrete entities. Not suprisingly, WALS does not contain a map or a chap-
ter dedicated to intonation. Nevertheless, considerable efforts have been
made to gather comparative data from an increasing number of languages;
for instance, the volume edited by Hirst and Di Cristo (1998) contains de-
scriptions of the intonation systems of 22 (mostly European) languages. In
some cases (e.g. Jun 2005), similar comparative entreprises are bound to a
particular theoretical framework such as the so-called ToBI (Tones and
Break Indices) notation; for an alternative approach to the study of intona-
tion see Siebenhaar and Leemann (this volume).

Tones, i.e. the occurrence of lexically distinctive modulations of f0,
have been fruitfully described with typological methods (cf. Maddieson
1978, Hyman 2001). From a sample of 527 languages (Maddieson 2005f),
307 (58.2%) are reported to have no lexical tones, whereas the tonal lan-
guages can be divided into two major classes: 132 languages (25.1%) have
‘simple’ tone systems with a two-way contrast (high vs. low) and 88 lan-
guages (16.7%) have ‘complex’ tone systems. There seems to be only a
loose correlation between tonal complexity and segment inventory size, and
the relationship with syllable complexity is not entirely clear (Maddieson
2005¢).

Word accent is a prosodic feature that has attracted increasing interest
over the last years, often from the perspective of phonological theory. Ap-
plying a typological methodology, a sample of 461 languages (Maddieson
2011: 539) can be divided into three types. In 195 languages (42.3%) ac-
cent placement is predictable (either on the first, the last or the penultimate
syllable of the word), whereas in 131 languages (28.4%) accents may fall
on different syllables within the word (sometimes even creating minimal
pairs); finally, 135 languages (29.3%) do not have an accent within the
domain of the phonological word.

By contrast, a metrical approach to prosodic typology assumes the foot,
rather than the word, as the basic unit for the analysis of accentual systems.
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Such a rationale is behind the StressTyp database, which nowadays includes
510 languages and has substantially contributed to WALS.> Such a typolo-
gy yields two basic metrical systems, i.e. the trochaic type (where the left-
hand syllable of the foot is strong) and the iambic type (where the right-
hand syllable of the word is strong). A classification of 323 languages (van
der Hulst and Goedemans 2005) assigns 153 languages (47.4%) to the tro-
chaic type and 31 (%) to the iambic type; 41 languages (12.7%) have either
a dual system or an undetermined foot type, whereas 98 languages (30.3%)
have no “rhythmic stress”. For our purpose, it is interesting to note that
“trochaic” and “iambic” are labels of Gil’s (1986) holistic approach (cf.
2.1), but here the dichotomy is explicitly meant to refer to “rhythm types”
(van der Hulst and Goedemans 2005).

Now, linguistic rhythm can be defined in two different ways, either in
terms of prominence relations (as is the case of metrical phonology) or in a
more ‘platonic’ fashion, i.e. as repeated sequences of structured events. The
second approach is at the basis of a phonetically oriented research tradition
on timing (cf. Maddieson 2011: 536-537), which is of particular interest for
the purpose of prosodic typology; in this vein, rhythm types can also be
considered as a combination of interacting features. This brings us to the
topic of the next section.

3. Rhythm typology
3.1. The isochrony hypothesis: ‘stress-timed’ vs. ‘syllable-timed’

Probably, the phenomenon of speech rhythm has attracted more interest
among phoneticians than among phonologists. This line of research takes as
its point of the departure the so-called ‘isochrony hypothesis’ (Pike 1945,
Abercrombie 1967), which distinguishes between two major types of lan-
guages termed ‘stress-timed’ and ‘syllable-timed’ (or ‘isoaccentual’ and
‘isosyllabic’); it has been claimed that the Germanic languages belong to
the former type, whereas the Romance languages belong to the latter. In its
original form, the isochrony hypothesis makes two basic claims: every lan-
guage belongs to one particular rhythm type, and rhythm types are based on
a timing unit (e.g., the syllable or the foot), which is supposed to occur in
regular sequences of intervals with equal durations (cf. Auer and Uhmann
1988: 217).
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As is well-known, the classical isochrony hypothesis has been invalidat-
ed on empirical grounds. Starting in the 1970s, acoustic measurements
carried out with different languages proved that in the alleged syllable-
timed languages the duration of syllables varies according to the number of
their segments, as much as in the alleged stress-timed languages the dura-
tion of feet varies according to the number of their syllables (cf. the re-
search overview in Auer and Uhmann 1988: 219-237). Nevertheless, sev-
eral attempts have been made to save the idea behind the isochrony
hypothesis which continued to be intuitively plausible: for instance,
isochrony could be an effect of perception — rather than a mechanism of
speech production — or even pertain to the realm of phonology (cf. Bertinet-
to 1989: 101-120). Let us examine the second hypothesis in more detail.

3.2. Two phonological types: syllable and word languages (Auer 1993)

The phonological turn in the study of language rhythm appeared in the
1980s (cf. Dauer 1983) and maintained two basic claims. Firstly, since
rhythm types cannot be found in the speech signal itself, they rather derive
from a bundle of properties of the phonological system; most important are
the complexity of syllable structure and the reduction of unstressed vowels.
Secondly, rhythm types are not absolute categories, but rather constitute
poles of a typological continuum, allowing for mixed or intermediate types
(cf. Auer and Uhman 1988: 244-253; Bertinetto 1989: 108—110).

This line of reasoning received its most elaborate formulation in the
prosodic typology proposed by Peter Auer (1993). Drawing on a critical
review of earlier holistic approaches to language rhythm (Dauer 1983,
Donegan and Stampe 1983, Gil 1986), this study analyzes a sample of 34
genetically different languages by testing the correlations between more
than a dozen phonological phenomena; moreover, it proposes a conceptual
shift from the traditional labels of stress-timing vs. syllable-timing towards
a new typological dichotomy which opposes ‘syllable languages’ to ‘word
languages’ (cf. also Auer 2001: 1395-1398).

Syllable-rhythm and word-rhythm are conceived of as prototypes, and in
fact the 34 languages of the sample may be ordered along a continuum —
ranging from the syllable pole towards the word pole with many intermedi-
ate or mixed languages in between — on the basis of a number of prosodic
parameters (Auer 1993: 94). The notions of ‘syllable rhythm’ and ‘word
rhythm’ thus meet the requirements of a ‘language type’, viewed as an ab-
stract structural model that emerges from the coexistence — and probably
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from the inherent interdependence — between different parts of the phono-
logical system, the central parameter being the prosodic domain to which
features and processes refer to, i.e. the syllable or the word.

Table 1 lists a number of selected parameters which form part of this ty-
pological framework. The first two parameters, i.e. syllable complexity and
adherence to the sonority sequencing principle, will be applied to a number
of Italo-Romance dialects in our second case study (4.2).

Table 1. Parameters of syllable-rhythm and word-rhythm

Parameter Syllable rhythm  Word rhythm
1 Syllable complexity Low High
2 Sonority scale Obeyed Disobeyed
3 Syllable division Unambiguos Ambiguos
4 Assimilations Few Many
5 Sandhi External=internal = External#internal
6 Word-related processes No Yes
7 Word accent (phonological) Fixed or none Free, +grammatical
8 Word accent (phonetic) Weak Strong
9 Reduction of unaccented syllables No Yes
10 Central vowels No Yes

3.3. The rhythm class hypothesis: acoustic metrics

Paradoxically, one outcome of the ‘phonological turn’ in the isochrony
debate was a renewal of the phonetic perspective on speech rhythm. This is
mainly due to the publication of an influential study by Ramus, Nespor, and
Mehler (1999), who proposed new acoustic measures for the traditional
rhythm classes. Instead of searching for equal lengths of time at the syllable
or the foot level, other acoustic correlates were formulated that should bet-
ter fit the phonological parameters of the two rhythm types. The degree of
complexity of syllable structure is reflected by %V, i.e. the percentage over
which an utterance is vocalic, and AC, i.e. the standard deviation of ‘conso-
nantal intervals’ (consonant clusters regardless of syllable boundaries); the
third metric is AV, i.e. the standard deviation of ‘vocalic intervals’ (vowel
sequences regardless of syllable boundaries). The typological predictions
are that the syllable-based languages would have a high %V and a low AC
(given their preference for open syllables), whereas accent-based languages
would present a low %V and a high AC. The third measure, AV, is sup-
posed to increase in ‘stress-timed’ languages and to decrease in ‘syllable-
timed’ languages, depending on the degree of strengthening of stressed
vowels and the reduction of unstressed vowels.
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At the beginning of the new millennium, the phonetic research paradigm
which goes under the heading of ‘rhythm class hypothesis’ immediately
gained a strong interest, also leading to the formulation of alternative met-
rics. For instance, a methodological improvement of Ramus’ metrics has
been achieved by Dellwo (2006), who replaced the standard deviation of
consonantal intervals by their variation coefficient (Varco) in order to neu-
tralize speech rate effects. A slightly different view of speech rhythm un-
derlies the so-called ‘Pairwise Variability Index’ (PVI), which calculates
the average difference between immediately successive vocalic and conso-
nantal intervals (Grabe and Low 2002).

In our third case study (4.3), we will apply some of these rhythm met-
rics (%V, AC, AV; Varco C; nPVI-V, rPVI-C) to speech material available
from nine Italo-Romance dialects.

4. The phonological typology of Italo-Romance dialects
4.1. Case study I: vowel systems in [talo-Romance dialects

A typological study of 58 Italo-Romance dialects (Schmid 1999b: 253—
254) yielded 44 different vowel systems. The sample cannot be considered
to be geographically representative, since 44 dialects of the sample are
spoken in northern Italy, where more diversified vowel systems are found.

Comparing our data with the universal tendencies emerging from
UPSID (cf. 2.2), the (northern) Italo-Romance vowel systems appear to be
more complex and typologically marked. The vowel qualities range from 5
to 13 (UPSID: 2-14), but both the mean (close to 8) and the modal value (7)
are clearly superior to the ones in UPSID (close to 6 and 5, respectively).
The average number of phonemes in Italo-Romance is even higher (9.43),
since many northern dialects display distinctive vowel quantity: 32.8 %
against 19.2% in the first UPSID sample (cf. Maddieson 1984: 129). Long
vowels only belong to systems with at least 9 vowel phonemes, thus con-
firming the ‘size principle’ (Maddieson 2011: 544) by which complex or
marked segments — and it is reasonable to consider long vowels as such —
are more likely to occur in larger inventories.

Regarding the phonetic content of vowel systems, the Italo-Romance
data do confirm a number of universals that have been postulated in the
literature. For instance, height distinctions equal or exceed the number of
backness distinctions (Universal 9 in Crothers 1978: 134) in all dialects;
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acoustically, this finding can be motivated by the greater robustness of the
first vowel formant. A number of northern Italian dialects have rounded
front vowels which are typologically marked; in an extended UPSID sam-
ple, only 6.6% of 562 languages do have such phonemes in their inventory
(Maddieson 2005d). Conforming with the typological generalization by
which “rounded front vowels do not occur unless unrounded front vowels
of the same basic height occur” (Maddieson 1984: 14), /y/ implies /i/ in 27
dialects, /a/ implies /e/ in 21 dialects, and /ce/ implies /e/ in 4 dialects. From
this picture another implicational universal follows quite naturally: “/¢/ and
/ce/ do not occur (separately or together) unless /y/ also occurs” (Maddieson
1984: 14), as holds true for 21 dialects. Finally, phonemically nasal vowels
are absolutely marginal in the Italo-Romance area, being attested only in 2
dialects (3.4% of our sample), against 24% in the Stanford Phonology Ar-
chive and 22.4% in the first UPSID sample (cf. Crothers 1978: 124, Mad-
dieson 1984: 130); moreover, these two dialects have only few nasal vowel
phonemes within a rather large inventory, thus confirming a famous univer-
sal formulated by Ferguson (1966: 58; cf. also 2.1).

Returning to the overall number of vowel phonemes and trying to estab-
lish a link between segmental and phonotactic typology (cf. 4.2), it is wor-
thy to note that the dialects with a simpler syllable structure also tend to
have a lower number of stressed vowel phonemes. At least, this holds true
for Sicilian (5), Tuscan (7) and Venetian (7); conversely, dialects with a
more complex syllable structure also tend to have a greater number of
stressed vowel phonemes: Turinese (9), Milanese (12), Romagnolo (12),
Friulian (14). The greater or lesser diversity of vocalic timbres may there-
fore be related to different degrees of perceptual weight attributed to ac-
cented syllables.®

4.2. Case study II: syllable types in Italo-Romance dialects

As we have seen in 3.2, the first two parameters of the typological frame-
work of syllable and word languages proposed by Auer (1993) are syllable
complexity and adherence to the sonority scale (cf. table 1): syllable lan-
guages exhibit a simple phonotactics both in quantitative and qualitative
terms, whereas the opposite holds for word languages. In this section, we
will analyze the phonotactics of ten Italo-Romance dialects in light of these
two parameters. A typological continuum was already sketched in a dia-
chronically-oriented study (Mayerthaler 1996), ranging from dialects with a
rather unmarked syllable structure (e.g. Sicilian) through dialects of an
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intermediate type (e.g. Neapolitan and Tuscan) to dialects with a rather
marked syllable structure (Romagnolo, Piedmontese); note that this contin-
uum is also geographical in that it gradually proceeds from the south to the
north of the Italo-Romance area.

In order to verify this hypothesis on synchronic grounds, data have been
gathered by inspection of individual dictionaries, considering the following
ten dialects: Friulian, Venetian, Feltrino (an alpine Veneto dialect), Milan-
ese, Piedmontese, Romagnolo, Pisan (=Tuscan), Neapolitan, Bitontino
(=Apulian), and Sicilian (see Schmid 1998, 2000, submitted, for geograph-
ical details and references about the bibliographical sources). The first of
the two phonotactic parameters mentioned above — complexity of the sylla-
ble shell — can be illustrated by means of the number of possible ‘syllable
types’, i.e. linear sequences of segments (CV, CVC, CGV etc.) pertaining
to three major classes: C=consonants, V=vowels, G= glides; treating glides
as a separate category permits highlighting the existence of rising and fall-
ing diphthongs in some dialects.

Figure 1 shows that Italo-Romance dialects indeed exhibit a considera-
ble diversity in terms of phonotactic complexity.

Pisan
Neapolitan
Sicilian
Venetian
Bitontino
Milanese
Feltrino
Turinese
Romagnolo

Friulian

0 5 10 15 20 25 30 35 40 45

Figure 1. Number of syllable types in ten Italo-Romance dialects

The minimum number of syllabe types (18 in Pisan) is less than half of the
maximum (40 in Friulian). Moreover, it is impossible to divide the ten dia-
lects into two clear-cut rhythm types; instead, we are faced with a typologi-
cal continuum which gradually progresses from the top to the bottom of the
graph as the numerical complexity of syllable structure increases. However,
the typological continuum does not coincide exactly with a geographical
continuum, contrary to Mayerthaler’s assumption. It is true that the five
dialects in the upper half (which we could categorize as rather accent- or
word-based) are all spoken in northern Italy, whereas the majority of the
five dialects in the lower part (which we could categorize as rather more
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syllable-based) are spoken in central or southern Italy; nevertheless, among
the syllable-based dialects we also find one northern dialect, Venetian;
moreover, the most simple syllable structure appears in the center of Italy,
i.e. in Pisa, and not in the south, e.g. in Sicily (cf. 4.3); this is somewhat
surprising, since some scholars (e.g., Mayerthaler 1996: 209) actually at-
tribute a strong preference for CV syllables to Sicilian; however, one
should bear in mind that this dialect also has many closed syllables due to
diachronic gemination (cf. Schmid 1997: 259).

Now turning to the second phonotactic parameter, i.e. sonority relations
in syllable heads and codas, we can distinguish between three subtypes
among the five dialects in the lower part of Figure 1. The first subtype con-
sists of Milanese and Feltrino, which — besides having a numerically less
complex syllable structure — also exhibit less marked sonority relations.
Word-initially, Milanese and Feltrino order consonants like the syllable-
based dialects, mainly combining obstruents with vibrants or approximants,
whereas word-finally they allow clusters of two consonants like /rn/, /st/ or
/nt/; this pattern is absent in the syllable-based dialects, but nevertheless
conforms to the sonority scale. The second subtype is represented by Friu-
lian, which contains the most marked syllables in terms of numerical com-
plexity, while essentially adhering to the sonority principle (albeit in a less
exemplary way): word-initially, it also permits clusters with laterals such as
/kl/, and word-finally we find triconsonantal clusters like [gks] with a so-
nority reversal due to the sigmatic plural. Finally, the most marked sonority
relations occur in the third subtype, represented by Piedmontese and Ro-
magnolo — a finding which is in line with Mayerthaler’s continuum. For
instance, these dialects allow word final sequences with two stops like
salvdtk; sonority plateaus also appear at the left periphery of the phonologi-
cal word, as is shown by examples like vsen or pké. The most marked clus-
ters consist of three obstruents, like in sbhdel or pské, which may also be
followed by an additional vibrant, as in vspre or pstren (see Schmid, sub-
mitted, for additional examples and a more detailed analysis of the conso-
nantal clusters).

4.3. Case study III: applying the rhythm metrics to Italo-Romance dialects
In order to test the rhythm class hypothesis for the Italo-Romance dialect

continuum, a corpus has been built with speech data for the same dialects
that had been subject to the phonotactic analysis in 4.2, with the exception
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of Romagnolo for which no publicly available data could be found; for
each dialect ten utterances have been analyzed acoustically.

Figure 2 compares two alternative rhythm metrics, AC and Varco C,
projected against %V. The rhythm class hypothesis predicts that syllable-
based dialects (represented with circles) should be placed at the center of
the plane, whereas accent- or word-based dialects (represented with thom-
bi) are located in the upper part to the left.
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Figure 2. %V, AC (left) and %V, VarcoC (right) for 9 Italo-Romance dialects

Comparing the horizontal axis of the two planes in Figure 2 with Figure 1
above, one notes a certain coincidence in the ordering of the dialects, sug-
gesting that %V can indeed be interpreted as an acoustic correlate of sylla-
ble complexity (or at least of the preference for open syllables); for in-
stance, we notice both in Figure 1 and in Figure 2 a rather peripheral
position of Friulian and Turinese (accent-based) and of Pisan (syllable-
based). In analogy with the phonotactic data (cf. 4.2), Pisan shows a much
higher %V than Sicilian. Milanese remains a bit more left than Bitontino
and Feltrino in Fig. 2, but these three dialects are still located in a relatively
central area of the rhythm plane. In both Figure 1 and Figure 2 Neapolitan
and Venetian tend towards the syllable-based pole of the continuum.

As regards the vertical axis, which reflects the complexity of consonan-
tal clusters, the two planes of Figure 2 report different measures. It appears
that the extreme position of Friulian in the diagram on the left is not only
due to the heavy consonantal clusters of the language (cf. 4.2), but also to
the slow speech rate of the recorded speaker. The normalization effect of
Varco (an important methodological improvement) also affects Feltrino
which moves towards the syllable-based bottom, whereas Neapolitan and
Bitontino (two geographically related dialects) move towards the accent-
based top.

Figure 3 again compares two rhythm metrics for the durations of vocalic
and consonantal intervals (cf. 3.3), i.e. the standard deviations to the left
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(according to Ramus, Nespor, and Mehler 1999) and the ‘Pairwise Varia-
bility Indices’ (PVI; cf. Grabe and Low 2002) to the right.’
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Figure 3. AV, AC (left) and PVI values (right) for 9 Italo-Romance dialects

All in all, the results differ less than one would expect. On the consonantal
axis, Friulian again appears in a position by itself, since both AC and rPVI-
C are not normalized for speech rate; as a methodological consequence, our
data underpin the need of rate normalization for rhythm metrics. Still on the
vertical axis, Sicilian moves up in the PVI plane, maybe due to subsequent
singleton and geminate intervals. On the horizontal axis (where the PVI
adopts a normalized measure), differences are more tangible: Pisan shifts to
the left, revealing a more regular (‘isovocalic’) pattern, whereas the dra-
matic move towards the right of Neapolitan can be explained by the heavy
reduction of unaccented vowels (a phenomenon which also characterizes
the Apulian dialect of Bitonto). From a methodological point of view it
seems therefore that the more global AC metric indeed reflects syllable
complexity, but that the sequential vocalic PVI approach is better suited for
another parameter of rhythm typology, i.e. vowel reduction.

5. Concluding remarks

Where do we go from here? From the few insights we have gained in this
short four d’horizon, phonological typology appears as a somewhat ne-
glected, but nevertheless promising — and hopefully soon flourishing — field
of linguistic inquiry that presents a rich research agenda but also a number
of methodological problems. Segmental typology comes with a solid and
steadily growing body of well-organized data, providing us with a number
of empirically tested implicational universals. The descriptive value of
prosodic typology can be taken for granted, at least as far as single parame-
ters like accent or tone are concerned; one can also reasonably assume that
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phonological typologists know the basic dynamics of phonotactics in the
languages of the world, despite the controversies that may exist with regard
to the appropriate formal analysis of syllable structure.

Do phonologically defined ‘language types’ exist? This is still a matter
of debate, and some scholars cast doubts on the feasibility of a holistic ty-
pology with regard to phonology. For instance, Schiering (2007) tested ten
phonotactic, prosodic and morphonological parameters, finding that in a
sample of 20 representatively chosen languages only six of the parameters
proposed by Auer (1993) correlated significantly with the alleged rhythm
types; nevertheless, he concludes that languages may be situated on a typo-
logical continuum ranging from a mora-based to a stress-based pole.

The purpose of the three case studies summarized in the present paper
has been somewhat less ambitious. On the one hand, our research aimed at
verifying the methodological value of a ‘limited’ typology, operating with-
in a genetically and geographically restricted dialect group. The first case
study on vowel systems not only permitted to position the Italo-Romance
dialects within the ‘typological space’ of the world’s languages; it also
allowed to demonstrate the validity of a number of implicational universals
within the ‘limited” sample. The second case study provided evidence in
favour of two parameters of Auer’s (1993) dichotomy of word-based and
syllable-based languages: Italo-Romance dialects can be ordered on a con-
tinuum of increasing numerical syllable complexity, and some of the more
word-oriented dialects heavily run counter the unmarked sonority relations.
Finally, the third case study showed that a phonetic study of speech rhythm
yields relatively robust acoustic correlates of syllable complexity, demon-
strating that the research tools developed by the ‘rhythm class hypothesis’
may function as a companion to phonological typology. Here again, analyz-
ing dialects from a restricted area may provide results that are similar to the
findings of general phonetic typology, given that in a sample of 22 genet-
ically balanced languages, complex syllables correlate with higher AC and
lower %V values: as a matter of fact, “in a multiple regression analysis,
syllable structure has a significant effect on both AC and %V at the
p<0.005 level” (Easterday, Timm and Maddieson 2011: 625).

This finding obviously raises the final methodological question about
the relationship between phonetics and phonology. More than eighty years
after the theses of the Prague circle, the two linguistic subdisciplines have
indeed developed in separate directions to a large extent. Nevertheless,
there is reason to argue that both linguistic typology and acoustic investiga-
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tions contribute in a complementary manner to our understanding of phono-
logical structure.

Notes

1. The marginality of phonology has possibly always been inherent in typological
linguistics throughout its history, if we consider Martinet’s (1962: 69—70) com-
plaint that language classifiers concentrate on morphological features and his
plea for phonology as an essential part of linguistic typology.

2. Obviously, linguistic typology is presented here in a somewhat ‘traditional’
manner; see Zufliga (this volume) for recent developments in this field.

3. This version can be accessed online at:
http://web.phonetik.uni-frankfurt.de/upsid.html

4. Note, however, that phonological universals represent statements about struc-
tural properties of phonological systems. They can be explained through
‘mechanistic’ constraints of speech production and perception, but they are not
to be confused with phonetic universals stricto sensu such as i) “higher vowels
have higher fO than lower vowels”, ii) “higher vowels are shorter than lower
vowels”, iii) “the vowel before a voiced consonant is longer than that before its
voiceless counterpart” (Maddieson 1997: 624).

5. See, in particular, van der Hulst, Goedemans and van Santen (2010). An online
version of the database is available at  http://www.unileiden.net/stresstyp/.

6. Unfortunately, we do not have data about the unstressed vowel systems at our
disposal, which is a crucial element of rhythm typology (cf. 3.2).

7. Note that in the PVI plane the vocalic and consonantal axes have been inverted
with respect to the representation in Grabe and Low (2002: 530) in order to
make it comparable with the AV/AV-plane (cf. Ramus 2002).
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Indirect measurement in morphological typology

Bernhard Wilchli

1. Introduction

Languages differ in how much information is packed in a word.! Consider
example (1) where English uses four words for what is expressed in one
word in Finnish. Finnish is a more synthetic language than English. In max-
imally analytic word structure, a word expresses only one lexical or one
grammatical meaning at a time. Accordingly, analytic languages have many
function words, words expressing grammatical meaning only, such as prep-
ositions and pronouns. In synthetic word structure, a word expresses sever-
al grammatical meanings along with its lexical meaning. Grammatical mor-
phemes such as case and possessive affixes abound as in (1b) where there is
an illative case marker and a possessive suffix for the third person.

(1) English as a more analytic and Finnish as a more synthetic language?
a. into  his own country b. koti-kaupunki-i-nsa
ILL POSS3SG.M own county home-city-ILL-POSS3

Morphological typology is a traditional field within linguistic typology
concerned with assessing the degree of cross-linguistic variation in mor-
phology — the internal structure of words. As the name “typology” sug-
gests, the original idea was that languages can be classified into a small set
of neatly discrete types. Accordingly, there would be, for instance, two
types: synthetic and analytic languages, or three types: polysynthetic, syn-
thetic and analytic languages.

A major progress in morphological typology was made in 1954 when
Joseph Greenberg — notably in a contribution to a festschrift — suggested
that synthesis and other features of morphology should be measured on a
continuous scale as synthesis is a matter of degree rather than a set of dis-
crete types. The method he proposed for synthesis was to count the number
of morphemes per number of word-forms in a continuous text. A mor-
pheme is the smallest meaning-bearing unit of a word. In (1b) the Finnish
word-form is segmented into four morphemes which are separated by hy-
phens both in the form and in the analysis as it is common in interlinear
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glossing. However, morphologists do not agree whether the morpheme is
an ideal solution to the analysis of word structure in all cases, especially not
for inflectional morphology (see Stump 2001: 1-3). Take the example of
the French word /¢/ <ai> ‘(I) have’ which consists of a single phoneme
whose form can be hardly further segmented into parts. However, it is
grammatically highly complex since it is a carrier of the grammatical mean-
ings ‘Ist person’, ‘singular’, ‘present tense’, ‘indicative mood’ and ‘active
voice’ along with its lexical meaning ‘have’ (if not used as an auxiliary). If
the problem of morphological segmentation is left aside — an alternative is
to count the number of grammatical meanings expressed per word-form — a
major disadvantage of Greenberg’s method of measuring synthesis is that it
requires a high proficiency on the side of the person applying it: it can be
applied only by language experts and is very labor-intensive. Not astonish-
ingly, therefore, Greenberg’s method did not meet with much practical
response.’

If it is not possible to measure what one wants to measure directly, it can
be attempted to measure something else which is easier to measure and
where there is good reason to assume that there is a strong correlation with
what has been aimed at originally. This is indirect measurement. Indirect
measurement is practiced throughout science as a method to make the im-
possible possible and to make science less costly. Dendrochronologists
measure time by counting rings in wood, assuming that every ring is a year
and that each year features characteristic properties in the corresponding
ring. Trigonometry allows us to measure the height of mountains without
having to climb them. Mainstream astronomers hold that the red shift in the
spectrum of a galaxy correlates with its distance.

Indirect methods of measurement are also widespread in most different
branches of linguistics. In psycholinguistics, for instance, reaction time is
considered to be an index of speed of processing (see also Vorwerg, this
volume). Formal semanticists approach meaning indirectly by considering
exclusively under which conditions utterances are true or false. In mor-
phology, the best-known approach to indirect measurement is probably
Harald Baayen’s proposal to measure productivity of derivational affixes in
terms of hapax legomena (words occurring only once) per token frequency
of the words generated by a derivational process. Neologisms are assumed
to occur only once, established “old” words are assumed to be more fre-
quent on average (see, for instance, Baayen and Lieber 1991 and Bauer
2001: 145-162 for a critical discussion). A widespread indirect approach in
typology is the semantic map approach where semantic similarity is ac-
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cessed by means of recurrent identity of form cross-linguistically (Haiman
1985; Haspelmath 2003; Wiélchli and Cysouw 2012).

This chapter explores to what extent indirect methods of measurement
might be useful in morphological typology. For measuring the degree of
synthesis it is profitable to take samples from different languages with
highly similar content and highly similar length written in the same kind of
register and style in the same genre. This is approximated in parallel texts
(Cysouw and Wilchli 2007). A parallel text of substantial size which is
available electronically in many languages from all continents is the New
Testament, from which example (1) is taken (Mark 6:1). In this context it is
important to note that it is impossible to address language directly. All what
can be considered in empirical linguistics are doculects, documented lan-
guage varieties, be it in form of secondary data (such as reference gram-
mars) or primary data (such as texts, as used in this paper).

The same content in a more analytic language is packed into more word-
form tokens than in a synthetic language. (Word-form tokens are all in-
stances of word-forms in a text; types are the set of unique word-forms in a
text. The first sentence of this paragraph contains two tokens of the type
in.) In the short example in (1) there are four word-forms in English as
opposed to one in Finnish. However, more compact synthetic word-forms
are less likely to be recurrent in a text than analytical function words. The
word-form type kotikaupunkiinsa occurs only four times in the Finnish
N.T., whereas info occurs 604 times in the American Standard translation.
In parallel texts, therefore, more word-form tokens mean a higher degree of
analysis and more word-form types mean a higher degree of synthesis.
Thus, a good measure for the degree of synthesis is the type-token ratio.
This will be further discussed in Section 2 below.

What is important to note here is that for measuring degree of synthesis
it is not necessary to segment any single word-form into morphemes, the
indirect approach has thus the further advantage that it is compatible also
with approaches to morphological theory rejecting the notion of inflectional
morpheme (Stump 2001; Aronoff 1994). Furthermore, the method is cheap
(once there are parallel texts that are freely available). It can be applied
without the help of any language experts.

This paper is organized as follows. Section 2 sketches a dynamic model
of morphology with processing chains with increasing complexity of the
representation of inner word structure based on the notion of procedural
universals. Section 3 considers the indirect measurement of synthesis in
parallel texts and some problems associated with it. Sections 4 and 5 ad-
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dress the question as to how indirect methods can be combined with partial
automatic analysis as outlined in Section 2 to become more effective. Final-
ly Section 6 concludes this paper.

2. The text-to-device approach, algorithmic morphology, procedural
universals and three levels of analysis

In this and the following sections three levels of morphological analysis
will be addressed. On level zero, word-forms are considered indivisible
units and their internal structure is only approached indirectly by consider-
ing their distribution across texts. On level one, only continuous segments
are recognized (morphemes as occurring in a chain of strings: prefixes,
stems, and suffixes) which do not exhaust the diversity of known morpho-
logical processes. Level two additionally recognizes non-concatenative
processes, such as infix and ablaut. A text-fo-device approach is applied,
i.e. the word-form is taken as the basic unit and the internal structure is
deduced by subsequent processes, rather than a device-to-text approach.
The notion “device” is used here as a theory-neutral term for any kind of
paradigmatic organization of language, such as “langue”, “grammar”,
“competence”, “mental representation”, or “the language system”.

The text-to-device approach has the following advantages:

(a) It is accessible for computational modeling cross-linguistically,
since the starting point — text — is of the same kind for all languages and
easily available without previous analysis.

(b) It is more useful for descriptive linguistics and typology, since no
language-specific entities must be posited to start with and the same pro-
cess of analysis can be applied in the same way to material from all lan-
guages (called “man-from-Mars attitude” by Nida 1949: 1 which simply
means that the linguist or the device performing the analysis does not know
anything about the language to start with).

(c) It is empirical since it proceeds from given to inferred units.

The basic assumption is that the internal structure of words can be in-
ferred from any text of sufficient length in any language by a universal
algorithm, given relevant semantic cues. The approach is thus necessarily
massively cross-linguistic. Only by applying the method to corpora of dif-
ferent languages can it be assured that the model is not biased to languages
of a certain type.
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Different from other approaches it is not assumed that there is a single
correct morphological analysis, but rather that analysis is a processing
chain from less to more abstract representations. On level zero word-forms
are considered as wholes without further subdividing them into parts. Next,
the first level is concatenative morphology which only recognizes continu-
ous morphemes of three kinds: stems, prefixes and suffixes. Higher levels,
then, add more complex morphological processes, such as ablaut, infixes,
and partial reduplication, which are more difficult to identify and less wide-
spread cross-linguistically. One reason for the multi-layered model is that
higher-level processes are reminiscent of lower-level processes. Ablaut can
more easily be addressed in terms of sets of stems where affixes have been
stripped away rather than in word-forms. Infixes tend to be edge-oriented
(Yu 2007: 3), which makes them similar to affixes, and partial reduplica-
tion is usually reminiscent of prefixing or suffixing.

While the underlying assumption of structural universals is that there is
a certain constant structure in all languages, procedural universals are uni-
versally applicable algorithms which extract highly different structures
when confronted with different input. Algorithms may serve both for the
acquisition of linguistic categories from corpora (learning) and for measur-
ing cross-linguistic variation in texts (typology).

A simple example of a universal in morphological typology is that any
language with non-concatenative morphology (e.g., infixes, ablaut) also has
concatenative morphology. Translated into an algorithm, this means that
the first step is to identify stems, prefixes and suffixes and, if there are any
such structures, a second step may further proceed to look for internal in-
flection, stem alternations, etc. First all forms likely to have the same lexi-
cal meaning on the basis of parallel distribution are extracted (a primitive
universally applicable lemmatizer). Next stems defined as shared sequences
are isolated and affixes are whatever is left over. Once this simple analysis
has been performed, one can proceed to look for more complex morpholog-
ical processes, such as internal inflection.

3. Level zero: word-forms, and degree of synthesis
Degree of synthesis can be assessed by various measures deriving from

counting types and tokens in parallel texts. It is not the aim of this section
to identify the best measure but rather to illustrate what happens when syn-
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thesis is accounted for in terms of types and tokens, and what kinds of prac-
tical problems may arise when doing so.

A good starting point is a type-token diagram of parallel text doculects.
Figure 1 displays the number of word-form types and tokens in the Gospel
according to Mark in a strongly biased convenience sample of 168 lan-
guages from 46 language families from all continents.* Each dot is a doc-
ulect. It is expected that synthesis will correspond to high type frequency
and low token frequency (bottom right) and analysis to low type and high
token frequency (top left). If first some languages from Greenberg’s mor-
pheme per word ratio counts are considered — Greenlandic [kal]® 3.72,
Swabhili [swa] 2.55, German [deu] 1.92, English [eng] 1.68, and Vietnamese
[vie] 1.06 — these are found to be arranged in a scale from bottom-right to
top-left in Figure 1 as expected.®

However, a general observation is that most doculects strive toward a
medium degree of synthesis while highly synthetic and analytic languages
are the exception (see also Bickel and Nichols 2005). This might be a gen-
eral problem in ranking two languages on a synthesis scale. While it is clear
beyond any doubt that Vietnamese is more analytic than Greenlandic, for
many other language pairs — such as Cherokee [chr] and Turkish [trk] or
German and Italian [ita] — the difference might just be too subtle to be sig-
nificant.” It is thus easier to treat synthesis in a small sample containing
extreme languages such as Vietnamese and Greenlandic than in a larger
convenience sample.

No linear regression analysis need be applied to Figure 1 to see that
there is a strong inverse correlation between type and token frequency as
expected. However, the correlation is not as good as it could be. Ideally, all
doculects would be arranged on one line; and this line could then be inter-
preted as the constant amount of information in the single text translated to
different languages with different morphological types.

A clear outlier is STR which is lemmatized Classical Greek (Strong’s
numbers,® see Dahl 2007). Lemmatizing means stripping away all inflec-
tional information. All word-forms are replaced by citation forms of their
lexemes or by numbers pointing to a list of lexemes. Accordingly, STR has
lost all of the grammatical information contained in Greek inflectional
morphology. It has the token frequency of a synthetic language (actually
exactly the same as Classical Greek [grc]), but at the same time the low
type frequency of an analytical language. However, STR is not the only
data point disturbing the inverse correlation. Basically there are four major
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kinds of reasons for the deviations. They are briefly introduced here and
further discussed below:
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Figure 1. Type-token diagram: Gospel according to Mark with 168 doculects
(The abbreviations are explained in the text, every label with letters is
referred to below, dots are used for all other doculects not explicitly dis-
cussed in the text).

(i) What is measured is not languages, but languages written in partic-
ular orthographies. Deviations result from the fact that these orthographies
do not follow the same principles (“word” viewed as the string between
two spaces is not the same kind of unit in all texts).

(i1) Translation does not lead to full equivalence of texts. There are
more elaborate translations containing “more information” and these are
closer to the top-right corner.

(iii) It is wrong to believe that the same text in different languages con-
tains exactly the same amount of overt structural information. Situations
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where “the same” grammatical information is always there — such as case
and possession in function words as in (1a) and in morphemes as in (1b) —
is the exception rather than the rule. Languages differ in the frequency and
kind of grammatical meanings that have to be marked overtly.

(iv) Considering type frequency in a parallel text as a measure of degree
of synthesis rests on the assumption that the number of lexemes is cross-
linguistically constant whereas languages only differ in the number and
kind of inflectional categories. However, the lexicon is structured different-
ly across languages and this disturbs the picture.

There is clear evidence for all four sets of deviations. Put differently,
types and tokens do measure degree of synthesis, but at the same time they
measure a bunch of other things as well. Let us discuss some examples.

(i) Orthography: Southeastern Tepehuan [stp] and Northern Tepehuan
[ntp] (Uto-Aztecan; Mexico) are closely related, but the latter is considera-
bly more synthetic (Bascom 1982). However, Figure 1 grossly distorts the
difference because in the SE Tepehuan translation inflectional verbal pre-
fixes are written as words which clearly deviates from the practice of virtu-
ally all other orthographies (and from the orthography in the grammar by
Willett 1991).

Vietnamese [vie] is known as a language without any inflectional mor-
phology, thus the question arises as to why there are a couple of doculects
with less types in Figure 1. Of these Lahu [lhu] (Tibeto-Burman; Myanmar)
is the most extreme case. Lahu actually has a small number of suffixes
(Matisoff 1982: 16; e.g., -0 ‘change of state’ and -e ‘directional’), so it is in
a way more synthetic than Vietnamese. But it is written in a writing system
where every syllable is a word (and there is good evidence that this is actu-
ally the phonological word in Lahu). Thus many English concepts corre-
spond to long sequences of Lahu orthographic words (e.g., la’ Se 5 gho lo
chi a’ ‘hand shaft NPREF inside LOC rise deliver > deliver’; note that the
dictionary by Matisoff 1988 considers /a’-§e, 5-qho and chi-a as com-
pounds, reducing the number of words in this example from seven to four).
Add to this that Lahu has a very restricted phonotactic inventory of possible
syllables. The label CAQ in Figure 1 stands for Car Nicobarese [caq] divid-
ed into syllables. In Car Nicobarese orthography all syllables are marked by
hyphens. Thus, Car syllables may serve as a baseline for localizing sylla-
bles instead of words in the diagram. Figure 1 shows that Lahu is even be-
low that baseline.

In Maltese the definite article is separated by a hyphen from following
nouns and, similarly as in Italian and French, fuses with some preceding
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prepositions. Maltese articles and prepositions are clitics (syntactic words
prosodically dependent on a host). Clitics are intermediate between word-
forms and morphemes and are treated very differently across orthographies
in different languages. Since the Maltese definite article is frequent and
fuses with several frequent prepositions, it makes a big difference for syn-
thesis whether articles are considered words [MLT] or morphemes [mlt],
especially in terms of ranking order, since there are many doculects be-
tween MLT and mlt in Figure 1. If the Maltese hyphen is replaced by space
and articles thus are counted as word-forms of their own, Maltese is much
more analytic than in standard orthography.

Tepehuan, Lahu, and Maltese are just three examples for different kinds
of problems with orthography.” Now it might be argued that all these prob-
lems would disappear if all texts were written in a consistent way with
grammatical words separated as in spoken languagues. However, there is
nothing separating words in spoken language, so that for every language
many decisions must be taken by linguists, and especially for clitics and
compounds there is no agreement how to treat them. As Haspelmath sum-
marizes (2002: 162) the relevant discussion in a morphology textbook
“Clearly, morphology and syntax are different, but the question of whether
the difference is minor or gradual or major and sharp will probably be de-
bated for a long time to come.” Strictly speaking, measuring synthesis pre-
supposes that this debate has already been solved. Nevertheless, measuring
synthesis can contribute to that debate by showing where the big differ-
ences are when different solutions are adopted.

(ii) Translationese: As pointed out by de Vries (2007: 154) many Bible
translations for minority languages after the Second World War (especially
in New Guinea, Australia and South America) — with their missionary pur-
pose — are meant as stand-alone texts. Accordingly they contain many ex-
plicative elements which make the texts longer. An example for a particu-
larly elaborate translation is Yanesha' [ame] (Arawakan; Peru). In Figure 1
all South American [S], Papuan [P], Australian [A], and Mesoamerican [M]
doculects appear with one letter labels if not explicitly labeled with three-
letter codes. From that it becomes clear that the inverse correlation of type
and token frequency would be considerably stronger if the Oceanian and
South American doculects were removed. Whether the effect is due entirely
to translation style or partly derives from continental macro-areal structural
differences cannot be determined here. Note that one of the major ad-
vantages of the Bible translation is that languages from these continents can
be included at all in such a parallel text study.
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(iii) Different grammatical categories: Example (1) suggests that Finn-
ish and English express the same grammatical categories case and posses-
sion, which are only realized differently, i.e. either morphologically or syn-
tactically. However, languages greatly differ in the kind and frequency of
grammatical categories expressed. This effect can be best exemplified with
articles which have been extended in use to general noun phrase marker. In
the Mayan languages Central Cakchiquel [cak], Eastern Cakchiquel [cke]
and Western Tzutujil [tzt] the article 74, 7, ja accounts for a large number of
tokens (3815, 3758, 3040, respectively, as compared to 875 tokens for the
in English). This is not the whole explanation why these Mayan doculects
have an exceptionally high token frequency, but it explains part of the de-
viation. Tagalog [tgl] (Austronesian; Philippines), for instance, has highly
grammaticalized noun phrase markers as well (with 2967 tokens for sa
‘oblique’, ang ‘topic’, nay ‘non-topic’, si ‘person name topic’, and ni ‘per-
son name non-topic’ in total), but is much more in line with European doc-
ulects than the Mayan languages. A further example is Wik Mungkan
[wim] with a set of frequent discourse clitics without any obvious counter-
part in other languages. On the other hand, there are East and South East
Asian languages, such as Mandarin Chinese [cmn] and Vietnamese [vie],
which are known for an exceptionally low frequency of their function
words given their analytic character. This moves those doculects toward the
bottom-left corner of Figure 1.

(iv) Inventory of lexemes: Lemmatized Classical Greek [STR: Strong’s
numbers] can be considered a baseline for the average number of lemmata
to be expected. Interestingly, some doculects have fewer word-forms than
Greek has lexemes, and not only Lahu [lhu] with syllable-type orthography.
A restricted lexical inventory has to be expected especially for creoles such
as Haitian Creole [hat]. Another potential reason for exceptionally small
inventories is extensive homonymy in languages with small phoneme in-
ventories as it is characteristic for Oceanic languages, such as Hawaiian
[haw] and Maori [mri]. The effect is enforced by orthography where vowel
length and glottal stop are not usually marked.

Finally, it is easily understandable from Figure 1 that the type-token ra-
tio is the better measure for degree of synthesis than either type or token
frequency in isolation. Token frequency is highly sensitive to the frequency
of the most frequent type(s) and this is highly variable cross-linguistically.
However, in considering type-token ratio it is taken for granted that there is
a strict inverse correlation between number of types and number of tokens
in a parallel text, which holds true only as a tendency.
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Of course, there are many more methods of indirect measurement of de-
gree of synthesis (none of them working well anywhere but in parallel
texts). Juola (2008) uses the ratio between zipped and uncompressed text
size and Popescu et al. (2009) use trigonometry in type-token diagrams.

4. Level one: Prefixing and suffixing, and refracting synthesis
4.1. Concatenative morphology

Considering morphemes as basic units of internal word structure presup-
poses that there is a one-to-one relationship between lexical and grammati-
cal meaning components of word-forms and strings of phonemes. However,
even though it is not always possible to segment word-forms into lexical
and inflectional substrings, lexical and grammatical meanings are certainly
not randomly distributed across the phonemes of word-forms: there is a
high degree of iconicity in all inflectional languages in the sense that dif-
ferent segments within words express different components of meaning.

Concatenative morphology is a simplifying model of word structure as-
suming full isomorphism between form and function. Each phoneme is
either part of a lexical or of an inflectional string. Suprasegmental phonolo-
gy is disregarded. Further, it is assumed that there is always exactly one
lexical string in each word-form (the stem) and that grammatical strings (if
any) precede (prefix) or follow (suffix) the stem. In this model, synthesis
can now be refracted into two components: prefixation and suffixation.

Even though it is not fully accurate to account for word structure, con-
catenative morphology has the advantage that it underlies heavy con-
straints. It can more easily be cracked by “men-from-Mars”, put differently,
it is useful for indirect measurement — and possibly as a first step of analy-
sis in an algorithmic processing chain to analyze morphology in all of its
relevant features. An advantage is that if it is known which part is lexical
(the stem), the inflectional parts (affixes) are obtained automatically by
subtracting the stem from the word-form (and vice versa, if the affixes are
known, the stem can be obtained for free).

In compiling indices for affixation there are two options: start identify-
ing grammatical affixes directly (as done in Dryer’s 2005a approach based
on reference grammars'®) or first identify the stems. Proceeding by way of
the lexical strings has several advantages: (i) they are subject to stronger
constraints: each word-form can be expected to contain exactly one stem;
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(i1) they can more easily be accessed by way of distribution across lan-
guages since the number of corresponding grammatical forms in a grammar
domain is subject to much more variation on average than the number of
lexemes per lexeme domain; and (iii) stems are subject to less formal varia-
tion (complete allomorphy and suppletion) than grammatical markers, and
can thus more easily be identified by simply finding identical strings in all
word-forms used to express a particular category. What will be discussed in
the following section is a general algorithm how prefixation and suffixation
can be measured in parallel texts if the lexeme domains in at least one lan-
guage are known.

4.2. Global indices for prefixation and suffixation

Affixation can be measured as a by-product of automatic lemmatization in
parallel texts. This section gives a summary of the four subsequent steps in
the procedure of measuring prefixing and suffixing indirectly. The mathe-
matical details of the concrete algorithm implemented in the Python pro-
gram extracting the affixes are glossed over. The four major steps are the
following: (i) extraction of forms in a lexeme domain, (ii) grouping of ex-
tracted forms into sets with a shared stem, (iii) detection of recurrent pre-
fixes and suffixes, and (iv) calculating typological indices.

A lexeme domain is the set of contexts which are expected to be ex-
pressed by forms of a lexeme (and hence differing only in grammatical
morphology) in any language. A practical problem is that lexeme domains
are not congruent cross-linguistically. However, an astonishingly good
approximation to lexeme domains is the distribution of lexemes in one par-
ticular language used as trigger for identifying lexeme domains of other
languages in parallel texts. The effect of the trigger language will be dis-
cussed below.

An easy approach to implement step (i) goes as follows: (a) Assume that
lexical domains are always expressed by one word-form only. This is most-
ly the case, but some phrasal expressions and cases of multiple exponence
are lost, such as French rne...pas for negation (the algorithm will find either
pas or ne), (b) Find the best equivalent for the lexeme domain as defined in
terms of the set of contexts where it occurs by means of a collocation
measure, such as Dice, t-score or log-likelihood (see, e.g., Manning and
Schiitze 1999: 151-189; Dahl 2007; Wélchli 2011) and add this form to the
set of extracted word-form types, (c) Subtract the contexts accounted for by
the extracted form from the lexeme domain and repeat (b) with that smaller
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distribution while prioritizing forms which are phonologically similar to
those already in the set of extracted forms. Apply (c) recursively until the
collocation measure falls under a certain threshold where it is unlikely that
the best form should be considered a reliable member of the set.

Table 1 lists the forms that are extracted in four doculects in the lexical
domain defined by the Classical Greek lemma dnthropos by recursively
finding the best equivalent as long as the measure does not fall below a
certain threshold. In Table 1 step (ii) has already been applied: the forms
are grouped according to the most likely candidates for stems (italics).
Candidates for prefixes and suffixes are then all strings left if the stems are
subtracted (not in italics in Table 1) and these are counted as affixes if they
are recurrent, i.e. occur with more than one stem across all the lexeme do-
mains surveyed. This step can be shown in Table 1 only with English -’s
which is a recurrent suffix with the two stems man and men.

Table 1. Forms extracted with the Greek lemma dnthropos (Strong’s number 444,
553 tokens in N.T.)

ENGLISH

man: man 336 [tokens] man’s 9

men: men 186 men’s 3

HUNGARIAN

ember: ember 170 embernek 104 emberek 85 embereknek 36 embert 40 em-
berektdl 16 embereket 15 emberi 10 emberekkel 5 embereknél 5 emberbdl 6 em-
berben 5 embere 4 embernél 3 emberekhez 3 ... (21 more types)

ZULU

ntu: umuntu 114 yomuntu 89 muntu 64 abantu 62 kubantu 38 kwa-bantu 20 ba-
bantu 11 yabantu 9 ngabantu 12 kumuntu 11 nomuntu 9 bantu 7 okwabantu 4
kunabantu 5 zabantu 8 ngokwabantu 3 ngu-muntu 5 ... (12 more types)
MAORI

tangata: tangata 532

There is no single unequivocal way to tell what the best stem candidates are
given a set of forms with the same lexical meaning, especially since it is not
known whether the forms all contain one stem or should rather be grouped
into several stem sets. What is clear is that the extracted forms are highly
similar in their lexical meaning. They need not belong to one lexeme
though, but may rather belong to two near-synonyms. If making stem set
grouping greedier than in Table 1 one could also obtain for English a single
stem {m} or {n}, and if it were less greedy two stems {muntu} and {bantu}
would be obtained in Zulu. In the present approach stem extraction is set at
moderately greedy.!!
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The method for affix extraction skecthed here is indirect as far as the
function of the affixes is concerned. There is no way to find out with this
method that Hungarian -# is accusative, -nek is dative, and -ek is plural and
that -eknek is a complex suffix consisting of plural and dative. But it can be
assumed for this lexeme domain — without consulting a Hungarian grammar
— that Hungarian has a large number of inflectional suffixes, Zulu a large
number of inflectional prefixes, English some very restricted suffixation,
and Maori no inflection at all in this lexeme domain.

The simplest approach to calculate prefix and suffix indices is to count
the number of recurrent left and right leftovers after stem subtraction in a
set of the most frequent lexeme domains in a parallel text. However, it is
preferable to make some effort to first exclude domains which are rather
grammatical than lexical in character, i.e., function words. For Greek 175
Strong’s numbers have been selected that are lexical, occur at least five
times in Mark, and yield good extraction on average. For Vietnamese simp-
ly the most frequent 200 word-forms are taken irrespective of whether or
not they are function words (which is rather hard to determine in a lan-
guage such as Vietnamese).
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Figure 2. Prefixing (x-axis) and suffixing (y-axis) indices triggered with the 200
most frequent word-forms in Vietnamese in Mark (left) and the differ-
ence between using Classical Greek and Vietnamese as triggers (right)

Unlike Greenberg the present algorithm does not count the number of af-
fixes per word in continuous text. There is no way our simple method can
determine the number of affixes per form, it can only determine whether or
not a form has a prefix and/or a suffix. For calculating the suffix index, the
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extracted forms are divided in three groups: N or non-suffixed forms, R or
forms with recurrent suffixes (i.e., suffixes occuring at least with two
stems), and U unique suffixes. The suffix ratio is number of R types divid-
ed by R+N types while U is ignored. The prefix index is calculated analo-
gously.

The major difference to Greenberg’s indices is that languages with
many forms with several suffixes or prefixes per word yield lower values,
and that it is important how many unaffixed forms there are. In our ap-
proach, zero marking is counted as lack of affixing. This entails that lan-
guages with zero marked nominative singular, such as Turkish, get lower
values for suffixing than inflectional Indo-European languages, such as
Classical Greek [grc] and Lithuanian. By the same token, /falian gets higher
values than Spanish because masculine singular is -o and not zero for most
nouns.

Figure 2 (left) shows the results for Vietnamese as trigger and Figure 2
(right) connects the obtained values for Greek and Vietnamese by dotted
lines with the labels added at the Greek side of the lines. Figure 2 (right)
shows that using different triggers has consequences on the magnitude of
affixes extracted, but the degree of prefixing as opposed to suffixes remains
remarkably stable and is thus little dependent on the trigger language. The
most heavily prefixing doculects in the sample are three Bantu languages
from South Africa (Zulu, Xhosa and Ndebele). With Greek trigger, some
Indo-European doculects yield the highest values for suffixing (Latin,
Greek, Polish), mainly due to better extraction with a trigger with a similar
lexical structure. However, these languages get high values even with Viet-
namese as trigger. The top scorer for suffixing with Vietnamese trigger is
Oromo [hae] (Afro-Asiatic, Eastern Cushitic; Ethiopia).

Finally, the type-token ratio from Section 3 is compared to the number
of non-affixed forms in level one where prefixed and suffixed forms have
been subtracted. For this purpose the proportion of non-affixed word-form
tokens with Greek and Vietnamese trigger are taken which are shown on
the y-axis in Figure 3 connected by lines with the language labels added at
the Greek side of the lines. The x-axis is the type-token ratio from Section
2. Figure 3 shows that the measures strongly correlate and are all variations
on one theme: degree of synthesis. The level one measure has the ad-
vantage that there is an absolute boundary point for no inflection at 1.0.
This is where Vietnamese is located both with Vietnamese and Greek as
trigger (for Vietnamese trigger 1.0 by definition).
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Figure 3. Synthesis measured as type-token ratio (x-axis) and as proportion of
non-affixed tokens with Greek and Vietnamese as trigger (y-axis)

4.3. Case

Accessing morphological structure through the prism of lexeme domains
allows us to focus on lexical subdomains where only some types of gram-
matical categories are expected to be expressed in morphology. In nouns
the major category types to be expected are number, case, possession and
definiteness. However, in proper names, the only major category type ac-
cording to which word-forms are expected to vary is case. (Most texts do
not contrast my Peter to your Peter, one Peter to the Peter or Peter to Pe-
ters.)'? Proper names have the further advantage that their distribution in
parallel texts tends to be more uniform across languages than that of appel-
latives. Extracting the correspondences for Greek l6annés ‘John’ in Mark
in Hungarian with the method presented in 4.2 yields the following forms:
janos" 14 [tokens] jdnost 5 janosnak 3 janostél 1 janossal 1 janosrdl 1
janosra 1 suggesting that Hungarian has at least six overtly marked cases.
For Swahili, only one form yohane 26 is extracted, suggesting that there are
no cases marked on nouns in Swahili.'* Map 1 displays the different de-
grees of overtly case-marked tokens in proper names for a large conven-
ience sample measured fully automatically in parallel texts. What is meas-
ured is not the number of cases, but the proportion of tokens with affixes
across twelve typical proper name lexeme domains in Mark. Measured in
this way, degree of case in Hungarian is relatively limited, since, in the
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example above, 14 of 26 tokens lack case suffixes. The zero marking in the
nominative Janos is counted as no case.

However, the result largely meets the typologist’s expectations. Case is
almost always suffixing, there are very few languages with preposed case
(mainly Bantu languages in Southern Africa; see also Dryer 2005b). Case
mainly occurs in languages of Eastern Europe, Central Eurasia, Australia,
and Peru. There is a large degree of overlap with the WALS map by
Iggesen (2005) based on materials from reference grammars and counting
number of cases. For a few doculects, however, things go wrong. Northern
Tepehuan (Northern Mexico, dark square) is one of the rare instances
where definiteness is marked on proper names as prefix and not consistent-
ly. In this language there are also complementizer clitic prefixes (that can
occur on words of various word classes). The Celtic doculects behave in-
consistently due to variable principles of treating onset consonant mutation
in orthography (see 5 below).

Map 1. Number of case affix tokens (darkness) measured in proper names
“circle: suffixes, triangle: prefixes, square: mixed pre- and suffixes, diamond: no affixes

5. Level two: Proceeding to non-concatenative morphology

Here three processes of non-concatenative morphology will be discussed:
infixes, partial reduplication, and consonant mutation (for internal inflec-
tion and ablaut see Wilchli 2010). Non-concatenative processes have in
common that they are more sensitive to phonology than prefixes and suf-
fixes. However, in most cases, there is a simple phonological distinction
that helps us go a very long way: the one between consonants and vowels,
and there are many different approaches to determine the set of vowels and
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consonants in texts automatically, the simplest one being Sukhotin’s (1962)

algorithm.

Infixes, such as <um> in Tagalog p<um>asok ‘<ACT:TOP.PV>enter’, are
first extracted as parts of affixes (actually mostly prefixes as in this exam-
ple). A concatenative stem asok is obtained as recurrent continuous se-
quence in a set such as {pumasok, magsipasok, pagkapasok, nangag-
sipasok, papasok, pinasok, makapasok, makapapasok} extracted in the
lexeme domain eisérchomai ‘enter’. Next recurrent sequences are searched
in all prefixes (and in all suffixes). They are likely to belong to the stem if
they are recurrent in all prefixes, especially if they are (or contain) conso-
nants.'> In the Tagalog form set, the sequence p recurs in all forms. It is
therefore likely that this must be a discontinuous stem p.asok (p. stands for
the sequence p that is located most closely to asok if the sequence occurs
more than once in a first order prefix). The sequences <um> and <in> are
therefore likely candidates for infixes. Of course, this procedure will extract
only inflectional infixes.

Inflectional partial reduplication can be illustrated with the same set of
examples. Like infixes, inflectional reduplication will first be treated as an
affix on level one. Repeated consonants separated by vowels within stems
look as if they were reduplication, but if there is no opposition to any other
form in a lexical domain, this catchy sequence does not mean anything. It is
just part of a funny looking stem (as in Latin fotus ‘all’ or Classical Greek
laleo ‘speak’). The following algorithm is proposed for the identification of
partial reduplication:

— In all extracted forms look for sequences of C;V(Vyx (Vy))C; where C; is
a consonant of the same type and Vyis any vowel.

— If a form contains such a sequence, check whether the sequence is fully
contained in the stem. If yes, this is no inflectional reduplication.

— If no, check whether the prefix or suffix can be accounted for by a true
prefix or suffix, one that occurs with all kinds of stems, also stems not
sharing a consonant with the “affix”. This subtracts candidates, such as
the frequent t-ef and n-en in German with third singular and plural on #-
and n-ending verbs stems.

— If not, this is a good candidate for partial reduplication.

In the Tagalog form set this extracts first {papasok, makapapasok} contain-

ing the sequence pap. This sequence is not contained in the first order stem

asok, and neither are pap- or makapap- frequently recurring affixes across
all stems. Hence this must be inflectional reduplication.

Once it has been discovered that inflectional reduplication is pervasive
in Tagalog one can look for more intricate examples of reduplication, such
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as reduplication sequences with infixes in them like p<in>a~p or
p<um>a~p. This can again be formulated as an implicative universal. If a
language has reduplication sequences with infixes in them it also has redu-
plication sequences without infixes in them. As a procedural universal this
means: start looking for discontinuous reduplication sequences only if there
is good evidence that there are cases of continuous reduplication sequences.

The procedure for consonant mutation, as it is frequent in Celtic lan-
guages, is similar to discontinuous stems but without any intervening affix-
es. Taking the four Breton forms extracted in the lexical domain adelphos
‘brother’ {breur, vreur, vreudeur, vreudeur} yields a first level stem reu.
The prefixes, however, are likely to contain some stem information, if they
all end on (or entirely consist of) a consonant or consonant sequence. This
applies especially if the consonant alternation — here b:v — is recurrent in
different lexeme domains (also bras:vras ‘much’; m.:v recurs in
mamm:vamm ‘mother’, mat:vat ‘beautiful’, menez:venez ‘mountain’; in all
these cases the first level stem has no initial consonant: amm, at, enez), and
especially if these first order prefixes do not tend to occur with any other
stems where they are not part of a consonant alternation.

These are just three examples of how one might further proceed to ex-
tract more complex morphological processes by starting out from a simplis-
tic model of concatenative morphology. Since non-concatenative morphol-
ogy is more dependent on phonological cues than first level morphology,
the performance of the automatic analysis is increasingly dependent on
phonological orthographies.

6. Conclusions

As shown already by Greenberg, it is not sufficient in morphological typol-
ogy to classify languages into a small number of discrete types. Rather
typology should engage in measuring features on continuous scales in texts.
However, when done all manually, text typology is very costly in large
samples of languages. Therefore advancement in morphological typology
will be highly dependent on establishing indirect methods of measurement.
These have the advantages that they can be applied fully automatically and
that measurement is replicable.

It has been shown in this paper that morphological typology provides
much potential for methods of indirect measurement. It has further been
argued that indirect measurement in morphological typology is particularly
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useful if it uses semi-analytic approaches where part of the word structure
is analyzed automatically. Partial analysis is indispensable because it is
difficult to interpret measurements otherwise, and it is indispensable to
refract morphological complexity into its underlying subcomponents.

Analysis can be done more easily if there are some semantic cues based
on distribution of lexeme domains. It has been shown that such distribu-
tional cues are available in parallel texts where at least one text is lemma-
tized (at the cost of some ethnocentrism entailing better extraction with
languages structurally similar to the trigger language). Typology can thus
be viewed as a by-product of morphological analysis in a text-to-device
approach.

However, there are also many caveats that must dampen our enthusiasm
for indirect measurement in morphological typology. The method is highly
dependent on orthography (and an invitation to study the interaction of
morphological modeling and writing systems more carefully). Parallel texts
are an easy place to start, but in the future one should also start thinking
about possibilities to use parallel texts as keys to original texts.

Indirect methods of measurement are certainly not the solution for all
problems. But they are an important tool for different approaches to empir-
ical linguistics. However, it is important to remain explicitly aware of their
indirect character, which always entails that there is an underlying set of
assumptions about strict correlations between the thing measured and the
thing that cannot be measured. The results of indirect measurement only
hold to the extent these correlations exist. The investigation of expected
and unexpected correlations, in turn is highly revealing for a better under-
standing of the constraints restricting the diversity of human languages.

Notes

1. I am grateful to Andrea Ender, Adrian Leemann, Thomas Mayer and two
anonymous reviewers for many useful suggestions. While writing this paper I
was funded by the Swiss National Science Foundation (PP001-114840).

2. The examples are from the Gospel according to Mark 6:1. This is why there is
country in the English text (American Standard translation) and ‘city’ in the
Finnish text. ACT:TOP actor topic, 3 3rd person, ILL illative, M masculine,
NPREF noun prefix, LOC locative, POSS possession, PV perfective, SG singular

3. For a recent renaissance of Greenberg-inspired measures in morphological
typology see, for instance, Kortmann and Szmrecsanyi (2011).
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4. The sample consists of the following doculects: Adyghe [ady], Afrikaans [aft],
Albanian, Amele [aey], Ampeeli, Amuzgo (Guerrero), Apalai, Apurina, Arme-
nian, Bana, Barai, Basque, Bicolano, Bimoba, Bora [boa], Breton [bre], Buki-
yip, Burarra, Cacua, Cakchiquel (Central [cak] and Eastern [cke]), Car Nico-
barese [caq], Cebuano [ceb], Chamorro, Chechen, Cherokee [chr], Chinantec
(Lealao, Ozumacin, Quiotepec, and Sochiapan), Croatian, Czech, Danish, Din-
ka [dik], Duruma, Dutch, English (Early Modern [eng] and Middle), Estonian,
Ewe, Finnish [fin], French [fra], Ful (Adamawa) [fub], Gagauz, Georgian,
German (Standard [deu], Swabian, and Bernese), Greek (Classical) [grc],
Greenlandic (Western) [kal], Guanano, Guarani (Bolivian), Haitian Creole
[hat], Hausa, Hawaiian [haw], Hindi, Hmong, Huave [huv], Huichol [hch],
Hungarian [hun], Icelandic [isl], Indonesian, Italian [ita], Jacaltec, Jamaican
[jam], Javanese, Jivaro, Kabyle, Kaili, Karo Batak, Khasi [kha], Korean [kor],
Kriol, Kuna, Lahu, Latin [lat], Latvian, Lhaovo, Lithuanian [lit], Liv, Longuda,
Low Saxon, Luo [luo], Ma'anyan, Makassar, Malayalam [mal], Maltese [mlt],
Mam (Central) [mvc], Mandarin [cmn], Manx, Maori [mri], Mapudungun,
Mataco, Mazatec [vym], Mentawai, Mixe (Coatlan), Mordvin (Erzya) [myv],
Mouk-Aria, Nahuatl (Northern Puebla and Tetelcingo), Nakanai, Nalca, Nde-
bele [nbl], Ngalum, Norwegian, Oromo [hae], Ossetic, Otomi (Mezquital,
Queretaro, and Tenango), Pamona, Papago [ood], Pintupi [piu], Polish [pol],
Portuguese, Quechua (Cajamarca) [qvc], Romani, Romanian, Russian, Saami
(Lule and Northern), Scots Gaelic, Secoya, Shipibo [shp], Slovene, Somali
[som], Sougb, Spanish [spa], Sundanese [sun], Sutsilvan Romansh, Swahili
[swa], Swedish [swe], Tagalog [tgl], Tangoa, Tapiete, Tepehuan (Northern
[ntp] and Southwestern [stp]), Ticuna, Tiddim, Timorese, Tobelo, Tol, Turkish
[trk], Tuvan, Tzutujil (Eastern [tzj] and Western [tzt]), Ukrainian, Uma, Ura-
rina, Usarufa, Uzbek, Vietnamese [vie], Wayuu, Welsh [cym], Wik Mungkan
[wim], Wolof [wol], Xhosa [xho], Yagua, Yaminahua, Yanesha' [ame], Yine
[pib], Zanniat, Zapotec (Ozoltepec and Quioquitani Quieri), Zarma, Zoque
[zos], Zotung, Zulu [zul].

As can be seen from this list, the sample is strongly biased toward Europe, but
also languages from Mexico and Peru are overrepresented. Languages from Af-
rica, North America, Australia, and Russia are underrepresented.

5. All three letter codes are from the ISO 639-3 standard.

6. Greenberg’s index has one clear advantage over the type-token values: there is
an absolute lower limit at 1.00 (there cannot be more word-forms than mor-
phemes) which means “completely analytic”. There is no type-token value that
means “completely analytic”.

7. A further problem not addressed in this contribution is that different parts of
language structure can exhibit different degrees of synthesis. German has a
more synthetic noun whereas Italian has a more synthetic verb.

8. These numbers are annotations added to a Bible text following a system de-
vised by James Strong in the 19th century. Every number corresponds to a
Greek lemma in the N.T. (Hebrew in the O.T.).
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9. There are more obvious problems, such as French [fra] which makes much
more morphological distinctions in orthography than in the spoken language.
10. A possibility without indices is selective measurement. Bickel and Nichols
(2005) measure the inflectional synthesis of verbs by counting the categories in

the maximally inflected verb form.

11. The best stem candidates are extracted recursively until all forms have been
assigned to a stem. In the current version implemented here, the best candidate
has the highest value for ¢/ where ¢ is the sum of all token frequencies plus one
of all word-forms containing the form string of the candidate and / is the num-
ber of letters of the form-string. If -/ is replaced by 7, lenght becomes a much
more important factor and longer stem candidates are preferred, which makes
the algorithm less greedy.

12. It may happen, however, that proper names, especially borrowed proper names,
have a deviant behavior concerning case. An example is Greek Mariam which
is not inflected (does not happen to occur in the Gospel according to Mark).
However, in practice this effect has no major influence on the results.

13. These forms are not capitalized since the program treats all letters as lower
case. Otherwise the same word-form at the beginning of a sentence would be a
different type.

14. Actually Swahili has three local cases marked only on attributes. The method is
too crude to discover those. Neither can case be detected if it is distinguished
only in articles or any other separate word-forms.

15. Vowels are not distinctive enough; it may be mere coincidence if a vowel hap-
pens to recur in all prefixes.

References

Aronoff, Mark
1994 Morphology by Itself. Cambridge, Mass.: MIT Press.
Baayen, Harald, and Rochelle Lieber
1991 Productivity and English derivation: a corpus based study. Linguis-
tics 29: 801-844.
Bascom, Burton
1982 Northern Tepehuan. In Uto-Aztecan Grammatical Sketches, Ronald
W. Langacker (ed.), 267-393. (Studies in Uto-Aztecan Grammar 3.)
Dallas: Summer Institute of Linguistics.
Bauer, Laurie
2001 Morphological Productivity. Cambridge: Cambridge University
Press.



Indirect measurement in morphological typology 91

Bickel, Balthasar, and Johanna Nichols
2005 Inflectional synthesis of the verb. In The World Atlas of Language
Structures, Martin Haspelmath, Matthew Dryer, David Gil, and Ber-
nard Comrie (eds.), 26. Oxford: Oxford University Press.
Cysouw, Michael, and Bernhard Walchli
2007 Parallel Texts. Using translational equivalents in linguistic typology.
STUF Language Typology and Universals 60 (2): 95-99.
Dahl, Osten
2007 From questionnaires to parallel corpora in typology. STUF Lan-
guage Typology and Universals 60 (2): 172-181.
Dryer, Matthew
2005a  Prefixing vs. suffixing in inflectional morphology. In The World
Atlas of Language Structures, Martin Haspelmath, Matthew Dryer,
David Gil, and Bernard Comrie (eds.), 26. Oxford: Oxford Universi-
ty Press.
2005b  Position of case affixes. In The World Atlas of Language Structures,
Martin Haspelmath, Matthew Dryer, David Gil, and Bernard Comrie
(eds.), 51. Oxford: Oxford University Press.
Greenberg, Joseph H.
1960 Reprint. A quantitative approach to the morphological typology of
languages. International Journal of American Linguistics 26: 178—
194. First published in Robert F. Spencer, Fs. for Wilson D. Wallis.
Method and Perspective in Anthropology. University of Minnesota
Press, 1954.
Haiman, John
1985 Natural Syntax. Cambridge: Cambridge University Press.
Haspelmath, Martin
2002 Understanding Morphology. London: Arnold
2003 The geometry of grammatical meaning: Semantic maps and cross-
linguistic comparison. In The New Psychology of Language 2, Mi-
chael Tomasello (ed.), 211-242. Mahwah, NJ: Lawrence Erlbaum.
Iggesen, Oliver A.
2005 Number of cases. In The World Atlas of Language Structures, Mar-
tin Haspelmath, Matthew Dryer, David Gil and Bernard Comrie
(eds.), 49. Oxford: Oxford University Press.
Juola, Patrick
2008 Assessing linguistic complexity. In Language Complexity. Typology,
Contact, Change, Matti Miestamo, Kaius Sinneméki, and Fred
Karlsson (eds.), 89-108. Amsterdam: Benjamins.



92  Bernhard Wiilchli

Kortmann, Bernd, and Benedikt Szmrecsanyi
2011 Parameters of morphosyntactic variation in World Englishes: pro-
spects and limitations of searching for universals. In Linguistic Uni-
versals and Language Variation, Peter Siemund (ed.), 257-283.
Berlin: De Gruyter Mouton.
Manning, Christopher D., and Hinrich Schiitze
1999 Foundations of Statistical Natural Language Processing. Cam-
bridge, Mass.: MIT Press.
Matisoff, James A.
1982 The Grammar of Lahu. University of California Publications in
Linguistics 75. Berkeley: University of California Press.
1988 The Dictionary of Lahu. University of California Publications in
Linguistics 111. Berkeley: University of California Press.
Nida, Eugene A.
1949 Morphology. The descriptive analysis of words. Ann Arbor: Univer-
sity of Michigan Press.
Popescu, loan-lovitz and Jan Macutek, and Gabriel Altmann
2009 Aspects of Word Frequencies. Liidenscheid: RAM.
Stump, Gregory
2001 Inflectional Morphology. A Theory of Paradigm Structure. Cam-
bridge: Cambridge University Press.
Sukhotin, Boris V.
1962 Eksperimental’noe vydelenie klassov bukv s pomos¢ju EVM. Prob-
lemy strukturnoj lingvistiki 234: 189-206.
Vorwerg, Constanze
this vol. Experimental methods in psycholinguistics.
Vries, Lourens de

2007 Some remarks on the use of Bible translations as parallel texts in
linguistic research. STUF Language Typology and Universals 60
(2): 148-157.
Wilchli, Bernhard
2010 The consonant template in synchrony and diachrony. Baltic Linguis-

tics 1: 137-166.

2011 Quantifying inner form. Arbeitspapiere. Bern: Institut fiir Spra-
chwissenschaft. http://www.isw.unibe.ch/unibe/philhist/isw/content/-
€4229/e4355/e6592/e6593/Arbeitspapier-46_ger.pdf

Wailchli, Bernhard, and Michael Cysouw
2012 Lexical typology through similarity semantics: Toward a semantic
map of motion verbs. Linguistics.
Willett, Thomas Leslie
1991 A Reference Grammar of Southeastern Tepehuan. Dallas: SIL
Yu, Alan C. L.
2007 A Natural History of Infixation. Oxford: Oxford University Press.



Is a syntactic dialectology possible? Contributions
from Swiss German

Claudia Bucheli Berger, Elvira Glaser and Guido
Seiler

1. Why study dialect syntax?

There is no doubt that syntax has been the most neglected linguistic subsys-
tem in classical dialectology although there have been several serious at-
tempts by dialectologists to establish dialect syntax as a relevant and inter-
esting research area (Weise 1909; Sperschneider 1959; Hodler 1969;
Patocka 1989, Tatzreiter 1989; see Glaser 1997).! In a pioneering paper
from 1994, Iwar Werlen not only acknowledges the importance of dialect
syntax for both dialectology and theoretical linguistics, but he also outlines
a research program for the exploration of Swiss German syntax which
turned out to be remarkably fruitful. Werlen’s (1994) approach is unusual
in yet another way: Whereas dialectology remained largely innocent with
regard to advances of modern theoretical linguistics (and vice-versa), Wer-
len argues that questions of syntactic theory shed new light on ‘raw’ phe-
nomena which so far remain understudied, and at the same time a deeper
examination of dialectal syntactic structures may help in finding answers to
questions of rather theoretical, general relevance.

Just how pioneering Werlen’s thoughts from the early 1990s were, be-
comes evident if we take into account how much the situation has changed
within the last twenty years. In several European countries large-scale sur-
veys of the geographical structure of syntax have been compiled (the earli-
est survey projects stemming from Northern Italy, Lower Bavaria, The
Netherlands and Belgium, Great Britain and Switzerland, all starting
around the year 2000; cf. www.dialectsyntax.org, ‘Network’, for more in-
formation on these and other, more recent projects; see Kortmann 2010 for
a recent overview of the field). It is interesting to note that the theoretical
impetus comes from two opposing sides, which, however, share their gen-
eral-linguistic orientation: generative syntactic theory on the one hand, and
(functional) linguistic typology on the other.
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In the present paper, we will first discuss the conceptual question as to
why dialect syntax should be studied after all, and why a great proportion
of ongoing research has a clear dialect-geographical focus. We will then
discuss methodological issues of data collection, referring to our experience
based on the exploration of Swiss German dialect syntax (Section 2). We
conclude with a few remarks on the cartographic presentation of the results
(Section 3).

Dialectologists’ innocence vis-a-vis developments of modern linguistic
theory has not been restricted to syntax, the formidable tools of generative
grammar or the incorporation of typological generalizations. As for pho-
nology, the basic principles of structural phonological theory were laid out
by Trubetzkoy in 1939 already. Despite the fact that many of Trubetzkoy’s
ideas are prefigured in the dialectological work by Winteler (1876), the
potential of the structuralist method for dialectology was still an open issue
in 1954 when Uriel Weinreich published his ground-breaking article Is a
structural dialectology possible?, a question to which Weinreich’s answer
is a clear “yes”. From the point of view of general linguistics, it is surpris-
ing to note that during (and after) Weinreich’s times it was seemingly not
obvious that dialects should be a legitimate and relevant object of serious
linguistic study. For the central design features of language (Hockett and
Altmann 1968) underlie, of course, al/ natural languages, spoken or written,
high or low in prestige, wide-spread or local. As Weil (2001) points out,
dialects can be seen as even ‘better’ natural languages as compared to writ-
ten standard languages since dialects are relatively free from arbitrary codi-
fying interventions. They are acquired as first languages without formal
instruction and the result of naturally occurring language change.

Interestingly, the impetus for an increased interest in dialect syntax
stems not so much from the classical modern language disciplines but ra-
ther from general linguistics: generativism on the one hand, and typology
on the other. As for generativism, the study of dialect variation made it
possible to determine more precisely the nature of syntactic parameters
since dialect variation presents us with the smallest possible contrasts be-
tween otherwise very similar grammars, although it is questionable whether
a specialized set of ‘microparameters’ should be introduced into the lin-
guist’s toolkit (Kayne 2005: 7; De Vogelaer and Seiler, forthc.). From the
typological perspective, the interest in dialect syntax is twofold. As for
typology, we note that the description of the typological landscape of Eu-
rope has been biased in favor of the codified standard varieties. The inclu-
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sion of vernaculars is a necessary corrective which will be discussed in
greater detail below.

However, the late discovery of dialect syntax is not only due to dialec-
tologists’ general reservation against modern structural linguistics, but also,
and paradoxically, due to progresses in spoken language research (at least
as far as German is concerned). Still Loffler (2003: 110-113) seriously
questions whether there are genuine dialectal syntactic rules at all, arguing
that syntactic properties often attributed to dialects, in fact, reflect just de-
viations commonly found in spoken registers in general. The issue is dis-
cussed by Lotscher (2004) and Louden (2005). Both authors agree in their
acknowledgment of genuine dialect-specific syntactic rules. Lotscher starts
from well-known patterns of spoken syntax which he accounts for by refer-
ence to syntactic ‘epi-rules’ (2004: 157) modifying a more basic structure.
He then convincingly shows that at least a significant proportion of these
seemingly general strategies of spoken syntax are indeed specific to indi-
vidual dialects. Louden (2005), in response to Lotscher (2004), argues that
the idea of ‘epi-rules’ which are manifest in spoken language is misleading
altogether: “rules are rules” (Louden 2005: 180), irrespective of their mani-
festation in spoken or written media; rules may be universal, language spe-
cific, dialect specific or even idiolect specific. Whereas we fully agree with
Louden’s conclusion that there is no linguistically relevant distinction be-
tween the underlying rule systems of written ‘languages’ or spoken ‘dia-
lects’, we must admit that Louden does not give a clear hint as to how dia-
lect specific rules can be detected after all: If dialect syntax is rule-
governed like any other syntax, how can dialectal syntactic patterns be
isolated from more general patterns, prevalent in a whole group of varie-
ties/languages, or even be universal?

We believe that the only way of proving the dialect-specificity of a syn-
tactic pattern is cross-dialectal micro-comparison (Lotscher’s (2004) con-
tribution is attempting precisely that). To put it differently: The only irrefu-
table proof for the existence of genuine dialectal syntactic rules is the
discovery of syntactic isoglosses. We see in this fact the main reason why
so much effort is spent to collect and analyze syntactic geolinguistic data.
In recent years, the existence of syntactic isoglosses has been attested in all
languages wherever an effort has been made to uncover them. Whereas the
sheer existence of genuine dialectal syntactic structures is out of question
now, let us just briefly note that all other kinds of results would be very
surprising indeed: It is a well-established idea that phonological, morpho-
logical or lexical isoglosses are the result of (perhaps still ongoing) change
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whereby an innovation gradually spreads from one area into others. If syn-
tax were the only area of grammar where isoglosses do not exist we would
be forced to conclude that syntax is immune against change and its syn-
chronic reflex, variation. This would be a very surprising finding with no
obvious linguistic explanation.

An important characteristic of the geolinguistic method applied in recent
large-scale investigations is its full coverage of a particular area. Only this
gives us a true chance to uncover the smallest possible contrasts between
grammars, thus the minimal units of cross-linguistic variation. Moreover,
full coverage of space does not lead us into the temptation of distinguishing
between a priori ‘relevant’ and ‘less relevant’ dialects. It is often the case
that certain syntactic variants are restricted to particular, relatively small
areas which would otherwise easily be ignored.

Let us conclude this section with a prospect on possible impacts of the
improving documentation of dialectal syntactic structures on language ty-
pology. Chambers (2004) hypothesizes that there is a set of structural traits
which tends to show up in non-standard varieties wherever they are spoken,
so-called ‘vernacular universals’. If vernacular universals exist, the conse-
quences for linguistic typology would be remarkable: It would mean that
typological options are not equally (randomly) distributed in languages, but
that they rather cluster not only in particular areas (as we know from areal
typology) but also in particular variety types. We are skeptical against
Chambers’ proposal for three reasons. Firstly, many of the features dis-
cussed by Chambers (2004) are entirely English-specific (such as subject-
verb non-concord, alveolar substitution in -ing, etc.). Secondly, those of
Chambers’ vernacular features, which are likely not English-specific (such
as final obstruent devoicing, cluster simplification, multiple negation),
seem to reflect very natural, unmarked typological options. We suspect that
vernacular universals are just language universals. Thirdly, if cross-
linguistically recurrent asymmetries in the distribution of typological op-
tions between codified standard languages and vernaculars can indeed be
found, we would like to think of an alternative explanation: Assuming that
vernaculars reflect typological preferences in a more consistent way, the
deviating variety type, and therefore the one in need of explanation, is the
codified standard language. It might be the case that ‘standardversals’ are at
work instead of ‘vernacular universals’. This perspective may shed new
light on an at first glance unrelated topic, namely the areal typology of Eu-
ropean languages. It is a widely accepted fact that in European languages
structural options cluster together which are typologically rare from a
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worldwide perspective, so-called Standard Average European features
(Whorf 1941). European languages form a sprachbund, which means that
their similarities are the result of areal convergence (Haspelmath 2001).
However, this is especially true for European standard languages. Areal
typologists have yet remained rather agnostic about the robustness of a
European sprachbund at the level of spoken vernaculars (but see Kortmann
2009 on the ‘Europeanness’ of nonstandard English). If we relate the dis-
cussion of Standard Average European to Chambers’ idea of vernacular
universals (which exist, if at all, merely in the form of recurrent typological
standard-nonstandard contrasts), we might conclude in a very preliminary
way that the Standard Average European features are properties of codified
standard languages in the first place; we might expect that Europeanisms
are less articulate at the level of spoken vernaculars. If this is correct, the
European sprachbund is the result of common pathways of standardization
rather than a matter of genuine areal convergence. Whether there is also a
set of ‘Non-Standard Average European’ typological features is subject to
future research.

2. Pioneering explorations of the dialectal syntax in Swiss Alemannic

In 1994, Werlen presented an astucious analysis of the malaise preventing
prosperous research in dialect syntax at that time. He diagnosed that the
traditional dialectologist’s methods weren’t suitable to describe syntax.
Written questionnaires, the translation of orally given word lists in inter-
views, the reading out of texts or word lists, the so called conversation
dirigée or the reporting of events: each one of these methods produced
some results but not the desired data set for syntax (Werlen 1994: 52). He
stated that the real problem was not only a methodological one but was also
conditioned by the traditional dialectologist’s diachronic-documentary goal
of research which was not fitting at all with the syntactician’s goal of re-
search.

2.1. Not a purely methodological problem

Since the 1940s, traditional dialectologists — being real pioneers in gaining
dialectal data at all — have focused on documenting ‘old’ or ‘special’ words
and forms, hoping that some dialects of the southern part of Switzerland
had preserved them because this should enhance the writing of the history
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of the German language as a whole and give fruitful insights into the lin-
guistic history of the Alemannic dialect. In the 1990s, a researcher interest-
ed in syntax and morphosyntax found himself confronted with a bulk of
material left by the pioneers, containing little but at least some information
on syntax or syntactically conditioned morphology.

For example, map IIl 263 in the Sprachatlas der Deutschen Schweiz
(SDS) shows where a particle /a, supposedly a shortened form of the infini-
tive laa ‘to let’, is inserted into the sentence ‘let him LA go’, i.e. the imper-
ative verb form ‘let!’ is followed first by the clitic pronoun, second by the
particle /a, and then by the infinitive. In the central part of Swiss Aleman-
nic this particle is always added, in the western part it seems to be optional
and in the eastern part (besides the canton Graubiinden) it does not occur
(cf. Map 1).

Maps perfectly demonstrate what the traditional dialectologist was in-
terested in. He was simply wondering in which dialectal zone la existed,
how old its invention might be, if it is its presence or its absence that was
expanding and if the isogloss coincided with other isoglosses. The syntacti-
cian’s questions are much more complex: She wants to know if la is a
(pseudo-)verb-doubling or a particle introducing the infinitive, if it occurs
in the present and the perfect as well as the imperative, or if the construc-
tion can contain a full NP (‘let LA the dog go’; ‘let the dog LA go’) instead
of the clitic pronoun (‘let him LA go’). By the way, she wants to have evi-
dence ex negativo in order to be sure that *‘let LA him go’ really does not
exist. Furthermore she wants to correlate this presumed doubling phenome-
non with other verbal doublings and doubling phenomena in general (see
Lotscher 1993, Glaser and Frey 2007). This is definitely not what the tradi-
tional map-maker wanted to show (at his time a map was a kind of visible
data base, a visually consumable slip box). At least, a modern syntactician
looking at map 263 can hypothesize that there are probably three different
grammars of /a that she has to determine: the range of obligatoriness of /a
in the center zone, the kind of optionality in the western zone and if /a real-
ly lacks in the eastern zone.

Whereas the dialect geographer was just interested in the same (small)
piece of information in each of the many places of investigation, the dialect
syntactician wants to explore the detailed grammar of one dialect, and then
compare this grammarl with the grammar2 of another dialect etc. It is clear
that traditional dialect geographical maps can only be a starting point for
modern syntacticians, not the goal (see part 3 for modern geographical
mapping of dialectal syntax).
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In the 1990s, Werlen’s view was that, in (dialectal) syntax, a deductive
approach is necessary (1994: 53): a theory establishes a phenomenon as
relevant. The relevant facts cannot be gotten from a simply descriptive col-
lecting of rare or special phenomena, but they have to have been tested
theory-driven (whatever the theory on syntax or the hypothesis on a varia-
ble may be). Concerning the geographical treatment of dialectal syntax, he
forecasted that not only single variables should be localized, but syntactic
rules or principles (depending on the theory) (1994: 54). He emphasized
that a theory should be able to predict also minimal dialectal differences
because such differences should also be compatible with Universal Gram-
mar (for the present-day discussion of this point see part 1).

2.2. Data collecting methods

Concerning the question how syntacticians should gain their dialectal data,
Werlen resolutely argues against corpus analysis (1994: 52). Though he
thinks that this method is suitable for the examination of those parts of
grammar that contain small and closed inventories, such as phonology or a
part of morphology, he argues strictly against the application of this method
to syntax. Syntax is a matter of rules and predictions on the grammaticality
of sentences. Werlen (1994: 56) considers the competent speaker’s judg-
ment on a sentence the only way of data collection in syntax. He thinks that
it is characteristic of works on dialectal syntax that they are often written
by researchers who are native speakers of the dialect concerned or who
know their informants closely (1994: 71).

Inspired by many of such outlines which appeared at this time (Patocka
1989, Werlen 1994, Glaser 2000) and by Gerritsen (1991), an atlas contain-
ing syntactical maps, the three authors of this paper devised a plan for the
most extensive attempt to collect syntactic data on Alemannic dialects, the
project ‘Dialektsyntax des Schweizerdeutschen’, from 2000-2006, at the
University of Zurich (Switzerland) (see Bucheli and Glaser 2002). Given
that Werlen’s ideal of introspection by the researcher him-/herself is not
feasible if one wants to examine Swiss Alemannic dialects in 300-400 dif-
ferent places, the three authors of this paper invented what we retrospec-
tively call ‘the Zurich Written Questionnaire Method’ for the exploration of
dialectal syntax in space. Subsequently, the method has been applied to the
investigation of dialectal syntax in Vorarlberg (Oliver Schallert, University
of Marburg, cf. Schallert 2010), in the area of the Lake of Konstanz (Ellen
Brandner, University of Konstanz), in Hessen (Jiirg Fleischer, Alexandra
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Lenz, Helmut Weil3, Universities of Marburg, Vienna and Frankfurt, cf.
Fleischer, to appear) and in the Moselle-Franconian area (Tim Kallenborn,
University of Vienna, cf. Kallenborn, submitted). However, it is important
to note that the method is designed for the specific needs of a large geo-
linguistic survey, sociolinguistically embedded in diglossic German-
speaking Switzerland. We suspect that the method encounters additional
difficulties if used in another, e.g. diaglossic (Auer 2005) environment
where interferences from varieties closer to the standard are highly expect-
able. This might be avoided by using large corpora of spontaneous speech
(if they are electronically available); however, due to the limitations dis-
cussed above, corpus analysis is restricted to highly frequent phenomena,
and the geographical picture gained from corpora remains very coarse
(Seiler 2010: 513-514).

Firstly, we chose the written way of investigation in order to save costs
and time. The disadvantage of this approach is evident: a loss of control on
the authenticity of the informants’ social reporting and on the moment
when the informants filled in the questionnaires (problems of concentra-
tion, misunderstandings, transcription). Concerning the rest of the research
design, there are much more advantages than disadvantages to the written
method. Every informant was confronted with the same situation: read the
instructions in Standard German, read the questions in Standard German,
note answers in his/her dialect. The observer’s paradox was the same for
every informant. No informant was influenced by the explorer’s dialect or
the need of inter-dialectal situation (to adapt in the oral communication
with an external explorer). The informants decided themselves when to fill
in the questionnaire and how much time to spend on it.

Secondly, in order to get a more representative sample and to be able to
model change, the questionnaires were filled in by several informants per
place (Table 1). The informants are speakers of the local basis-dialect, still
living in their place of origin, in second generation. They belong to differ-
ent age and professional groups, both sexes. Thus, our sample is a much
more representative group of the base-dialectal local society than the tradi-
tional dialectologist focused on?, though still excluding speakers influenced
by migration. The number of informants averages to 8§ per place for the first
questionnaire (Table 1). Having the answers to the same questions of sev-
eral informants also allows testing if the written method succeeded: if only
one person gives a certain answer that all the others don’t, it can be inter-
preted as a relict, an innovation or a methodological problem.
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Table 1. Statistics of filled in questionnaires (Q = questionnaire)

IstQ 2ndQ 3rdQ 4thQ complete set

(1st—4th Q)
number of informants 3185 2921 2798 2774 2766
average per place 8.3 7.6 7.3 7.2 7.2
total of places 383 383 383 383 383
> 4 informants per place 376 373 369 370 369
number of questions 20 32 28 38 118

Thirdly, the creation of the questions was processed in the following way in
teamwork: After the excerption of the relevant literature on a certain varia-
ble concerned, the three researchers based on introspection as dialectal
speakers and/or asked their relatives and friends how they would translate a
certain sentence. Then, discussions with friends or dialectal TV-shows were
analyzed. For us, this served as a kind of ‘teilnehmende Beobachtung’ (par-
ticipant observation), forming and testing our hypothesis. For our relatives
and friends, this was as a typical ‘déformation professionelle’. After this
kind of consultation of reality, the trio created the questions. The sentences
to be elicitated had to contain

— the variable concerned,

— pan-Swiss-Alemannic words (not words restricted to one area),

— words whose combinations do not cause assimilation or introduction of
optional sounds (‘Gleitlaut’) that could trouble the later interpretation,

— clear choice of the people in the context introducing the question, i.e.
clear choice of grammatical person, gender, number, or case in the ques-
tion itself (for more details see Seiler 2010).

Fourthly, the total of 118 questions was split into four parts i.e. four ques-

tionnaires that were one by one sent to the informants. This proceeding

prevented the informants from getting tired of too many questions at a time,
and the researchers could improve step by step the way of asking their
questions. Some variables were only asked for by one translation question,
some by one multiple choice question and some by both (testing the differ-
ent results of different question types) (concerning the details cf. Bucheli

and Glaser 2002).

We decided to include those phenomena which were already discussed
in syntactic theory at the time (such as e.g. verb clusters, clitics, infinitive
particles) but also more 'exotic' variables hardly ever noticed by syntacti-
cians (such as the expletive in impersonal passives do wird's gwdrchet (lit.
'here becomes-it worked'), or word order in das gfalle tit mir au (lit. 'this
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please-did me t00").* The reasoning behind this decision is as follows: An
atlas (with modern design) is a Grundlagenwerk (handbook), it should
serve as an inspiration for new questions of theoretical relevance, questions
which have perhaps not even been asked in current discussions.

Fifthly, the answers were analyzed, electronically stored and mapped
(see Bucheli Berger 2008 for the technical details), a phase still going on.
The detailed validity and interpretation of the ‘Laiennotation’ (writing by
non-trained non-linguists), i.e. the answers to the translation tasks and the
spontaneous notations in a multiple choice, remain problems that still need
to be discussed.

2.3 The particle /a: better documenting and change of use

If we compare data from the SDS, explored in interviews between 1940-
1958, with data from the SADS, explored by written questionnaires be-
tween 2000-2006, differences may be due either to the different method or
to the real time change of the dialects investigated. A map like SDS III 263
‘Let him (LA) go’, showing a complex areal distribution of the presence
and absence of a particle LA, is especially interesting for such a compari-
son (the presence of the particle may be regarded as a case of syntactic
reduplication, a highly unusual construction type for a European language).
The SADS made several informants per place translate the Standard Ger-
man sentence ‘Er lasst den Schreiner kommen’ (lit. ‘He lets the carpenter
come’). The percentage of translations with or without the particle LA is
given in Map 1.

The SDS III 263 map is redrawn in the following ways: zones where
exclusively ‘Let him LA go’ occurred are circuited by a black line, zones
with variation ‘Let him (LA) go’ are circuited by a black dashed line, and
zones without LA (‘Let him go’) are not marked. Do the three syntactically
different zones — we mentioned them in 2.2 — reappear in the modern data?
The answer is yes, at least two of them.

A. The SDS core zone of LA-obligatoriness is rediscovered in the Centre
and the Southwest (Wallis).
B. The SDS eastern zone without LA is also showing up.

This confirms the validity of the written answers to the translation tasks

in the questionnaires in general. Further, if we also consider what is dif-

ferent, we will see that the way in which it is different is also an ex-
pected one, not a completely aberrant one.
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Map 1. Comparison of SDS and SADS-data: occurrence of the particle LA

C.

The mid-western zone of the canton Berne and Fribourg, supposed to
vary because of the difficult distribution of presence and absence of LA
in the SDS map, reveals much more variation in the modern data. No
place exclusively without LA is attested any more. We suppose that
change must have happened. LA is expanding. The Standard German
original sentence (without LA) obviously does not prevent the modern
informants from noting the particle in the questionnaire.

. The northern border zone of the SDS core zone in the Center and the

contingent SDS no-LA-zone show variation instead of one variant. To-
day, this variation zone forms a kind of a broad transition belt, from a
north-western to a mid-eastern zone. This result shows either that newly
both variants (the presence of LA or the absence of LA) flew in the oth-
er zone or that the SDS did not get the ‘real’ distribution due to its
methodological and social restriction (by interviewing only one inform-
ant, a rural farmer or craftsman).

As a strategy of validation, the comparison of these methodologically dif-
ferent data shows that the ‘Zurich Written Questionnaire Method’ provided
reliable data on syntax. The dialectal changes become evident: the presence
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of the particle LA is expanding. The written method does not automatically
implement Standard German influence on the data and the results call the
sociolinguist’s attention to the dialectal variation zones that may be worth
of detailed examination.

3. Mapping of dialectal syntax

The final section addresses questions of data presentation. Being convinced
that the geographical distribution of linguistic phenomena is a relevant fact,
we consider the presentation using maps allowing for a visual perception of
the feature distribution in language space the best method to present the
data. The other way round, if the data do not present a geographical distri-
bution there is no need for mapping. As for the kind of mapping technique
it was the SDS which in the sixties defined a new standard by influencing
subsequent atlases of German dialects.* It is common belief in German
dialectology that the mapping technique should be in line with the two ma-
jor requirements of accuracy and clarity (cf. Naumann 1982: 673; Haas
2004). As we consider our project in keeping with the SDS, we tried to stay
true to its mapping technique. Thus, we worked with symbol maps as they
were introduced by Hotzenkocherle in German dialectology. Symbol maps
provide a maximum level of accuracy, as they allow the allocating of the
variants exactly to the location where they were explored. Chambers and
Trudgill (1998: 25) distinguish between interpretative maps and display
maps, and they consider the latter “by far the more common”. They de-
scribe display maps as transferring “the tabulated responses for a particular
item onto a map” (25). Thus, they do not distinguish between maps show-
ing the original transcription put on the maps and maps where the responses
are keyed to a symbol which is used on the map. Obviously, Chambers and
Trudgill do not take into consideration the German tradition from the SDS
onwards which neither encodes every elicited variant nor concentrates on
the predominant responses. The point symbol maps of the SDS tradition
representing the data in a classified manner should be placed somewhere in
between. They represent far more simplified maps than display maps with
raw data. First of all, the classification allows abstaining from information
considered irrelevant in the given context. With respect to our morphosyn-
tactic data this means abstaining from phonetic and lexical variation as can
be seen in the following example.’
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3.1. The challenge of variant reduction

The variants zum e Billett l6se (Rheineck SG) and zom es Billett z'lose
(Sursee LU) translating the Standard German purposive clause um ein Bil-
let zu l6sen ‘in order to buy a ticket’ (Q I.1, cf. Map 2) can be grouped to-
gether despite the pronounciation differences (z/o/m, z[ujm) and differ-
ences in morphology (indefinite article e against es). Such differences,
including lexical ones, are not considered relevant for establishing syntactic
variants.

The next step is concerned with the classification of different morpho-
syntactic types, i.e. also with the possible aggregation of the answers be-
yond the level of pronunciation and lexis.

The difference between z 'lése, an infinitive introduced by the particle z,
and the simple infinitive form /dse represents a difference in the exact con-
nection of the purposive clause, so it could be considered relevant. Yet,
since our major concern remains the difference between the connection
with zum and another connection type with the prepositional element fiir
(cf. fiir n'es Billet z'l6sd Elm GL), we concentrated the majority of our fo-
cus on this difference. These two construction types are assigned to a sym-
bol, e.g. a dash and a black dot, respectively (cf. Map 2). In principle, we
could also have decided to map the distribution of four different types:

e zuym + infinitive e fiir + z + infinitive

e zum + z + infinitive e fiir + infinitive.

The decision about more or less an extensive aggregation of variants is up
to the researcher. In the present case, there are several arguments that have
lead to a classification of one zum-variant and one fiir-variant. Whereas fiir
in most cases is combined with a z infinitive, z before the infinitive consti-
tutes a subvariant of the zum construction, which is chosen by nearly a third
of the dialect speakers using the zum construction. The zum + z construc-
tion is distributed over the whole zum area. Including it into the map would
not have contributed relevant geographic information. The existence of the
zum + z type is, however, described in the commentary with respect to its
geographical and quantitative distribution by mentioning all the locations
where only zum appears. We consider the information added in the com-
mentary sufficient to understand the type of variation. As it does not pro-
vide a geographical distribution, we prefer to leave it out of the map. The
fiir + bare infinitive construction is not mapped either. In this case, it is the
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very small number of occurrences (20) and the yet unclear grammatical
status which motivates the same treatment. The small number of instances
insinuates that z could have been missed by an oversight. Yet, there seems
to be a concentration of fiir + infinitive used in the Valais and southern
Bernese region, a distribution which could be an indication of a regional
variant. The reader interested in this variant will find the information in the
commentary, but the variant is not mapped separately.

It can be seen from this exposition that there are many decisions to be
taken in order to compose a symbol map. Therefore it is most important to
supply the atlas with an introduction and a commentary, so that everybody
can trace back the decisions made in order to judge the mapping. The
commentary contains information on the absolute numbers of the mapped
variants and on other variants (if any). We are convinced that symbol maps
meet the cartographic demands of dialect geography in a more adequate
way than maps showing the raw data. The research team drawing the map
certainly knows the data best and therefore the abstention from classifica-
tion would as a result lead to the loss of important information. This con-
clusion, of course, relates to traditional dialect atlases on paper. The possi-
ble online creation of maps on the basis of raw data provided by a research
team will certainly change the situation. It could be an ideal future situation
to dispose of the experts’ maps and provide the possibility to create online
maps on the basis of one’s own classification of the same data.

3.2. Coping with quantity

The challenge of variant reduction was not the only challenge for the prepa-
ration of maps from our data. As mentioned above, unlike the SDS enter-
prise we worked with several informants per location.® This decision has a
great impact on the mapping technique, too. The SDS maps in most cases
show one symbol at a location coding the answer of one informant, at least
in the case of the phonetic and morphological maps. Sometimes, however,
the SDS editors were also confronted with several different answers dis-
played on the map with different symbols, in particular in the case of lexi-
cal maps. This could be due to intra-individual variation, especially in the
case of high frequency items as well as to inter-individual variation, when
there were data provided by several informants.” By contrast, in our project
we were quite regularly confronted with differing answers.® As a conse-
quence, we had to decide how to pass on the information concerning the
proportion of the variants chosen by the informants to the user of the maps.
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In our survey the exact number of informants varies considerably. There
are locations where only one informant sent back all the questionnaires and
others where more than 20 persons collaborated. In 90% of the locations
(342), however, the number of collaborators was between 5 and 10. In the
end, we cancelled the (few) locations with only one informant in our data-
base. Thus, we ended up with 383 locations distributed all over German-
speaking Switzerland. The choice of locations was based on the grid of the
SDS locations considering the topographical situation of Switzerland. That
is why the sampling grid displayed on our maps may seem unbalanced
compared with atlases dividing the investigation area in a grid of equal
squares.

Working with a total amount of about 3’000 informants® we were pre-
pared to find a certain number of mistakes and examples of inattentiveness
among the answers. It is, however, not to be expected that several persons
in one location make the same mistake. Singularly occurring answers are
therefore marked as minor important answers and coded with a smaller
symbol. If they are surrounded only by different symbols there is a certain
probability that the singularly occurring answers are erroneous answers.
We did not want to eliminate them completely because there can be phe-
nomena where such singular occurrences indicate rare variants. Thus, a
clustering of singularly occurring answers could indicate a kind of transi-
tion area or change in progress. At the moment, most of the maps prepared
for the atlas exhibit this design, based on a simple distinction between sin-
gularly occurring answers and multiple answers coded in the size of the
symbol, e.g. a small dot or a larger dot, cf. Map 2 (variant fiir). This map-
ping technique can be considered based on a special kind of — more or less
arbitrary — binary numerical classification of the data.

Another obvious possibility to visualise quantity would be the (propor-
tional) coding of the relative quantity of a variant by the varying size of the
chosen symbol, e.g. a circle. There are several arguments against this pro-
cedure. First, the absolute number of answers is often too small to allow a
proportional representation. This objection was also raised by Iwar Werlen
when we presented our first cartographic attempts to map dialect syntactic
variation in 2002. It is, however, also valid in the case of a discontinuous
quantitative classification, such as with the formation of three or more co-
horts, e.g. one below 33%, another one from 33% through 66% and a third
one above 66% (see Map 3) or the differentiation between a preponderant
use (> 50) and minor important variants.
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1.1 "Ich habe zu wenig Kleingeld,
um ein Billet zu 16sen.” (Ubersetzung)

"fiir es Billett (z) I166se"
* Einzelnennung
® Mehrere Nennungen
"zum es Billett (z) 166se"
= Einzelnennung
== Mehrere Nennungen

0510 20
-—— km

1.1 "Ich habe zu wenig Kleingeld,
um ein Billet zu I6sen.” (Ubersetzung)

W\
“fiir es Billett (z) 166se"
<33%
® 33%-66%
@ >66%

N

0510 20 A
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Map 3. Infinitival purposive clause (Q I.1): percentage of the fiir-construction
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Even if we agree that a proportional presentation conceals the possible
problem of small numbers, we are convinced that single small numbers and
therefore misleading proportions are balanced by the great amount of sur-
rounding values. Nevertheless, we refrain from using quantitative maps as
main maps, regardless of whether they are proportional or not. We do use
them, however, as a means of supplementary data presentation in order to
visualise significant differences in the quantitative distribution, or the de-
crease or increase in the percentage of a variant in the geographical space
not being visible as the consequence of the simple binary division between
singularly occurring and multiple answers. Second, quantitative differ-
ences, in particular when a proportional coding is used, are difficult to per-
ceive on a map, especially when there are several variants mapped togeth-
er.!® As we consider the geographical distribution the main motivation for
mapping, we certainly prefer a mapping technique allowing for the percep-
tion of clustering in the geographical space. Third, if quantity is coded on
the basis of cohorts, there is a certain amount of arbitrariness, let alone the
problem of small numbers discussed above. Given all these problems,
quantity based maps need some extra commentary supporting an adequate
interpretation.

3.3. Colored symbols and color maps

Whereas traditional dialect atlases only rarely used colors, e.g. to provide
additional information on the main topic of the map'!, several recently pub-
lished atlases even use color instead of different symbols. Such examples
include the World Atlas of Language Structures (2005)'> where different
feature values are symbolized by differently colored circles, and the Syn-
tactic Atlas of the Dutch Dialects (SAND) (2005, 2008) with its colored
squares symbolizing different feature values, up to eight per location in a
predefined arrangement. Color is indeed an effective means of presenting
the distribution of two or three variants on a map. Thus, it is very easy to
perceive the areal structure of the variants. This is, however, also true with
black and white symbol maps if the symbols have been well chosen with
respect to visibility.!> Color maps very quickly reach the limit of visible
discrimination which disables their use in the case of more numerous vari-
ants, whereas symbol maps are nearly unlimited in this respect. The choice
of symbols, however, suitable for the visualization of feature clustering in
the geographical space and likewise suitable for being located together at a
certain point on the map is a challenging task. In sum, there are advantages
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and disadvantages to each of these two methods, and it depends on what
you primarily want to present which method to choose. Colored symbols no
longer present such technical problems and there are fewer financial prob-
lems with respect to earlier times, meaning that one can freely choose the
preferred method according to the objective. As a consequence we will
integrate colored symbols in our maps where it is suitable and helpful. With
respect to the use of colors the situation has certainly changed since 2005
when we invited some experts to a workshop on dialectal mapping. The
majority of the invited linguists either voted against the use of colors, or
gave the advice to only use them carefully. The experts from other fields,
such as cartography, however, voted at least for the use of colored symbols,
or else they recommended the use of choropleth maps covering the whole
area and a renunciation of the exact allocation of symbols. The results of
the cartographic experiments in the following years lead us to the decision
to continue publishing point symbol maps, because we rate the principle of
accuracy very high. Color maps help us to perceive areas of variants with a
clearly distinct distribution, whereas symbol maps always seem misbal-
anced because of the empty space between the locations. Color maps can
even visualize quantity with the help of shaded coloring (cf. Maps 4 and 5,
transformed in black and white, cf. Sibler 2011). Yet they become prob-
lematic when there are several variants to be mapped together, especially if
the variants overlap in their distribution. Whereas it is possible to put sev-
eral symbols into a location, by using colors you get a mixture which is
difficult or impossible to interpret with respect to the variants used in a
certain place or region.'*

There are many elaborate methods of creating color maps provided by
various schools of dialectometry (cf. Goebl 2006; Heeringa 2004, 9-26)
which we cannot discuss here. We also skip the question of how to get from
a location to a surrounding area, which is essentially a technical problem.
More important is the following: in most cases color maps are based on
more abstract concepts such as difference and similarity between locations
and on the aggregation of a certain amount of data. Recently, however,
Rumpf et al. (2010) presented color maps based on the variants themselves.
The shading of the color corresponds to their quantitative dominance over
the other variants and the number of different colors codes the number of
dominant variants. Sibler (2011) has created color maps based on several
syntactic phenomena from our database following similar principles. On
the corresponding maps (Map 4 and 5) one can see the intensity of the two
types of infinitival purposive clauses (based on question 1.1, as well as Map
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2) with fiir and zum, respectively. Map 4 and 5 nicely show the distribution
of the two variants, zum covering only the eastern part of Swiss German
and fiir phasing out continuously in the east, a behavior referred to as in-
clined plane in Seiler (2005). On a blended map the distribution of the vari-
ants is to be seen only indirectly. A light coloring means that the variant
dominates only weakly. With respect to the two syntactic variants present-
ed here, a blended map still gives a good impression of their relative distri-
bution in space. If there are maps with three or more variants, it can, how-
ever, happen that none of the further variants show up in the blended map.
This is the case when a variant, although clustering in a certain region, is
dominant scarcely anywhere, as e.g. the variants weder, wie and wan with
respect to als connecting the standard of a comparison clause (e.g. grdsser
weder ich ‘bigger than I’) (Sibler 2011:44).

1.1 "Ich habe zu wenig Kleingeld,
um ein Billet zu I6sen." (Ubersetzung)
- Interpolierte Oberflache
JJ;’ o~
c‘i' A > JFJ ‘7
J
7,./‘J ,E
& S
fr.
L -y
& S
Sy R
% v
P
Variante 2: “fur (...zu) 16sen”
e "\_ )3 Aggregationsebene:
he Gt Thiessenpolygone um
SADS-Untersuchungsorte
N
© Pius Sibler A

Map 4. Infinitival purposive clause: distribution of the fiir-construction
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1.1 "Ich habe zu wenig Kleingeld,
um ein Billet zu 16sen."” (Ubersetzung)
- Interpolierte Oberflache

Variante 1: “zum (...zu) I6sen”

Aggregationsebene:
Thiessenpolygone um
SADS-Untersuchungsorte

N
© Pius Sibler A

Map 5. Infinitival purposive clause: distribution of the zum-construction

This leads us to the conclusion that color maps are not suitable for an atlas
which is intended to present the relevant information for all existing vari-
ants with certain accuracy. They are the result of various interpretative
processes and as such interesting research tools for questions of more glob-
al and abstract character, as e.g. the similarity of dialects. They are not suit-
ed for a publication in the tradition of atlases to be used primarily as docu-
mentary research tools (Hotzenkdcherle 1962: 142) which should allow a
future user to develop his/her own interpretation from the data presented. In
line with this goal, the SADS will contain symbol maps with a commentary
accounting for the underlying data and their classification. It is not possible
to present the data themselves for reasons of size and the kind of data
which is mainly based on multiple choice elicitations in written question-
naires and not on transcribed interviews.

4. Conclusion

Syntactic dialectology turns out to be an innovative branch of linguistics
insofar as it is in line with recent theoretical developments concerning vari-
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ation in grammar. This holds true with regard to aspects of crosslinguistic
comparison as well as the organisation of individual grammars. In line with
the empirical dialectological intention to provide reliable data on the basis
of a transparent methodology of data collection and presentation, syntactic
dialectology can contribute to the foundation of a sane empirical ground of
a theory of linguistic variation building the base of a general understanding
of language.

Notes

Our own research was funded by the Swiss National Science Foundation
(2000-2006).

Traditional dialectology preferred informants who were mostly farmers or
artisans, male, not migrated for some generations, as old as possible.

See the list of the phenomena http://www.ds.uzh.ch/dialektsyntax/

The founders of the SDS were inspired by the Atlas linguistique de la Wallonie
(1953-), cf. Haas (2004: 1); Hotzenkocherle (1962: 140).

Cf. Seiler (2005) for a discussion of the phenomenon on the basis of a prelimi-
nary analysis of the data.

For more details on the design of the project cf. Bucheli and Glaser (2002),
Bucheli Berger (2008).

The SDS team mostly worked with two informants. Triib (1989: 183) considers
multiple answers a cartographic problem: “Mehrfachbelege sind, sofern man
sie nicht unterdriickt [! E.G.], offenbar ein schwieriges Problem der Kar-
tographie. In the MRhSA survey multiple answers are rare despite several in-
formants. The informants were asked to discuss variants in a team and evaluate
them, in order to reach at the competence-based forms (“kompetenzielle Vari-
anten”) (Bellmann 1994: 73-76).

It is not yet quite clear whether this is a peculiarity of syntax or only due to
working with several informants.

The exact number varies from questionnaire to questionnaire (cf. Table 1) and
from question to question, with a maximum of 3185 informants for the first
questionnaire and 2774 for the last questionnaire.

10. In our online database created for teaching purposes the mapping tool allows a

11.

continuous symbolising (of one variant), but we noticed that the students pre-
ferred creating cohorts in order to support the dialectgeographic analysis.

Triib (2003: 60) speaks of an additional level (,,eine weitere Kartenebene®)
indicated by red symbols, e.g. referring to a semantic difference on lexical
maps. The MRhSA uses red symbols in order to emphasize phonological or
morphological differences between cohorts. The VALTS uses read symbols
e.g. in order to indicate to Romance influence.
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12. Cf. also the revised digital version: http://wals.info/ Accessed on 2011-06-01.

13.For a discussion of the graphical principles of the SDS cf. Triib (1989: 181—
183). Cf. also Hotzenkocherle (1962: 142) who is convinced that a clever
choice of symbols clustering on the map achieves a spatial effect.

14. As it was not possible to integrate color maps in the present volume, we refer to
the map in Sibler (2011: 29) in order to illustrate the problem.
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Methods for modalities

Johan van der Auwera and Gabriele Diewald

ja mues men oder darf men oder cha me mit dir
Opis rede (Werlen 1985: 95-96)

1. Introduction

This chapter deals with the concept of modality.! We will show that modal-
ity is interesting from both a formal and a semantic point of view, how both
form and meaning can be studied in isolation and we will also suggest that
the best way is to study meaning and form together.

2. Modalities

The term ‘modality’ is used in more than one way (Werlen 1982, van der
Auwera and Plungian 1998, Palmer 1986/2001, Nuyts 2006), but many
linguists will agree that the meaning contributed by the word must and may
in (1) and (2) is modal.

@8 The prime minister must have thought about the problem.
2) The prime minister may have thought about the problem.

In (1) must expresses that the speaker considers it highly likely that the
prime minister thought about the problem. In (2) may expresses a speaker
judgement also, but this time (s)he considers it possible that the prime min-
ister thought about the problem: it is not particularly likely but not unlikely
either. The verbs must and may have other uses and there is a further con-
sensus to treat at least the uses in (3) and (4) as modal too.

3) Y ou must solve the problem.
4 You may solve the problem.
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In (3) must expresses that the hearer is obliged to solve the problem. In (4)
may expresses that the hearer has the permission to solve the problem. As
to the relation between the uses in (1) and (2) vs. (3) and (4) opinions dif-
fer. One can be of the opinion that the two uses of must, respectively, may
instantiate the same meanings, viz. necessity and possibility (e.g. Perkins
1983, Kratzer 1978) and that the difference is due to context, either linguis-
tic or extra-linguistic or both. But one can also be of the opinion that (1)
and (2) versus (3) and (4) instantiate different meanings (e.g. Diewald
1999). Must and may are then ambiguous or, if one accepts even more
meanings, the prefix ambi- is not really appropriate and the better term is
‘polysemous’. Independently of whether one opts for monosemy or poly-
semy, there is a fair amount of agreement on calling the meanings or uses
illustrated in (1) to (4) ‘modal’. For the distinction between (1) and (2) vs.
(3) and (4) many terms are in circulation, but probably the most common
ones are ‘epistemic’ for the meanings or uses illustrated in (1) and (2) and
‘deontic’ for the ones illustrated in (3) and (4).

Why have linguists been interested in modality? There are basically
three reasons.

The first is purely conceptual. The question of how to define the con-
cepts already invoked, such as epistemic and deontic modality, is not easy
to answer. And more tricky still is the question how these concepts relate to
one another. These are concerns about meanings only — concepts, if one
likes. And note that there are many other meanings or concepts that come
into the picture, whether one can call them ‘modal’ or not. (5) to (9) illus-
trate some of these, (5) to (7) with English may, (8) with the very similar
verb can, and (9) with the German ‘may’verb mdgen.

&) May he live a hundred years.
(6) Whatever he may say, do not believe him.
@) If you want to go to the zoo, you may take bus 25.

®) I can speak English [in the reading ‘I am able to speak to English’]
)] Magst du ihn nicht?
may:PRS2SG ~ you  him  not

‘Don’t you like him?”

(5) expresses a wish, which is neither a speaker’s uncertainty — the epistem-
ic meaning — nor the expression of a permission — the deontic meaning. The
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concessive use in (6) is at least very close to the epistemic meaning, but it
is arguably not quite the same. In (7) may need not express a permission: it
may just express a possibility, i.e. a possible strategy of getting oneself to
the zoo. In (8) can expresses an ability, and in (9) mdgen means ‘like’. All
of these concepts need to be analyzed.

Second, the forms that are regularly used to express modal notions may
be interesting from a purely formal point of view. This is the case in Eng-
lish. Most English verbs need the auxiliary do for negation and question.

(10) a. I love you.
b. I do not love you.
c. Do 1 love you?

But the modal verbs typically don’t.

(11) a I must go now.
b. I must not go now.
c. Must 1 go now?

Here is another interesting formal property: may and must can only be fol-
lowed by infinitives, at least in present-day English. This is different from
the Dutch counterparts.

(12) Ik moet/mag naar  huis.
*1 must/may to home
‘I must/may go home.’

The third and the most important reason for why modality is interesting
concerns the relation between meaning and form. Studying the conceptual
relations between deontic and epistemic modality, wish, concession and
ability is one thing. Studying which markers express which meanings and
why is another thing. In English, for instance, can is very similar to may,
but they are not quite the same. And how much variation is there between
languages? English can is similar to Dutch kunnen and German kdnnen, but
they are not quite the same. When studying the relation between meaning
and form, we also find interesting questions on compositionality. Thus
modal markers enter into larger modal constructions in not strictly predict-
able ways. Consider the combinability of may with negation.
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(13)  The prime minister may not have thought about the problem.
(14)  You may not solve the problem.

(13) has epistemic may. When it is followed by not, the modal element has
wide scope: (13) means that it is not certain that the prime minister has
thought about the problem. In (14) may is also followed by not, but here
may is deontic and in the resulting meaning may has narrow scope, at least
in its default reading, without an intonation break between may and not.
(14) normally means that the hearer is not allowed to solve the problem, in
which case its meaning is close to that of (15).

(15)  You must not solve the problem.

(15) has a deontic modal, too, but this time the modal has wide scope.

Another compositionality problem is that complex constructions may
have modal meanings, even though their components are not in any obvi-
ous way modal. Why is it, for instance, that have fo in (16) and are to in
(17) express meanings close to that of must?

(16)  You have to go now.
(17)  Youare to go now.

Then there is again a cross-linguistic dimension. To illustrate the latter, the
Dutch counterpart to (15) has two readings.

(18) Je moet  het probleem niet  oplossen.
you  must the problem not solve
“You mustn’t solve the problem.” or ‘You needn’t solve the prob-
lem.’

In the meaning — form interface area the question of distinguishing between
monosemy and polysemy becomes a crucial issue.” At what point do we
say that two uses instantiate two meanings? For some constructions the
question is bound to be easier than for others. For must and may, illustrated
in (1) to (4), we have already alluded to the fact that monosemy and poly-
semy accounts exist side by side. But in the case of German diirfen one
would more readily opt for polysemy. Consider (19) and (20).
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(19) Sie darf  bis Mitternacht ~ wegbleiben.
she may until midnight away.stay
‘She is allowed to stay out until midnight.’

(20) Die Zahlen diirften im Lauf der letzten
the figures must:PST3PL during the last
Monate gestiegen sein.
months risen be

‘The figures probably have gone up during the past months.’

In (19) diirfen expresses permission but in (20) probability, the former is
like English may, but the second is more like English must — two notions
that are rather far apart and native speakers of German would not conceive
of any relation between the two uses of diirfen. There is also a formal side
to this differerence: the epistemic diirfen is restricted to what is called the
‘subjunctive II” form. This latter restriction is related to the fact that, usual-
ly, modals with an inherent permission reading (such as diirfen) do not
acquire epistemic meaning. The meaning of the subjunctive II, however,
which involves a complex indexical relation, pointing to an external condi-
tion that has an impact on the factuality value of the proposition, helps to
overrid the inherent permission reading of diirfen. Thus, in the diachronic
development of diirfen, its subjunctive Il forms — in contrast to all other
inflectional forms — were able to develop an epistemic reading (cf. Diewald
1999: 231-235).

Another exciting issue relating to both the meaning and the form of mo-
dality is its grammaticalization. Grammaticalization is defined as a process
whereby, in the course of time, lexical entities develop grammatical func-
tions, or where elements already displaying grammatical functions develop
further or more central grammatical functions. This common core of gram-
maticalization studies is emphasized in the following definition:

Grammaticalization consists in the increase of the range of a morpheme ad-
vancing from a lexical to a grammatical or from a less grammatical to a
more grammatical status, e.g. from a derivative formant to an inflectional
one. (Kurylowicz 1964: 52)

As in the above classical definition, grammaticalization research usually
takes the perspective of the individual form (or a syntagmatic combination
— a construction — of individual forms) undergoing this process. However,
as this process is always concerned with a change of the basic semiotic
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category of the item in question, i.e. from a symbolic linguistic sign (lexical
sign) to an indexical linguistic sign (grammatical sign), grammaticalization
studies are also concerned with meaning change and functional change
(Diewald 2011). This complex interaction is alluded to by Lehmann:

Grammaticalization is a process leading from lexemes to grammatical
formatives. A number of semantic, syntactic and phonological processes in-
teract in the grammaticalization of morphemes and of whole constructions.
(Lehmann 1995 [1982]: viii)

This general process is often described in terms of grammaticalization
paths. A path applying to modal elements is given in (21a) (from Lehmann
[1982] 1995: 37, simplified). (21b) and (21¢) show paths from Bybee, Per-
kins and Pagliuca (1994: 240).

(21) a. full verb > modal verb > auxiliary verb > mood marker
b. desire > intention > future > imperative
c. ability > root possibility > epistemic possibility > concessive

As a result of the intense research during the past decades, a number of
facts and assumptions on (the grammaticalization of) modals have become
widely accepted. Conversely, work on the grammaticalization of modal
verbs has provided paradigm cases of the kinds of questions arising in the
investigation of grammaticalization.

Thus we hope to have conveyed a sense of why modality is interesting.
The question that will occupy us in the rest of this article is zow one should
study modality, i.e. the methodological question.

3. Methods

The methods that are necessary for the analysis of modality are not differ-
ent from those employed in the study of similar domains, such as those of
time (tense) or aspect. The methodology also depends on the particular
issue. If one is interested in the conceptual issue, then introspection (intui-
tion) will suffice. If one is only interested in the form of modality or in the
relation between form and meaning, then there are various options. If the
modal constructions are those of one’s native language, then native speaker
intuition will again be useful. But a language is more than a speech reper-
toire of one person, judgments will vary from one person to the next, and
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individuals do not necessarily have a good sense of what is more or less
frequent. Hence corpus study comes in, especially if one is studying dia-
chrony.’ There are, in principle, two types of corpus approaches. One either
studies comparable texts for different periods or one studies the ‘same’ text
in its renderings in different periods — the comparable text vs. the parallel
text methods. If one is comparing different living languages, then there are
two options. Either one questions native speakers or one again studies cor-
pora and in the latter case one can again either use comparable or parallel
texts. A variant of the questionnaire method is the ‘specialist consultation’
method: often one does have not access to native speakers but only to
grammarians, who themselves had access to native speakers. In consulting
grammars, dictionaries or linguists, one still tries to question the native
speakers, but in a most indirect way. As current corpus approaches use
electronic bases and more or less automatic search tools, corpus approaches
can be differentiated further in terms of the role attributed to the computer.
Either the computer merely serves to find and count things faster than hu-
mans or it is allowed into undertake more complex tasks of hypothesis test-
ing and even hypthesis formation, in which case the machine is arguably
not just faster but also better than humans, at least in some respects.

Not all issues have to date been studied with all relevant methods. We
do not, for instance, know of any cross-linguistic study of modality that is
based on a questionnaire addressed to native speakers. In the rest of this
paper we will illustrate some of the issue—method combinations. In Section
4 we illustrate the role of introspection in a ‘meaning only’ approach. In
Section 5 we illustrate the role of a comparable corpus approach for a dia-
chronic ‘form only’ issue. Section 6 illustrates studies that deal with both
form and meaning. Each time we will again try to convey a sense of why
the issue is interesting.

4. Meaning only: introspection

Modality essentially concerns interesting concepts conveyed through inter-
esting forms. Maybe the earliest study of modality or at least one of the
early interesting studies of modality focuses on the conceptual issues, with-
out (much) regard of the form. The so-called Aristotelian Square, the idea
but not the representation of which goes back to Aristotle®, is a configura-
tion designed to capture relations between selected sets of categories and
negation. One of these category sets involves necessity and possibility.
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A contrarity E

N

implication contradiction implication

|

subcontrarity

not necessary

Figure 1. The Aristotelian square for modality

The A-I axis is the positive one and the letters ‘A’ and the ‘I’ are those of
Latin Afflrmo ‘1 affirm’, The E-O axis is the negative one and the ‘E’ and
‘O’ are those of Latin nEgO ‘I deny’. The A-E axis captures the universal
values and the I-O the particular ones. The universal values imply the par-
ticular ones. Thus if something is necessary, it is also possible. The values
that are diagonally opposed to one another are contradictory: they cannot
hold true or false together: something cannot be both necessary and not
necessary and it is impossible for something to be neither necessary nor not
necessary. The relation between A and E is one of contrarity, which means
that an A and an E proposition cannot be true together. When something is
necessary, then it cannot also be the case that it is impossible. The A and E
propositions can both be false though: it is perfectly fine for something to
be neither necessary nor impossible and, in that case, one would say that it
is possible. The relation between I and O, finally, has been called ‘subcon-
trarity’. The idea is that I and O cannot be false together, but that they can
be true together. This is not self-evident and it has caused problems, appar-
ently already for Aristotle (Horn 1990: 454), but the details need not con-
cern us here.

Issues relating to the Aristotelian Square have been discussed by logi-
cians, philosophers and linguists from Aristotle until today (see Horn 1990,
van der Auwera 1996, van der Auwera and Van Alsenoy 2011). Their
method is essentially intuition. One explores concepts, their implications,
the consistency of the system, and the plausibility. The important point here
is that a good part of the research is not concerned with form. It does not
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matter whether and how a language expresses the four concepts. Necessity
will imply possibility, no matter whether necessity is expressed with the
verb must or the adjective necessary. The concern is only with the concep-
tual relations. Of course, the starting point is form. Even for philosophers
and logicians, it is only because they are aware of words like must and nec-
essary in contrast with may and possible that the conceptual analysis will
engage them. And the conceptual issues easily lead to interesting questions
about form. We will come to this in Section 6.1.

It is important also to stress that the ‘meaning only’ orientation is by no
means restricted to work on the Aristotelian Square. This orientation is
present in the wide field of modal logic. Portner (2009) describes the goal
of the latter as follows:

Modal logic is concerned with better understanding the concepts of implica-
tion, necessity, obligation, and the like, especially as they occur / in patterns
of reasoning. It’s not about the meanings of the natural language expres-
sions like must, possible, and ought. In fact, in doing logic we often forget
about the words we normally use to express these concepts, since doing so
allows us to better focus on the system of reasoning itself. (Portner 2009:
10-11)

This does not mean, according to Portner (2009), that modal logic is irrele-
vant for linguistics. On the contrary, as a formal semanticist, he wants his
linguistic analysis to be as close as possible to modal logic in order to ar-
rive at a ‘linguistically realistic version of modal logic’ (Portner 2009: 29).

5. Form only, one language, diachrony: comparable corpora

Can one study form independently of meaning? The answer is positive. We
have earlier illustrated two formal features for English modals: the absence
of do periphrasis and the presence of a bare infinitive. This and other fea-
tures can be studied in isolation from semantic concerns. No doubt the de-
cision to consider verbs such as must and may but not like and see as modal
is essentially a semantic one. But apart from identifying the objects of the
study of modality as including must and may but excluding like and see,
one can focus on formal matters. Van der Auwera and Taeymans (2009) is
such a study. It is furthermore a diachronic one and it is based on compara-
ble corpora. Their formal issue is the alternation illustrated in (22) and
more particularly its history.
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22) a. She needn’t ask me.
b. She doesn’t need to ask me.

Van der Auwera and Taeymans (2009: 324) argue, for British English, that
need to was once as fond of negative polarity as need is now. This is shown
in Figure 2: in late Middle English need to was predominantly positive
polar, as it is now, but in early Modern English it was 100% negatively
polar, the way need is now.
100% -
90% -
80% -
70% -
60% -
0% W negative polarity
40% -
20% O positive polarity
20% -
10% -

0% T T T T T T T )
IME eModEl eModE2 eModE3 IModEl IModE2 IModE3 1PdE1  IPdE2

Periods

Figure 2. need to in positively and negatively polar contexts (IME ‘late Middle
English’, eModE ‘early Modern English’, IModE ‘late Modern English’,
IPdE ‘late Present-Day English’; eModE, IModE and IPdE are split up in
subperiods; there are no data for early Present-Day English)

Figure 3 illustrates another corpusbased ‘form only’ claim: the absolute
frequency, whether in positive or negative polarity context, of need vs need
to shows a marked rise and fall of need.

Their findings are based on research on corpora deemed representative —
and therefore comparable — for the relevant states of the English language.
The computer has a minor role. It serves as a machine for fast finding and
counting. The study only deals with form: nowhere in this study do the
authors discuss whether or not the patterns illustrated in (22) are perhaps
not quite synonymous. That the two need verbs are not synonymous is not
denied either (see e.g. Duffley 1994, Duffley and Larrivée 1998 for some
interesting proposals), but the study by van der Auwera and Taeymans
(2009) abstracts from this issue. As such, though, these tables may thus
only show part of the story: what steers the developments visualized.
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Figure 3. Frequency of need and need to (IME ‘late Middle English’, eModE
‘early Modern English’, IModE ‘late Modern English’, IPdE ‘late Pre-
sent-Day English’; eModE, IModE and IPdE are split up in subperiods;
there are no data for early Present-Day English)

6. Meaning and form

However valuable the study of meaning and form in isolation could be, for
linguists such studies are inherently incomplete. The reason is simple: the
linguistic sign combines meaning and form. So most linguistic studies fo-
cus on both meaning and form.

6.1. One language: introspection

The Aristotelian Square, we stressed in Section 4, is an account of the rela-
tions between two concepts, viz. necessity and possibility, and their nega-
tions. As such, it implicitly already tells us something about the kinds of
expressions languages use for these notions. For example, the notions of
possibility and impossibility are contradictory: that should mean that if a
language has expressions for both, then negating one should be equivalent
to the other. English has the adjectives possible and impossible. Thus one
would expect that not impossible is the same as possible. This expectation
is partially borne out, but not quite. Perhaps possible and not impossible are
equivalent on a semantic level, but not on a pragmatic level, see Horn
(1991). This very linguist is also well-known for a ‘conjecture’ called
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‘Horn’s conjecture’ by Moeschler (2006, in print), which says that lan-
guages tend not to lexicalize the O value (Horn 1989: 256, 1990: 458). For
at least some categories, English gives this claim some plausibility.

Table 1. The missing O phenomenon

A all always both and
I some sometimes either or
E no never neither nor
O —_ — — —

For the sets of concepts in Table 1 — interestingly all of them actually non-
modal — English indeed lacks one word O expressions. One might have
imagined O words such as nall, nalways, noth or nand, but they do not
exist. For Horn this is reason enough to express sympathy for those lin-
guists (and philosophers) that propose three term categorizations instead of
the four term categorization inherent in the Square. Put in geometric par-
lance, for the lexicon one would not need a square but just a triangle. And
Horn furthermore tries to reconcile the quadrangular and triangular views
within a Gricean framework. The essential idea, applied to the basic quanti-
fiers, is that there is no need for a nall word, for its ‘not all’ meaning is a
scalar implicature of ‘some’. Horn can thus propose a Square with three
corners, at least for the lexicon.

@ all - > no

some B » not a” 0

Figure 4. A three-cornered square

But is it true that O concepts tend not to lexicalize and is it only O that has
this property? For the first question, it suffices to go to the English modal
auxiliaries to find a special O lexicalization, i.e. the need auxiliary, as al-
ready illustrated in (22a), repeated below.
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(22) a She needn’t ask me.
b. She doesn’t need to ask me.

Different from the lexical need, as in (22b), the auxiliary need does not
have an A use, so it is fairly dedicated to the O value.’

(23) a. *She need ask me
b. She needs to ask me.

One might, of course, retort that needn 't is not quite one word, but the same
observation can be made about the E constructions mustn’t and can’t. If
these count as lexicalizations, then needn 't will also count. And since not is
very selective in cliticizing to words and, in effect, forming a new word
with its host, there is a good argument for accepting them. However, if the
forms with -n’t don’t count, then this is interesting too, for then we are
answering the second question. If mustn’t and can’t do not count, then we
have to conclude that the English modal auxiliary system does not lexical-
ize the E corner either. In any case, discussions of this kind (e.g. Lobner
1990, van der Auwera 1996 or van der Auwera and Bultinck 2001) clearly
deal with both meaning and form. O is supposed to be a meaning, a con-
cept, and we then check whether English has a word for it or not.

Note that Horn’s conjecture is not just about English. It is actually a
very strong cross-linguistic claim and, since older stages of a language
count as languages too, it also has diachronic implications. So the really
interesting test of the conjecture will have to go beyond introspection, and
target native speakers, grammars, dictionaries and specialists. There are
anecdotal claims about non-English left and right, but the systematic cross-
linguistic study remains to be done. We ‘meta-conjecture’ that Horn’s con-
jecture is quite plausible, at least as a statement about a tendency, but we
fear that it is too simple.

6.2. One language, synchrony: one mono-lingual corpus

Wirnsby (2006) is a study of modality in English and Swedish. What she
undertakes for both languages is to take a set of modal verbs, e.g. must and
may for English, and provide them with a semantic analysis. The latter goes
along two lines. First, she determines whether the modality is epistemic or
not. Second, she analyses the sentences containing the modal verbs in terms
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of semantic features of the verb (aspect, polarity, and voice) and the anima-
cy of the subject. This is interesting because it has been claimed that values
for the latter features are associated with the distinction between the epis-
temic and the non-epistemic reading. A perfective or progressive lexical
verb is, for instance, strongly associated with an epistemic reading for must.

(24)  He must have read a book. [typically epistemic]
(25)  He must be reading a book. [typically epistemic]

And non-perfective non-progresssive must is strongly associated with a
deontic reading.

(26)  He must read a book. [typically deontic]

What Wérnsby then does is to check to what extent this hypothesis holds
true. What is most interesting in this endeavor is her use of the ‘Data Min-
ing’ method and the study thus interestingly differs from Coates (1983), the
ground breaking study on English modality that contains the generaliza-
tions just mentioned in a very clear way. Coates used the computer as a
search and count machine. The claim about the relation between perfective
or progressive aspect and epistemic must is one of the generalizations that
Coates arrives at it on the basis of the observations and the numbers that the
computer helped her with. Warnsby (2006) gives the computer a more im-
portant role. The computer is fed with the relevant features and it is then
instructed to find co-occurrence patterns such that we see to what extent the
epistemic vs. non-epistemic distinction follows from the values of the fea-
tures. At least for English, it appears that the computer will indeed make
predictions that confirm Wérnsby’s own intuitions. While Coates’ comput-
er was a data gatherer, Warnsby’s is a hypothesis tester.

6.3. More languages: parallel corpora

Van der Auwera, Schalley and Nuyts (2005) is a study of the difference
between verbal and adverbial strategies of the expression of uncertainty. In
English one can use the verbs may, might and could, but one can also the
adverbs maybe and perhaps.’
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(27)  She may/might/could have seen me.
(28)  Maybe/perhaps she saw me.

The meanings of these verbal and adverbial expressions are at least very
close and we do not know how they would differ or even whether they
differ at all (see Nuyts 2001).° In van der Auwera, Schalley and Nuyts
(2005) all the epistemic occurrences of may, might, could, maybe and per-
haps in one of the Harry Potter novels were collected. The authors then
analyzed how these sentences were translated in the Slavonic languages.
The main question, deemed interesting on the basis of earlier work6, was
whether the translations used a modal verb or a modal adverb or yet some-
thing else. The results for the various Slavonic languages were then com-
pared with each other, and also with English. The computer had a minimal
role. It helped find and count the occurrences.

Interestingly, the succession of formal and semantic analysis is a little
complex, even for this simple a study. The starting point of this study was
form (five constructions), then there was semantic analysis (the identifica-
tion of the epistemic uses), then analysis of the Slavonic translations, in-
volving both form and meaning (the search for the translational equiva-
lents). Yet note that the point of the exercise was a formal one. The authors
wanted to know whether Slavonic languages differed in their preferences
for one of the other strategy, independently of semantic factors, for they
assumed that the Slavonic verbal and adverbial strategies were as semanti-
cally close to one another as the English ones. But in fact, we do not really
know whether they differ in meaning, not for English, the language whose
modal expressions have been studied most intensively, and even less so for
the Slavonic languages. So one could set it as a goal to look at the semantic
issue once more: do the various verbal and adverbial strategies have differ-
ent semantics? The chances that the relatively small data set for English
will allow us to see something that has not been noticed yet are small. But
now the English data are coupled with translational data and the entire data
set could then be the input for what is called ‘multi-dimensional scaling’,
already undertaken for other domains of meaning (e.g. Cysouw and Wiélch-
li 2011, compare also Levinson and Meira 2003). This is again a more ad-
vanced use of the machine, one that remains to be undertaken for modality.
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6.4. One language, diachrony: comparable corpora

The diachronic study of language poses a number of particular methodolog-
ical problems, which become even more pressing, when form and meaning
of such complex an issue like modal elements are concerned. Here, seem-
ingly instrumental decisions about the best approach to and processing of
data become highly relevant as they predetermine possible research results.
Among the most important general conditions and factors for diachronic
research are the following ones.

Even when focusing on only one language and its development through
time, we are dealing with distinct linguistic systems: Old High German, for
example, though being the (remote) ancestor of Modern German, is a dis-
tinct language, different from — if closely related to — the language of today.
In sharp contrast to comparative studies of modern languages, no living
speaker, and not the researcher either, has native speaker compentence of
linguistic systems of the past. Due to this trivial but important fact, several
methods available for studies of modern languages are not employable here
(the armchair method, questionnaires, qualitative interviews etc.). Instead,
the researcher has to rely on corpora and on his or her secondary (compen-
satory) competence in the older stages of a language. The latter, which
must include linguistic as well as philological and sociohistoric knowledge,
is dependent on the avaible diachronic testimony of the language. This
means that diachronic corpora play an extremely important role in the in-
vestigation of diachronic questions (the term ‘diachronic corpora’ is used
here to refer to corpora of older stages of a language in general, independ-
ent of whether they are diachronic, i.e. comprising a chronological dimen-
sion in themselves, or whether they just represent one historic layer of syn-
chrony). The situation is even more aggravated by the fact that diachronic
testimonies are typically insufficient with respect to several parameters, and
typically non-improvable. They represent the written register only and dis-
play a very restricted number of text types and registers. Their dialectal and
chronological distribution is completely arbitrary and non-homogeneous
and does not meet empirical validity standards set up by modern corpus
linguistics in any way. These deficiencies are of course correlated with the
temporal distance of the investigated stage, the degree of standardization
and further contingent historical facts (loss of documents through fire etc.).
As a rule of thumb, we may say that the older the language, the more defi-
cient the available corpus data.
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Notwithstanding these problems, there is no way around the use of ade-
quately laid-out corpora for diachronic linguistics. In particular, it is not
sufficient to rely on a number of selected illustrative phrases, which have
been handed down by philologists and quoted in every textbook or gram-
mar for decades, to set up hypotheses on a diachronic linguistic situation.

Some remarks on diachronic research on modal verbs and their gram-
maticalization may illustrate what is meant here. As mentioned in earlier
sections, it has become common knowledge that modal verbs (or their pre-
modal ancestors) undergo a unidirectional change from non-epistemic to
epistemic functions, whereby the latter become integrated into closed set
paradigms encoding factuality judgments and even functions typically as-
sociated with verbal mood (optative, hortative, directive, subjunctive, con-
ditional etc.). These results have been attained cumulatively by a number of
detailed corpus studies, e.g. the study on the grammaticalization of the
German modals by Diewald (1999). Only through a thorough investigation
based on a sufficiently large selection of diachronic texts was it possible to
show that the present-day system of the six modals diirfen, konnen mogen,
miissen, sollen and wollen was built up only gradually during the history of
German, and received its basic outline as late as at the end of the Early
New High German period. In earlier stages, we are confronted with differ-
ent oppositions between the members of the respective modal systems.
Furthermore, the number of the members in those systems of (pre-)modal
elements was by no means identical with one of the present-day system
consisting of the above mentioned six modals. Thus, in Old High German,
the system was composed by three to four members (i.e. mugan, sculan,
wellen and — peripherally muozzan), representing contrasts between sub-
types of none-epistemic modality. Kunnan and thurfan were extremely rare
at that period, were mainly restricted to their lexical meaning and did not
participate in the modal system This statement could only be arrived at by
extensive corpus-driven study of the Old High German data (see Diewald
1999: 295-431). In contrast to this, earlier investigations based on a very
limited number of handed down text book examples, which were adopted
without testing, assumed that the present-day system was a mere success-
sion of a similar older system, the only difference being that individual
modals, due to semantic change, occupied different places in the respective
system-internal oppositions. Even an otherwise illuminating study on the
development of the German modals like the one by Bech (1951), due to
lack of corpus research, erroneously assumes a six-member system of (non-
epistemic) modals for Old High German.
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Thus the necessity of working with corpora in diachronic linguistics is
undeniable, and the methodological challenges confronted with when set-
ting up diachronic corpora are to be taken very serious. The case of German
is particularly interesting, in this respect, too. Though German is a well
studied language, the availability of diachronic corpora is still not satisfac-
tory. Even though historical texts have been digitized, and there are a num-
ber of text collections of different sizes and formats, there are neither com-
mon standards for digitization, meta-information, or text annotation; nor are
there commonly used, unified search interfaces. Furthermore, many of the
digitized texts are not available to the general public. A large project called
DeutschDiachronDigital (DDD) aims at creating a generally available, uni-
fied resource with common standards and search programs (cf. e.g. Lii-
deling et al. 2004), but its resources are not yet available. To compensate
for this gap at least partially, a (new) small diachronic text corpus, called
‘kali-korpus’  (http://www.gabrielediewald.de/index.php/kali-korpus), was
set up recently, which focuses on research questions in grammaticalization
studies, and is oriented towards common standards and formats of digitiz-
ing and annotation. Leaving aside technical details, some features of that
corpus are mentioned here as an illustration of typical questions and prob-
lems (and their solution) in diachronic corpora.

In the kali-korpus, the (partial) morphological annotation, which focuses
on verbal categories, encompasses all verbal units (finite and infinite) in
their occurrences through all documented periods. The morphological an-
notation parameters determine a hierarchical tag-set containing the gram-
matical categories of finiteness, inflection, tense, mood, person, and num-
ber (cf. Diewald, Lehmberg and Smirnova 2007). Each verbal token is
analyzed and tagged with information regarding person, number, tense and
mood. In addition to this the matching headwords and translation terms —
we are dealing with different, diachronically separated languages — are
added to each token. With this homogeneous morphological and semantic
annotation, all forms and meanings of verbal elements can be easily found
and diachronically compared.

While the study on the grammaticalization of modal verbs (Diewald
1999), still had to resort to the traditional, time-consuming method of ex-
tracting and counting each token manually, more resent studies on the rise
of evidential markers in German (Diewald and Smirnova 2010) were able
to make use of this research tool, which proved extremely useful for finding
and counting relevant forms, and, in addition, it helped identifying linguis-
tic contexts for the developments under investigation.
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7. Conclusion

Modality, so we hope to have shown, is interesting and difficult. The issues
concern meaning and form, they are language-specific and cross-linguistic,
and they relate to synchrony as well as diachrony. A variety of methods
offer themselves. They can take the linguist from the armchair to the com-
puter screen, to questionnaires, grammars, dictionaries, to ready-made cor-
pora and to texts to be treated for corpus inclusion.

Notes

. Both authors are grateful to the Belgian Federal Government (IAP-grant P6/44
on grammaticalization and (inter)subjectification).

. In addition to monosemy and polysemy, there is also homonymy and indeter-
minacy (gradience) and even if one is of the opinion that these distinctions are
not that important (as in the semantic map approach, e.g. van der Auwera and
Plungian 1998), one has to say why they would not be that important. So it re-
mains an issue.

. As Bernhard Wilchli points out, rightly so, historical linguists also engage in
reconstucting forms and meanings. The work they are doing is not corpus lin-
guistics in the modern sense, but they always start from corpus attested form
meaning correspondences.

. The representation is taken to have introduced by 2™ century Apuleius of
Madaura (see Londey & Johanson 1987).

. It should be kept in mind that there is a fundamental functional difference
between lexical signs on one hand and grammatical signs on the other. This
means that even if there is little difference in meaning between an adverbial
expression of epistemic meaning and a grammaticalized epistemic modal, the
semiotic status of the signs in question, and thus their function, differs marked-
ly (Diewald 1999: 13-19, 46f.).

. The adverbs may or may not grammaticalize from verbal constructions, as is
the case for maybe, but not for perhaps. This distinction is irrelevant for our
point though.
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The making of a festschrift, is it a ritual?

Andrea Ender and Bernhard Wdlchli

“The gestures which we sometimes call empty are perhaps in fact
the fullest things of all.” (Goffman 1967: 91)

1. Introduction

As has been known at least since the times of Wilhelm von Humboldt, lan-
guage has two sides, the product (ergon) and the process (energeia).!
Pragmatics is the study of how to do things with words and it is applied
here in a domain where the process is particularly opaque in contrast to the
open accessibility of the product. There are hundreds of festschrifts in any
university library, but hardly any studies of how festschrifts are made.

According to Goffman (1967: 91), an environment “is a place where it
is easy or difficult to play the ritual game of having a self.” In the environ-
ment of scientific publications the ceremonial activity of making a fest-
schrift is not undisputed. According to many actors on the scientific market
place, festschrifts violate modern scientific order, like, according to
Goffman (1967: 141) common criminals offend the property order, traitors
the political order, and incestuous couples the kinship order. For the field of
geography this is stated plainly in Wirth (1995: 13), who argues that there
are not enough good journal publications because renowned authors are
urged to write articles for festschrifts. According to Wirth, festschrifts —
originally a well justified product of social interaction of scientists — have
become an empty ritual (bedeutungsentleertes Ritual) and an annoying
routine obligation. Another author portrays festschrifts in an even more
radical way as “obscene performances in which someone is declared the
party animal (Festsau) so that s/he can be roasted on a spit” (Keazor 2002;
translated by the authors).

Such ceremonial profanations of festschrifts are a potential threat to the
face of a festschrift editor. It clashes with Goffman’s (1967: 91) postulate
that “[t]he environment must ensure that the individual will not pay too
high a price for acting with good demeanor and that deference will be ac-
corded him.” In this paper, the conditions and contextualizations of the
editors’ activity will be considered, as well as the processes and practices of
social interaction that are involved. The basis for our considerations is Iwar
Werlen’s definition of the ritual as an expressive institutionalized action or
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sequence of actions (“expressive institutionalisierte Handlung oder Hand-
lungssequenz”, Werlen 1984: 81). We will examine the symbolic nature of
the festschrift, yet mostly concentrate on the intentions and the actions per-
formed by the editors that redact a festschrift felicitously or non-defectively
in a broader pragmatic sense (cf. Austin 1962, Searle 1969). In doing so,
we try to answer the question to what extent the making of a festschrift can
be considered a ritual in scientific communities.?

We will first engage in a discussion of the two terms “festschrift” and
“ritual” (Sections 2 and 3), before possible ritual aspects in the making of a
festschrift are examined according to the three major domains “action”,
“expressivity”, and “institutionalization” of Werlen’s approach (Section 4).
Section 5 is dedicated to the manner of performance, which is especially
relevant for festschrifts. Finally, Section 6 presents our concluding remarks
to the question “Is the making of a festschrift a ritual?”.

Our method is empirical and we are trying to combine emic and etic ac-
counts, to use the terms of Pike (1967). Being in the process of editing a
festschrift ourselves, we can try to monitor our own behavior and under-
stand the underlying reasons. Participant observation is considered a very
valuable approach in the study of complex cultures of communication
where speech events are not only public and predefinitions may be implicit
and therefore not directly accessible (Werlen et al. 1992: 8). A further ma-
jor source of data is an anonymous electronic questionnaire which has been
completed by 31 editors of festschrifts from eight different countries in the
field of linguistics and the philologies (1987-2012, 87% of these fest-
schrifts published in the 21th century). An outsider’s perspective is provid-
ed by a more festschrift-distant academic population in Vancouver, where
students and scientific staff have been asked to provide spontaneous defini-
tions of the term “festschrift”. Finally we use a discourse analytical ap-
proach to publicly accessible documents that discuss festschrifts. Interest-
ingly, there is comparatively little public discourse on festschrifts, given
that the product itself is a written publication. A major source is Zillig’s
(2004) novel Die Festschrift. While our material thus assembles a variety
of emic accounts (behavior considered meaningful to the actors) it is diffi-
cult to arrive at an etic, ‘culturally neutral’ account. In our view this can be
approached only by combining a wide range of different data sources with
different kinds of actors involved. However, we have to emphasize at this
point that there is no neutral point of view when it comes to writing on the
topic of festschrifts; the very publication of a paper about festschrifts in a
journal (as Wirth 1995) renders the taking of a negative attitude likely.?
From the point of view of journals, festschrifts are a nuisance. However,



The making of a festschrift, is it a ritual? 145

the publication of a paper in a festschrift — as is the case in the present con-
tribution — makes it impossible to take an entirely negative stance.

2. What is a festschrift?

Is the category ‘festschrift’ best conceived of as a classical Aristotelian
category with a set of necessary and sufficient properties or is it rather a
prototype whose instantiations exhibit family resemblance? To provide an
answer to this question, one item in the questionnaire was concerned with
the necessary features of a festschrift. Participants were able to select from
the following items: tabula gratulatoria, a list of publications of X, a photo
of X, a CV of X, the closest relatives of X have to be mentioned, and at
least one humorous article (here and in the rest of the text, X refers to the
person to be honored by a festschrift). The results displayed in Figure 1
show that festschrift editors do not agree about necessary properties of fest-
schrifts.

Tabula gratulatoria

List of publications B certainly
Photo Brather yes
oV Drather no

Ocertainly not

Mention of relatives

Ono answer

Humor

0% 20% 40% 60% 80% 100%

Figure 1. Necessary features of a festschrift according to festschrift editors (n=31)

For a festschrift, it seems rather unclear what the true ‘associates’ in the
sense of Hawkins (1978: 123) are.* One respondent even wrote: “I think
there are very little necessary features. Conditions vary from case to case.”
Most informants agree that a photo should be in place. However, it is
not obvious what the concrete function of a photo in a festschrift is. Taking
into consideration the framework of visual interaction (Kress and Van
Leeuwen 1996), we can note that the represented participant (the person
depicted) is different from the interactive participants (people communi-
cating with each others through images), except in the very special case of
the honoree looking at his own picture in the festschrift. How special pho-
tos in festschrifts are becomes most obvious when considering pictures that
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are not well suited for festschrifts, such as the photos (a) and (b) in Figure
2. Traditional pictures in festschrifts like (c¢) often show the honoree look-
ing directly at the viewer. According to Kress and Van Leeuwen (1996),
this may serve the purpose of a relation of admiration for, and identification
with, a hero. However, such a relation does not arise, if the honoree is de-
picted together with two other people having fun at a conference reception
as in Figure 2 (a). Another option often chosen is to show the honoree at
work. Yet the photo in Figure 2 (b) with the honoree at work discussing
different issues with two different people at a conference with an empty
glass of wine in his hand is not the kind of photo expected in a festschrift.
Such pictures do not evoke connotations of a devotional purpose (cf. Belt-
ing 1990: 57). Needless to say, all three photos are too small for usually-
styled photos in a festschrift and this makes them performatively infelici-
tous and defective (cf. Austin 1962, Searle 1969).

(@) (b)

Figure 2. (a) and (b) Two photos of a honoree not appropriate for a Festschrift, (c)
traditional picture in a festschrift

One property often associated with festschrifts is the tabula gratulatoria, i.e.
a list of colleagues and friends who send their best wishes to the honoree.
However, the following quotation shows that one of the authors contacted
for a potential contribution did not take for granted that every festschrift
contains a tabula.

I’'m afraid I am totally overcommitted at the moment...and will not be able to
contribute to the Festschrift. I would, however, like to add my name to any
tabula gratulatoria that you may wish to include. [our emphasis]

Adding to the confusion is the fact that untypical festschrifts are often con-
sidered excellent members of the category festschrift. The festschrift re-
fusenik (Festschriftverweigerer) Hans-Martin Gauger received a collection
of linguistic anecdotes (Koch et al. 1997) for his 60" birthday, which is
argued to be a substitute for a festschrift (Festschriftersatz), but not a sur-
rogate festschrift (Ersatzfestschriftf). However, it does contain a tabula grat-
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ulatoria. Another linguistic festschrift is termed “eine etwas andere Fest-

schrift” (a somewhat different festschriff) or a “Fastschrift” (germ. fast

meaning ‘almost’) and in one case, somebody received a festschrift on the
occasion of 65 and a half years, a very special festschrift for a very special
person. Finally, the Studies out in left field: defamatory essays presented to

James D. McCawley on the occasion of his 33rd or 34th birthday, edited by

Zwicky et al. (1971) break a vast number of festschrift conventions.
Examining the spontaneous definitions of four linguistic professors, four

PhD students and one graduate student from Vancouver a few recurrent

elements can be found:

— the dedication: in honor of, celebration of,

— the status of the honoree: still living (usually well-known) individual, a
much-loved scholar, someone who has done a lot of work/important re-
search, respected academic,

— the type of publication: a book, a collection of writings/papers/articles,

— the authors: students (and sometimes colleagues), students and friends,
former students and current colleagues.

From this list, the defining element “in honor of”’, being mentioned five
times, seems to be of great importance. Interestingly, nobody included the
occasion for which such a volume is collected. The notion of festschrift
thus seems to be neither a classical Aristotelian category nor a prototype
since non-prototypical instances are sometimes considered the best instan-
tiations of the category. In a way, it is a rather rainbow-type category: the
best member of the category is always out of reach wherever you are.

A very promising line of research in clarifying the notion of festschrift
is the diachronic one. For the study of rituals, the making of festschrifts is
of particular interest because even if their products are books, they are per-
formed without written instructions. This favors unconscious diachronic
change: “The illiteracy of the tradition may favor changes in rituals which
remain unnoticed by the ritual community” (Werlen 1984: 63).

The only substantial contribution to this field that we are aware of is the
pioneering work by Wardenga (1995), who writes about the development
of geographical festschrifts in Germany from 1893—1968 based on a sample
of 117 festschrifts. Wardenga identifies three major types of festschrifts
which form a diachronic chain: disciple-festschrift (D), disciple-and-
friends-festschrift (DF) and disciple-friends-and-colleagues-festschrift
(DFC). (Note, however, that the traditional Latin name for festschrifts —
liber amicorum ‘book of friends’ — testifies to the fact that the distinction
between disciples and friends is far from clear.) D remains dominant until
the 1920s. Its main function is to demonstrate the scientific productivity of
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a school. Symptomatic for this period is that critical approaches to the work
of the scholar to be honored are consequently avoided (Wardenga 1995: 5).
The DF has become common after World War 1. In this period, festschrifts
are often used as an instrument in scientific politics. Characteristic for the
DFC in the fifties and sixties is the subtle depersonalization which goes
hand in hand with a significant quantitative increase (the Mehrfachfest-
schrift — several festschrifts for the same scholar for various birthdays —
becomes more common). The thematic range of the articles in a festschrift
becomes broader and begins to say more about the contributing authors
than the scholar to be honored. Wardenga sketches a diachronic develop-
ment: in D we find a subordination of the authors under the supposed prin-
ciples of a school, in DF, the work of the scholar to be honored represents
the basis which the articles draw from. Finally, in DFC we encounter a
complete individuality of the contributions with a high degree of heteroge-
neity which, in turn, makes it increasingly difficult to see distinctive prop-
erties of particular festschrifts.

There is no solid evidence of the extent to which similar developments
can be observed beyond geographers’ festschrifts, but it is not unlikely that
Wardenga’s typology is also valid in many other fields. In linguistics, some
authors still seem to have in mind the DF model, but eventually tend to
perform according to the DFC model. One contributor of the present vol-
ume first asked us for a list of publications of the scholar to be honored. In
the paper submitted by him, however, he did not refer to the honoree. In the
present volume 50% of the contributions do not contain a reference to the
scholar to be honored. A review of a festschrift written by somebody who
has also received a festschrift starts with the following words (translated by
the authors): “Festschrifts [...] very often suffer from the heterogeneity of
the contributions, because the personal relations to the honorees (and to one
of their very often manyfold interests in research) seem more important
than the thematic coherence of the volume.”

However, at least in the field of linguistics, it seems that Wardenga’s ty-
pology is not fully sufficient to account for contemporary festschrifts. The
new trend — the current volume exemplifies this — is to turn festschrifts
entirely into thematically defined collections of articles which are distin-
guished from ordinary collections of articles solely by the range of authors
included and by their publication on the occasion of a certain birthday. In
the clash of the older DFC model and the actual requirements for higher
thematic and formal coherence proclaimed by the publisher, the publisher is
normally the winning party. This entails that the contributors of a festschrift
cannot any longer be the set of closest friends of the person to be honored.
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If festschrifts become increasingly indistinguishable from ordinary col-
lections of articles, the question arises as to whether they differ in quality.
This seems to be a major concern for some publishing houses and series’
editors, who are increasingly reluctant to accept festschrifts. The fact that
festschrifts are treated unfavorably is also observable in the following re-
mark of an editor: “The publisher explicitly wanted us to avoid the term
‘festschrift”.”® This negative attitude on the part of publishers diverges from
the emic perspective of festschrift editors. When asked “Do you think an
average festschrift (not the one edited by yourself) has the same academic
quality as any other average collection of articles?” 48% answered ‘rather
yes’ and 39% ‘rather no’ (6.5% both for ‘certainly no’ and ‘certainly yes’).
In this respect, a mocking evaluation of the quality of papers in festschrifts
in Zillig’s novel is thought-provoking:

Generally, it must be said that the kind and number of mistakes and oddities
that appeared in the contributions implied that a large number of authors
were confident that their sloppy manuscripts would turn into theological pa-
pers adhering to a certain scientific standard under the control of the editors.
There were innumerable violations against all principles of scientific compo-
sition such as they are considered imperative, as a matter of course of under-
graduate students’ term papers. (Zillig 2004: 36; translated by the authors)

Regardless of the question about the general quality of papers, the editors
are aware of the publisher’s resentment. In answer to the question “Do you
think it has become more difficult to publish a festschrift nowadays as op-
posed to earlier?” 22% marked ‘certainly’ and another 52% °‘rather yes’,
whereas only very few editors think that is has rather not (19%) or certainly
not (7%) become more difficult to publish a festschrift.

3. Whatis a ritual?

The term ritual is used in quite different ways in distinct research traditions.
According to Goffman (1967: 57), the “ritual represents a way in which the
individual must guard and design the symbolic implications of his acts
while in the immediate presence of an object that has a special value for
him.” Goffman’s approach is inspired by French religious sociology
(Durkheim), but he applies the notion of ritual to modern secular living,
where the individual “stubbornly remains as a deity of considerable im-
portance” (Goffman 1967: 95). Adopting Goffman’s extensive approach,
Werlen (1984) discusses the notions of ritual in such different fields as
cultural anthopology, sociology and social psychology in a comprehensive
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manner, which leads to a formulation of his own definition of rituals as
institutionalized expressive acts. The notion is applied empirically in two
highly distinct domains: the Roman mass and the beginnings and endings
of everyday conversations. The aim of Werlen’s approach is to be inclu-
sive, “to describe a large set of acts that are structurally similar, but other-
wise quite different” (Werlen 1984: 89; translated by the authors).

While adopting Werlen’s definition, Antos (1987: 12) criticizes Wer-
len’s approach for being too inclusive. According to Antos, the expressive
aspect of rituals is characterized by a set of indicators such as the suspen-
sion of the sincerity condition, lack of informativity and formulaity. Antos’
material are opening words (Grussworte) in festschrifts by which he does
not mean the academic festschrifts discussed in this paper, but commemora-
tion of anniversaries, jubilees or other important events where politicians
and other public figures address the participants, praise the event and thank
those responsible for its organisation. In our view, Antos’ approach, while
well-suited for the material he treats, is too narrow for a general discussion
of rituals. For our purposes, for instance, it would be highly problematic to
apply the suspension-of-sincerity-condition to academic festschrifts. We
have some difficulties imagining that a team of editors can edit a festschrift
without having the intention of sincerely wanting to honor a scholar.

While being quite inclusive, Werlen (1984: 72) excludes the ethological
notion of ritualization in biology coined implicitly by Tinbergen (1952) and
explicitly by Huxley (1966). Hereby, he differs from Haiman (1994: 5),
who claims that ritualization both in ethology and anthropology describes
“the very general process whereby phylogenetically instrumental actions
are emancipated from their primary motivation and free to serve a commu-
nicative function instead”. In our view, Haiman’s approach is primarily
ethological: he shows convincingly that the ethological notion of ritualiza-
tion can be applied with great profit to the diachronic study of language.
Effects of ritualization in language, according to Haiman, are grammatical-
ization and double articulation (the smallest meaningful signs are made up
of still smaller units which are themselves meaningless).

In this sense, Haiman understands ritualization as the acquisition of
meaning: ritualization is the creation of language (such as the stylized
searching behavior of bees at food sites which then evolves into bee lan-
guage). The instrumentalization entails a codification with a fixity of form.
He conflates, though, the opposition of ritualization and imitation that other
researchers make in search of the human predisposition for acquiring lan-
guage and other symbolic behavior (Tomasello and Camaioni 1997).
Whereas, in their reasoning, ritualization is “basically a kind of social
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‘shaping’ process in which each participant learns the effects of his or her
behavior on the other’s behavior, sometimes in a complex sequential pat-
tern” (Tomasello and Camaioni 1997: 12), imitative learning involves bidi-
rectionality and therefore also an understanding of the intentions of others.

However, Werlen (1984: 72) is certainly right in warning of an applica-
tion of the ethological notion of ritualization for the description of cultural-
ly determined human rituals. He points out that stylized kisses in rituals
would be ritualized ritualizations in an ethological perspective, since kisses
are explained as dysfunctional breeding behavior by ethiologists. However,
knowing why human beings started to kiss is of little interest for under-
standing kisses in rituals.

In the socially and culturally determined view, some behavior may be
considered a ritual if “it follows patterned routines; it is a system of signs
that convey other than overt messages; it is sanctioned by strong expres-
sions of moral approval; and it has adaptive value in facilitating social rela-
tions” (Firth 1972: 29-30). In the introduction to a recently edited volume,
Senft and Basso (2009: 2—3) define ritual communication as “artful, per-
formed semiosis, predominantly but not only involving speech, that is for-
mulaic and repetitive and therefore anticipated within particular contexts of
social interaction” and assemble publications on a wide range of “ritual
events as sites of challenge to traditions and to existing power relations”.

Bearing all these considerations on festschrifts and rituals in mind, it
seems promising to consider the making of a festschrift according to Wer-

9

len’s domains “action”, “expressivity”” and “institutionalization”.

4. Ritual aspects in the making of a festschrift
4.1. Action

Ritual in Goffman’s sense implies deliberate action. Accordingly, Werlen
(1984) views the kind of action involved in rituals as generally volitional.
However, “[t]he predefinition of voluntariness does not mean that the per-
former in a ritual acts fully consciously or unforcedly” (Werlen 1984: 81;
translated by the authors).

The person taking part in a ritual becomes involved with the specific realm
and reality of the ritual; often, her obligation is not to be convinced of
something, but to perform the right action at the right time. However, it may
be the case that the performer in the ritual is not aware of the sense of his or
her action or does not want to know its sense. Nevertheless, rituals are not
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omitted, sometimes due to sensations of fear from deities or similar reasons.
(Werlen 1984: 62; translated by the authors)

Deliberate choice and specific expectations of the environment do not ex-
clude one another. However, not every person is completely free to decide
that s/he wants to edit a festschrift, unless s/he wants to conflict with the
“doctrine of the Infelicities” of festschrifts, “the things that can be and go
wrong” (Austin 1962: 14). Therefore, there must be a certain scholar who
can be honored with a festschrift and this person must be in a very specific
period of his or her life. Furthermore, there must be the intention of honor-
ing this person and there must be the knowledge or the presupposition that
this person will feel pleased and honored by a festschrift.

The very presence of such conditions can be reason enough for certain
individuals to feel pressured. But is there, in the community, some general-
ly received opinion as to who is responsible for compiling a festschrift? To
explore this question, our questionnaire contained the item: “Who — in your
opinion — is obliged to edit a festschrift for X?”” One respondent hasted to
point out that “‘to be obliged’ is too strong!”, hereby emphasizing the mo-
ment of deliberate choice. A point in favor of our formulation of the ques-
tion is that Goffman (1967: 50) speaks of obligation as well: “an obligation
which is felt as something that ought to be done may strike the obligated
person either as desired thing or as an onerous one, in short, as pleasant or
unpleasant duty.” Koch et al. (1997: 10-11) take for granted that the edit-
ing of a traditional festschrift cannot be fun: “By the way, we do not want
to conceal that making the festschrift was not only hard work, but that we
also had a lot of fun editing this booklet. This would certainly have been
different with a real festschrift.” These considerations might suggest that
only the explicit early rejection of a festschrift by a scientist could disam-
biguate the situation and eliminate the duty for action to be taken by those
feeling responsible. The answers to our questionnaires suggest that this
attitude is mistaken. When asked “Do you envy colleagues whose elder
colleagues explicitly stated that they would never like to get a festschrift?”
63.3% answered ‘certainly not’, 33.3% ‘rather no’, and only 3.3% ‘rather
yes’. One respondent wrote “It is fun making a festschrift but people should
not feel pushed [...] better no festschrift than a forced one”. However, the
question arises as to the conditions you feel pushed by or whether or not
you can choose to be pushed. The results (Figure 3) suggest that there is a
high amount of indeterminacy as to who is considered responsible. The
large amount of “gray answers” (rather yes, rather no) point at a diffuse
perception of obligation.
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Current assistants

B certainly
Former students
W rather yes
Current PhD students
Drather no

Younger colleagues

Ocertainly not

First one suggesting Ono answer

0% 20% 40% 60% 80% 100%

Figure 3. Who is obliged to edit a festschrift? (n=31)

This can lead to situations where several teams of editors independently
start feeling responsible for initiating the process. This is nicely described
in Zillig (2004: 19).

It seems that in the emic perspective of festschrift editors, the opinion
prevails that the decision to edit a festschrift is a deliberate one. To our
question “Did you feel pressured by your environment to edit a festschrift
for X?7” 45% answered ‘certainly not’, 26% ‘rather no’, 23% ‘rather yes’
and 6% ‘certainly yes’. This could be expanded by an etic approach where
the probability of festschrifts given typical felicity conditions (65" birth-
day® of professors) is modeled statistically. If people were able to choose
completely freely, festschrifts viewed as statistical events would have to be
distributed completely at random. Without having carried out any further
investigations it seems obvious to us, however, that festschrifts are not ran-
domly distributed over 60 or 65-year-old professors. If there is no random
distribution, what are the relevant factors? As already pointed out by War-
denga (1995: 4), there is no obvious correlation between the importance
and impact of a scholar and the probability that s/he will be honored with a
festschrift. Yet it is apparent that festschrifts occur in hotbeds and as outli-
ers (these terms are borrowed from areal typology, see Nichols 1992: 131).
In certain populations festschrifts are endemic. For instance, if you are a
professor in Slavic studies in Germany, it is much more likely that you will
be honored by a festschrift than if you are an average linguistic typologist.
An important factor seems to be the local network. If your elder colleague
at your department receives a festschrift, this seems to function as a booster
to raise the awareness about festschrifts and can drastically increase your
chance to receive one yourself. Unfortunately, there are no epidemiological
investigations of festschrifts, as far as we know.

Scientists are highly responsible-minded people. They are well aware
that certain things have to be done whatever the costs and whoever does it.
Hence an important question is the editor’s belief whether her or his action
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was absolutely necessary for the successful editing of a festschrift. Interest-
ingly, the answers to the question “Do you think there would have been a
festschrift for X if you had not helped edit one?” are rather equally distrib-
uted (19% ‘certainly yes’, 23% ‘rather yes’, 32% ‘rather no’, 26% ‘certain-
ly no’).

A further concern is whether or not the editors benefit in some way from
the work effort on their behalf. We therefore asked: “What effect does/did
the festschrift have for your academic career?” For 37% it was ‘rather posi-
tive’ and it was not perveiced as negative by anybody, but for the majority
it made no difference (63%). 13% answered that the editorial work ‘certain-
ly’ helped to enlarge their academic network, 39% ‘rather yes’, 42% ‘rather
no’ and 7% ‘certainly not’. The large proportion of editors who did not
profit from editing a festschrift in their self-reporting shows that self-
interest cannot be the dominant motivation to edit a festschrift. On the other
hand, it is important to note that it is a game where you do not run a risk of
losing much. A danger seems to be, however, sporadic risks of severe per-
sonal conflicts with potential contributors “because they did not like the
concept of the festschrift” (mentioned four times with one person) and es-
pecially “because you had not asked them to contribute to the festschrift”
(mentioned six times with one person and once with two persons).

4.2. Expressivity

A ritual is expressive in the sense that the performed action A stands for a
certain ‘content’ B (Werlen 1984: 83). As far as festschrifts are concerned,
the question arises as to what the collection itself represents or, put differ-
ently, what festschrift editors want to express when making a festschrift. In
the questionnaire we asked “Why did you edit a festschrift for X?” and
suggested the following possible motivations: (a) to thank X that he/she
helped you with your academic career, (b) to show that you belong to the
school initiated by X, (c) because X had always been very fair to you, (d) to
express that you think that X is a distinguished scientist, (¢) because it
would be a shame for X not to get a festschrift, (f) because it would be a
shame for you if you had not been able to edit a festschrift, (g) to show
your environment that you are among the closest friends of X, (h) because
you thought X would be very happy to get a festschrift. Other reasons
could be filled in manually.



The making of a festschrift, is it a ritual? 155

Help with career

Member of school

Fairness W certainly
Distinguished scientist W rather yes
Shame for X Drather no

Shame for me Ocertainly not

Friendship Ono answer

To make X happy

0% 20% 40% 60% 80% 100%

Figure 4. Why did you edit a festschrift for X? (n=31)

Figure 4 shows that the motivations are highly diverse. They can be said to
be both scientific and non-scientific at the same time. For most editors,
making a festschrift is first and foremost an expression of distinct acknowl-
edgement for the honored person’s scientific merits. However, making a
festschrift is also making a gift in a plain, non-metaphorical way. It is
viewed as a recompensation, as an “antidosis”. This is also in line with
some of the editors’ comments like “I thought it would be a gesture of per-
sonal friendship as well as a professional one.” or “X is a good friend, and
would be pleased to receive a Festschrift”. This is well in line with
Goffman’s (1971: 63) notion of positive rituals that “affirm and support the
social relationship between doer and recipient” similar to the utang na loob
relationship in Philippine culture (Dolan 1991: 89).”

As expected, the commitment to a school is no longer as dominant as it
used to be for festschrifts in earlier times, neither is plain friendship a dom-
inant motivation. Furthermore, an act need not necessarily be a symbol by
itself. It is also possible that an action is taken only because the absence of
that action could be interpreted in a particular way which must be avoided.
The question thus arises as to whether somebody loses face if there is no
festschrift, given that the felicity conditions for making a festschrift are
met. If this is the case, the question then becomes “who loses face?”: the
person who is not honored or the person who was expected to produce a
festschrift but did not do so. According to the perception of festschrift edi-
tors, the opinion prevails that there is a much higher danger that the person
to be honored loses face. This is remarkable since this assumption presup-
poses a model where scientists are not directly in control of their reputation
by their actions alone. One editor mentioned “it was important to raise the
status of the subject within the university” as a major reason for making a
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festschrift. A successful scientist is expected to bring up disciples who still
respect her/him if s/he advances in age. Yet this attitude is not compatible
with the view expressed in the ceremonial profanation example provided in
the Introduction, which suggested that editing a festschrift is a bold attempt
by impertinent greenhorns to see themselves as a distinguished teacher’s
equals.

Most of these reasons are not overtly stated in the final product and can
only be inferred from common knowledge of the editor(s) and the honoree,
as well as the conventional meaning of a festschrift. Reformulating a pas-
sage from Searle (1969: 60-61), this would mean that the editor “intends to
produce a certain illocutionary effect” (i.e. celebrate, thank, please, etc. the
honoree) by means of getting the honoree “to recognize his intention to
produce that effect, and he also intends this recognition to be achieved in
virtue of the fact that the meaning of the item he utters” (i.e. the festschrift
he produces) “conventionally associates it with producing that effect”.

Only 16% of the honorees in our sample ever mentioned to somebody
that s/he would like to have a festschrift before the festschrift was planned.
And only 26% of the editors asked a relative of the honoree to find out
whether s/he would be glad to receive one. Therefore, we have to assume
that most of the festschrifts are tackled only with the general assumption
that the honoree will be pleased.® This only gives a very general impression
— regarding the costs it takes for the donor(s) — about the general meaning-
fulness of this gift and its anticipated positive acceptance.

The symbolic nature of festschrifts bears yet another dimension. The is-
sue is not only what the editors want to express, but also the extent to
which the crafting of a festschrift as a ritual symbolizes a major change in
the environment where it is performed. We know from frame semantics
(Fillmore 1985) that concepts are difficult to detach from the frame they
evoke, which encompasses the cultural context in which concepts are ap-
plied. In a way, a festschrift ritually re-enacts the loss of power of a scholar
when retiring at the age of about 65 years. Especially in Central Europe,
where festschrifts are most vital, professors forfeit most of their power to
influence the carreer of younger scholars when retiring. They gradually
have to stop applying for research projects and supervising PhD students
and they do not teach any longer. And most importantly, they have to va-
cate the chair they were holding which bears major consequences for many
other people affiliated with that chair. The festschrift is thus a ritual cele-
bration which confirms that the spirit of a scholar has been passed to others,
who still hold power somewhere else and hence, the original power will not
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be lost. In a society where scholars would not retire, festschrifts would not
make much sense.

Another important aspect of expressivity in festschrifts pertains to indi-
rect communication. It is a characteristic of many festschrift contributions
to contain hidden allusions. Zillig (2004: 37) gives a marvellous example: a
contributor in a theological festschrift begins his article with an example
from a women’s magazine to allude ironically to the merits of the honoree
in establishing a center for feministic theology and the theology of minori-
ties. For obvious reasons, we cannot refer here to the hidden allusions in
the present contribution and elsewhere in this volume.

4.3. Institutionalization

There needs to be a certain amount of social agreement that a collection of
writings, i.e. a festschrift, is a recognizable way of honoring and celebrat-
ing a person in order to make a festschrift a felicitous gift, both for the do-
nor and the presentee. “Ritual behavior requires cooperation with one’s
peers in treating something as a natural fact when it is merely a social fact;
it requires acquiescence to social conventions and thus constrains interact-
ants’ freedom to act” (Basso and Senft 2009: 10). We therefore want to
consider how academia provides the contexts for the meaning and the mak-
ing of festschrifts so that the procedures seem to become formalized
enough to be perpetuated from one generation of scientists to the next.

Ritual is associated with repeated action. According to Mead (1973: 90),
“it is of the essence of ritual that those who participate in it have participat-
ed before.” However, most festschrift editors have edited only a single fest-
schrift (77.5% in our sample, 13% twice, 6.5% three times, 3% more than
three times). Haiman (1994) and Leach (1966) argue that one may be a
novice in ritual performance. But, “the stability of the form of the ritual
through time is dependent on the fact that it is familiar to most of the ac-
tors” (Leach 1966: 407) or in other words, “it is essential that those who
participate are following a model that has been established (perhaps by
others) who have participated before” (Haiman 1994: 23, parentheses as in
original).

But how does a festschrift editor learn to repeat or to perform in a more
general sense? 100% of the informants in our sample indicated that they did
not use a manual for festschrifts or any written instructions, where it is
described how to edit a festschrift. (There aren’t any such manuals, as far as
we know.) Rather all festschrift editors seem to be autodidacts. Some of
them seem to know how to edit a festschrift due to former experience with
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editing collections of articles. In 57% of the situations, one of the editors
knew how to edit a collection of articles due to previous experience. In
36% (partly overlapping) the editors had consulted a colleague, who had
already edited a festschrift. This suggests that festschrifts are far from being
a ritual that is established by automated repetition. Most performers of the
action are not yet proficient in performing it when they start the process.
They do it for the first time and have never been taught how to do so
properly. The action itself is reinvented rather than repeated and each fest-
schrift seems to possibly influence the production of any following volume.
According to Leach (1966: 405), “the performance of ritual serves to per-
petuate knowledge which is essential for the survival of the performer”. It
is probably a very specific feature of the festschrift that its production is
rather opaque and in most cases, only the product will serve as a basis for
future performances.’

Aquiring the concept of a festschrift seems to be part of an incremental
process of becoming more familiar with academic institutional facts. This is
underlined by the results of a survey where 51 people from the University
of British Columbia Department of Linguistics (34 undergraduate and 7
graduate students, 6 PhD students and 4 professors) were asked to provide
a definition of a festschrift. None of the undergraduate students had an idea
of — but some had very creative approaches'’ to — what a festschrift is. Fur-
thermore, it seems as if graduate students usually do not know what a fest-
schrift is either, as only one out of seven was able to give a definition. PhD
students are more likely to provide a definition, as only two from six in-
formants failed. Finally, all the members of the faculty could easily and
spontaneously describe what a festschrift is. Therefore, the longer the inte-
gration within the academic community, the greater the acquaintance with
its customs and the greater the awareness of what a festschrift is. This is a
clear hint at the institutional character of festschrifts, as “they require hu-
man institutions for their existence” (Searle 1995: 2).

However, the fact that more than two thirds of the editors stated that
they ‘completely’ (29%) or ‘rather’ (41%) edited the festschrift in their free
time'! lets us doubt whether festschrifts can be termed institutionalized in
academia. We are not aware of any cases where somebody received par-
ticular funding or a sabbatical for editing a festschrift.
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5. Matters of manner

In the cases of rituals, it is not only that by performing a certain act (mak-
ing a festschrift) we attempt to do something (honor or celebrate the hon-
oree), but a major focus is also placed on the way something is done.

In ritual communication, of both the formal and everyday varieties, the
manner of action is not merely instrumental in achieving public recogniza-
bility of the action’s meaning. It is also itself made available for evaluation
as a token of the actor’s acquiescence to a constraint of social convention.
(Enfield 2009: 57)

With respect to the manner of making a festschrift, we will consider discre-
tion and turn-taking in more detail.

5.1. Discretion

It is a common feature of gifts that they are designated to be a surprise for
the donee. The same is true for festschrifts in most cases, as only 13%
(four) of our informants declared that the festschrift they edited was no
secret to the honoree from the very beginning. In their attempt to keep the
festschrift a secret, editors elaborate strategies to conceal the whole process
to the prospective honoree like using code words (44% of the editors),
meeting in the dark (26%), telling the contributors not to reveal anything or
not to spread the information, etc. Unfortunately, in only 56% of the cases,
the surprise effect is accomplished, as there might be a colleague or some
other person in the honoree’s environment who mentions the festschrift to
the honoree before the handover. In some of our colleagues’ experiences,
contributors acted inattentively, put the reference on the website, on their
publication record or cited it in manuscripts. One editor responded to our
question “Did you discover (e.g., on the Internet) a reference to a paper
from your volume with the explicit indication "A Festschrift for X" before
the festschrift was handed over?” with complete lack of understanding for
such behavior “That would not have been in accordance with the aim of
achieving a surprise.” Unfortunately, however, such incredible things hap-
pen recurrently and eventually corrupt the laborious efforts of the editors to
preserve discretion.!?

In this context, it is also interesting to point out that 46% of the editors
in our sample did not congratulate the honoree on the occasion of his or her
64™ (in some cases 59™) birthday. Regarding the fact that they are actually
working towards the donation of a book on exactly that date, we can take
for granted that everybody is quite aware of this date. Obviously, festschrift
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editors tend to avoid giving the honoree the idea that they think of that date
all the time.

Finally, we would like to note that the business of hide-and-seek is not
in any way unique to festschrifts in academia. In peer-review and appoint-
ment committees, discretion is often a felicity condition for the validity of
decisions taken and the institutionalization of discretion allows the actors to
act effectively without threatening their own face or the face of others.

5.2. Turn-taking

In this section we will turn to a micro-analysis of interactions that are con-
stitutive parts of the macro-process of making a festschrift. Given that a
festschrift is a collection of papers that are brought together to honor some-
one, there are several competing interests that have to be taken into consid-
eration. Who is invited to participate and according to what criteria are
contributors selected? How can the topic be chosen to maximize the num-
ber of people that the editors think the honoree would be pleased to see as
authors in his/her festschrift, without minimizing the chance of presenting a
coherent (which means sellable for the publisher) volume?

According to our editors, issues concerning these questions can be per-
ceived both as the greatest freedom or the greatest restriction in the context
of making a festschrift. While many editors mention that the selection of
the topic, the contributors, and the publisher was one of the most significant
freedoms during the creation of the festschrift, there are editors who re-
member otherwise: “the restricted topic — therefore, not all former students

I CC

and collaborators could contribute”, “names you cannot omit, though you
hope they will not want to contribute”, “to accept even bad papers after
having asked for them”, “difficulty of who to invite and not to invite”.

The decision of who to include as a contributor, which is also a major
topic in Zillig (2004), is a potential source of conflicts in the making of a
festschrift. In our questionnaire 7 of 31 respondents reported personal con-
flicts with persons who had not been included as authors. One respondent
reported that the resonance was so unexpectedly high that the generally
very good and innovative contributions had to be distributed on three en-
tirely different volumes, which, in return, caused an unexpected increase of
editorial work.

Finally, there seems to be a very clear understanding of the handing
over of a festschrift. To the question “Does a festschrift have to be donated
to X on a public occasion with many people present?” the vast majority
answers ‘certainly yes’ (42%) or ‘rather yes’ (51%).
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6. Conclusions

Whether festschrifts are rituals depends on the definition of ritual one fol-
lows. It should have become clear that rituals need not necessarily be emp-
ty: in social psychology, rituals are at the very basis of human nature, from
the point of view of ethiology and grammaticalization, it is very likely that
human language originates and evolves through ritualization, and in the
development of infants, rituals, together with imitation, are fundamentals of
the origin of human behavior. One thing that is common to rituals in almost
all of their manifestations is that they need to be performed by somebody,
usually in interaction with others, hence in social interaction. As Werlen
(1984: 62) states, you need not to be fully convinced of a ritual for per-
forming it. However, you have to act it out with your person. This certainly
holds true for festschrifts.

However, the discussion in Section 4 has shown that festschrifts can be
considered institutionalized only in some respects and that the component
of expressivity is particularly difficult to assess since what is expressed and
who expresses it often remains highly opaque considering that hidden allu-
sions can noticeably blur the picture. Yet it is clearly evident that the fac-
tors action, expressivity, institutionalization, and manner are central for an
understanding of the phenomenon festschrift.

The only unifying property of all festschrifts seems to be the editors’ at-
tempted illocution of honoring and celebrating a much-respected academic.
Probably, it is the variable nature of the festschrift (see Section 2 above)
that constitutes its main strength (comparable to influenza viruses) and may
be one of the reasons why this particular genre exhibits a surprising conti-
nuity. Thus, the adaptivity of the phenomenon festschrift across time in a
changing academic environment need not necessarily be interpreted as a
weakness as suggested in Wirth (1995) and Wardenga and Wirth (1995).

A particular feature of the ritual of making a festschrift is that most of
the knowledge about performing the ritual has to be inferred from given
products of such rituals. The making itself is a highly opaque process. Only
the violation of the conventions about the manner of performing it, e.g. the
violation of the discretion, can lead to sanctions against the persons in-
volved in performing the ritual.'?

Festschrifts appeal to the social competence of actors in academia. In
many areas of academic life, the only thing that counts is scientific excel-
lence. Social intelligence is no asset for journal publications and for many
universities social skills are no criteria when hiring new staff. A festschrift,
however, cannot be organized by solitary loners. As the interactions con-
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cerning festschrifts seem to have a component of Malinowski’s (1923)
phatic communion (see also Senft 2009: 82), they are training units for
cultivating interaction in an environment where interaction would be cru-
cial for the prosperity of the community, even though it is generally not
demanded from individuals. Since the interaction of actors in academia is
of crucial importance also for teaching, it is very likely that students can
actually profit from the making of festschrifts indirectly, although most of
them do not even know what a festschrift is.

Even though the making of a festschrift can be considered as performing
a ritual to some extent, each edition of a festschrift reinvents the procedure
and adds new constituent parts to the common knowledge to be perpetuat-
ed. This is nicely expressed in a poem by the Bernese troubadour Mani
Matter (2011), with which we conclude this paper:'*

tradition tradition

was unsere vater schufen what our fathers created

war was

da sie es schufen when they created it

neu new

bleiben wir spater to remain later

den vitern to the fathers

treu true

schaffen wir neu let us create anew
Notes

1. This paper has been written in our free time. We apologize to our families. We
are grateful to Adrian Leemann and to three anonymous reviewers for many
valuable comments and suggestions for reformulation. Thanks to all our
anonymous informants. Finally, we cannot conceal that we would have missed
some of the sources without the German Wikipedia article “Festschrift”
(http://de.wikipedia.org/w/index.php?title=Festschrift&oldid=85480713, date
of access 10.4.2011).

2. An anonymous reviewer criticizes that we do not consider the prefaces and
introductions in festschrifts along with the references to the honorees in fest-
schrift articles. The reviewer argues that “the making of” in the title of our pa-
per is mistaken because the work itself and the event of handing it over are in-
tegral parts of the ritual. We do not claim in any way that the underinvestigated
topic of the ritual character of festschrifts is explored in any exhaustive way in
this paper. However, we aim at emphasizing in particular the activity and back-
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stage component of the ritual. This is exactly why the most obvious data source
— the available products themselves — were not considered an ideal starting
point and why we did not undertake any discourse studies of what festschrift
editors write explicitly in festschrifts. By the same token we excluded an inves-
tigation of the reactions of the honorees which is not part of the “making”.

. This is well in line with the comment by an anonymous reviewer that this paper
could not be printed as a serious contribution in a linguistic journal.

. According to Hawkins (1978), ‘associative anaphora’ are undoubtedly the most
frequent use of the definite article the: “It appears that the mention of one NP,
e.g. a wedding, can conjure up a whole set of associations for the hearer which
permit the bride, the bridesmaids, etc.” (Hawkins 1978: 123).

. Publishing houses have an ambivalent relationship towards festschrifts. Our
publisher did not want the word “festschrift” to appear in a subtitle to the vol-
ume because this had “turned out to be very mischievous in the past”. It was
not possible to receive any additional information what this meant in more con-
crete terms. However, there was no problem to make it clear with a dedication
that the volume is a festschrift. Although terms such as “festschrift” and “pa-
pers in honor of” tend to disappear from titles at least as far as high prestige
publishers are concerned, it is still obvious for virtually all parties if a book is a
festschrift. Some library catalogues note if a book is a festschrift even if this is
not made explicit in a subtitle. Libraries are an important target group for pub-
lishers, hence, obviously omitting the term “festschrift” in titles cannot have the
goal of deluding libraries. The major problem seems to be that there is no sim-
ple word for “a festschrift which is at the same time a thematically coherent
peer-reviewed volume”. We guess that this is exactly what is meant if a fest-
schrift does not contain that word in its subtitle.

. This type of festschrift is defined as the “festschrift that terminates the em-
ployment on occasion of the retirement (dienstbeschliessende Emeritierungs-
festschrift)” (Zillig 2004: 22).

Such a dyadic bond, typical of the traditional personal alliance system in the
Philippines, can be based on different reasons: someone saved another person’s
life, provided employment or made it possible for someone to become educat-
ed. All these different gifts “initiate a long-term reciprocal interdependency in
which the grantor of the favor can expect help from the debtor whenever the
need arises” (Dolan 1991: 89). Utang la loob relations can last for generations
and all favors from the debtor can only be considered attempts to repayment.

In most cases these expectations are met, but there are no guarantees. In one of
29 answers X complained to an editor directly and in one of 28 answers indi-
rectly. A reason for complaint was that “people who — in X's opinion — would
have been important, had not been asked to contribute”.

. This is also in line with the comments of our informants. They stated that they
knew how to edit a festschrift “because I had read lots of festschrifts before” or
“I studied a number of festschrifts to find inspiration” etc.
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10. We are extremely sorry that we can only provide a few examples: “A fest-
schrift is a message received through fest waves, similar to tv and x-ray waves,
but at a much higher frequency. Fest waves have the power to communicate
thought, emotion and winning lottery ticket numbers.” or “I would imagine this
word to mean a scaled water dragon that cannot close its mouth fully because
this is the sound it makes while splashing though the water.” or “It is clearly
evident that a Festschrift is a type of written script that appears when a non
germanophone attempts to understand the semantic referent of a word by split-
ting its component parts into a part the subject thinks he knows, and the part of
which he has no idea. So perhaps it’s about building a new discourse.” or
“Some kind of schism perhaps?” or “I’m not sure, but as a German minor, I
would guess that it has something to do with accurate or correct writing.”

11.1t is beyond the scope of this paper to clarify the notion of “free time” in aca-
demia.

12.1In the case of the festschrift at hand, the secret was revealed to the honoree
prematurely on two occasions. The honoree discovered the reference of a
forthcoming article on a website of one of the contributors (even though the ed-
itors had explicitly asked them not to do so before the handing over and even
though the editors had regularly googled for the reference). Additionally, one
contributor (from the same department as the honoree!) had forgotten a copy of
the article in the printer which the honoree then unfortunately found.

13.1t is not clear, and we have not investigated, what kind of sanctions might be
expected in the case of failure of a festschrift. However, a diffuse fear of sanc-
tions obviously plays some role in the editing process.

14. On a related note, in our questionnaire convenience sample 86% of the persons
to be honored were male.
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Part II: Cross-linguistic and language-
internal diversity






Language description and linguistic typology

Fernando Zuriiga

1. Introduction

The past decade has seen not only a renewed interest in field linguistics and
the description of lesser-known and endangered languages, but also the
appearance of the more comprehensive undertaking of language documen-
tation as a research field in its own right. Parallel to this, the study of lin-
guistic diversity has noticeably evolved, turning into a complex and sophis-
ticated field. The development of these two intellectual endeavors is mainly
due to an increasing awareness of both the severity of language endanger-
ment and the theoretical significance of linguistic diversity, and it has bene-
fited from a remarkable improvement of computing hardware and software,
as well as from several simultaneous developments in the worldwide avail-
ability and use of information technologies.

The important recent development of these two subfields of linguistics
has certainly not gone unnoticed in the literature. When addressing the
relationship between them, however, most scholars have concentrated on
how and how much typology depends on the data provided by descriptive
work, as well as on the usefulness and importance of typologically in-
formed descriptions (cf. e.g. Croft 2003, Epps 2011, and the references
therein). Rather than replicating articles that deal with historical issues and
questions raised by the results of descriptive and typological enterprises,
the present paper focuses on methodological issues raised by their respec-
tive objects of study and emphasizes the relevance of some challenges they
face. The different sections address the descriptivist’s activity (§2), the
typologist’s job (§3), and some selected challenges on the road ahead for
the two subfields and their cooperation (§4).

2. From data collection through language description to language
documentation

A well-known article by Pamela Munro defines field linguistics as “the
collection of primary linguistic data on the basic grammatical facts of a
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relatively little studied language in a natural setting from ordinary speakers,
and [...] the analysis and dissemination of such data” (2001: 130). The ac-
tivities thus delineated are at the core of modern language descriptions,
which are customarily understood as data collection plus data description
(i.e., linguistic analysis) and meta-description (i.e., information and some
analysis of the origin and status of both the data and the description). In
turn, language descriptions constitute an indispensable part of language
documentation projects. The latter commonly include larger amounts of
(written or spoken) texts — often with sociolinguistic and anthropological
analyses, or at least annotations and comments — and have to address issues
related to copyright, dissemination, and storage.

Instead of concentrating on what distinguishes these three concentric en-
terprises (i.e. field linguistics, language description, and language docu-
mentation), I will concentrate on their core here. I will also assume that the
usual and pertinent focus on lesser-known languages does not exclude, say,
comparable activities conducted on Mandarin Chinese in Beijing or North
American English in Chicago from being considered field-linguistic.

Present-day descriptivists most probably agree on the fact that their ac-
tivity is directed toward the study of language structure and language use.
Nevertheless, even though such an undertaking centers on the representa-
tion of data and underlying patterns leading to the production of dictionar-
ies and grammars, current descriptive enterprises differ from their tradition-
al counterparts, especially when framed in documentation projects dealing
with lesser-known endangered languages. If they are to be state-of-the-art,
they focus on primary data without favoring particular genres or text types,
have an explicit concern for both accountability and long-term preservation
of the data, and are the product of interdisciplinary teams working in close
cooperation with and direct involvement of the speech community (Him-
melmann 2006: 15). I will comment in some detail on the focus on primary
data in what follows.

Primary data can be gathered from either direct observation or experi-
mental procedures (or experiment-like procedures, like elicitation). Ad-
vantages and disadvantages of different primary sources are customarily
discussed in courses/textbooks on linguistic field methods; cf. Newman and
Ratliff (2001), Gippert, Himmelmann, and Mosel (2006), Crowley (2007),
and Bowern (2008). By contrast, secondary data consist of material found
in specialized studies and reference grammars. The current consensus in
descriptive work is that such sources should not constitute the sole, or prin-
cipal, foundation on which the description is based.
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An issue less frequently addressed than the advantages and shortcom-
ings of questionnaires and corpora, is the fact that “raw” primary data as
found in an audio/video recording of a particular situation invariably un-
dergo a process of interpretation before being conveyed to the reader of a
traditional language description. Never is such a reader exclusively con-
fronted with unfiltered data presented without any comments or explana-
tions. Even if an author addressing morphosyntactic issues manages to
avoid a particularly opaque terminology and framework-specific analytical
machinery, the transcription of any single sentence of the object language
presupposes some phonological analysis, as well as some analysis of the
phonological and grammatical wordhood of the units that constitute the
sentence. More often than not, of course, the data are presented via the
analytical apparatus chosen by the author of the description in order to rep-
resent the alleged fundamental regularities of linguistic structure. It is worth
mentioning that the situation is somewhat different with recent comprehen-
sive language documentation projects, which sometimes do include the
presentation of raw primary data in different audio/video formats.

By a different token, the analyst must make numerous decisions con-
cerning the status granted to the particular situation in which language has
been used. Many of these choices may be explicit (e.g. “this is colloquial
language / allegro speech,” “such an utterance is felicitous under the fol-
lowing circumstances,” “most speakers agree on these grammaticality
judgments”), but the readers of the description have to rely on the descrip-
tivist’s judgments, i.e. his/her interpretive filters. Available descriptions
differ greatly as to the amount of meta-information provided; therefore,
they also differ as to how reliable they are as sources of material that is
readily comparable across languages.

Finally, the focus on primary data is not the only thing related to data
sources that has changed over the last decades. Wilchli (2007) and Epps
(2011) rightly point out that intralinguistic structural variation has tended to
be underrepresented in traditional descriptions, which have favored normal-
ized representations of typical patterns and neglected unsystematic or infre-
quent structures. (This is related to the bias toward particular genres and
texts found in less recent descriptions, especially those of languages that
have a written tradition. Narrative written texts produced by arguably influ-
ential male adults have tended to be overrepresented, for example, as data
source for the traditional descriptions of classical languages.) Recent stud-
ies emphasize the need for less restrictive data collection techniques that
allow “to support claimed generalizations with multiple empirical sources
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of converging evidence, including observations of ecologically natural
language use” (Bresnan 2007: 302).

3. Linguistic typology

The systematic study of crosslinguistic variation is not a new field, but the
way typology is conceived of and practiced has changed markedly since its
beginnings. The founders of the discipline in the early 19th century, viz. the
Schlegel brothers and Wilhelm von Humboldt, were primarily concerned
with the morphological classification of languages.! Greenberg (1963) and
his many followers were also concerned with phonetics, phonology, and
syntax (particularly, but not exclusively, constituent order), and most mod-
ern practitioners have gradually moved away from so-called holistic classi-
fications toward the study of partial subsystems of language. While early
thinkers like Steinthal, Finck, Lewy, and Mathesius conceptualized cross-
linguistic classification as formally and causally connected to characterolo-
gy — note that the French 17th-century interest in le génie de la langue is
famously present as “basic plan” or “structural ‘genius’” in Sapir’s influen-
tial work (1921) — , 20th-century typology started focusing on individual
domains of language structure.” In recent decades, the emphasis has also
shifted from attempting to identify absolute universals (i.e. statements that
hold true for all languages without exceptions) to discovering and explain-
ing statistical universals (i.e. statements that hold true for many languages).
Lastly, typology has traditionally concentrated on morphosyntactic as well
as phonetic/phonological diversity and has ventured into the systematic
exploration of lexical patterns comparatively recently; see Brown (2001),
Koch (2001), Koptjevskaja-Tamm, Vanhove, and Koch (2007), and
Haspelmath and Tadmor (2009) for some discussion and Evans (2011) for a
more general picture.

Even though a primary concern of present-day typology is the categori-
zation of linguistic phenomena into types, some scholars think of the pre-
sent and the future of the discipline in terms that are less restrictive than
such a textbook definition would suggest. Nichols (2007: 236), for in-
stance, says that

what we call typology is not properly a subfield of linguistics but is simply
framework-neutral analysis and theory plus some of the common applica-
tions of such analysis (which include crosslinguistic comparison, geograph-
ical mapping, cladistics, and reconstruction).
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Similarly, Croft (2007: 80) says he follows Greenberg in considering ty-
pology “an empirical, i.e. scientific, investigation into the nature of lan-
guage. [...] Typology is a theoretical approach to language, with increas-
ingly well-established methods and results.” Lazard (2005: 1-2) pertinently
quotes Hjelmslev (1970: 96) with respect to the importance of typological
undertakings: “An exhaustive linguistic typology is, in fact, the biggest and
most important task facing linguistics. [...] Only through typology does
linguistics rise to quite general viewpoints and become a science.”

In this light, it is perhaps unsurprising that Croft (2003: 1-2) presents
the following threefold categorization of typological inquiries: what is at
the center of attention are classifications, generalizations, and explanations.
Typological classification is concerned with structural types (formerly of
languages, nowadays of small-scale phenomena, as mentioned above). The
second kind of typology examines systematic crosslinguistic patterns, and
the third is an “approach to linguistic theorizing, or more precisely a meth-
odology of linguistic analysis that gives rise to different kinds of linguistic
theories than found in other approaches [such as American structuralism
and generative grammar, FZ].” While these three kinds of typology can be
thought of as stages in the development of the discipline (roughly: early,
Greenbergian, and modern), they also correspond to partial stages of any
empirical scientific analysis, viz. the observation and classification of phe-
nomena, the generalization over the observations and classifications, and
the explanation of the generalizations.

Finally note that Bickel’s (2007: 248) characterization of typology is
threefold like Croft’s, but it reflects a noteworthy recent development path
of the discipline:

Modern typology is a discipline that develops variables for capturing simi-
larities and differences of structures both within and across languages (qual-
itative typology), explores clusters and skewings in the distribution of these
variables (quantitative typology), and proposes theories that explain the
clusters and skewings (theoretical typology).

Such a view casts the net more widely in at least two directions: typology is
now explicitly seen as studying both crosslinguistic and intralinguistic vari-
ation, and the study of “generalizations over observations” is not limited to
the study of linguistic phenomena but must include elements studied by
disciplines concerned with geography, history, sociology, etc. and the use
of quantitative methods of inquiry. Crucially, Bickel (2007: 239) suggests
that
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typology has begun to emancipate itself from [one of the same goals as
generative grammar, viz. to determine the limits of possible human lan-
guages and, thereby, to contribute to a universal theory of grammar] and to
turn from a method into a full-fledged discipline, with its own research
agenda, its own theories, its own problems.

4. Objects of study, methods, and challenges

This section addresses a number of questions related to current language
description and linguistic typology with respect to their objects of study,
the methods they employ, and some challenges they face. Rather than giv-
ing an exhaustive treatment to these far-reaching domains, I will limit my-
self to mentioning some selected issues raised by what Epps (2011) has
called the “continuing partnership” between documentation and typology
(§4.1), as well as some problems that arise in the context of the three fun-
damental methodological domains mentioned by Croft (2003: 8-30), viz.
sampling (§4.2), data sources (§4.3), and crosslinguistic comparison (§4.4
and §4.5). Finally, Subsection 4.6 points out two further challenges faced
by typological studies: taking intralinguistic variation into account and
explicitly incorporating variation as something in need of explanation.

4.1. Some basic challenges faced by the “continuing partnership” between
documentation and typology

Theoreticians and practitioners regard language documentation and linguis-
tic typology as organically related in several ways. First, the two subfields
have benefited from each other; not only is Epps’s discussion of Hup
DJifferential] O[bject] M[arking] in her descriptive grammar, for instance,
informed by the typological literature on the topic, but it also contributes to
a more refined typology via its account of the role played by nominal num-
ber marking (Epps 2008: 170f, 2009). Second, “[i]t is documentary linguis-
tics that gives typologists access to these usage-based data; at the same
time, typological interest in such diverse phenomena highlights the need for
documentation to be thorough, broadly inclusive, and ethnographically
rich” (Epps 2011: 642). Lastly, with respect to the current state of both
subdisciplines, Epps says that

[t]he goal of refining our typological focus is well served by contemporary
documentary methodology, which stresses collection of a large and diverse
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corpus. [...] [D]ata collection and analysis must focus on language in use,
and takes the perspective that “linguistic meaning cannot be treated sepa-
rately from the ‘encyclopedic’ content of the relevant culture and society”
(Hudson 2007: 7). [...] Such an approach is essential if we are to achieve a
more complex typological understanding of diversity. (Epps 2011: 639;
emphasis in the original)

Thus, descriptivists and typologists conceive their fields as fundamentally
entwined: hardly anyone would deny that poor descriptions seriously com-
promise typological investigations based on them, and that shaky typolo-
gies at best fail to inform, and at worst misguide, the recording of individu-
al language structures. This poses an evident challenge for authors,
publishers, librarians, and archivists: not only language documentation
materials but also typological studies (e.g. Shopen 2007) must be as solid,
and as widely available, as possible.

There is reasonable consensus on what counts as good descriptive mate-
rial: the description must meet the dual challenge of enabling and facilitat-
ing crosslinguistic comparison while remaining “true to the languages
themselves, without forcing them into ill-fitting predetermined categories”
(Epps 2011: 648). Similarly, it is generally acknowledged that sound typo-
logical research must not oversimplify the “intricacies and complexities”
that characterize particular linguistic structures. In practice, of course, this
may not be an easy task. Descriptive grammars are multi-purpose artifacts,
and they are used by theoretical linguists of all persuasions, by typologists,
and by people involved in language revitalization and teaching. Moreover,
descriptive work is usually consulted by scholars belonging to different
generations — unlike many typological studies (and, to some extent, other
products of language documentation), which can be rather short-lived.

Let me conclude this subsection by noting that it is possible to investi-
gate the continuing partnership between typology and description by (i)
conceiving the three concentric dimensions of the former mentioned in §3
as related in various ways to the three concentric enterprises of the latter
introduced in §2, and (ii) studying how these dimensions interact and in-
form one another. Typology proceeds from variables and classification
through the analysis of clusters and generalizations to the explanation and
construction of theories. In turn, documentation proceeds from data collec-
tion and storage through data description and meta-description to the analy-
sis of the documentation as a whole. Against this background and in addi-
tion to the example of Hup DOM given above, Chapter 7 of Joseph’s
descriptive grammar of Rabha (2007) can be used to illustrate the most
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straightforward feed-back between classification and description and what
some comprehensive present-day grammars look like: the 170-page-long
chapter is a “correlative analysis” of Rabha and two other closely related
Tibeto-Burman languages, viz. Bodo and Garo. The phonology, the noun
classes and the noun morphology, and the verb morphology of these lan-
guages are subjected to detailed comparative scrutiny there, which in turn
yields illuminating insights for their diachronic, synchronic, and typologi-
cal characterization.’

4.2. Data sources

The issue of data sources employed in typological inquiries is related to the
question of data sources used for language documentation, which was men-
tioned in Section 2 above. Croft concludes that “[n]o source of data — na-
tive consultants, actual texts or descriptive grammars — is perfect; but any
and all sources can provide relevant data when used judiciously” (2007:
30). He aptly points out some of the shortcomings of such sources; data via
traditional elicitation techniques do not need to accurately represent actual
language use, the design and the application of good elicitation question-
naires are difficult, few available texts include face-to-face spoken conver-
sation, and descriptive grammars show biases of different kinds and even
gaps, but are better than secondary sources.

An example from my own descriptive work can illustrate some difficul-
ties that have been largely neglected until recently; other practitioners will
have no trouble recognizing analogous or related phenomena in their work.
Mapudungun is an Amerindian language spoken in Chile and Argentina,
and has been in contact with the local varieties of Spanish for several centu-
ries. Both Mapudungun and Spanish show DOM, i.e., nonagentive argu-
ments of transitive clauses are marked differently depending on some of
their properties. To be sure, there are some structural differences to be not-
ed; Mapudungun has no case or adpositional marking of core syntactic
arguments comparable to the Romance functional equivalents, and DOM
appears as a verbal suffix -fi alternating not only with a null marker in di-
rect verb forms but also with nonzero markers in inverse verb forms; Span-
ish DOM, by contrast, appears formally as the opposition between the
preposition a and zero:
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(1) Mapudungun and Spanish DOM (p.k.)

a. Pe-fi-n Juan. / Vi *(a) Juan.
see-30,-1SG.IND  J. saw[.1SG] to J.
‘I saw Juan.’

b. Pe-U-n kura. / Vi (*a) la  piedra.
see-30,-1SG.IND  stone saw[.1SG] to ART stone
‘I saw the stone.’

c. Pe-e-n-mew Juan. / Juan me vio.
see-INV-1SG.IND-3A . J. 1SG.O0  saw.3SG

‘Juan saw me.’

What is important here is that the conditions under which DOM is found
appear to be quite different in both languages. The examples in (1) suggest
that objects with human referents trigger the differential marking while
those with nonhuman ones do not, and that the conditions governing the
direct/inverse opposition in Mapudungun account for the additional differ-
ence between the structures. Nevertheless, factors related to the pragmatic
status of the arguments and to discourse structure are of paramount im-
portance in Mapudungun, whereas animacy and specificity seem to be the
main factors governing Spanish DOM (even though some lexical issues
make the Spanish picture more complicated and semantic and referential
factors do play a role in Mapudungun as well; cf. Zafiiga 2010 and refer-
ences therein for details.) Roughly, specific human third persons trigger
DOM and inversion when they are especially salient objects and subjects
respectively, but typically only at key inflection points in the text, where
these referents are to be (re)activated.*

The exploration of how Mapudungun DOM works is relevant for the as-
sessment of data sources on a number of grounds. Older grammatical de-
scriptions of Mapudungun pay almost no attention to pragmatic and dis-
course factors. Everyday conversation shows only sporadic occurrences of
fi-marked verbs and inverse forms corresponding to 3<>3 interactions,
whereas traditional narratives like the epew (in which numerous 33 verb
forms appear, some of which are instances of DOM or inversion) are rela-
tively difficult to elicit.”> Questionnaires and the direct, possibly even exper-
iment-prompted, elicitation of isolated clauses conducted in Spanish, even
in carefully provided contexts, will seldom be useful, since the danger of
obtaining a distorted use of DOM forms is rather high (either too many
under the influence of the Spanish prompt or too few due to hypercorrec-
tion). Elicitation conducted in Mapudungun will probably also miss the fact
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that the decisive factors triggering the alternations are related to discourse
factors visible only in longer texts.

A better understanding of Mapudungun DOM leads, among many other
things and together with relevant evidence from other languages (cf. Zuniga
2007, Iemmolo 2010, and Dalrymple and Nikolaeva 2011), to a refined
typology of case marking, agreement, and alignment that integrates not
only properties of (referents of) NPs and clause-level phenomena but also
discourse-level or at least text-level phenomena. Thus, the emphasis on
useful primary data in this context is of paramount importance for the ade-
quate description of numerous lesser-known languages, a rethinking of
familiar accounts of DOM in languages like Spanish, Turkish, or Persian
(where the connection to discourse factors has been occasionally noted, cf.
chapter 6 in Comrie 1981), and a better typology of grammatical relations.

4.3. Sampling

Quantitative, especially statistical, methods have become a widely used tool
in present-day typology. It should not come as a surprise, therefore, that the
discipline has to solve the nontrivial sampling problem, which is indirectly
related to language description via language classification. In order to min-
imize several kinds of bias (genetic, areal, typological, and cultural), typol-
ogists employ sampling techniques adapted from those used in other disci-
plines; see Bakker (2011) and the references therein for details and
discussion. A much more interesting dimension of the sampling problem is
directly related to language description via the definition of the unit of
study — an issue that typology has begun addressing in a principled way
only relatively recently. For instance, work by Bickel (2011) suggests that,
for some typological questions related to referential density and case pat-
terns, it may be more relevant to look at units that are either higher or lower
than the dialect/language unit (i.e. language groups within a family or clus-
ters of particular idiolectal registers). The twofold question of how to best
sample what kinds of linguistic units is likely to be addressed by significant
and illuminating studies in the near future.

4.4. Crosslinguistic comparison I: Basics
The issue of crosslinguistic comparability has a long-standing history in the

humanities and has received renewed attention in recent typological stud-
ies. Perhaps somewhat expectedly, what is as the center of the current de-
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bate is how crosslinguistic comparison should best proceed, rather than
whether it is feasible at all.

According to Croft, for example, “the variation in structure makes it im-
possible to use structural criteria, or only structural criteria, to identify
grammatical categories across languages” (2003: 13), and the solution lies
in the use of “external” (i.e. semantic and pragmatic) definitions. In Croft’s
view, the “standard research strategy” in typology can be described as fol-
lows. First, the analyst determines the particular semantico-pragmatic struc-
ture or situation type to be studied. Second, s/he examines the morphosyn-
tactic strategies employed to encode that situation type in different
languages. Finally, s/he looks for dependencies between the constructions
found and other linguistic factors (“other structural features, other external
functions expressed by the construction in question, or both™) (Croft 2003:
14). Croft also acknowledges the validity of “derived” structural definitions
for the constructions in question (i.e. those including semantic-pragmatic
components and morphosyntactic elements); the choice between them and
purely external definitions is determined by the purpose of the study. For
example, the appropriate definition of the subjunctive is purely external for
an exploration of the realm of modality but should be derived if the phe-
nomena to be covered are the different structures of complex sentences
(Croft 2003: 18).

At first sight, Lazard (2005) might seem to disagree with Croft by ob-
serving that both structural criteria and “semantic substance” are language-
specific. He follows the Saussurean view of thought as “amorphous” before
it is structured into (language-)specific signifier/signified correspondences
and proposes to resort to a particular type of “intuition”: the analyst must
make so-called arbitrary conceptual frameworks (ACFs) the point of depar-
ture for typological research. These consist of explicit definitions and/or
propositions about linguistic and/or extralinguistic phenomena, are arbi-
trary (i.e. freely chosen by the analyst) but ideally informed by “a wide
experience of different languages.” They preferably concern limited do-
mains of grammatical systems or lexical fields, are research tools rather
than empirically falsifiable hypotheses, and are provisional (i.e., they
should be replaced by other ACFs if they do not lead to interesting discov-
eries) (Lazard 2005: 8).

Nevertheless, Lazard’s (2005: 16) discussion of grammatical voice
makes it clear that he regards the procedure employed by Croft (2001: 283-
319) when charting the “conceptual space” of that category as sound:
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The author thoroughly investigates the morphosyntactic data, brings them
together with a well defined conceptual space, and arrives at the discovery
of an accurately formulated invariant, which consists of a constant relation-
ship emerging from the diverse shapes of the correlation between structure
and function or, in another terminology, between signifiant and signifié.

Besides the still somewhat controversial point concerning the nature of
universals (“invariants are neither forms nor meanings; they are relation-
ships appearing in the correlation between forms and meanings,” p. 16), it
is important to observe that Croft uses, in addition to morphosyntactic con-
cepts, the notions of agent and patient, which are not considered to be lan-
guage-specific and are therefore viable for the exploration of phenomena
like (anti)passivization, (anti)causativization, and applicativization.

The existence and the status of the fertium comparationis have been ad-
dressed in more detail by Haspelmath in a series of recent studies (2007,
2009, 2010). Contrary to what is customarily taken for granted in Chom-
skyan crosslinguistic work, Haspelmath claims that pre-established struc-
tural categories of grammar do not exist: it is the job of neither language
description nor linguistic typology to attempt to create, motivate, or discov-
er such entities. Rather, “[lJanguage describers have to create language-
particular structural categories for their language” (2007: 125); with respect
to the notions used in typology, morphosyntactic comparison must be “se-
mantically based” (p. 126). Instead of allegedly spurious crosslinguistic
categories, typology must (and customarily does) employ ‘“comparative
concepts,” as detailed in Haspelmath (2009). These are specifically de-
signed for comparison purposes and defined via concepts potentially appli-
cable to any human language, viz. conceptual-semantic concepts, general
formal concepts, and other (more primitive) comparative concepts
(Haspelmath 2010).

Rather than discussing the definition and the nature of the best tertium
comparationis in detail here, | want to highlight the fact that such funda-
mental questions are currently being debated. While some scholars argue
that language-individual description and crosslinguistic comparison use
related but different sets of concepts (e.g. Lazard 2006 and the references
given above of work by Haspelmath), other typologists contend that

typological survey is identical to language-specific analysis and consists in
detailed description of properties. To the extent that we learn more about
language specific properties, the better can we define fine-grained typologi-
cal variables. And such fine-grained variables provide in return the ideal
questionnaires for fieldwork. (Bickel 2010: 93)
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Such a view naturally leads to a direct connection between descriptive data
and typological data (i.e. to something different from a derivative relation
between them, like in Haspelmath’s comparative concepts, as well as dif-
ferent from a sophisticated isomorphism between data/concepts belonging
to different realms, like in Seiler’s UNITYP framework, cf. Seiler 2001).
Several typological databases actually operate in this fashion, linking de-
scriptive and typological data/concepts in a straightforward way (e.g. the
Leiden Stresstyp project on metrical systems and the Berkeley/Zurich Au-
totyp project on morphosyntax and word domains).

4.5. Crosslinguistic comparison II: Some challenges

Bickel (2007) pertinently emphasizes that typology has to find ways to
capture, measure, and elucidate linguistic diversity rather than reducing it
and thereby potentially explaining it away. Systematic variation across
languages can indeed become overwhelming, and much of current scholar-
ship in the field is devoted to developing methods that enable us to ade-
quately deal with crosslinguistic diversity. To my knowledge, however,
even though linguists habitually acknowledge the importance of systematic
(and less systematic) variation, typologists have just started to deal with the
issue in a principled way.

In this context, let me comment on the comparison of (pro)nominal par-
adigms across languages. The case systems of Slavonic, Indo-Aryan, and
Kartvelian languages, for instance, are often compared in run-of-the-mill
typological studies, but the parameters at the center of attention are usually
semantic and syntactic. The relevance of questions related to pragmatics
(and, more widely put, text and discourse structure) has been incorporated
into the analysis comparatively recently,® and aspects of case morphology
that touch upon sociolinguistics and other cultural factors have been ne-
glected unless they are prominent, like in Samoan.’

Even in the absence of such factors, comparability is not always as me-
chanical as textbook introductions may suggest. Person-based ergativity
splits, for example, can be compared across languages by calculating an
index that quantifies the degree of ergativity. (This is the kind of question,
or rather one kind of analytic tool, some quantitative studies currently grav-
itate towards.®) Standard Basque first and second person pronouns, for in-
stance, show an ergativity index of 80% (=4/5), since four out of five items
distinguish an absolutive (S/O) and an ergative (A) form (Table 1).
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Table 1. Selected Basque pronouns (p.k.)

O S A
1sG ni nik
25G, hi hik
1PL gu guk
25G, zZu zuk
2PL zuek

By contrast, Dyirbal shows an ergativity index of 0% (=0/6) for these pro-
nouns, since all items pattern accusatively (Table 2).

Table 2. Selected Dyirbal pronouns (Dixon 1972: 50f.)

O S A
1sG nayguna nadya
1DU nalidyina yalidyi
1PL nanadyina nanadyi
28G pinuna pinda
2DU nyubaladyina nubaladyi
2PL puradyina nuradyi

Note that an adequate understanding of what such an ergativity index rep-
resents may be more elusive than it appears at first glance. For example,
paradigms may not be equally complex: Basque shows two 2SG forms but
lacks the specific dual forms found in Dyirbal, so actually more items could
align in different ways in the latter language than in Basque. But even if
both paradigms had the same number of bona fide items, measuring the
degree of ergativity of both paradigms would be computationally simple
but conceptually nontrivial. What are the exact limits of the paradigm (and,
somewhat more vexingly, can the analyst afford not to postulate them)?
Many grammatical descriptions of Basque include the third person items
hura (ABS.SG), hark (ERG.SG), and haiek (PL) in some versions of the pro-
nominal paradigm (in which case the complete paradigm would have an
ergativity index of 5/7 = 71.43%), but these elements are actually distal
demonstratives. If all three demonstratives were included — they all pattern
like the distal item — , the ergativity index would be 7/11 = 63.63%. Simi-
larly, Dyirbal has the absolutive noun class markers bayi, balan, balam,
and bala, as well as their ergative counterparts, and from Dixon’s descrip-
tion it is clear that they are both like and unlike first and second person



Language description and linguistic typology 185

pronouns in several ways, rendering their inclusion in the paradigm as third
person pronouns problematic. (There are additional elements in paradig-
matic opposition to these noun class markers, which differ from them along
the dimensions of location and visibility; cf. Dixon 1972: 45). Lastly, recall
that the Silverstein hierarchy used to make sense of such ergativity splits
includes nouns, which pattern like the third person markers in Dyirbal but
unlike the demonstratives in Basque, since in the latter language nouns
distinguish absolutive from ergative forms not only in the singular but also
in the plural. As a consequence, the use to which such an ergativity index is
put needs to be discussed in detail if the tool is to be helpful and, possibly,
powerful.

Such interpretive problems are not limited to demonstratives and noun
class markers and cast some doubt on the usefulness of the simple version
of the index presented at the outset of this discussion. The Basque second
person singular pronoun 4i(k) is actually unlike its default counterpart zu(k)
in that the former is not only obsolescent in some varieties of the language
but also heavily restricted on social and pragmatic grounds (as are the allo-
cutive verb forms that mark gender of the hi(k)-addressee even if s/he is not
a semantic argument of the verb). Roughly, elderly men in rural areas talk-
ing among themselves who are close to each other use them most often,
while young women in urban areas who are strangers use them most sel-
dom (Amorrortu 2003: 144f). Similarly, is French on ‘one, we’ to be con-
sidered as well as je ‘I’, fu ‘you (SG)’, etc. for purposes of comparing
case/agreement phenomena? (In the terms phrased by Munro in the defini-
tion quoted at the beginning of Section 2, just what are the “basic grammat-
ical facts” of French for the purpose of crosslinguistic comparison here?)
More generally, are imperfectly grammaticalized demonstratives or lexical
NPs part of the paradigm? Supposing we can reach a reasonable consensus
on how to delimit the paradigms in the languages under study, how should
we weigh the different forms that constitute them: based on their frequency,
on their degree of grammaticalization, or evenly?

For some varieties of Brazilian Portuguese, for example, the latter op-
tion would mean that obsolescent fu ‘you (SG)’ and robust ele ‘he’ are
treated on a par, which has advantages for some typological questions but
possibly disadvantages for others, like those related to language change. A
similar argument applies to the varied and fairly complex use of voseo
forms in both pronominal and verbal paradigms of numerous varieties of
Central and South American Spanish — all of which raises the issue of
meaningfully delimiting the particular language varieties, including regis-
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ters, under study. For example, the pronoun vos ‘you (SG)’ is more widely
used in the varieties of Spanish spoken in Buenos Aires and surrounding
areas than in those of Santiago de Chile or Caracas (i.e., it is used by
speakers of nearly all sociolects in numerous contexts where the latter vari-
eties have fu instead). This would arguably justify including vos in the Riv-
er Plate Spanish paradigm, perhaps even at the expense of 7, while its sta-
tus in the Chilean and Venezuelan varieties would be more clearly
debatable.” In Munro’s terms, this amounts to a thorough and comprehen-
sive account of the “natural setting” in which the language is used by “or-
dinary speakers,” including questioning what counts as natural setting,
ordinary speaker, and even “the language.”

I do not want to suggest that the way descriptive studies and morpho-
syntactic typology have dealt with person, number, gender, case, and
agreement in the recent past is useless or fundamentally flawed. Rather, my
point is simply that it is time for descriptivists to document and discuss in
greater detail what has been excluded and/or neglected in order to arrive at
the construct called “language X.” And even more importantly, it is time
for typologists to incorporate into their accounts a number of well-known
linguistic phenomena hitherto abstracted from. The availability of ever-
improving technical resources and the conceptual development of the fields
make such steps not only possible but also welcome.

4.6. Further challenges for linguistic typology

As stated repeatedly above, not all challenges to linguistic typology come
from issues related to crosslinguistic comparability. Intralinguistic diversi-
ty, which has long been neglected in both description and typology, is
equally important. Although current documentation projects can help reme-
dy this situation by being less restrictive than their predecessors, linguistic
studies face a nontrivial threefold challenge in this respect. First, it is not
enough to document as much within-language variation as possible in cur-
rent and future projects; within-language variation also needs to be studied
in endangered languages that have already been described. Second, and
more fundamentally, descriptive and theoretical linguists have to refine our
present understanding of intralinguistic variation phenomena based on both
well-known and lesser-known languages. Third, typologists must address
the question of comparability not only of patterns but also of variation of
patterns.
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The latter challenge is a more complex side of the diversity problem,
and it means that typology needs to venture into deeper waters in order to
adequately ascertain and explain the nature of intralinguistic and crosslin-
guistic variation. Both descriptivists and typologists are aware of the signif-
icant variation languages can display; the challenge consists in contributing
to our knowledge of such variation not only by documenting it but also by
integrating it into our accounts of language diversity as what it is: some-
thing in need of explanation. In other words, not only do we need to intro-
duce relevant phenomena that are currently missing from our models of
linguistic diversity as independent variables; we also need to entertain the
possibility that they are sometimes best treated as dependent variables. To
ask why some pronouns, ergative markers, or inverse clauses are pragmati-
cally or sociolinguistically conditioned while others are not is arguably
more than a mere jeu d’esprit, but linguistic typology is — to my knowledge
—not yet in a position to give a principled answer to such questions.

In addition to the strictly linguistic challenges this poses, it also leads to
recognizing that not only field linguistics, language description, and lan-
guage documentation need to take into account the relevant paralinguistic
and extralinguistic dimensions alluded in the quote at the beginning of Sub-
section 4.1 in order to do a better job: typology also has to find realistic but
illuminating ways not to explain explaining factors and explananda away.
To quote from Epps’s lucid article one last time:

[Why diversity is the way it is] demands the consideration of multiple vari-
ables: not only universal preferences, but also geographical and (genetic)
genealogical distributions, diachronic change, and the interaction between
language and social, cognitive, and cultural factors. (Epps 2011: 640)
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Notes

1. It is seldom mentioned in surveys that there were some forerunners whose
endeavors pointed in the direction of modern typology, viz. Tommaso Cam-
panella (1568-1639), Gabriel Girard (1677-1748), and Nicolas Beauzée (1717-
1789). The proposal found in Adam Smith’s Dissertation on the Origin of
Languages (1761) can also be regarded as close in spirit (but arguably not in
letter) to the Schlegel-Humboldt typology. See Bossong (2001) for details.

2. Some of Coseriu’s work (1988a, 1988b, 1990) exemplifies and discusses this
transition; see Aschenberg (2001) for details. See also Schmid (this volume)
for an interesting discussion of the holistic/partial issue in the context of pho-
nological typology.

3. I am indebted to an anonymous reviewer for helping me better present the
relationship between the two concentric inquiries and its relevance.

4. First and second persons are different in that they invariably trigger DOM and
inversion. Such asymmetries between speech act participants and third persons
are well known from both descriptive and typological studies.

5. In most Chilean Mapuche communities I am acquainted with, it is elderly male
speakers of some authority that are entitled to tell these somewhat convention-
alized epew — at least in their longer versions —, typically in winter nights,
around the hearth, and to familiar audiences. Unfamiliar non-Mapuche re-
searchers wielding recording equipment may or may not be regarded as intru-
sive in other contexts, but they are not likely to receive permission to fully
document such narratives unless they have successfully worked closely with
particular individuals in specific communities over an extended period of time
(usually, several years).

6. A recent example is Valenzuela (2011), which characterizes the use of the
ergative enclitic in Shiwilu and Shawi (Kawapanan; Peru) as crucially linked to
discourse factors. A similar phenomenon is found in Zaparoan, and related
phenomena have been reported in Chibchan, Arawakan, Tibeto-Burman, and
Australian languages (cf. Valenzuela 2011: 116 and her relevant references).

7. Roughly, speakers of Samoan use the ergative case much less frequently in the
complex social event called foro than in everyday communication. See Duranti
(1994: 85f, 125f) for details.

8. Such quantitative assessment of the degree of ergativity for typological purpos-
es has been proposed in recent work conducted by (formerly) Leipzig-based
typologists (cf. e.g. Witzlack-Makarevich et al. 2010 and Bickel et al. 2010).

9. The question of verbal voseo is analogous but somewhat more complicated.
Voseo forms are prominent and robust in River Plate Spanish in the indicative
and imperative but rather stigmatized and arguably more marginal in the sub-
junctive. In Chilean verbal voseo, by contrast, there are no imperative forms,
the indicative and the subjunctive are equally robust, and there is no asymmet-
ric stigma to them. How should the analyst compare such verbal paradigms in
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terms of structure, and how much of actual use should be taken into account at
what stage of the analysis? Rather than suggesting that such questions do not
have (satisfactory) answers, my point here is simply that both descriptivists and
typologists must try to give good answers to them.
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Multiple languages and multiple methods:
Qualitative and quantitative ways of tapping into
the multilingual repertoire

Raphael Berthele

1. Introduction

In this contribution, 1 will discuss different methods that can be used to
empirically investigate the dynamics that are at work in multilingual lan-
guage usage. More specifically, using examples from research on compre-
hension in foreign or unknown languages, I will consider the possibility of
combining different methodological approaches. Methodological discus-
sions tend to be rather uninteresting when they are tantamount to stereotyp-
ical attacks at straw men on the far and near side of the qualitative-
quantitative divide (Bergman 2008b). The recurring invocations to over-
come this divide by applying multi-methods approaches and so-called ,tri-
angulation® are certainly well-intentioned but often problematic due to in-
sufficient conceptual clarity about what type of evidence lends itself to
triangulation and what its epistemological status in each particular case
could be (see below, Section 2.3).

The very general remarks on methodological choices in this and the fol-
lowing section can by no means replace the extensive literature on (applied)
linguistics methods (Seliger and Shohamy 1990; Nunan 2008) and methods
in social sciences in general (Atteslander, Bender, Grabow, and Zipp 1991,
Bortz and Doéring 2003). The goal of the following paragraphs is to contex-
tualize and to motivate the methodological considerations that underlie the
studies that will be reported in the main part of this contribution.

This contribution is organized as follows: Section 2 provides some gen-
eral considerations on methodological choices and the combination of
methods in general. One of the most important points of Section 2 is that
methods vary in their potential to limit the type data that can be gathered
(control dimension) and in their degree of intervention or invasiveness into
the language users’ universes. These and other fundamental methodological
notions are then illustrated in Section 3 by means of two case studies. The
case studies show how different elicitation methods and data types yield
different types of results that, in some cases, can be combined in the sense
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of mixed-method approaches. The first case study taps into the role of
grammatical structures in comprehension of German as a foreign language,
and the second study investigates the capacity of multilinguals to infer the
meaning of cognate words in foreign languages. In the final section, con-
cluding remarks sum up the main points of the paper by shedding light on
critical aspects of both selective and non-selective approaches to language
usage realities in multilingualism research.

2. Methodological choices as problem-solving procedures
2.1. Minimal prerequisites for scientific endeavors

In the remainder of this chapter, the term research refers to linguistic en-
deavors that involve at least three elements: A problem, data, and interpre-
tation. Data without a research question (=problem) do not represent re-
search, and neither do purely theoretical constructs without data (in the
broadest sense of the word). In standard falsificationist approaches, the
problem precedes the data, but some researchers also allow for the reverse
logic, e.g. within the grounded theory approach (Glaser and Strauss 1967),
where theories are supposed to emerge from the data. For the sake of max-
imal inclusiveness these approaches also fall under my definition of re-
search, although I am personally very skeptical that it is ever possible to
collect and analyze data without any (implicit) theories or assumptions as
points of departure.

The data can be a corpus of text, experimentally collected responses, re-
sults of observation or of introspection, as has been the practice in early
generativist linguistics. The term problem is intentionally used here and
should not be confounded with the term hypothesis. Whereas the latter en-
tails a particular type of research (hypothesis testing), the former is more
general and deliberately involves all kinds of subject-matter related inter-
ests and goals a researcher can have. Science, in this view, is a continuous
and principled attempt to solve problems (cf. Popper 2004).

A scientific problem is embedded into a theory in the broader sense of
the word, i.e. a more or less consistent model involving assumptions about
concepts and causal relationships between them. The goal of science is
twofold: problem-solving and theory development. In the epistemological
perspective taken in the present contribution, theories cannot be proven
directly by research; they rather develop in a process of rejection, refine-



Ways of tapping into the multilingual repertoire 197

ment, and revision on the basis of evidence collected by researchers. I ex-
pect any research plan — be it a radically qualitative or a radically quantita-
tive and falsificationist one — to bear the potential of yielding results that
force the assumptions underlying the research plan to be revised. Causal
theories (e.g. “individual multilingualism fosters creativity”), for instance,
require experimental methods that bear the potential of failing to support
the theory. Ethnographic or other qualitative data cannot be used to ‘prove’
or falsify such hypotheses, due to the lack of control of relevant factors and
the high risk of confirmation bias in the selection of informants, settings
and data items. On the other hand, if researchers aim at understanding or
describing creative interaction among multilinguals in institutional settings,
qualitative methods are a possible and sensible approach. They bear the
potential of providing new evidence that ultimately leads to new and better
theories of the nature of multilingual creativity.

2.2. Control over data and degree of intervention

Any research plan can be specified along at least two dimensions: interven-
tion and selection (cf. van Lier 1988). Firstly, researchers have to decide
whether they are looking for very specific kinds of data (a particular dis-
course marker, plural morphology, conditionals, etc.) or not. Depending on
this choice, methods that provide sufficient amounts of data in the required
quality will be chosen: searches across corpora, questionnaires, translation
data for controlled studies, unfocused corpus data, ethnographic and inter-
view data for less controlled research plans. The selection dimension is a
gradual one, i.e. one can easily imagine data collection procedures that aim
for a certain amount of control without going to extreme lengths in order to
elicit, say, a high density of conditional verb forms by using a very focused
elicitation procedure.

The second dimension is represented by the degree of intervention: On
the high degree of intervention end of the scale there is a fieldworker who
administers often rather unusual tasks in laboratory conditions, i.e. in con-
ditions that are markedly different from ‘normal’ contexts of language us-
age. On the other end, there is little to no intervention from the researcher,
either by working on data sets that have been collected for purposes totally
outside the specific research project (e.g. corpora of newspaper articles), or
by collecting observational data in ethnographic projects. Again, there are
degrees of intervention, the psycholinguistic experiment being an extreme
endpoint on a scale.
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The combination of the two dimensions allows categorizing research
designs according to four spaces (Nunan 2008: 8), as Figure 1 shows.

e.g. formal highly selective e.g. corpus linguistics
psycholinguistic VN studies
experiment / \ [ \
controlling measuring
o 2 AN /
intervention < . } non-intervention
/ N/ N
asking/doing watching
e.g. semi-structured e.g. ethnographic
interview in folk \_ i\ __/ approaches as in
linguistics research urban sociolinguistics

non-selective

Figure 1. Two dimensions and four spaces (based on Nunan 2008: 8)

Sometimes, research from the watching space in Figure 1 is associated with
a ‘constructivist’ vision of reality whereas research from the controlling
space is deemed (or condemned) to be of the ‘positivist’ type. This associa-
tion of visions of reality and research methods is too simple: It is perfectly
possible to carry out ethnographically inspired research while having a
rather positivist stance. Quantitative research, on the other hand, does not
necessarily presuppose a realist or objectivist point of view (as opposed to
nominalism or constructivism): There is no fundamental incompatibility
between a constructivist take on reality and quantifications. Just as in quali-
tative research, the researcher can presuppose the categories or entities that
he/she operationalizes to be socially and cognitively constructed. One of
the fundamental categories used in linguistics, that of a language, is a good
case in point for the construct character of the object of inquiry, since it is
notoriously unclear where the boundaries of a particular language and/or
dialect should be drawn.

Although most research predominantly uses one type of methodology,
in many cases methods are combined. As in the research project discussed
below, there are reasons to change perspectives and to use methods and
data pertaining to two or even more spaces in order to find answers to the
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respective problems. Such combinations are often referred to as ‘triangula-
tions’.

2.3. Triangulation

In trigonometry triangulation allows determining the location of a target
point by measuring angles to it using a baseline defined by two points.
There is a certain tradition of mapping triangulation metaphorically onto
the domain of methodology in the social sciences (Bryman 1992; Denzin
2005; Bergman 2008a; Hammersley 2008). Interestingly, taking the notion
of triangulation literally implies that the determination of the target point is
not possible without a basis of at least two different known points of view.
A direct mapping of the trigonometry meaning onto the scientific target
domain would imply that no scientific result can be obtained based on one
point of view, which would certainly be an unusual and radical claim.
Moreover, many usages of triangulation involve combination of data that
are totally different in nature (e.g. experimental and ethnographic data).
This is fundamentally different from trigonometry, where the two starting
points are necessarily of the same kind.

Triangulation in social research, following Hammersley (2008), can
have the four functions listed below. These functions are not all mutually
exclusive (see also Blaikie 1991; Flick 2008 for critical discussions of the
concept of triangulation):

1) validity checking: by using other data sources (e.g. by combining differ-
ent quantitative measures, or by combining qualitative and quantitative
methods)

2) indefinite triangulation: make visible how accounts are shaped by dif-
ferent purposes/perspectives of social actors

3) seeking complementary information: (probably the most common us-
age); can lead to correction of the first interpretation and is thus not in-
compatible with the validity checking function

4) epistemological enrichment: transgress the limitations of particular
methods by combining several approaches; encourage dialogue between
paradigms

The examples of triangulation given below will primarily serve the third
function: The goal is to seek complementary information since the first
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research paradigm chosen has given rise to new questions and problems
that could not be resolved based on, e.g., quantitative data only.

2.4. Focus on experimental and other psychometric methods

Historically, research on bi- and multilingualism starts with the comparison
of linguistic systems which, in a second step, allows predictions about do-
mains of potential interferences in bi- or multilingual individuals
(Weinreich 1953; Lado 1957; Ringbom 1990). A prerequisite of this ap-
proach is knowledge of the ‘systems’ that enter in contact and the empirical
basis often is corpus data from bilinguals, collected in more or less natural
environments or in language learning contexts (cf. Lado’s contrastive anal-
ysis hypothesis). Generally, this research ranks low on the intervention
parameter but high on the parameter of selection, i.e. since looking at all
aspects of linguistic structure at the same time is hardly possible, research-
ers focus on particular partitions of linguistic structure. Only in more recent
times have experimental data entered the field of multilingualism research
(Gullberg, Indefrey and Muysken 2009). The term experiment can be used
in a narrow and in a wider sense:

A) Experiment in the narrower sense (‘true experiment’):

Control for all relevant variables (ideally), laboratory conditions, pre- and
posttests, experimental and control groups, random assignment of partici-
pants

B) Experiment in the broader sense:

Control for a maximum of relevant variables, field conditions, pre- and
posttesting and experimental/control groups can be replaced by post-hoc
grouping of participants according to selected independent variables, no
random assignment of participants

There are different terms in the methodological literature for research that
can be attributed to the second category above. All of these types of re-
search are located somewhere in the controlling space in Figure 1, with
slightly varying degrees of selection and intervention. Field experiments
rank somewhat lower on the intervention scale than true experiments since
they do not require laboratory conditions which by nature are highly inva-
sive. The field and quasi-experiments with multilingual subjects discussed
in Section 3 do without randomization of subjects and thus cut back on the
intervention dimension as well, but they can still target quite selective data
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types, e.g. cognate recognition as investigated in Berthele and Lambelet
(2009), or transfer of syntactic schemata from one language into the other
as investigated by Peyer, Kaiser, and Berthele (2010). In other cases, less
selective data types can be elicited, e.g. when measuring global text com-
prehension.

As in many other disciplines, researchers in multilingualism studies are
interested in causal relationships between variables. Does bilingualism help
in learning a third or additional language? To which extent do structures of
a multilingual’s first language causally determine the dynamics of second
or third language learning? Does bilingualism foster intelligence? The
method that best licenses claims about causality is a true experiment
(Waldmann 2002). Unfortunately, true experiments are often impossible to
carry out. Controlling for bilingualism and all other relevant factors in an
experimental paradigm would require a representative sample with random
assignment of participants to the experimental (bilingual) and control
(monolingual) group and then training the bilingual group in a second lan-
guage, which even according to the most liberal definitions of bilingualism
would take several years. Such designs are unrealistic, which is why re-
searchers are forced to draw on other methods, trying to control as many
factors as possible, but easing methodological restrictions such as random-
assignment or experimental treatment and pre- and post-testing. Quasi-
experimental and ex-post-facto research thus is often the best multilingual-
ism researchers can do, if they go for the controlling space at all. The price
to pay is that causal relationships between variables can hardly ever be
tested.

3. Empirical investigations on the multilingual repertoire at work

In this section, evidence from two research programmes on receptive profi-
ciency in multilinguals will be presented and discussed. Since the emphasis
for the present purpose lies on the methodological choices, the description
of the samples and procedures is not comprehensive but rather selective.

3.1. Example I: Investigating the role of grammar in comprehension of
German as a foreign language

The main goal of the first project to be discussed here is the investigation of
the role of grammar in understanding German as a foreign language (see
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Peyer, Kaiser, and Berthele 2010; Kaiser and Peyer 2011 for details). Al-
though there is a considerable number of contrastive grammatical analyses
of German and some other Western European languages, there has been
only very little empirical work on their actual measurable influence on exo-
lingual comprehension. The way we wanted to empirically investigate the
role of contrastive features of German grammar was to proceed in a multi-
methods approach combining non-selective observation data with testing
data of a more selective type, with each stage in the research plan pursuing
particular epistemological goals (see Table 1 for an overview).

Table 1. 3 phases. The selection and intervention scales are roughly divided in a

high, middle and low segment (+, &, —).

Phase (1) Qualitative pilot (2) Quantitative (3) Qualitative feedback
phase main phase phase
Main goal ldentify potential ~ Test empirical diffi- Observe how learners
problem zones culty of previously  try to understand items
(grammar) identified construc-  that yielded surprising
tions quantitative results
Method  Elicitation of ver-  Assessing and test-  Verbal protocols of
bal protocols of ing: Proficiency group task similar to (1),
translation of au- tests, comprehension translation of selected
thentic German task with discrete passages from the read-
texts into L1 point test items ing texts in (2) into L1
Data type —selective; +selective; +selective;
+intervention +intervention +intervention
Sampling  Students of Ger- Mostly students of  Students of German at
man at [talian and  German at Italian Italian and French uni-
French universities, and French universi- versities, L1 French,
L1 French, Italian. ties, L1 French, Italian.
Italian.
Analysis  Mainly bottom-up  Hypothesis testing of Look for new explana-

search in the data
for grammatical
problems

empirical difficulty
of target structures
vs. alternative struc-
tures

tions of surprising pat-
terns emerging from the
quantitative data

To illustrate the type of evidence collected in each phase of research, I will
briefly discuss three examples, all of which concern the same grammatical
characteristic of German grammar, viz.the possibility to have OVS syntax.
The first example is a token from phase (1), produced by a Francophone
law school student, who is at an advanced intermediate level in German and
enrolled in a bilingual MA programme at the bilingual University of Fri-
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bourg. We selected newspaper articles on law issues from the Neue Ziircher
Zeitung, and asked the students in a one-to-one setting to read these texts
and to translate them into their native language. The goal was to observe
where the multilinguals can provide smooth and adequate translations and
where the informants hesitate, make mistakes or are completely lost. We
always provided help with respect to vocabulary, either in the form of lists
or in the form of online oral translation of particular items the informants
were struggling with.

(1) Target item from a newspaper article:

Dem  Bundesgericht erscheint die Einschrankung

the-DAT federal_court appears the limitation

der Urlaubsgestaltung keineswegs als verfassungswidrig.
the-GEN vacation arrangement in no way as counter the constitution

‘The federal court regards the limitation of the vacation arrangement in no
way as counter the constitution.’

Participant: Noélie, Law Student at University of Fribourg, L1 French

[1] 0[00:00.0] 1 [00:03.7] 2[00:05.1]
oélie [v] le tribunal federal d’aucune maniére afinil a aucune possibilité
Fieldworker [v] oui
oélie [EN] the federal court in no way ~ well it has no possibility
ieldworker [EN] yes
2] 3[00:06.3] 4[00:06.7] 5[00:14.7]
oélie [v] keineswegs eeuh deee ... d'aller contre ... la constitution
ieldworker [v] oui le Bundesgericht donc
oélie [EN] in no way mmmbhhh ...of going againstthe constitution
Fieldworker [EN] yes the federal court hence
[3] 6[00:18.5] 7 [00:21.0] 8[00:20.6]9 [00:21.1] 10 [00:23.6]
oélie [v] ahh dem Bundesgericht ¢a j'avais pas remarqué

Fieldworker [v]  le tribunal fdéral c'est quoi au niveau de la phrase .... eb ben voila
oélie [EN] the:DAT federal court

ieldworker [EN] the federal court what's that in the clause here we go
[4] 11[0023.6] 12[0024.0] 13[0042.6]
[Noélie [v] eeuhh ... ce dit la contrainte apparait au tribunal fédéral
[Noélie [EN] mmmhbh...it says the limitation appears to the federal court

A possible explanation of the problem in [1] and [2] above is that Noélie’s
first assumption is that the first NP constituent in the target item functions
as the clause’s subject, which is not the case in this particular example. This
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assumption could be based on the strong cue to subjecthood represented by
an NP in clause initial position in French, whereas this cue in German is
less reliable. It could further be hypothesized that it is only after the inter-
vention of the fieldworker that the participant notices the dative morpholo-
gy (<Dem>) in the definite article and revises the argument structure in her
interpretation of the clause. It could be that the informant applies some sort
of a ‘natural’ default parsing strategy where the agent and thus usually the
subject is expected to be in first position. Or, from a multilingualism point
of view, it makes sense to assume that the subject’s L1 with its deeply en-
trenched syntactic SVO schema interferes with the parsing of the German
clause. However, we need to keep in mind that the method chosen for this
pilot study does not control for important factors: We don’t know for sure
that the sentence would have been translated more easily if the topological
order of the L1 had been respected (SVO), since other factors, such as the
general amount of semantic complexity of the clause could interfere. And
we don’t know whether the token is an accidental drop in receptive perfor-
mance of this particular informant or whether she has problems in general
with OVS structures, or with dative morphology. Moreover, we don’t know
whether this hypothetical transfer of L1 syntax is only a phenomenon we
encounter on low or intermediate levels of German proficiency. To sum up,
although the SVO-transfer theory is intuitively plausible and seems con-
sistent with the qualitative data gathered in the first step of the project,
there are problems of reliability and validity that do not allow hasty gener-
alizations. This is why we need quantitative methods as well.

Although the method used in this phase is clearly qualitative, some
quantifications were done based on the verbal protocols: If several inform-
ants on several occasions showed problems of the type illustrated by Ex-
ample (1) above, we decided that the structural properties shared by the
different items were good candidates for a structure to be tested on a larger
scale in phase (2). In this regard it is important to note, however, that the
type of qualitative evidence, although it is in some sense richer than quanti-
tative operationalizations, does not ‘represent’ or ‘mirror’ reality, but is just
as well based on interpretative operations.

The next phase in our research project was to select a number of promis-
ing structures from phase (1) and to construct a new instrument that allows
for controlled quantitative data elicitation in the sense of the upper left
space in Figure 1. As described in Peyer, Kaiser, and Berthele (2010), the
goal here was to control for certain factors influencing reading in German
as a foreign language and to shed light on the role grammatical aspects play
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in comprehension. The most controlled fashion of doing this would have
been an experimental setting involving e.g. target sentences containing
particular structures (experimental condition) or not (control condition)
presented on a screen while measuring reading and other response times as
well as the comprehension of the sentence. This kind of setup allows for
relatively high degrees of construct and internal validity, and, depending on
the sample, also of external validity. However, and this is the great disad-
vantage of highly controlled studies, the ecological validity, i.e. the degree
to which reading and comprehending isolated target items in a foreign lan-
guage stand for the process of reading in more or less natural situations, is
supposedly low.

Here, methods that involve observation (of reading processes, e.g. via
verbal protocols) and maybe asking (about strategy usage) have much more
to offer. The disadvantage of such methods, on the other hand, is that they
do not provide the highly selective type of data we were aiming for. The
relatively specific question of the role particular features of grammar play
in comprehension of German as a foreign language could probably not be
answered based on data collected in a non-selective paradigm. The solution
was a compromise: We constructed pseudo-authentic texts in the style of
encyclopedia articles about imaginary animals, which allowed us to control
for knowledge about the world while keeping the text type and the reading
situation relatively natural. By giving written (interlinear) translations of
content words in the texts we aimed at controlling for lexical knowledge,
thus trying to isolate the grammatical component of potential comprehen-
sion problems. This methodological choice, however, deliberately dissoci-
ates two things that are never actually separated in ‘real life’, at least not if
the theoretical presuppositions involve a monotonous construal of a gram-
mar-lexis continuum. Arguably, a generativist stance might be more sym-
pathetic to the division between the two ‘modules’.

We worked with parallel versions of texts, which were propositionally
identical but contained different grammatical structures. The structures that
varied systematically were those deemed to be relevant based on the first
phases of the research project (Table 1). For each sentence or clause con-
taining the target structure (e.g. OVS) there was an alternative grammatical
structure which expressed the same proposition in the parallel version of
the text (e.g. SVO; cf. Example 2).



206  Raphael Berthele

(2) Example of target and alternative structure

OVS SVO

Einen Boren fressen Flundodile geme. Flundodile fressen geme einen Boren.
A:ACC boren eat flundodiles willingly Flundodiles eat willingly a:ACC Boren.

The participants in the experiment, a total of 506 Francophone or Italian-
speaking university students with varying levels of proficiency in German,
had to respond to discrete-point test items tapping into the exact compre-
hension of the target items. In the case of Example (2) the comprehension
test was simply an item asking to list the food the Humpfhorn eats.

The OVS structure was operationalized by items such as Example (2)
above. On the whole, this structural characteristic of German turned out to
be empirically difficult as compared to equivalent structures of the SVO
type (see Figure 2). The difference in empirical difficulty between the two
structures is statistically significant overall as well as for all levels from B1
on upwards (Kaiser and Peyer 2011: 194). The impression we had gained
from the analysis of the qualitative data thus led to a hypothesis that sur-
vived inferential statistical testing in the controlling space of Figure 1.

Target
50.0- structure
[1SVO syntax
Il OV'S syntax
40.0-
»
e
i
2 30.0
<
o
c
o
S
3
k]
20.0-1
R
10.0
0
A1 A2 B1 B2 c1

German proficiency (placement test)

Figure 2. Empirical difficulty of items containing OVS vs. SVO structures

As far as the question of external validity is concerned, we deem the result
to be generalizable to reading situations involving rather detailed, informa-
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tionally dense, technical texts read by native speakers of either Italian or
French with high literacy skills.

Whereas the global results for the OVS structure suggest an increased
difficulty of items following this noncanonical (from the point of view of a
native speaker of an SVO language) pattern, the analysis of individual tar-
get items in the stimulus texts sometimes revealed surprising results. As a
last example, the item in (3) will be discussed.

(3) Example of target and alternative structure

OVS SVO

Dem Humpthom dienen aber in seltenen Aber auch Morkele und Blusten dienen dem
Fillen auch Morkele und Blusten als Nah-  Humpthom in seltenen Fallen als Nahrung,

ung.
The:DAT Humpthom serve howeverinrare However, also morkele and blusten serve
cases also morkele and blusten as food. the:DAT flundodile in rare cases as food.

This item produced a mean error rate of 33.3% (OVS) vs. 26.2% (SVO).
This difference is statistically not significant. Based on this item only we
were thus unable to confirm the hypothesis regarding OVS difficulty. Such
results, which go against our expectations, emerged also for some of the
other target structures. As is often the case, although some answers can be
given on the basis of the hypothesis testing (falsificationist) paradigm, more
new questions arise from the patterns found in the data. As shown in Table
1 above, the last stage in the research project was to return to more qualita-
tive, observational data in order to generate new hypotheses about the par-
ticular items that are not ‘well behaved’ in the sense of the general contras-
tive approach that had fostered the initial hypotheses.

Example 4 is a transcript from this third phase. Adult learners of Ger-
man as a foreign language were presented with our target texts again, and
the task here was to work in dyads on the comprehension of these texts,
while thinking aloud and translating orally into the participants’ L1.
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(4) Verbal protocol of translation. Target item cf. (3) above.

[ 0[00:00.0] 1[00:02.0] 2 [00:04.0]3 [00:06.0] 4 [00:08.0]
A [v] alors euh dans certains cas le humpthorn euh se sert euhh
B [v] mais dans
A [v] well mmm in certain cases the humpfhornmmh uses mmhh
B [v] but in certain
2] C 5 [00:10.0) 6 [00:12.0] 7[00:14.0]8 [00:16.0]
A [v] dans de rares casle hum le humblorn le humpfhorn (2.0)
B [v] certains cas sert
A [v] inrare cases  the humblorn the humpthorn
B [v] cases serves
3] 9[00:18.0110 [00:22.0] 11[00:240]
A [v] (4.0) Ah. ,Dem Humpfhorn dienen aber in seltenen Fillen auch’ (2.0)
A [V] Ah, "But the:DAT Humpthorn serve in rare cases also"
[4] 12[0026.0] 13 [00:28.0] 14 [00:30.0] 15 [00:35.4]
B [v] C’est bizarre. Mais
C Iv] 1l sert de nourriture auxmdrkele et aux blusten m (5.0)
B [v] That's strange. But I
C Iv] It serves as food to the mérkele and to the blusten
[5]
[5] B 16[0038.0] 17 [00:40.0] 18 [00:53.0]
B [v] je comprends pas pourquoi y a du (-) dudu datif(-) ah si c'est euhh mais
B [v] don't understand why there is adative ah, if its mmmh but in
[6] i 19[0056.1] 20[0057.7] 21(01:029]
B [v] dans dans de rares cas les morkele et les blusten servente de(.) nourriture au
C Iv] ()les morkele nourriture (.) au
B [v] in rare cases the morkele and the blusten serve asfood to the
C Iv] the morkele food to the
B 22[0105.4] 23[01:07.1]
(7]
B [v] euhh humpfhorn
C Iv] humpfhorn
IFieldworker [v] mhm (.) genau
B [v] humpthorn
C V] humpthorn
[Fieldworker [v] mhm exactly

As can be seen from Example 4, at the very beginning of the translation
attempt (Segment [1]) the informants generate a mental model of the text
that is propositionally close to the meaning of the text. This is remarkable
since they are far from parsing the sentence appropriately: The dative ob-
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ject is hypothetically analysed as the subject and the verb (dienen, ‘to
serve’) is translated by se servir, which would have an argument structure
that is equivalent to use. There seems to be, at least at the very beginning of
the comprehension process, a conspiracy of shallow parsing of the constitu-
ent structure with a near mistranslation of the lexical verb which leads to a
propositionally correct translation (Humpfhorn eats morkele and blusten).
As soon as the dative morphology is discovered, things get complicated and
temporarily messed up. It is not until in the second to last segment [6], after
rather long reflection and discussion of the sentence, that a mental model
emerges that is not only propositionally correct, but that is also yielded by a
correct analysis of both lexical content and argument structure. This analy-
sis allows shedding light on the surprisingly high percentage of correct
comprehension of this rather difficult item: If especially low proficiency
learners of German only run a superficial analysis of the passage based on
some conceptual content conveyed by lexical items and frame knowledge
of eating (requiring an agentive eater and an eatee), the analysis can be
propositionally correct despite considerable linguistic ignorance.

3.2. Example 2: Interlingual inferencing of cognate words

The last example to be briefly discussed here stems from a series of inves-
tigations into the way multilingual individuals infer the meaning of cognate
words. Again, the focus lies on comprehension of a non-native language,
but this time the target language is an unknown one, even though genealog-
ically related to the multilingual subjects’ previously acquired languages.
Moreover, the target items are not sentences or texts, but only (cognate)
words. As in Section 3.1, I will show how evidence from different method-
ological spaces (cf. Figure 1) can be combined and integrated to enrich the
global understanding of the underlying processes.

The stimuli are presented either with or without context, and the target
items are words in languages that the participants have not learnt, but that
are genealogically related to languages they master. The broader context of
these studies is the interest in intercomprehension or semi-communication
(Braunmiiller and Zeevaert 2001; Hufeisen and Marx 2007), and more spe-
cifically, in ways of increasing the usage value of ‘smaller’, lesser used
languages via the rapid development of receptive competences. As several
studies on different target languages have shown, there is weak but statisti-
cally meaningful correlation between the number of languages a participant
speaks and the general ability to infer the target items. In particular one



210  Raphael Berthele

study (reported in Berthele 2011) provided evidence for positive correlation
of this inferencing capability with the age factor (the older the better) as
well as with modern language learning aptitude. For this present methodo-
logical discussion one particular aspect will be in the focus: What are the
characteristics of cognate words that are generally well inferred by multi-
linguals, and what are the characteristics of words that turn out to be im-
possible to infer? Based on ideas from research on third language acquisi-
tion and transfer (Odlin 1989; Ringbom 1990), the hypothesis was that the
best predictor for the empirical difficulty of items should be the linguistic
distance between the target cognate and the transfer base in the multilingual
lexicon of the inferring individual. As illustrated in Figure 3, cognate words
can be very similar or quite different with respect to their targets, if mea-
sured using string similarity algorithms such as the Levenshtein distances
(cf. Heeringa, Kleiweg, Gooskens, and Nerbonne 2006). At least from a
psycholinguistic point of view it seems reasonable to construe the category
of cognate as a radial category with fuzzy boundaries rather than a clear-cut
category based on genealogical relations across languages.
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Figure 3. Danish and Swedish Cognates and feature-based Levenshtein distances
to English

For the sake of brevity I will only give a short summary of the results of the
experimental (in the wider sense) data on listening comprehension of cog-
nates: The quantitative analysis of the empirical difficulty and the linguistic
distance as measured by the phonologically weighted Levenshtein distances
revealed that items that are beyond a particular threshold (cf. Figure 4,
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threshold around 0.22) are hardly ever correctly identified by the partici-
pants, but that for items below this threshold the correlation is weak.
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Figure 4. Empirical difficulty (inferability) of items and feature-based Levenshtein
distances to English cognates

A subsequent quantitative analysis aimed at the detailed investigation of the
impact of particular phonological contrasts between target words and po-
tential transfer bases. The results suggest that as soon as consonants are
different (with respect to place or manner of articulation), interlingual in-
ferencing becomes very difficult. Phonological differences in vowels, on
the other hand, do not seem to be a problem, in many cases a difference
even coincides with better interlingual inferencing (cf. Berthele 2011 for a
detailed discussion of these analyses). However, we cannot be entirely sure
whether the patterns are internally valid, i.e. whether the items that could
not be inferred with success by a majority of the informants remained
opaque solely due to consonant differences (see also Beijering, Gooskens,
and Heeringa 2008). One way of cross-validating this ‘consonant theory’ of
cognate recognition was again a methodological change of spaces (cf. Fig-
ure 1): Moving from the controlling space of the quasi-experimental design
to the asking-space of a thinking-aloud task with the same target items
seemed to be a way of investigating the question whether multilinguals are
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indeed relying more on consonants than on vowels in cognate recognition.
Below, five examples of verbal protocols (simultaneous thinking about the
cognates) are given, from two different participants.

Table 2. Verbal protocols from cognate translation tasks

target verbal protocol (participant BB)
tanka denken, konnte auch tanken heissen (.) oder danken thank you
(Swedish,  think, could also mean to gas up, or to thank, thank you
,to think*)
lade lade (.) aufladen, lade ([le1d]), konnte auch hinlegen (-) ja
(Danish,
‘to let”) lade, to load, lade, could also [mean] to lay, yes
skulle skulle, ja skulle (.) scroll (-) vielleicht herunter- (.) to scroll (.) rol-
(Danish, len, so in dem Sinn
,should®)
skulle, yes skulle, scroll, maybe down-, to scroll down, in this sense
mena mena — dhmm (--) meéne (.) amener [French pronunciations] viel-
(Swedish,  leicht bringen kommen so etwas, mmh (---) oder vielleicht auch
,tomean‘) halten (.) ja
mena, meéne, amener, maybe to bring, to come, something like this,
or maybe also to hold, yes
skulle verbal protocol (participant SG)
(Danish, SG: skulle - oh das ist aber ein herziges Wort
,should*) il - tont ein bisschen nach Totenkopf oder so (17.0)

skulle (-) das ist sicher ein Profilwort, das man gar nicht ableiten
kann (12.0)

keine Ahnung, kann ich auch sagen ich hitte keine Ahnung?

skulle (---) skifahren — nein (-) skulle

Fieldworker: was denkst du, was das wohl...

SG: rollen, aber nur weil es zwei -11- hat aber weiss es auch nicht

(---) aber das ist absolut

skill, ah vielleicht fahig sein oder so oder wissen

skulle (--) ja sagen wir wissen (.) von irgendwie skill, Fahigkeit

EN:

SG: skulle — this is a nice word sounds like skull or something
this surely is a profile word that cannot be derived

no idea, can I also say that I’ve got no idea?
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skulle to ski - no
skulle
Fieldworker: what do you think, what this. ..
SG:to roll, but only because there are two —II- but I don’t know
but this is totally
skill, ah, maybe to be able to, or so, or to know
skulle
yes, let’s say to know from like skill or something

With respect to the ‘consonant theory of cognate recognition’ that emerged
from the quantitative analyses, the examples above (and there are many
more in the data) seem to show that, indeed, the two participants search
lexical entries in their multilingual repertoires for matching consonant skel-
etons. The item skulle (that has not been inferred correctly by anybody in
the sample) is particularly revealing, since the participants associate all
kinds of English and other words that share either the /sk/-/1:/ pattern (in
one case with the addition of an /r/: scroll) or at least a /1:/ in second conso-
nant position. Whereas there is no way of tracing the searches the partici-
pants carried out in the quantitative analyses of the paper-and-pencil variant
of the task, the thinking-aloud task allows to tap into these interlingual pro-
cesses. On the other hand, since the thinking aloud data are relatively non-
selective in nature, quantifications are difficult and inferential statistics are
impossible and/or make little sense. The triangulation (in sense 3 of the list
in Section 2.3) of the quasi-experimental data from the controlling space
and the verbal protocol data from the asking space seems to produce con-
verging evidence in support of the consonant theory of cognate recognition,
since many of the verbal protocols show how informants vary systematical-
ly the vowels while keeping the consonants fixed.

Since most of the data discussed here stem from rather highly educated
participants (mostly university students), the external validity of the results
remains limited to populations with similar educational backgrounds.

4. Conclusions

Research on multilingualism obviously obeys the same methodological
constraints governing most other empirical disciplines. Science-internally it
is most important that researchers be aware of the underlying epistemologi-
cal stances of these activities. In my view it is too simple to associate quali-
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tative methods with constructivism and quantitative methods with objectiv-
ism, as Nunan (2008: 4) seems to suggest: Bad ethnography is not subjec-
tive, but intransparent and perpetuates preconceived wisdom, bad psycho-
metrics ‘proves’ by showing off statistical pomp ill operationalized
constructs and unwarranted claims on causal relations between them. As a
believing and practicing constructivist I would like to argue that both re-
search belonging to the controlling space and to the watching space (e.g.
psychometry vs. ethnography) construct their field/reality based on apriori
questions/categories. Triangulations in the third sense thus are a delicate
affair, since different elicitation methods lead to different construals of
reality. For the examples from my group’s research discussed above, one
can thus object that the verbal protocols represent a type of data that is not
directly comparable to the quantitatively gathered responses to the target
items. I have tried to attenuate this problem by keeping the target items
(grammatical target structures, cognate words) and the goal of the tasks
identical (comprehension) by only varying the nature of the response data
and the constraints on the context of the task. But I would not deny that
there is what I suggest to call a “constructivist threat” to triangulation ap-
proaches that needs to be taken seriously. More generally, it seems that
hasty attributions of realism and nominalism to quantitative and qualitative
approaches respectively are as inappropriate as the celebration of triangula-
tion and multi-methods approaches as universal cure. Triangulation is not
per se better than a single-method approach, and moreover it is important to
distinguish the fundamentally different types of triangulation listed in Sec-
tion 2.3.

By no means have I wanted to overrate the two examples of my own re-
search presented in this contribution as particularly outstanding tokens of
methodological excellence. There are obvious shortcomings of the method-
lological choices, e.g. the second stage of the first project presented (Table
1) is only half-heartedly located in the controlling space, which was the
price we paid for a minimum of ecological validity of the reading task.
More rigorous control (i.e. even more selective data and more intervention)
would be an important complement to our study. Other shortcomings of all
the analyses presented here can easily be identified. The studies were thus
merely intended as illustrations of two points: Firstly to show the particular
constraints imposed by each methodological choice, and secondly to illus-
trate possibilities of moving across the different methodological spaces in
Figure 1.
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In addition to the scientifically relevant questions of the relation be-
tween methods and potential realities that are more or less independent of
the beholder, multilingualism researchers need to pay particular attention to
questions of validity: In modern Western societies issues that are at the core
of our field are also in the focus of educational and migrational policies.
We therefore need to be particularly aware of the degree of generalizability
of the insights we gain from our data. Researchers, particularly if they are
carrying out mission oriented research payed for by actors from the educa-
tion policy domain, need to state clearly the threats to internal and construct
validity that any operationalization bears, and they need to be very clear
about the limits of generalizations inherent to their research paradigms:
Qualitative analyses, despite their potential to provide “thick descriptions”
of language usages and their contextual embeddings, must not be used as
bases for generalizations unless there is substantial converging evidence
from other studies applying other methods. Quantitative studies that do not
involve adequate sampling techniques and control for the most important
factors influencing linguistic competence (and there are many such poten-
tial factors) only license very limited external generalizations. Biased sam-
pling practices in psychology or psycholinguistics (e.g. doing experimental
research based exclusively on psychology students taking ECTS points for
their participation) pose serious threats to the external validity of the re-
search results.

Although these caveats are far from being new, we can frequently ob-
serve that language policy is based on insufficient scientific evidence or on
abusive misinterpretation of scientific results. The misguided usages of the
PISA survey data in educational policy debates are only one very promi-
nent example: A cross-sectional monitoring study that compares the effi-
ciency of educational systems has been used as ‘scientific proof’ of all
kinds of causal models that, from an epistemological point of view, could
only be investigated via longuitudinal or experimental designs.

Methodological questions therefore are crucial especially for research in
applied linguistics: Contrary to the somewhat less noble connotation of
applied (as opposed to fundamental) research, it is precisely the applied
linguists who need to be particularly aware of the epistemological con-
straints governing scientific activities and of the high methodological
standards that are needed when social, educational and political issues are
at stake. This is not to say that it is easy to be a structural linguist analyzing
Icelandic passives, but it is at least as complicated and challenging to make
scientifically valid statements about multiple first language acquisition in
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Swiss German kindergartens, let alone about which language policies in
linguistically diverse contexts lead to more educational success for mem-
bers of (multilingual or other) risk groups. Here, it seems, language experts
would be well advised to overtly specify the limits of generalizability im-
posed by the nature of any scientific endeavor. Along this line of thought,
the most important part of proper methodological groundwork is the insight
of the inevitable constriction of the area of application of any empirical
evidence and of the genuinely unstable nature of scientific knowledge in
general.
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Koineization and cake baking: Reflections on
methods in dialect contact research

David Britain

1. Introduction

The dialect contact paradigm of research in — mostly variationist — socio-
linguistics examines the linguistic outcomes of the clash of distinct varie-
ties of the same language.! This paradigm gained momentum after the pub-
lication of Trudgill’s (1986) book Dialects in Contact, which surveyed the
rather dispersed literature on the topic up to that date, presented new case
studies of contact, and, most importantly, synthesized a set of outcomes
common to all or most forms of contact of this kind. He argued that in dia-
lect contact situations, interaction between speakers of different dialects
causes routine linguistic accommodation and convergence, which, if sus-
tained over a longer period, could lead to permanent subtle changes in a
speaker’s linguistic behaviour. Children born into such communities ac-
quire these converging linguistic systems and, if social circumstances are
right, continue to converge them, eventually leading to the community-
wide emergence of a focussed new dialect in place of the original mélée.
Given the untenability of the language-dialect distinction, there is, of
course, a rather fuzzy boundary between dialect contact and language con-
tact research. The study of each has largely progressed independently,
however, using different terminologies and methodologies. Here I focus
solely on the contact of distinct, but nevertheless typologically very similar
varieties.

This contact between varieties has been examined in a number of differ-
ent contexts and I will reflect on a number of these here. On the one hand,
dialect contact research examines the consequences of very short term con-
tact, such as of the kind that we engage in in service encounters in shops or
other brief, fleeting encounters. On the other, it examines the consequences
of the long-term contact that results from long-distance mass migrations of
speakers of different dialects of the same language. It examines the contact
between a travel agent and her customer buying a holiday in Majorca
(Coupland 1984) — linguistic accommodation — as well as the contact be-
tween the hundreds of thousands of British and Irish settlers of New Zea-
land in the 19th century who formed the first Anglophone speech commu-
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nity there (Trudgill 2004; Gordon et al. 2004) — new dialect formation via
the process of koineization. And there are a range of forms of contact that
fall between these two in scope and intensity, in the literature most notably:
the migration of individuals and their families to new places where there is
an established but distinct target variety (the end result of which is known
in the literature as second dialect acquisition), as well as the contact that
results from everyday mundane mobilities in one’s neighbourhood or re-
gion (resulting in supralocalization or innovation diffusion). The breadth of
these contexts has led some to argue that perhaps all or at least most lan-
guage change should be conceptualized as resulting from (dialect) contact
(e.g. Milroy 2002).

The aim of this paper is, very unusually in dialect contact studies, to re-
flect upon how research in this sub-discipline is carried out, the methods
used to examine the consequences of this contact. Since most researchers in
the field come to this topic from sociolinguistic or variationist dialectology,
there is an overwhelming tendency to try to apply the methods of tradition-
al Labovian sociolinguistics (e.g. Labov 1966; 1972) to the task. Here I
examine some of the particular data collection issues that arise from work
in linguistic accommodation, second dialect acquisition, innovation diffu-
sion, new dialect formation and supralocalization. The examination will
necessarily be brief, but will attempt to raise some of the problematic issues
that researchers have had to face. In some forms of dialect contact research,
especially those which focus on koineisation, cooking metaphors are often
applied, because an original mix (of dialects) eventually ends up as a more
homogenized final product (a koine). In assessing the methods used in dia-
lect contact research, then, this paper also considers the extent to which a
cake-baking metaphor can suitably be applied to work in this field.

2. Methods in dialect contact research
2.1. Structural linguistic accommodation

In general, the brief, fleeting nature of the speech events that give rise to
short-term face-to-face accommodation have not posed significant data
collection difficulties for dialect contact researchers. The routine practice of
convergent linguistic accommodation in such short-term contexts is crucial
to dialect contact theory, since the latter argues that the changes that take
place as a result of dialect contact are the result of the fossilization of lin-
guistically convergent forms (Trudgill 1986). Despite this, such studies are
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actually fairly few in number. Service encounters provide a valuable possi-
ble source of relevant data, and one of the earliest studies of face-to-face
short-term accommodation was carried out in a travel agency (Coupland
1984; see also De Stefani, this volume). Here, a female travel agent was
recorded during transactions with customers of different social classes. The
study showed that not only did the travel agent change the proportions of
her use of different linguistic variables to converge with those of her cus-
tomers, but also that she did so partially, and incompletely. She converged
towards her customers, she did not copy them. Other accommodation type
studies of this kind are almost experimental. Bell and Johnson (1997) set up
an experiment in New Zealand where four interviewers — two Maori, two
European New Zealanders, one male and one female of each ethnicity, each
interviewed the same four people, again distinguished by ethnicity and
gender. In doing so, they were able to examine how differently the same
person spoke when the audience differed. Again, results showed that
speakers variably accommodated, depending on the audience, showing that
the speaker-addressee combination together determined the linguistic out-
come. Later research by theorists of stylistic variation and accommodation
were able to refine and problematize a lot of these early findings (Coupland
2007), but the very fact that incomplete accommodation took place in such
settings was all that dialect contact approaches really needed from this kind
of data. It is central to established approaches to dialect contact that con-
vergence and accommodation are routinely inaccurate and partial, since
thereby it can explain how, as a result of longer-term contact, interdialectal
forms sometimes fossilize which are clearly the product of the convergence
of two forms in the original dialect ‘mix’. In studies of short-term accom-
modation, it is naturally obvious what the ‘ingredients’ of this ‘mix’ were —
for example, the travel agent and her customer. More tricky, as we will see,
is establishing what the ingredients were when we are examining mass
migrations that caused dialect contact on a large scale. In these studies of
short-term accommodation, however, the recipe was clear.

2.2. Second dialect acquisition

Short-term acquisition studies were able to show that speakers converged,
fleetingly, to their interlocutors. But what would happen if this accommo-
dation were to take place routinely and persistently and over a long period
of time? Dialect contact theory relies on the fossilization of accommodation
to explain the outcomes of more dramatic but long term contact. Research-
ers then began to study prototypical examples of such long-term accommo-
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dation — the consequences for the dialects of individuals who moved from
their home dialect area to a new one. Did they lose their original dialect?
Did they pick up the new one? Perhaps the most famous study in this field
is Chambers’ (1992) analysis of six Canadian children of different ages
who moved to Oxfordshire in Southern England. Focussing solely on the
linguistic factors that influenced second dialect acquisition (SDA), Cham-
bers developed a set of principles which were supported by his own find-
ings and the other few sporadic pieces of work that could be classed as
SDA. Perhaps the most important were that: (i) age was a critical factor —
the younger the children, the more likely they are to pick up the second
dialect; (ii) lexical features were adopted before phonological ones; and
(iii) that ‘simple’ features were adopted more readily than ‘complex’ ones.>
A number of other studies have also tried to test and replicate Chambers’
work — e.g. Tagliamonte and Molfenter (2007) on three Canadian children
in Northern England; Al-Dashti (1998) examining Egyptian migrants to
Kuwait, Foreman (2003) on Canadians and Americans moving to Australia
and Werlen et al.’s (2002) analysis of migrants from Oberwallis to Bern in
Switzerland. A methodological dilemma arises here, though. Whilst exper-
imental methods work well for short-term accommodation, for long-term
contexts it is more difficult. Ideally, for a first wave study of SDA, one
would have a large and socially and generationally stratified sample of
speakers, all from the same place, all moving to the same place at the same
time with the same degree of exposure to the new target dialect. We would
record these people before they leave their home dialect area and then again
at some time, or better at regular times, thereafter. But of course real life
does not work like that, and it is not the sort of scenario that one could ethi-
cally construct for the purposes of research. What we are left with, then, is
a literature full of small case studies, where a large number of the parame-
ters are unknown or uncontrollable. In almost all studies, we lack precise
information about what the speakers sounded like before they left their
home dialect area, and the studies have not been able to control for such
factors as the degree of integration (or lack of it) into the new neighbour-
hood by the migrant.

One larger scale study currently underway is examining the second dia-
lect acquisition of American children whose parents are working on a US
Air Force base in Eastern England. Grainger (forthcoming) examined the
American (and British) children in a British school to which many Ameri-
cans working at the base send their children. One advantage of this study is
that she was able to gather data from large numbers of American children
and in controllable circumstances in the school — this study is much larger



Koineization and cake baking 223

and more systematically sampled than any other previous SDA work. Still
not solved, however, is the problem of degree of integration or of what the
children spoke before they arrived — new families arrive at and leave the
base all of the time, so it was not possible to follow an ideal single new
cohort from first day at school onwards. Another study has managed, how-
ever, to get around a few more of these problems. Hirano (2011) examined
the consequences of expatriate dialect contact amongst British, American
and New Zealand English-language teachers in Japan who had arrived there
as part of a specific programme (JET) with fixed term contracts. She was
able to record a batch of willing new teachers as they arrived in Japan at the
start of their teaching contract, and then re-record them a year later, also
carefully tracking in great detail the extent and strength of their social net-
work ties with Americans, Brits, Kiwis and Japanese as a way of measuring
their integration with speakers of (roughly) the same or other dialects of
English, native or non-native. The analysis of the data did show subtle con-
vergence after a year, convergence that strongly correlated with the strength
of network ties with relevant speakers. Matter and Werlen (2002: 278),
however, found that social network ties did not play a significant role in the
accommodation of migrants from Wallis to Bern.

For the most part, though, SDA studies have been small-scale and, it has
to be said, focussed much more centrally on the linguistic findings, rather
than presenting a rich synthetic sociolinguistic account. We know little
about how the processes of acquisition proceed within the context of the
performance of people’s everyday routines in their new communities. One
of the other major problems is the post-hoc nature of most of the research.
It is carried out after the migrants have been exposed to the target dialect
for a while, so we can not be certain of the precise nature of the original
input dialect. Here, then, we can taste the cake, but we are not certain of the
ingredients. It is therefore not clear that we could write down the recipe.
The methodological challenges, therefore, are, on the one hand to examine
this process with more social sensitivity, but on the other to provide a glob-
al overview of the likely constraints, social and linguistic, on SDA, given
the unfeasibility of large scale studies that track migrants from before their
move to well after.

2.3. New dialect formation
It was the study of new dialect formation that provided the primary stimu-

lus for the expansion in research on dialect contact from the late 1980s
onwards. Given the task of explaining the structures of many of the in-
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digenised European language varieties found outside Europe, dialect con-
tact approaches were adopted as a way of explaining how, for example,
Australian English was structurally different from every variety of English
in the British Isles, despite the fact that the overwhelming majority of its
anglophone immigrants in both the 19th and 20th centuries were British or
Irish. The same can be said for varieties of Spanish spoken in the Americas,
French in Quebec, as well as, for example, Hindi-Bhojpuri in Fiji, Trinidad
and Mauritius, and Japanese in Micronesia, and so on. Trudgill (1986) has
argued that in such contexts, where different dialects are thrown together in
new surroundings, linguistic accommodation becomes routine and long-
term, leading to the process of koineization, whereby eventually a new
dialect emerges as a result. Koineization consists of at least four processes:
(i) levelling (the eradication of marked linguistic features, marked in the
sense of being in a minority in the ambient linguistic environment after the
contact ‘event’, marked in the sense of being overtly stereotyped, or
marked in the sense of being found rarely in the languages of the world
and/or acquired late in first language acquisition); (ii) simplification (the
process by which a contact variety becomes more regular, having fewer
categories, fewer person/number inflections, or fewer complex constraints
on variation than the dialects in the original mix); (iii) interdialect for-
mation (the emergence of forms which were not present at all in the input
dialect, but which clearly emerged as the result of the imperfect conver-
gence of two or more such inputs) and (iv) reallocation (the refunctionali-
zation of two or more input forms to perform new linguistic or social duties
as part of the new dialect repertoire) (see Britain and Trudgill 2005). Study-
ing how new dialects formed well after the event, however, has thrown up a
vast number of methodological problems. How did they develop as they
did? Once again, we know what the cake tastes like, but what were the
ingredients and what was the recipe?

— We need to know where people came from in the donor community, of
what backgrounds, in what numbers, and what dialects they brought
with them;

— We need to understand “the ethnographic setting in which the ... dis-
placed population has come into contact with ... other populations
whose structural features enter into the competition with its own fea-
tures” (Mufwene 1996: 85). Has the transported dialect engaged in lan-
guage as well as dialect contact?

— We need to know about the language ideologies that speakers brought
with them, as these, it has been argued, may affect their stances both
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towards different varieties present in the post-contact dialect mix, but
also towards the standard metropolitan variety;

— We need to know more about what Mufwene (2001) calls the ecology —
the nature of social life — of the early post-contact society.

Some early research on new dialects, however, did not take all of these
essential factors into consideration. I provide two examples that highlight
this here; one from New Zealand English (Britain 2008), and another from
the formation of Taiwanese Mandarin (Kuo 2005).

New Zealand English (NZE) began to be formed from the mid-19th cen-
tury onwards as a result of migration from the British Isles and Australia.
One oft-cited characteristic of NZE is a pronunciation of the MOUTH vow-
el, /au/, as [eu - €o - €] with a mid-open front nucleus. These realisations
have almost always been labelled as ‘strongly stigmatised’ (e.g. Gordon
1983, 1994; Maclagan and Gordon 1996: 7), though evidence suggests that
they are by far the majority form in NZE informal speech. These mid-open
front realisations have traditionally been explained as a result of a change
from [au], a fronting and raising, therefore, of the nucleus (e.g. Wells 1982:
256, Labov and Ash 1997: 514). Maclagan, Gordon and Lewis (1999: 22),
for example, claim that “the diphthong variants that are stigmatized are
those associated with a relatively recent shift ... there are now very few ...
[au] variants of /au/ which earlier would have represented the most con-
servative, least stigmatized variants of the diphthong. Similarly, the first
elements of the stigmatized variants have raised over time”, as well as “in
New Zealand, the first target of /au/ is typically progressively fronted and
raised by lower social class speakers. Tokens with a relatively open first
target ([au]) were classified as conservative, those that started on [&] were
classified as neutral, and those with raised first targets ([e]) were classified
as innovative” (1999: 29). This account clearly suggests that NZE shifted
from [au] to [eu - €2 - €:].

If this were really the case, then we would need to demonstrate convinc-
ing evidence that [au] was indeed once a widely used vernacular variant of
NZE and that it was the dominant, or at least one of the dominant forms
brought to New Zealand by British and Irish migrants. The evidence sug-
gests the opposite, however. Britain (2008) shows that, firstly, mid-open
front variants of MOUTH have been identified as significant variants in
even the very earliest studies of NZE. Secondly, the demographic and his-
torical dialectological evidence from the British and Irish migrant commu-
nities does not support an [au] origin for contemporary NZE pronuncia-
tions of this diphthong either. The demographic evidence robustly
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demonstrates that the dominant migration to New Zealand came from
Southern England, with smaller waves coming from Scotland and Ireland
(see Britain 2008 for a survey of this evidence). The dialectological evi-
dence, from a series of surveys that were investigating the dialects of
speakers born at roughly the same time as those migrating to New Zealand
(Ellis 1889; Wright 1905; Kurath and Lowman 1970°) showed that the
overwhelmingly dominant forms used in Southern England (and Ireland)
were [eu - €3] and [ov]. [au] was barely reported at all in the south of Eng-
land, except as one of a number of variants in London, and the variant used
in the far west of Cornwall in the English South-West. Kurath and Low-
man’s description of the pattern of MOUTH use in southern England neatly
summarises what was found by all of the relevant dialectological surveys of
the time: “in most of the eastern counties ... the reflex of M(iddle)
E(nglish) u is a diphthong starting in mid-front or lowered mid-front posi-
tion and gliding up toward [u]. In the central counties this [eu - eu - &0] is
universal. In Norfolk and ... the western counties ME i has yielded [au] ...
it is noteworthy that the Standard British English type [au] does not occur
in the folk speech of the section of England dealt with here” (Kurath and
Lowman 1970: 5). I have argued (Britain 2008) that, given the dominance
of mid-open front forms in the British dialects spoken in those areas that
dominated migration to New Zealand, the present NZE realisation of [eu -
€9 - €] has focussed as a result of it being in the majority in the early NZE
dialect mix and the consequent levelling away of other minority variants
over time. This account allows for researchers finding some other variants
in the early NZE variant pool, but takes seriously the demographic and
dialectological facts which clearly dismiss a raising from [au] as a viable
course of contemporary [eu - €9 - €:]. If we return to our cake baking analo-
gies once more, then here we could say that we know what the cake tastes
like, but it seems that some people have assumed the wrong ingredients and
followed the wrong recipe.

Another issue that arises from the development of /au/ are the language
ideological questions that surround the ‘stigmatisation’ of [eu - €9 - €].
Early sociolinguistic accounts of linguistic change have relied quite heavily
on people’s language behaviour being influenced often strongly by the
ways in which dialect forms are evaluated vis a vis the standard. Forms
which are non-standard, dominant in conversational speech, but perhaps
used less when performing formal oral tasks such as reading a short story
aloud or a list of minimal pairs, and forms which raise comment from ‘lan-
guage guardians’ are often labelled as ‘stigmatised’. ‘Stigma’ is defined by
the New Oxford Dictionary of English as “a mark of disgrace associated
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with a particular circumstance, quality or person” (Pearsall 1998: 1826). 1
would argue that this term is overused in sociolinguistics — the juxtaposi-
tion of, on the one hand, the considerable, routine and systematic use of a
feature by millions of speakers and its being, on the other, “a mark of dis-
grace” seems, to me at least, to be untenable. ‘Stigma’ in some forms of
sociolinguistics seems actually to mean something like ‘not adhering to
formal normative ideologies about ‘correct’ language use’. In the contem-
porary Western world, many of these ideologies are diffused and transmit-
ted via institutions such as the media, the education system and public ad-
ministration. But this then leads us back to question the nature of linguistic
ideologies at the time of the dialect contact. We cannot assume that these
same conditions held then as hold today. As detailed in Britain (2005), for
example, language ideologies were likely to have been considerably differ-
ent 150 years ago among the early Anglophone settlers in New Zealand.

— In mid-19th century Britain, the time of significant migration to New
Zealand, there was no compulsory education. Consequently there was
no universal institutional medium for the vast majority of children to be
indoctrinated with the ideology of the standard language, and no formal-
ized locale where children were brought together for that purpose;

— Literacy levels were very much lower than today — Cipolla (1969) high-
lights that almost a third of bridegrooms and almost half of all brides in
Britain were unable to sign their names in the register on their wedding
day; Belich (1997: 393) puts the illiteracy rate in New Zealand in 1858
at 25%;

— Dalily life for many people in mid-19th century New Zealand revolved
around survival. The departure of millions in search of a better life in
North America and the Southern Hemisphere was triggered by the ex-
tremely poor living conditions in 19th century Britain. Food and shelter
were more important concerns than whether they pronounced /au/ ‘cor-
rectly’. Physical not academic toil was most certainly the priority of the
vast majority;

— 19th century New Zealand society was less class-orientated and less
deferent than the society the migrants had escaped from. As Belich ar-
gues, many, in moving to New Zealand, engaged in ‘custom shedding’:
“For European settlers migration was a chance to select cultural baggage
— to discard as well as take. Highly overt class differences ... excessive
deference towards the upper classes and customs that publicly implied
subordination were leading candidates for the discard pile” (Belich
1997: 330).
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I do not want, of course, to argue that 19th century migrants did not have
language ideologies, but simply that without a standard indoctrination,
evaluations of language would likely have been much more locally ground-
ed: local versus non-local, young versus old, this village versus the one
over the hill rather than ‘right’ or ‘wrong’, ‘standard’ or ‘non-standard’
(Britain 2005). We cannot assume that the vast majority of the population
‘stigmatised’ non-standard /au/ in New Zealand, even if School Inspectors
there did (Gordon 1983). We must, therefore, understand the social, cultur-
al and ideological ecologies of the community at the time of the new dialect
formation, and not simply transpose 21st century ideologies to 19th century
contexts.

Another problematic example of new dialect formation comes from the
emergence of a Taiwanese variety of Mandarin. A significant Mandarin
speaking community only developed on Taiwan after the flight to the island
of Chinese Nationalists pushed out of Mainland China by Mao’s Com-
munists in the late 1940s after the Chinese Civil War. When the National-
ists arrived, they found a population that spoke either an indigenous lan-
guage or one of a number of Chinese languages, but very few speakers of
Mandarin, the dominant Chinese language on the Mainland. The numerical-
ly most important language spoken in Taiwan was Southern Min, spoken
by around three-quarters of the population. The new Nationalist rulers from
the Mainland were mostly Mandarin speaking and imposed their language
as the language of education. Over time, a Taiwanese variety of Mandarin
emerged. The previous literature on Taiwanese Mandarin suggested strong-
ly that this new variety was different from Standard Beijing Mandarin be-
cause of the second language acquisition failure of the Southern Min speak-
ing population — in essence, that Taiwanese Mandarin was a result of the
inability of the Taiwanese to learn Mandarin accurately. Earlier researchers
pointed to the fact, for example, that whilst Standard Beijing Mandarin had
four retroflex consonants in its inventory, Southern Min had none, and so,
when learning Mandarin, the Southern Min speakers merged the retroflexes
with corresponding non-retroflex sounds, and diffused these non-retroflex
consonants to the population at large, including to the children of original
mainlanders (see Kuo 2005 for a long review of the claims to this effect).
Through a very careful analysis both of the structure of Chinese dialects in
the middle of the 20th century, and census information on the regional ori-
gins of the migrant mainlander population, Yun-Hsuan Kuo (2005) demon-
strated that whilst retroflexes were common in central Beijing, they were
rarely found elsewhere in China, and were almost entirely absent in those
areas from which the mid-20th century migrants to Taiwan had originated.
The merger of retroflex and non-retroflex, proposed by earlier researchers,
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seems untenable given that retroflex consonants were barely used at all by
the Mandarin speaking population of Taiwan, let alone the Southern Min
speakers. In Taiwan, there were simply no retroflexes to merge with. Kuo
(2005) argued, reviewing the evidence, that the lack of retroflexes (and
other features of Standard Beijing Mandarin) in Taiwanese Mandarin was a
simple result of them not having been brought to Taiwan in sufficient num-
bers in the first place, and the few that were brought, being highly marked,
were swiftly levelled away. Once again, the arguments circulate around the
recipe and the ingredients and not the cake itself. We know what the cake
tastes like, but, here at least, and in the New Zealand English case, there are
disputes over what went in it, and how it was baked.

Central to these disputes about new dialect formation, clearly, are the re-
lationships between the dialects of the ‘donor’ community and those stud-
ied, usually later, in the new dialect community. These arguments have
prompted scholars to examine diaspora dialect formation in two distinct
ways. Some (e.g. Poplack and Tagliamonte 2001; Tagliamonte 2002) have
argued that in order to establish firm and direct connections between donor
and recipient communities we need to not only find the same features in
both, but also to ascertain that each feature is embedded in the grammar in
the same way, with the same grammatical and other linguistic constraints
on variation. This has led them to examine relatively isolated rural dialects
of England, Scotland and Ireland, and compare variation there with similar-
ly isolated, long-standing communities in North America. If the linguistic
constraints on variation operate in the same way in both locations, then a
firm link can be established. A good deal of the early work in this vein was
carried out in order to demonstrate that many characteristics of African
American Vernacular English did in fact have their roots in British non-
standard dialects.

Dialect contact approaches have recognised that these very strict condi-
tions for a link are rarely if ever sustainable, given the social and geograph-
ical mobilities of speakers once arrived in the new speech community, and
the linguistic consequences of accommodation between mobile speakers
who come into contact. Belich, commenting on New Zealand, highlighted
just how mobile speakers were 150 years ago — between half and three-
quarters of all households in the mid-nineteenth century were gone ten or
fifteen years later (1997: 414). Expecting pure and untainted transmission
from donor to recipient variety in contexts of high mobility is perhaps a too
strict condition to set in such circumstances. Contact approaches, assuming
koineization and convergence, set somewhat looser linguistic criteria for
demonstrating a connection between potential donor and recipient, but do
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place more importance on careful demonstrations of demographic relation-
ships.

Another criticism of the methodological approaches of new dialect for-
mation research is that all of the work has been posthoc — the new dialect
has emerged, a century or more has passed, and then we reflect on how that
dialect emerged all those years ago. Useful, it was argued, would be to
examine new dialect formation in progress. Kerswill and Williams attempt-
ed this in their study of Milton Keynes in south-east England (e.g. 2000).
Milton Keynes is a New Town, ‘created’ in the late 1960s from the merger
and extraordinary expansion of a few small villages into a city of over
200,000 people. They studied children, native to the new community, con-
trasting them with their primary caregivers, not native. They were able to
demonstrate elements of koineization in progress, but many of the features
emerging in the new dialect were also emerging in many similar communi-
ties of the south-east of England, especially those which, like Milton
Keynes, had seen high levels of mobility and transience. Distinguishing,
then, between what was happening as a result of new dialect formation in
light of the clash of dialects in the new city (which, perhaps unfortunately,
were predominantly South-Eastern dialects anyway) and what was happen-
ing because of everyday routine mundane mobility in the south-east of Eng-
land (see Britain in press) generally, was extremely difficult. Here, then,
we can see that the cake baking analogy breaks down — in this case we
know the ingredients pretty well, we know the recipe from earlier studies of
dialect contact, but we cannot be entirely sure when the cake is ready to
take out of the oven — in fact, of course, all such cakes carry on baking,
with new ingredients added all the time (and some already added ingredi-
ents removed). New dialects are variably affected by ongoing social mobili-
ty that characterizes the broader regional context in which they have devel-
oped. Ideal conditions for witnessing ‘pure’ new dialect formation would,
of course, be a mixture of donor dialects arriving in a new community with
no indigenous or local population and no subsequent contact with the donor
or any other community for a few hundred years. Unlikely, of course. Many
of the new dialects studied in the literature emerged in the context of ongo-
ing contact with the donor variety, as well as contact with local languages —
Maori in New Zealand, Aboriginal languages in Australia, Native Ameri-
can languages in the Americas, etc. Schreier’s (2003) research on Tristan
da Cunha, a small anglophone community in the South Atlantic, did present
a community that had been largely isolated for many decades since first
settlement (enabling a highly distinctive variety to emerge), but he was also
able to demonstrate the linguistic consequences of the recent increasing
contact Tristanians were having with non-island varieties. One community
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in which migrants were not faced with the presence of a pre-existing local
language was the Falkland Islands in the South Atlantic, but here the popu-
lation has been rather turbulent and mobile over the 180 years since first
settlement (Britain and Sudbury 2010; Sudbury 2000).

2.4. Supralocalization and innovation diffusion

More recently in the dialect contact paradigm, researchers have highlighted
how, as a result of everyday mundane mobilities, such as short-distance
housemoves, commuting, the geographical consequences of increases in
tertiary-sector education and economic development and in consumption
mobilities, locally specific dialect forms are losing ground to forms found
across a wider geographical area (see Britain 2010; in press). One example
of this is the rise and rise in England of the glottal stop as a variant of /t/, so
‘butter’ [ba?a], ‘cut’ [ka?]. Milroy, Milroy and Hartley (1994), for exam-
ple, demonstrated how in Newcastle in the North-East of England, local [t?]
variants of /t/ were gradually being replaced by the nationally spreading
glottal stop [?]. In tandem with this, scholars have noted the increasing
tendency for certain dialect forms to diffuse extremely rapidly, both across
individual countries and even beyond. In the British context, one such dia-
lect form that has spread rapidly in the last half century is the fronting of /8/
and non-initial /8/ to [f v] respectively (e.g. ‘think’ [figk], ‘mother’ [mava].
Kerswill (2003) charts how this feature was largely confined to London and
Bristol before 1950, but has reached many parts of England and Scotland
since. Many studies of individual locations around the country have exam-
ined it and shown it to be on the increase.

Methodologically, though, identifying innovation diffusion and supralo-
calization are not as straightforward as they might first appear. Crucial to
many of these problems is the identification, once again, of the donor varie-
ty. Let’s take innovation diffusion first. Too frequently argued in studies of
innovation diffusion in the British Isles is the following:

a) Large influential city A has as a dialect feature X

b) A study of City B, possibly 200 or 300km away from A, finds X as an
incoming innovation;

¢) Conclusion: X comes from A.

Such has been the implicit assumption in a good deal of the work on inno-
vation diffusion. In some cases, it may be true, and such validations appear
more robust if we can establish the direct demographic connection that we
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sought in the new dialect formation research above. What tends to be for-
gotten is that if city B is adopting feature X, then cities M, N, O, P etc may
also be doing so or may have already done so. Thereby, the origins of vari-
ant X in city B may possibly be more accountable through contact with M,
N, O and/or P than contact with A. Innovations may rather rarely be adopt-
ed as a result of contact with the original source of that innovation, rather
than due to more direct and sustained contact with much more recent and
nearby adopters. The adoption of a number of linguistic innovations by
residents of many cities across the British Isles has been blamed on the
influence of London, even though direct contact between London and these
cities is demographically limited.

Identifying the source dialect is even more problematic in the case of
studies of supralocalization. Supralocalization assumes that one variant of a
variable emerges as victor at the expense of other locally restricted ones,
presumably because at the time of the mobility it was more widespread
than the others. Again, as with much new dialect formation research, what
we witness is the emerging dominance of one variant without being sure
where that variant came from. It is consequently more difficult to ascertain
how it succeeded. Similarly, supralocalization assumes that a feature be-
comes dominant in several places, across, for example, a whole region.
Identifying the multilocality emergence of one feature at the expense of
possibly a number of different others is difficult for practical reasons — it is
rarely feasible to collect similarly robust datasets from enough locations
within the supralocal domain to be able to securely demonstrate the emer-
gence of the same feature (with the same linguistic constraints on its ap-
pearance) in many places at a similar time. The ubiquity of the glottal stop
demonstrates this very issue. It is found in many different parts of England,
but seems to be subject to slightly different linguistic constraints in each. In
some places it is blocked in turn-final positions, in others it is even possible
in syllable initial positions if the /t/ occurs in an unstressed syllable (e.g.
‘go tomorrow’ [gau?ampia]). So are we dealing with the same supralocal
feature? Or a supralocal feature which has ‘indigenised’ slightly differently
in each place of occurrence? Or should we not see these different manifes-
tations of the glottal stop as related at all? Some multilocality studies even
in the same area have found similar problems. Przedlacka (2002) investi-
gated the possible emergence of a supralocal variety of English in the
south-east of England, and examined four locations north, south, east and
west of, but not far from, London. She found statistically significant differ-
ences between the four locations for most of the variables she studied sug-
gesting that this area was certainly not yet supralocalized, but that, perhaps,
similar trends were underway at different speeds and intensities in the dif-
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ferent locations. Hard and fast evidence of supralocalization has, in fact,
been extremely difficult to pin down securely. It has been theorized exten-
sively within the dialect contact literature, but not yet sufficiently and ro-
bustly evidenced. In this case we have a number of different cakes that
have been baked, all in the same kitchen, all with (presumably, though we
don’t know for sure) slightly different ingredients, and according to an
unsure recipe. We assume they all taste similarly, but we have only been
allowed to try one or two, so we do not know for sure. Despite these culi-
nary problems, however, we have already written the cookbook about these
cakes.

3. Conclusion: A long way to the cookbook?

This paper has attempted to overview some methodological issues sur-
rounding the practical study of dialect contact in its various forms. Despite
the maturity of the discipline now, methodological questions and difficul-
ties remain. In many cases, these difficulties relate to the identification of
the ingredients of the dialect contact, not only when the contact took place
hundreds of years ago, with our limited understanding of how migrants
spoke at the time of migration or indeed where they came from, but also in
the case of present-day examples of contact, driven by rather mundane, but
incredibly intensive, turbulent contemporary mobilities. In other cases,
difficulties arise because of the interference of what appear to be standard
ideologies in our theorization of change. As we saw earlier, for whatever
reason, New Zealand English and Taiwanese Mandarin were assumed to
have changed simply because they were different from Standard English
and Standard Mandarin respectively, even though these standard varieties
were insignificantly represented among the founders of the two communi-
ties. And in some cases, it is quite simply the nature of social life — mobile,
unpredictable, individual — which impedes a clear view of the consequences
of contact. Neat, tidy samples of speakers are simply not compatible with
the reality of human mobility. The new dialect recipe is, thanks to 25 years
of research since Dialects in Contact, becoming clearer, but it is still im-
portant for us to put painstaking effort in to understand what the correct
ingredients are if we want to learn how that cake was baked. As time goes
on, we will perhaps have kept better records of those ingredients than are
available to dialect contact cake eaters today.
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Notes

1. Twould like to thank the editors for their useful comments on an earlier version
of this paper — they have certainly made it a much more readable paper, or per-
haps I should say a much more edible cake...

2. “Simple rules are automatic processes that admit no exceptions. Complex rules
have opaque outputs, that is, they have exceptions or variant forms, or — a type
of complexity that comes up especially in dialect acquisition, as we will see be-
low — they have in their output a new or additional phoneme” (Chambers 1992:
682). Chambers suggests, for example, that the eradication of Canadian flapped
/t/:[c] in favour of [t] is a simple rule: wherever [r] occurs it can appropriately
and accurately be converted to [t]. Unlike the English of Southern England,
Canadian English lacks, however, a distinction between the vowels in COT and
CAUGHT, BOBBLE and BAUBLE (Canadian [a], Southern England [p] — [2:]
respectively): acquiring this phonologically ungoverned distinction represents a
complex rule, because speakers have to learn which vowel should be used for
each lexical item.

3. Although published in 1970, the data for this survey were collected in 1930.
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Variation in a second language as a methodological
challenge: Knowledge and use of relative clauses

Andrea Ender

1. Introduction

As if acquiring a second language were not difficult enough for language
learners, acquiring knowledge of how to vary speech in different situations
and contexts seems to make the task even more intricate.! In a situation like
that in the German-speaking part of Switzerland, variation is a pronounced
characteristic of the everyday life of language learners. They are immersed
in an environment featuring extensive use of local dialects but also use of
the Standard German variety in formal instruction, written communication,
and often in speech to people who are not native Swiss German speakers
(Werlen 1998; Berthele 2004; Christen et al. 2010). How second language
learners deal with the variation present in their everyday input and how this
influences their language acquisition and use have yet not been the focus of
much study. However, insights into the use and the knowledge of features
that are subject to variation in the two co-occurring varieties are interesting
for their implications for the cognitive and social dimension of language
acquisition.

In the early days of second language acquisition (SLA) studies, varia-
tion was discussed mostly in terms of developmental patterns in the acqui-
sition process over time. In recent years, the acquisition of variation, e.g.
sociolinguistic or regional variation, has attracted increasing attention in
second language studies (Dewaele and Mougeon 2004; Bailey and Regan
2004). This work has addressed diverse issues, including regionally or con-
textually marked phonetic realizations (Beebe 1980; Drummond 2010), the
use of syntactic constructions in more or less formal situations (Regan
2004; Li 2010), and the use of forms of address (Dewaele 2004). Influ-
enced by variationist studies and quantitative sociolinguistics as well as by
traditional second language research, these studies mostly apply a group-
study approach with different data-collection methods, such as conversa-
tions, sociolinguistic interviews, observation, questionnaires, and others.

Deciding on an appropriate method of data collection is often not
straightforward in second language research. Along two dimensions, from
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naturalistic to experimental and from learner speech productions to learner
reflections (Chaudron 2003: 764), a wealth of methods based on natural
speech, prompted speech, or non-linguistic experimental tasks can be dis-
tinguished (for comprehensive overviews see Mackey and Gass 2005, Gass
and Mackey 2007). Furthermore, the design choice between longitudinal
case studies and cross-sectional group studies has to be made (for exam-
ples, see Chaudron 2003: 774-776). Case studies provide an excellent
ground for in-depth analysis of individual acquisition processes. But second
language learners are often vastly different, and group studies are more apt
to capture issues of acquisition and use across individuals.

This paper is based on an exploratory small-group study that combines
free-speech analysis, elicited translations, and metalinguistic judgments,
and aims at an investigation of how the acquisition of variation by adult
immigrants to Switzerland can be described. In pursuit of this goal, the
focus is the knowledge and use of one exemplary grammatical phenomenon
that is formally different in the two varieties under study: relative clauses.
German relative clauses in speech have been investigated from different
point of views: grammar, semantics and information structure (Weinert
2004; Birkner 2008) and dialectal variation (Fleischer 2004, 2005), but also
form the developmental perspective in first and instructed second language
acquisition (Brandt et al. 2008; Byrnes and Sinicrope 2008, who, however,
focus on written language). These studies establish a basis upon which to
examine relative clauses as used by second language learners in a mostly
untutored situation with variation in the input.

Data from different sources will be presented, and the methodological
and interpretative challenges in second language research in general and in
this particular acquisition situation will occupy an important place. First,
the topic of acquisition of variation is introduced (Section 2) by explaining
the notion of variation in the context of second language acquisition and its
significance in the particular Swiss context. Section 3 highlights the varia-
tional aspect of the phenomenon under investigation — relativization in
Standard German and in Swiss German dialects. The methodology of the
study from which the data are extracted is presented in Section 4. Next,
Section 5 discusses what these methods can show about one exemplary
phenomenon subject to variation, namely relative clauses, in free speech
and in a small translation and preference task completed by second lan-
guage learners. Concluding remarks close the paper.
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2. Acquisition of variation in a second language
2.1. The concept of variation in the context of second language acquisition

The term “variation” has two different meanings in the context of language
acquisition. Rehner (2002: 15) distinguished between fype I and type 2
variation. Whereas type 1 variation concerns alternations between target-
like forms and target-deviant forms that are not part of native speech, type
2 variation “manifests itself via an alternation between forms that are each
used by native speakers of the target language.” In language acquisition
research, the study of type 1 variation in the form of the study of develop-
mental patterns and continuous approximation of target forms has prevailed
for a long time. With respect to language proficiency, the learner’s main
aim is to reduce type 1 variation, manifest type 2 variation and be able to
vary speech in a native-like manner. However, from a social or inter-
actional point of view, native-like proficiency may not be the ultimate am-
bition, as non-target-like structures can be deployed strategically and in a
very efficient way (Firth and Wagner 2007: 765).

The nature of the constructions, elements, or features that are subject to
type 2 variation differs considerably. In human languages, most variation is
consistent and therefore predictable. Variation can be conditioned by the
linguistic context, e.g. determiner agreement in gender or case with the
noun, or it can be determined by social and other external factors, e.g. the
use of a certain form of address or a certain form of speech. This means
that learners have to acquire a set of variables as well as the appropriate
contexts of usage. The evidence regarding whether and to what extent
adults regularize or adopt variation in the input originates from different
contexts, including acquisition of “miniature languages” in experimental
contexts (Hudson Kam and Newport 2005, 2009), classroom-based second
language acquisition (Dewaele 2004; Li 2010) and studies on untutored
language acquisition (Beebe 1980; Klein and Perdue 1993; Drummond
2010). The studies indicate that learners reproduce the variation present in
the input depending on different factors, with the most important ones be-
ing complexity and access to variation. This ties in with the definition of
complexity as “synonymous with the difficulty of the acquisition of a lan-
guage, or a subsystem of a language, for adolescent or adult learners”
(Trudgill 2009: 98-99).°

The variation in relative clauses across two different dialects that is ex-
amined in this paper is interesting with respect to complexity and access.
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As explained in more detail in Section 3, relativization is not equally com-
plex in both varieties in terms of its formal means. The different patterns
are accessible as a result of being embedded in the two respective varieties.
These two varieties each constitute a complete system, and native speakers
vary in their use of relative-clause pattern depending on the overall choice
of variety at the moment of speech. The factors that influence the choice of
one or the other variety must therefore first be described in more detail.

2.2. The language-learning situation

Language variation is present in many acquisition contexts, but clearly
stands out in a diglossic situation like that in the German-speaking part of
Switzerland, where two varieties coexist in everyday spoken and written
communication (Berthele 2004; Werlen 1988, 1998; Christen et al. 2010).3
The local dialects dominate everyday spoken forms of communication be-
tween autochthonous speakers in all contexts, but also on Swiss TV and
radio broadcasts (except newscasts). The Standard German variety is used
almost exclusively in institutional forms of communication (e.g. in an aca-
demic environment) and when communicating with people from abroad or
from other German-speaking countries who do not understand the local
dialect. Standard German is usually also the language of instruction. The
main aim of courses in the local dialect is commonly to help learners who
have at least a basic knowledge of German as a foreign or even as a first
language to understand and then eventually also produce the local dialect.
The local dialects serve as the medium of spoken communication among
all social classes, and the citizens of the German-speaking part of Switzer-
land use them to express their local identity (Werlen 2005: 26). With re-
spect to the “in-group” value of the dialect, the social implications of the
choice to use one variety or the other when speaking to immigrants cannot
be neglected. Choosing the local dialect can indicate the willingness to
integrate someone and consider him or her as belonging to the community,
or it can indicate lack of willingness to make the effort to accommodate to
a form of speech that is easier for some immigrants to understand (Christen
et al. 2010: 61).* Studies on the use of local dialects and the standard vari-
ety have shown that Swiss people use the local dialect in communication
with non-native speakers, although only to a limited extent (Ender and Kai-
ser 2009; Christen et al. 2010). Christen et al. (2010) looked at language
choice on the police hotline and discovered instances of “foreigner talk”, or
language use that runs counter to a strict separation of the two varieties by
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native speakers. All in all, these results underline the fact that speech ad-
dressed to non-native speakers is subject to considerable dialectal variation
(and that is ignoring for the moment that the surrounding dialects are also
different from each other).

The dialect and the standard-like speech that learners are exposed to are
very similar but nevertheless distinct varieties that differ in many respects
(Rash 1998): besides major differences in lexis and phonology, there are
dissimilarities at the morphological and syntactical levels, such as the con-
nection of relative clauses and infinitive phrases (see Bucheli Berger, Gla-
ser, and Seiler, this volume), different word order in modal past construc-
tions, verb doubling in motion-verb constructions, the collapse of nomina-
tive—accusative marking in masculine noun phrases in the dialect, and the
imperfect—perfect difference. Most of the morphological and syntactic dif-
ferences are not highly frequent in speech, which makes their examination
in learner speech a challenging, though very interesting, methodological
undertaking.

3. Variation in relative-clause patterns in Standard German and
Alemannic varieties

The basic type of German relative clause is generally defined as a subordi-
nate clause that serves as an attribute to a nominal element. It usually im-
mediately follows the nominal element and starts with a relative marker
(Lehmann 1984: 45; Eisenberg 1999: 263). Besides prototypical relative-
clause constructions, there are a number of constructions on the borderline
between relative clauses and indirect questions, subject/object complement
clauses, or other attributive clause types (Birkner 2008: 13-31).

In the basic type of relative clause — characterized by the reference to a
nominal element with a phoric element — the form of this phoric element is
the crucial distinction between relative clauses in different German varie-
ties: Standard German mostly uses relative pronouns that agree in number
and gender with the preceding nominal element (i.e. der, die, das — forms
equivalent to the articles’) and are case-marked according to their syntactic
role in the subordinate phrase. Furthermore, the pronoun wer (agreeing in
case and not in gender) can connect preposed relative clauses; the particle
was can be used to refer to indefinite neuter pronouns like das, etwas, alles,
etc. (‘the thing(s)’, ‘something’, ‘everything’). Uninflected particles such as
wo, als, woher, womit, etc., can mostly be replaced with a combination of
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preposition + relative pronoun and are used for adverbial or prepositional
object relatives. The particle wo is the most common of these connectors
and is used for local and temporal deixis in a very broad sense (Birkner
2008: 261-263). With regard to the fact that in spoken language wo is used
in many semantically imprecise conditions where a substitution with prepo-
sition + relative pronoun would be possible, Birkner (2008: 263) hypothe-
sizes that this choice could reflect speakers’ avoidance of case inflected
complex junction.

In contrast, in the Alemannic dialects the uninflected particle wo serves
as the main relative marker. It is used for relativization on subjects and
(direct) objects and in some Alemannic dialects also on indirect objects
(Fleischer 2004: 227, using the terminology of Keenan and Comrie 1977).
Indirect, genitive, and oblique object relative clauses mostly require addi-
tional elements (prepositions, pronouns),’ but their use is very limited in
speech. Furthermore, wo is used in all the local and temporal contexts that
conform to Standard German in the widest sense. At the same time, it has
to be mentioned that the use of relative pronouns is not completely ex-
cluded from dialectal speech. “The relative clause introduced by dd (SHG
der) instead of wo is the most obvious and most often criticised case of
syntactic shifting” (Werlen 1988: 104). This kind of syntactic shifting could
also happen in the other direction and manifest itself as the overuse of wo.’
Even if such uses are to be considered outliers, the possibility cannot be
excluded that learners have been exposed not only to consistent variation
between the varieties, but to a small extent to inconsistent variation.

In the context of acquisition, relativization is generally considered to be
a feature of advancedness (Odlin 1989: 97). On the basis of a longitudinal
L1 case study, Brandt et al. (2008) argued that German relative clauses
evolve (via V2-relatives) from simple non-embedded sentences. Byrnes and
Sinicrope (2008) examined relative clauses in a longitudinal study of in-
structed learning of German by English-speaking students. They showed
that the full range of relative clauses was already used in written production
at lower course levels and that relativization progressed in terms of overall
frequency (up to a proportion of 13%) in these written texts.

Relative clauses are fairly infrequent but constituent parts of spoken
language. The numbers given for instance of relative clauses in spoken
German depend on the choice of procedure for counting and defining rela-
tive clauses. Weinert (2004) calculated the number of relative clauses rela-
tive to the number of words in a passage: in her spoken corpora, covering a
range of formality contexts from academic to casual conversation, relative
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clauses appeared from approximately every 230 words to approximately
every 620 words.® Other researchers counted attributive subordinate clauses
— of which only some are relative clauses — and put their frequency at about
8% of total utterances (Patocka 2000: 303, cited in Fleischer 2005: 172) or
at just above 11% (Hohne-Leska 1975: 59).” In spoken language, relativiza-
tion shows characteristics including prevalence of specific constructions
and use of mostly subject- and object-relative clauses (Weinert 2004; Birk-
ner 2008).

In the subsequent explications, relative clauses serve as an example of
learners’ knowledge and use of a grammatical phenomenon which features
dialectal variation in their learning environment. A major concern is to
show what conditions of use and elicitation have to be created so that an
insight into use and knowledge of variable patterns can be gained.

4. Collecting data on use and knowledge of variation
4.1. Participants

Data from 20 second language learners of German (10 female and 10 male)
with four different first languages (Albanian, English, Portuguese, and
Turkish) is presented. Average age of participants was 40 years (range: 27
to 65) and average time of residence in Switzerland 17 years (range: 1.5 to
33). The group was heterogeneous with regard to educational and profes-
sional background, including manual workers with a minimal level of com-
pulsory schooling as well as university graduates.'’ The participants took
part in the study voluntarily and without noteworthy compensation.

4.2. Data collection

As explained in the preceding sections, learners are exposed to dialectal
variation in their everyday life, which leads to variable contact with differ-
ent structural phenomena. To examine which patterns dominate in their
linguistic representations and how they make use of them, a combination of
data seems necessary. Free speech can give insights into use and allow
inferences about the knowledge of speakers. However, as most of the struc-
tural differences with which we are concerned are not highly frequent in
speech and as there is no mandatory choice of one of the two varieties,
observations of short conversations are limited as a tool and demand sup-
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porting evidence. A translation task and a preference task, as completed for
the present study, can provide additional information on the knowledge of
participants (that otherwise might not be evident) and on their awareness of
the differences between the varieties.

4.2.1. Structured interviews

Structured interviews were used to gather free speech together with bio-
graphic information and participants’ accounts of their experiences with
second language learning and use. To provide a context in which both vari-
eties under study were acceptable and appreciated, there were two in-
terviewers, one speaking Standard German and one speaking vernacular
Swiss German (Bernese German). Although this led to an asymmetry of
interlocutors, it was the most practicable way of gathering data from the
learners in conversation with speakers of both varieties. In order to keep
some consistency over the course of the interviews, the two interviewers
had thematically organized blocks of questions and alternated as the “main”
interlocutor.'' The conversations mainly followed a framework of questions
on topics as follows: country of origin and immigration to Switzerland,
education in general and language education in particular, language use in
everyday life, perception of differences between Standard German and
Swiss German, personal experiences with the two varieties, etc. Due to the
different amount of spontaneous narratives produced, the actual sequencing
and the total lengths of the interviews (including the two tasks mentioned
below) varied from about 35 to almost 90 minutes among participants, but
mostly lasted about 45 to 60 minutes.

4.2.2. Prompted language data: Translation task

Following the open questions on the main differences between the two
varieties, the participants were asked to engage in a two-part translation
task which could reveal more about how they perceive and distinguish the
varieties. They were confronted with 10 audiorecorded sentences, five in
each variety. First, they were asked by the speaker of Standard German to
translate the following five sentences from the local dialect to Standard
German as they would if the interviewer herself could not understand the
dialect. Furthermore, they were asked to translate each sentence to their
first language.'” Then, the speaker of the Bernese dialect gave the same
instructions for the second set of sentences, with Swiss German as the tar-
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get variety. There was no time pressure applied during the translation, and
the audiorecorded sentences were replayed if desired by the participant.

The two sets of sentences covered several structural differences between
the two varieties, as explained above, and relative clauses are only one of
several potentially interesting aspects that were covered. By observing
which forms or constructions learners produce in translation, findings on
what they perceive as typical or salient in the two varieties arise (a very
similar procedure was used in Werlen et al. 2002 for an assessment of se-
cond dialect acquisition by native speakers). More generally, performance
in the translation task can also give hints regarding the question of which
variety participants are more familiar with or more at ease in producing.

In the present paper, we focus on the two sentences containing relative
clauses. Example (1) is a Swiss German sentence with the uninflected par-
ticle wo used as a relative marker (for the dialect examples, an orthography
following Dieth 1986 is used). Example (2) is a Standard German sentence
using the relative pronoun die.

(1) Kenn-sch du vilech opper, wo hiit zyt het.
know-2SG you maybe somebody RELtoday time have.3SG
‘Do you know somebody who might have time today?’

(2)  Wir kennen vielleicht nicht alle Leute, die mit uns im
we know maybe not all people REL with us in.DAT
Haus wohnen.
house live
‘We might not know all the people who are living in our house.’

Both sentences exhibit subject-relativization (Keenan and Comrie 1977),
which is a very basic type of relativization that is often supposed to be
learned earlier than other types.

4.2.3. Metalinguistic judgment data: Preference task

In this task, the participants were confronted with eight sentence pairs. Eve-
ry pair consisted of sentences that were constructed with a morphosyntactic
element in a standard-conform and in a dialect-conform (Bernese German)
manner. In the focus of the present investigation are the four sentence pairs
on relativization, i.e. subject-relativization in each case. There was always
one relative clause introduced with the particle wo and another one with a
relative pronoun. The purpose of this task is to identify the kind of repre-
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sentation learners have about relative clauses — even if they do not produce
relative clauses — through their judgments about different constructions.
Examples (3) to (6) represent the four sentence pairs that were audiorecord-
ed and played to the participants:

Dialect (3) 1gseed frou, *die/wo ndb dir steit.
‘I see the woman who is standing next to you.’

(4) Du kennsch der maa, wo/*dd verbi geit.
“You know the man who is passing by.’

Standard German (5) Ich kenne den Mann, *wo/der vorbeigeht.
‘I know the man who is passing by.’

(6) Du siehst die Frau, die/*wo neben mir steht.
“You see the woman who is standing next to me.’

The learners were asked to tell which alternative sounded better to them
and to give a reason, if possible. This might at first seem like an imprecise
way of eliciting grammaticality judgments, but resulted from the intentional
avoidance of the terms ‘right’ and ‘wrong’. If a more detailed instruction
was requested, it was added that participants should choose the alternative
that most native speakers of the variety in question would choose.

5. Relative clauses in speech and prompted data

There are considerable differences between speakers regarding the use of
relative clauses in 15-minute extracts of free speech (see Table 1). The
number of relative clauses used in a single extract ranges from 0 to 33 (for
181 relative clauses in total). Given the fact that the general number of ut-
terances in the observed period varies significantly, the proportion of utter-
ances containing relative clauses was calculated.” It varies from 0% to
11% of the participants’ utterances. As relative clauses are variably used in
free speech by native speakers (Hohne-Leska 1975, Weinert 2004,
Fleischer 2005), the broad picture of very divergent use in quantitative
terms is not very surprising. It is the nature of the relative markers in com-
bination with the frequency of use that gives some interesting insights.

The standard and dialectal patterns of relative-clause construction are
not used equally. Only three participants (Eng2, Eng3, and Turk4) use the
Standard German pattern of relative-pronoun agreement exclusively (one
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additional person, Turkl, uses it most frequently). Three participants (Alb3,
Eng5, and Port6) connect relative clauses exclusively with the predomi-
nantly dialectal form wo, and seven participants (Albl, Alb2, Alb4, Eng6,
Portl, Port5, and Turk2) mostly use this dialectal form. In addition to these,
some other results are worthy of note: Engl, who uses only one relative
clause, uses wo (in a construction where it is accepted in both varieties);
Port2 does not make use of relative clauses; and three participants (Port3,
Port4, and Turk3) utter only very few relative clauses, most of them with-
out any connector; finally, Eng4 uses a variety of connectors and shows the
highest variability in her use of relativization.

Table 1. The amount and nature of relative clauses (RCs) in learners’ speech (in
order of prevalence); percentages are rounded to nearest half-percent.

participant number connecting elements number of % of
of RCs utterances RCs

Port2 0 - 119 0
Port3 1 1 no marker 222 0.5
Engl 1 1 wo (temporal) 97 1
Turk3 2 1 no marker, 1 was 203 1
Eng2 3 2 das, 1 prep + pronoun (an denen) 330 1
Port6 5 5 wo (1 thereof local) 295 1.5
Port4 3 2 no marker, 1 die 152 2
Eng3 4 2 die, 1 der, 1 wo (local) 209 2
Alb3 6 6 wo (1 temporal) 298 2
Turkl 8 6 die, 1 wo, 1 wo (local) 382 2
Turk4 8 4 der, 3 die, 1 wo (local) 346 2.5
Port5 8 6 wo (1 local), 2 was 221 3.5
Eng5 11 11 wo (1 local) 287 4
Eng4 13 5Swid (‘wer®), 3 dd (‘der®), 3 das,

1 wo, 1 was 292 4.5
Turk2 15 14 wo (3 local, 2 temporal),

1 no marker 308 5
Albl 16 14 wo (3 temporal), 2 was 320 5
Alb4 16 15 wo (4 temporal), 1 was 335 5
Eng6 12 10 wo, 2 was 196 6
Portl 16 13 wo (1 temporal), 2 das,

1 no marker 238 6.5
Alb2 33 31 wo (2 temporal, 2 local), 1 das,

1 de (‘die’) 300 11

The variable use of relative connectors by Eng4 is an interesting example
of type 1 variation (Rehner 2002). Other instances of non-target-like varia-
tion — neither conforming with the standard nor with the dialectal pattern —
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can be observed, for example, in the use of the connector was. This relative
marker should in Standard German only be used to refer to a neuter indefi-
nite pronoun, but three of nine instances in the data conflict with such a
use, as in example (7). Furthermore, only one of the eight instances (among
four speakers) of das is used in a target-like manner; in the other instances
it does not correspond in gender, as in (8), and/or in number. Finally, other
instances of type 1 variation are exhibited, for example, in all the cases
where a relative marker is missing, as in (9):

(7)  de deutsch was i kann (Eng6)
‘the German that I know’

(8)  wegen war eine gute kollegin im kuchi das mir immer ufschrybe
wenn ich eppis nicht verstend (Portl)
‘because there was a good friend in the kitchen who always wrote it
down for me if | didn’t understand*

(9)  ich bin geboren worden in eine stadt @ heisst (Ortsname) (Turk3)
‘I was born in a town [that is] named (name of the town)’

Besides these formal criteria, it is also worthwhile to consider the frequen-
cy of relative clauses in speech. As relative clauses are generally consid-
ered to be a form of complex syntax and their frequent use to be a charac-
teristic of advancedness (Odlin 1989: 97f., Byrnes and Sinicrope 2008: 112,
132), a brief additional look at length of residence as it relates to frequency
of use of relative clauses might be revealing. Interestingly, length of resi-
dence does not correlate with use of relative clauses. The learners who use
very few relative clauses, some of them without relative markers, or exhibit
very variable use of relative clauses (Engl, Eng4, Port2, Port3, Port4, and
Turk3) are with one exception also the ones who have been living in Ger-
man-speaking areas for a shorter period. At the same time, we also have
learners who have had medium- or long-term exposure to German (Alb3,
Eng2, Eng3, Port6, Turkl, Turk4), but do not produce more than 2.5% of
relative clauses in their extracts. Furthermore, it has to be mentioned that
neither education nor influence of a specific first language seem in our
sample to be indicative of more or less frequent use of relativization.

With respect to type 2 variation, we have to examine whether the partic-
ipants use the different patterns according to speech variety used (embed-
ding context). As there are two interviewees, the participants might change
their speech according to which person they address. We might assume that
codeswitching happens and that the use of specific relative markers corre-
lates with changes on the phonological and morphological levels. However,
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in the participant data showing a predominant use of either the standard-
like or the dialectal pattern, it is not the case that instances that deviate from
the predominant use co-occur with codeswitching. In fact, besides the in-
stances of relativization where the choice of relative pattern is in accord-
ance with the embedding context, sentences similar to (10) are not rare. In
addition, the contrast that example (11) exhibits between the choice of rela-
tive marker and the surrounding context calls for a more detailed look.

(10)  aber mini sohn isch au eine grund wo hilft in die schweiz zu blybe (Port5)
‘but my son is also a reason that helps [me want] to stay in Switzerland’

(11)  und ich habe schéne kieider mitgenommen wo ich néihen lasse (Turk2)
‘and I took nice clothes with [me] that I get sewn [for me]’

In (10), the participant produces elements of both varieties on the morpho-
phonological level: the elements eine, in die schweiz, and zu can be consid-
ered as standard, whereas mini, isch, au, and blybe are clearly dialectal, as
well as the choice of the uninflected particle wo. In contrast, in (11) every-
thing except the choice of the particle wo can be considered spoken Stand-
ard German. Given such sentences, it seems interesting to have a look at
how the use of the uninflected particle or pronominal relative markers cor-
responds to the overall use of the two varieties in learners’ speech.

Therefore, participants are classified into three groups depending on
whether their speech is — according to the present sample — very standard-
like, very dialectal, or mixed. Participant use of relativization is then cate-
gorized in three ways: 1) exclusive or predominant use of wo; 2) exclusive
or predominant use of the standard-like relative-pronoun pattern; and 3) no
apparent predominance or no relative markers. Each symbol in Figure 1
represents one participant’s use of relativization according to the criteria
just mentioned as well as to frequency of use (marked on the y-axis).

The participants who mix elements of both varieties on the lexical, pho-
nological and morphological levels mostly use the uninflected particle as
their relativizer. It therefore seems as if the group of participants that mix
the varieties is highly biased toward using the less complex pattern with the
uninflected particle, in which neither the distinction between gender and
number of the heading noun phrase nor the distinction between subject-,
object- and oblique relatives is relevant. On the contrary, the standard-like
pattern of relativization is only used by participants also using very stand-
ard-like speech in terms of lexis, phonology, and morphology. The persons
who do not show any predominance in relativization strategy fall into the
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“rather standard” and “mixing” groups with regard to their general lan-
guage use.

12% -
*
10% -
w
2
E 8%
s .
£ 6% - * ¢ predominantly "wo"
3 ¢ M @ predominantel
E L A R predominantely pronouns
\3 * Ano predominance / no marker
o
2% - Qo0 O‘A
JATOTAN
0% . 2 .
rather mixing rather
standard dialectal

overall categorization of speech

Figure 1. The percentages of relative clauses in the speech of learners according to
the use of relative markers (predominantly wo, predominately pronouns,
no predominance) and an overall categorization of their speech into (1)
standard-like, (2) mixed, or (3) dialect-like

Furthermore, the use of wo is not necessarily tied to dialectal or mixed
speech. There is one learner (Turk2) who makes almost exclusive use of the
uninflected particle to connect relative clauses, even though her speech is
very standard-like from both a phonological and morphological perspec-
tive. She uses the particle to connect subject-, object- and adverbial/oblique
relative clauses, and overuses it also to connect a genitive relative clause, as
in (12)

(12)  und dann war ein haus leer im dorfwo besitzer im deutschland war (Turk2)
‘and then a house in the village was empty the owner of which was in Ger-
many’

The recurring use of the uninflected particle wo could be considered as an
example of the kind of syntactic shifting mentioned by Werlen (1988).
From an acquisitional perspective, it can be considered a form of crosslin-
guistic influence between the two varieties present in the learning environ-
ment (Jarvis and Pavlenko 2008). This interpretation is probably more ade-
quate than any attempt to apply the term “switching”, which presupposes
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that the other variety is accessible but temporarily overrun — there is no
evidence that the learner has knowledge of the pronominal use. Therefore,
the findings about what is used in an elicited production and in a metalin-
guistic judgment task can give interesting supplementary evidence, as in the
cases of Turk?2 and many other participants. Tables 2 and 3 display the
choices of different speakers in translating a sentence from each variety to
the other.

Continuing the analysis of the relative-clause use of Turk2, we can ob-
serve that she retains the uninflected particle also in translating a dialect
sentence to Standard German (Table 2), while in translation from standard
to dialect (Table 3) she adds wo to the pronoun die. This corroborates the
assumption about the generalized status of the uninflected particle in her
knowledge. The same seems to be true for another three participants (Albl,
Alb4, and Eng6), who maintain the particle in the translation to Standard
German and use it in the translation to Swiss German.

Table 2. Choices for the relative marker in the translation to Standard German

numbers %

wer 1 5 Eng4

wer/wol@ 1 5 Port5

(%] 2 10 Engl, Turk3

der 5 25 Eng2, Eng3, Eng5, Turkl, Turk4

wo (= no change) 6 30 Albl, Alb2, Alb4, Eng6, Portl, Turk2
no translation 5 25 Alb3, Port2, Port3, Port4, Port6

A speaker with a lot of variation in relative markers (Eng4) chooses wer,
which is also her most frequent marker in free speech, in both contexts.
Another person (Port5) makes three different attempts for the translation to
Standard German, but adequately translates to the dialect on first try. Two
of the learners who are at a fairly beginning level of German (Engl, Turk3)
and who produce very few relative clauses in free speech translate without
a relative marker to the standard variety. Into the other direction, Turk3
does not translate the sentence due to what he identifies as his lack of
knowledge about the dialect; Engl uses wer. The five participants who
translate into the standard-like form with der are with one exception speak-
ers who predominantly use relative pronouns in their free speech (Eng2,
Eng3, Turkl, and Turk4). These four speakers also do not exchange the
pronoun with the uninflected particle in the translation to Swiss German.
This indicates that they are biased toward the Standard German pattern.
Finally, five learners cannot translate the Standard German sentence, and
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four learners cannot translate the dialectal sentence. The members of these
groups only partly overlap, but some learners seem in fact to have difficul-
ties understanding or processing the German relative clauses, as they did
not use any kind of relative clause in translation to their first language.

Table 3. Choices for the relative connector in translation to Swiss German

numbers %

als 1 5 Port2

die wo 1 5 Turk3

(0] 1 Turk2

wer 2 10 Engl, Eng4

wo 5 25 Albl, Alb4, Eng5, Eng6, Port5

die (= no change) 6 30 Alb2, Eng2, Eng3, Port3, Turkl, Turk4,
no translation 4 20 Alb3, Portl, Port4, Turk3

Finally, Eng5 is the only speaker who correctly changes the relative marker
in both contexts and who therefore best and uniquely masters type 2 varia-
tion in relativization. He seems to have a knowledge of relative clauses
comprising correct usage in both varieties. This assumption is underlined
by the fact that he is also one of two speakers who opts for all target-like
items in the preference task. This leads us to the presentation of the results
of the preference tasks and what they can add to the discussion so far.

Overall, the preference task confronted the speakers with more difficul-
ties than expected. As displayed in Table 4, in all four instances a varying
number of learners (from three to seven) did not perceive a difference be-
tween the presented sentences.

Table 4. The numbers and percentages for dialect-conforming, standard-conform-
ing, or no decision on the sentence pairs in the preference task

dialect- standard- no decision
conforming conforming
Dialect: relative clause 1 8 (40%) 5(25%) 7 (35%)
Dialect: relative clause 2 13 (65%) 4 (20%) 3 (15%)
Standard: rel. clause 1 5(25%) 10 (50%) 5 (25%)
Standard: rel. clause 2 4 (20%) 9 (45%) 7 (35%)

More than half of the learners had at least one instance of “no decision”
which means that they did not hear a difference between the two sentences
and/or said both sentences sounded either good or odd. The eight learners
who exhibited two or more instances of “no decision” were mostly those
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struggling with the translations as well. These findings corroborate the as-
sumption that some participants with very low and/or unsystematic use of
relative clauses, like Port2, Port3, Port4 and Turk3, have not yet sorted out
the structure of relativization. For other participants, this task adds some
confusion to the evidence presented before. For example, Alb3 uses relative
clauses in free speech quite regularly and consequently with the uninflected
particle. At the same time, he shows great difficulty in translating and ex-
pressing a preference. It may be hypothesized that his relative clauses are
unanalyzed or only partly analyzed chunks.

Furthermore, the judgments in the preference task can give hints regard-
ing additional knowledge that was not revealed in the free speech and trans-
lation tasks. Engl, who is a beginning learner speaking a very standard-like
variety, uses only one relative clause and does not show the variety-
adequate relative markers in the translations, but chooses adequately in
three out of four pairs in the preference task. This does not necessarily
mean that the amount of relative clauses in his speech will dramatically
increase with further exposure to the language, as for example Eng2, Engl3,
Turkl and Turk4 — learners speaking a very standard-like variety and using
predominantly pronouns — also produce very few relative clauses. Given
the results from the preference task (75 to 100% accuracy and additional
adequate explanations), it seems that Eng2, Eng3 and Turk4 are aware of
the dialectal relativization pattern, while Turk1 is biased towards the stand-
ard-like pattern in the preference task as well.

Uniting these results and considering Figure 1 once again leads to an in-
teresting observation. In fact, it seems as if the participants who stick to the
more complex standard-like pattern of relativization do not use relative
clauses very frequently — or to put it more dramatically, avoid relative
clauses, as the necessary agreement in number, gender, and case poses pit-
falls. In fact, a Kruskal-Wallis rank-sum test revealed a significant effect of
type of relativizer on frequency of use (x°(2) = 9.4405, p < 0.01). Post-hoc
pairwise comparisons with Bonferroni-Holm correction showed a signifi-
cant difference between the participants using wo and those using no mark-
ers or showing no predominant use of a relative marker (p < 0.02) and a
difference just beyond the level of significance between the participants
using wo and those using the pronouns (p = 0.072). The participants using
the pronoun pattern and showing knowledge about relativization in the
prompted data task, however, did not exhibit more frequent use than those
participants who — according to the prompted data tasks — mostly seem to
lack knowledge about the differences in relativization between the two
varieties and have difficulties with this grammatical feature.
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Odlin (1989: 99) mentions avoidance or underproduction of relative
clauses due to language transfer. In the present data, we seem to observe
avoidance or underproduction as a result of the structural variant that the
learners choose and its inherent complexity. A higher frequency of use of
relative clauses seems to depend on the condition that learners opt for rela-
tivization with the uninflected particle. For those using the personal pro-
nouns, it seems as though relativization is significantly more complex and
therefore avoided. This is in line with assumptions about the learnability of
complex features (e.g. Hudson Kam and Newport 2009; Trudgill 2009), but
very interestingly conforms with Birkner’s observation (2008: 263) that in
the speech of native speakers the particle wo is emerging as a highly fre-
quent substitute for more complex preposition—pronoun combinations, with
a very broad semantic range.

It is tricky to present evidence for something that is avoided, i.e. not
produced. Compensatory constructions, as in (13) and (14), only add likeli-
hood to the assumption that these participants may prefer to concatenate
information that otherwise could be subject to relativization:

(13) ich konnte diese unterschiede nicht machen und die sind hilfreich
(Engl2)
‘I could not make these distinctions and they are helpful’

(14) das sind halt alles auslinder gewesen und sie haben auch nicht be-
sonders gut deutsch geredet iiberhaupt (Turk4)
‘those [people] were all foreigners and they did not speak generally very
good German’

These sparse references can add only little support to the assumption that
relative clauses may in fact be avoided by these learners; an extended anal-
ysis on a bigger sample of speech from these learners may give important
additional evidence.

6. Conclusion

This paper presented methodological challenges surrounding and findings
on the acquisition of variation in untutored second language acquisition by
focusing on relativization. The combination of three different methods pro-
vided insights and garnered results that none of the methods on its own
would have discovered. Acquiring the patterns of relativization in both
Standard German and (Alemannic) Swiss German varieties seems to be



Variation in a second language: Knowledge and use of relative clauses 257

very challenging for second-language learners, and if we assume that the
focus of these learners is on effective communication might not even be the
ultimate ambition. There are instances of type 1 variation in choice of rela-
tive markers in free speech, but also in the translation task. With respect to
type 2 variation, most participants seem to be highly biased towards either
the dialectal or the standard-like pattern in free speech. Only one partici-
pant showed native-like type 2 variation in the translation task, although the
preference task showed awareness of the differences between the two varie-
ties on the part of a few participants.

Furthermore, choice of relative markers is not totally in accordance with
the more general observation of whether a learner speaks more dialectal or
more standard-like speech. One participant consistently uses the uninflected
particle even though her speech is standard-like in terms of lexis, phonolo-
gy, and morphology. Those participants whose speech exhibits a lot of mix-
ing mostly choose the dialectal pattern with the uninflected particle. And it
seems as if learners who are open to the use of elements of both varieties
then tend to choose the less complex one. The findings thus show an inter-
esting interaction between complexity and access. Furthermore, there
seems to be a correlation between the nature of the relative marker and the
frequency of use. Learners who stick to the more complex standard-like use
of relative markers in free speech rarely use relativization, seeming to ex-
hibit avoidance or underproduction.

Using the sample case of relativization, the results have given interest-
ing preliminary insights on the acquisition of variation in untutored second-
language acquisition and raised issues to be investigated in the context of
other linguistic features and more data. All in all, it has become clear that
individual similarities and differences can be dependent on a variety of
interacting linguistic, cognitive, and social factors that have to be consid-
ered carefully and thoroughly with a combination of promising methods.
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In SLA studies, the multifaceted nature of complexity is often examined along
with fluency and accuracy (an overview of recent studies is given in Applied
Linguistics 30 (4); see also Housen and Kuiken 2009).

In this paper, the notion of “varieties” is adopted, although there have been
vivid discussions about the status of the two varieties in question and the no-
tions of diglossia and (asymmetric) bilingualism in the Alemannic-speaking
part of Switzerland (e.g. Berthele 2004, Werlen 1998).

The extent to which these learners have been exposed to the two varieties and
might find the standard or the dialectal variety easier to understand depends on
a complex arrangement of different factors: amount of instruction, contact with
the two varieties in the learner’s personal and professional environment, etc.
Forms of welch- are rare and highly uncommon in speech.

Besides, the additional use of a pronoun would not be considered ungrammati-
cal in either the subject- or object-relative clauses in some Alemannic dialects.
Such an overuse seems unlikely due to generally high normative awareness of
adult speakers towards the standard language, and it has not been reported in
the comprehensive analysis of spoken Standard German in Switzerland by
Christen et al. (2010). However, Héacki Buhofer and Burger (1998: 79) and
Strafll and Ender (2009: 213) report an overuse of wo in children’s use of
Standard German.

Regarding the length of sentences in spoken language, researchers indicate
averages of 6 to 8 or 6 to 10 words (Hohne-Leska 1975; Schwitalla 2003). The
given data about relative clauses per utterance could thus be translated very
roughly into a proportion of about 1 to 3.5% of spoken utterances containing
relative clauses.

In some recordings of dialectal data, relative clauses are completely missing.
This heterogeneity can be regarded as a strength and as a weakness at the same
time. Not excluding some groups of immigrants, e.g. skilled persons who have
entered Switzerland in the context of “love migration” (Riafio 2003), gives a
more realistic holistic picture, but, given the smallness of the sample, reduces
the chance of finding generalizabilities.

With native speakers, such a situation would most probably lead to addressee-
dependent codeswitching, i.e., the use of the local dialect or Standard German
would depend on the current interlocutor.

The translations to the first languages of participants achieved different purpos-
es. On the one hand, they should reveal whether any failure in translation was
due to miscomprehension of the sentence in question. On the other hand, the
translation can also give insights into possible first language-based preferences
for different structures.

For the quantitative appraisal of relative clauses in the speech of the partici-
pants, the term utterance refers to complete or elliptic main or subordinate
clauses that are apportionable according to semantic and prosodic features.
Segmenting free speech is already a challenging issue in native speech (Auer
2010), and the increasing amount of ellipses, break-offs, etc., in learner speech
does not facilitate the undertaking.



Variation in a second language: Knowledge and use of relative clauses 259

References

Auer, Peter
2010 Zum Segmentierungsproblem in der Gesprochenen Sprache. InLiSt —
Interaction and Linguistic Structures, No. 49, November 2010, URL:
<http://www.inlist.uni-bayreuth.de/issues/49/InLiSt49.pdf>
Bailey, Robert, and Vera Regan
2004 Introduction: The acquisition of sociolinguistic competence. Journal
of Sociolinguistics 8 (3): 323-338.
Beebe, Leslie M.
1980 Sociolinguistic variation and style shifting in second language acqui-
sition. Language Learning 30 (2): 433-447.
Berthele, Raphael
2004 Vor lauter Linguisten die Sprache nicht mehr sehen: Diglossie und
Ideologie in der deutschsprachigen Schweiz. In Dialekt, Regiolekt
und Standardsprache im sozialen und zeitlichen Raum, Helen Chris-
ten (ed.), 111-136. Wien: Praesens.
Birkner, Karin
2008 Relativ(satz)konstruktionen im gesprochenen Deutsch: syntaktische,
prosodische, semantische und pragmatische Aspekte. (Linguistik —
Impulse & Tendenzen 28.) Berlin/New York: de Gruyter.
Brandt, Silke, Holger Diessel, and Michael Tomasello
2008 The acquisition of German relative clauses. A case study. Journal of
Child Language 35 (2): 325-348.
Bucheli Berger, Claudia, Elvira Glaser, and Guido Seiler
this vol. Is a syntactic dialectology possible? Contributions from Swiss Ger-

man.
Byrnes, Heidi, and Castle Sinicrope
2008 Advancedness and the development of relativization in L2 German:

A curriculum-based longitudinal study. In The longitudinal study of
advanced L2 capacities, Lourdes Ortega, and Heidi Byrnes (eds.),
109-138. New York: Lawrence Erlbaum Taylor & Francis.
Chaudron, Craig
2003 Data Collection in SLA Research. In The Handbook of Second Lan-
guage Acquisition, Catherine J. Doughty, and Michael H. Long
(eds.), 762—-828. Malden, MA: Blackwell Publishing.
Christen, Helen, Manuela Guntern, Ingrid Hove, and Marina Petkova
2010 Hochdeutsch in aller Munde. Eine empirische Untersuchung zur
gesprochenen Standardsprache in der Deutschschweiz. (Zeitschrift
fir Dialektologie und Linguistik; Beihefte 140.) Stuttgart: Franz
Steiner Verlag.



260 Andrea Ender

Dewacle, Jean-Marc

2004 Vous or tu? Native and non-native speakers of French on a sociolin-
guistic tightrope. International Review of Applied Linguistics 42 (4):
383-402.
Dewaele, Jean-Marc, and Raymond Mougeon (eds.)
2004 Patterns of variation in the interlanguage of advanced second lan-

guage learners. International Review of Applied Linguistics 42 (4).
Dieth, Eugen
1986 Schwyzertiiiitschi Dialéiktschrift. Dieth-Schreibung. 2™ edition edited
by Christian Schmid-Cadalbert. Aarau: Sauerldnder.
Drummond, Rob
2010 Sociolinguistic variation in a second language: the influence of local
accent on the pronunciation of non-native English speakers living in
Manchester. PhD thesis. School of Languages, Linguistics and Cul-
tures, University of Manchester.
Eisenberg, Peter
1999 Grundriss der deutschen Grammatik. Stuttgart [etc.]: Metzler.
Ender, Andrea, and Irmtraud Kaiser
2009 Zum Stellenwert von Dialekt und Standard im Osterreichischen und
Schweizer Alltag — Ergebnisse einer Umfrage. Zeitschrift fiir Ger-
manistische Linguistik 39 (2): 266-295.
Firth, Alan, and Johannes Wagner
2007 Reprint. On Discourse, Communication, and (Some) Fundamental
Concepts in SLA Research. The Modern Language Journal 91: 757—
772. Republication from The Modern Language Journal 81, 1997:
285-300.
Fleischer, Jiirg
2004 A typology of relative clauses in German dialects. In Dialectology
meets typology. Dialect grammar from a cross-linguistic perspective,
Bernd Kortmann (ed.), 211-243. (Trends in Linguistics 153.) Ber-
lin/New York: de Gruyter.
2005 Relativsitze in den Dialekten des Deutschen: Vergleich und Typolo-
gie. Linguistik online 24 (3): 171-186.
Gass, Susan M., and Alison Mackey
2007 Data Elicitation for Second and Foreign Language Research. Mah-
wah, NJ: Lawrence Erlbaum Associates.
Hécki Buhofer, Annelies, and Harald Burger
1998 Wie Deutschschweizer Kinder Hochdeutsch lernen. Der ungesteuerte
Erwerb des gesprochenen Hochdeutschen durch Deutschschweizer
Kinder zwischen sechs und acht Jahren. (Zeitschrift fiir Dialektolo-
gie und Linguistik; Beihefte 98.) Stuttgart: Steiner.



Variation in a second language: Knowledge and use of relative clauses 261

Hohne-Leska, Christel
1975 Statistische ~ Untersuchungen zur Syntax gesprochener und
geschriebener deutscher Gegenwartssprache. Berlin (-Ost): Aka-
demie Verlag.
Housen, Alex, and Folkert Kuiken
2009 Complexity, Accuracy, and Fluency in Second Language Acquisi-
tion. Applied Linguistics 30 (4): 461-473.
Hudson Kam, Carla L., and Elissa L. Newport
2005 Regularizing unpredictable variation: The roles of adult and child
learners in language variation and change. Language Learning and
Development 1: 151-195.
2009 Getting it right by getting it wrong: When learners change languages.
Cognitive Psychology 59: 30-66.
Jarvis, Scott, and Aneta Pavlenko
2008 Crosslinguistic Influence in Language and Cognition. New York:

Routledge.
Keenan, Edward L., and Bernard Comrie
1977 Noun phrase accessibility and universal grammar. Linguistic Inquiry
8: 63-99.
Klein, Wolfgang, and Clive Perdue
1993 Utterance Structure. In Adult language acquisition: cross-linguistic

perspectives. Volume II: The results, Clive Perdue (ed.), 3-40. Cam-
bridge: Cambridge University Press.
Lehmann, Christian
1984 Der Relativsatz. Typologie seiner Strukturen, Theorie seiner Funk-
tionen, Kompendium seiner Grammatik. (Language Universals Se-
ries 2.) Tilibingen: Narr.
L1, Xiaoshi
2010 Sociolinguistic Variation in the Speech of Learners of Chinese as a
Second Language. Language Learning 60 (2): 366—408.
Mackey, Alison, and Susan M. Gass
2005 Second Language Research. Methodology and Design. Mahwah, NJ:
Lawrence Erlbaum Associates.
Odlin, Terence
1989 Language Transfer. Cross-linguistic influence in language learning.
Cambridge: Cambridge University Press.
Rash, Felicity J.
1998 The German language in Switzerland: multilingualism, diglossia and
variation. Bern: Lang.
Regan, Vera
2004 The relationship between the group and the individual and the
acquisition of native speaker variation patterns: A preliminary study.
International Review of Applied Linguistics 42 (4): 335-348.



262  Andrea Ender

Rehner, Katherine
2002 The development of aspects of linguistic and discourse competence
by advanced second language learners of French. Ph.D. thesis. To-
ronto: OISE/University of Toronto.
Riafio, Yvonne
2003 Migration of Skilled Latin American Women to Switzerland and
Their Struggle for Integration. In Latin American Emigration: Inter-
regional Comparison among North America, Europe and Japan,
Mutsuo Yamada (ed.), 313-343. JCAS Symposium Series 19, Japan
Centre for Area Studies, National Museum of Ethnology, Osaka.
Schwitalla, Johannes
2003 Gesprochenes Deutsch: eine Einfiihrung. 2™ revised edition. Berlin:
Erich Schmidt.
StraB}l, Katharina, and Andrea Ender
2009 Die schriftsprachlichen Fertigkeiten von Migrantenkindern in der
Deutschschweiz. Beeinflusst die Diglossie den Zweitspracherwerb?
In Empirische Zugdnge zu Sprachforderung und Spracherwerb in
Deutsch als Zweitsprache, Karen Schramm, and Christoph Schroe-
der (eds.), 203—220. (Mehrsprachigkeit 23.) Miinster: Waxmann.
Trudgill, Peter
2009 Sociolinguistic typology and complexity. In Language Complexity as
an Evolving Variable, Geoffrey Sampson, David Gil, and Peter
Trudgill (eds.), 98—109. Oxford: Oxford University Press.
Weinert, Regina
2004 Relative clauses in spoken English and German — their structure and
function. Linguistische Berichte 197: 3-51.
Werlen, Iwar
1988 Swiss German Dialects and Swiss standard High German. Linguistic
variation in dialogues among (native) speakers of Swiss German dia-
lects. In Variation and Convergence, Peter Auer, and Aldo di Luzio
(eds.), 94-124. Berlin/New York: Walter de Gruyter.
1998 Mediale Diglossie oder asymmetrische Zweisprachigkeit? Mundart
und Hochsprache in der deutschen Schweiz. Babylonia 1: 22-35.
2005 Mundarten und Identititen. Forum Helveticum 15: 6-32.
Werlen, Iwar, Barbara Buri, Marc Matter, and Johanna Ziberi
2002 Projekt Usserschwyz. Dialektanpassung und Dialektloyalitit von
Oberwalliser Migranten. (Arbeitspapiere des Instituts fiir Sprachwis-
senschaft 39.) Bern: Institut fiir Sprachwissenschaft.



Polish tea is Czech coffee: advantages and pitfalls in
using a parallel corpus in linguistic research

Ruprecht von Waldenfels

1. Introduction

Parallel aligned translation corpora are collections of original and translated
texts where corresponding segments are aligned on a sentence or paragraph
level.! Since translation basically involves identical content in different lan-
guages, such corpora are a valuable source for cross-linguistic research. A
specific strength of such data is their diversity and the fact that they are pro-
duced in a setting completely uninfluenced by the researcher. This sets parallel
corpora apart from other primary data sources for comparative linguistics such
as questionnaires, where data are crucially determined by the initial research
question. Parallel corpora thus possess unique advantages.

However, parallel corpora also have specific weaknesses. In contrast to
scholars from translation studies, comparative linguists are typically not es-
pecially interested in the translation process or in translation-specific charac-
teristics of the data contained in parallel corpora. Instead, they adopt a work-
ing hypothesis of equivalence of original and translated texts in order to find
out more about the languages they are working on. This assumption of equiva-
lence is problematic and leads to methodological issues in at least two respects
which will be focused on in this paper.

First, as a whole, the language of translated texts differs in important ways
from original texts; assuming equivalence here can be problematic and in gen-
eral, this issue seems to be the reason translations are often being perceived
to be a somewhat data inferior source.

Second, more generally, just as meaning is not a stable property of lin-
guistic items, equivalence of linguistic items across languages is not a stable
relation. Meaning of actually occurring language is on any level — word form,
phrase, sentence, text; semantic, pragmatic, etc. — crucially dependent on con-
text and construal of language users (see e.g. Lobner 2002: 9 and Croft and
Cruse 2004: 97f. for two different approaches to the context-dependent rela-
tionship of language and meaning). An assumption of straightforward equiv-
alence between original and translation, as it lies at the heart of linguists’ use
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of parallel corpora, is problematic and a potentially simplistic working hy-
pothesis.

The present paper is in its first part concerned with these two issues of
non-equivalence and the question of how they are approached. In its second
part, three applications of parallel corpus data are described that illustrate the
usefulness of this data type.

The paper cites work with ParaSol, a Corpus of Slavic and other Lan-
guages that is being developed as a joint project at the universities of Bern and
Regensburg. ParaSol contains literary prose translated into many languages
with a focus on Slavic. It is specifically meant as a research and teaching
tool for comparative linguistics and available after registration through a web
interface. For details, see von Waldenfels (2006, 2011) and the corpus web
sites at parasol.unibe.ch and www-korpus.uni-r.de/ParaSol. Examples from
the corpus are cited by author name below; the reader is referred to the web
site for bibliographic references.

2. Two issues in the analysis of parallel texts
2.1. Original and translated language

Translated language has been claimed to be shaped by a set of universal char-
acteristics, dubbed translation universals. Baker (1993: 243) defines them as
“features which typically occur in translated texts rather than original utter-
ances and which are not the result of interference from specific linguistic sys-
tems”. She lists explicitation, simplification, standardization, shining-through
and normalization as such universals.

Whether or not these characteristics are really universal features of trans-
lated text has been subject to intense controversy and much corpus-based re-
search in past years; see, e.g., Mauranen and Kujaméki (2004) and the rel-
evant articles in Kittel et al. (2004). It seems clear now that at least some
of the features adduced differ with language pair, translation direction, genre
and other factors (House 2008). However, whatever the precise status of these
features, it seems obvious that some systematic differences between originals
and translations can be observed. This is hardly surprising given that transla-
tions are secondary texts that are influenced by texts in a different language
in an exceptional way.

This issue thus presents a potential problem for the use of parallel corpora
in linguistic research. How can it be dealt with? Strategies are generally two-
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fold. In one perspective, the problem is quite simply be seen to be of a more
general nature. The argument is as follows: The range of variants and variation
in a language — be it on an idiolectal, dialectal or sociolectal level; be it in
terms of genres, text types or registers — is staggering, and the difficulty of
generalizing to a ”language” is omnipresent. Diligence in interpreting corpus
data is therefore an important part in corpus-based research in general. Why
should it be a problem with translations more than with other genres? This is
a reasonable stance especially if, as in typological research, few original texts
are available and any corpus based study will suffer from a restricted range of
registers. Also, findings that point to language pair and genre specific, rather
than universal, characteristics of translated languages speak for the adequacy
of such an approach.

The second option — and this is usually done if resources are available — is
to supplement the parallel corpus study with a study of a comparable corpus,
that is, of original texts in the same language that are in some way comparable
to the translation in question.

The Oslo Multilingual Corpus is an example of a corpus project where
the combination of comparable and parallel corpora is explicitly part of the
design. Here, both originals and translations in all languages involved are in-
cluded. The set of originals and their translations forms a parallel corpus; the
set of originals in different languages constitute comparable corpora. System-
atic analysis of both parallel and comparable corpora is part of the established
methodology of the project; see Johansson (2007) and Figure 1.

However, the construction of such balanced corpora that involve origi-
nals of all the languages involved is often difficult due to the lack of relevant
sources. E.g., for Norwegian, there is an abundance of translations from En-
glish, but very little translations in the opposite direction. In ParaSol, a corpus
involving more than a dozen, partly quite small languages, this strategy is even
more difficult to sustain: in order to supply both comparable and parallel cor-
pora on this scale, one would need (a) originals from all these languages and
(b) translations of these originals into all the languages involved. This is very
hard; there are little translations from, say, Slovenian into, say, Russian, Bul-
garian, Ukrainian or Slovak to begin with; but even less texts are translated
from Slovene into not only one, but all of these languages. A consequence is
that ParaSol involves originals only from large Slavic and (in order to vary
this factor) other languages. In any case, assessments based on a corpus such
as ParaSol need to be examined critically in the light of independent monolin-
gual corpora — which, of course, are much larger and more reliable than small
comparable corpora anyway.
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Figure 1. The Oslo Multilingual Corpus (Johansson 2007: 54)

2.2.  The meaning of ‘same meaning’

The second issue in the analysis of parallel text is that of equivalence in mean-
ing of the text on different levels. The “notion of equivalence is one of the most
basic yet disputed notions in translation practice and studies” (Neubert 2004:
329) and what is to be understood as equivalent, and whether this term is in
fact in any way useful, is subject to controversy in translation studies.

Practitioners of contrastive linguistics (e.g. Sternemann 1983: 57,127f.)
have been aware of the difference between contextually bound, parole level
equivalence found in real translations as opposed to systemic, langue-based
equivalence for a long time. In practice, the assumption of equivalence of orig-
inal and translation often does not present a problem for linguistic research. In
the next example, taken from a Russian original, the individual lexical items,
the grammatical make-up as well as the utterance meaning can be justly called
equivalent across languages in a straightforward way (note that for economy
of space, not all examples are fully glossed; here and in some other cases,
readers are trusted to follow the argument even if they are not acquainted
with the structure of all translations):
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(D) RU Nikogda ne razgovarivajte s neizvestnymi
LT Niekada nekalbékite su nepazjstamais
EE Arge eales laskuge konelustesse tundmatutega
HR Nikada ne razgovarajte s neznancima
FR Ne parlez jamais a des inconnus
EL Poté mi milate mé agnostous
PL Nigdy nie rozmawiajcie z nieznajomymi
PL Nigdy nie rozmawiaj z nieznajomymi
NL Spreek nooit met onbekenden
DE Sprechen Sie nie mit Unbekannten
IT  Non parlare mai con sconosciuti
EN Never talk with strangers
’Never talk with strangers’ (Mikhail Bulgakov)?

These utterances differ most conspicuously in respect to politeness and num-
ber categories that are not identical across the languages involved and lead to
different sets of situations these utterances may be applied to. In the Russian
original, as in Lithuanian, Estonian, Croatian, French or Modern Greek, the
second person plural serves as a polite form underspecified for number; there-
fore, the utterance is open to interpretation in regard to these alternatives. The
two Polish translations only differ in respect to number: in one translation, a
potentially generic second person singular is used, while in the other transla-
tion, a plural form is employed. Dutch opts for a neutral second person, while
German employs a form that is unambiguously polite, but underspecified in
respect to number. Italian uses the negated infinitive which is underspecified
in respect to both categories. English, finally, is specified neither for number
nor for politeness.

Here, it is the linguistic system that imposes borders on the degree of equiv-
alence. In as far as contrastive or typologically minded linguists are interested
in facts of the grammatical system, these differences can be indeed very en-
lightening. Moreover, even this small example reveals interesting differences
in the grammatical system also in other areas, for example in respect to double
negation (Slavic languages, Estonian, Lithuanian, French, Italian and Greek)
as opposed to single negative elements (German, Dutch, and English). In this
case, therefore, the assumption of equivalence that is crucial for the compar-
ison of the linguistic systems based on parallel translations holds.

Example (2) is less straightforward. It involves an apparent lexical mis-
match that is more difficult to interpret:
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2) RU Odnazdy vesnoju, v cas nebyvalo zarkogo zakata, v Moskve, na

Patriarsix prudax, pojavilis’ dva graZdanina.

DE An einem heifSen Friihlingsabend erschienen bei Sonnenunter-
gang auf dem Patriarchenteichboulevard zwei Miinner.

SL  V éasu, ko je vroce pomladansko sonce zahajalo, sta se na bul-
varju pri Partriarhijskih ribnikih pokazala dva moZa.

EN At the hour of the hot spring sunset two citizens appeared at the
Patriarch’s Ponds. (Mikhail Bulgakov)

Independent of the grammatical system and genetic relationship of the lan-
guages, the translations, not all given here, fall into two groups: in one of
them the Russian dva grazdanina, literally ‘two citizens’, is translated with
the equivalent of ‘two men’ (German, Czech, Slovenian, Italian, Hungarian);
the other group exhibits translations as ‘two citizens’ (English, French, Croa-
tian, Slovak, Romanian, Greek, Latvian, Estonian, etc.). The issue here is that
the term citizen in the Russian original involves connotations that are very
hard to render in other languages, where the literal equivalent (such as German
Biirger) may carry quite different undertones. Since the victims of the Stal-
inist repressions throughout the 1930s were deprived of their citizen’s rights,
citizenship during the time of writing of the novel was not something taken
for granted, but rather a status that had to do with good conduct as well as with
the duties a citizen had towards the state. Moreover, grazdanin was the term
to designate non-party members; it thus contrasted with tovaris¢ ‘comrade’.
By using this lexeme in the very first sentence of the novel, Bulgakov sets a
specific tone — one that is probably impossible to fully emulate in many other
languages (but probably most easily in other languages of the former Soviet
Union).

The apparent mismatch of citizens and men is thus due to the fact that the
set of terms that — primarily and with minimal contextual coercion — would
seem the closest to Russian grazdanin are only partially equivalent. This lack
of full equivalence leads to the translation by a hyperonym in some cases,
since such a strategy of neutralization is one of the options available to trans-
lators to deal with culture-specific concepts and lexical mismatches or gaps
in general (see Newmark 1988: 83ff. for an overview).

In any case, both classes of terms used in the translations above always
refer to the same referent, namely two men that later in the narrative continue
to play a role. This is different in the next example from a Polish original, a
novel by Stanistaw Lem (partly glossed for clarification):
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3) PL Mioda dziewczyna, zapewne sekretarka, wniosta  dwie
Young girl surely secretary brought-in two
herbatyi  postawila je  przed nami.
teas  and set-down them before us

CZ Milada divka, nepochybné sekretarka, prinesla  dvé kavy
Young girl  surely secretary  brought-in two coffees
a postavilaje pred nds
and set-down them before us

RU Molodaja devuska, verojatno, sekretarsa, vnesla  dva
Young woman probably secretary carried-in two
Stakana caja i postavilaix  pered nami.
glasses tea-GEN and set-down them before us

DE [...] ein junges Mddchen, wohl eine Sekretdrin, brachte zwei

a young girl, surely a  secretary, brought two

Glas Tee und stellte sie  vor  uns hin.
glass tea and put them before us down

EN A4 young secretary brought two cups of coffee.
‘A young (woman, surely) the secretary, brought two (cups of)
tea/coffee (and put them down before us).’ (Stanistaw Lem)

The concluding English version is an attempt to render the amount of varia-
tion in these translations. Very little is stable across language versions. Partly
this is due to a change in granularity; in English, the situation is described
in much less detail. Here, the secretary is of unknown gender and the act of
serving the beverages is not described in any detail. In the Polish original, in
contrast, a young female secretary first brings and then sets down some tea.
Most drastically, however, in Polish, Russian and German, she brings tea; in
Czech and English, it is coffee.

It is easy to dismiss such a translation on the surface as dealing too lib-
erally with its source. However, it is quite unclear which beverage — tea or
coffee — is the more faithful rendition of serbata in Czech or English in this
context. While in a recipe, the actual substance of the beverage may really be
at stake, in the given context, it is the social role of the beverage that is crucial.
The novel is largely situated in a bureaucratic world where people in offices
sit around all day drinking tea, the typical beverage for this situation at this
point of time in Poland. In the Czech setting, the analogous situation would
involve people drinking coffee all day, not tea, like in Poland. The same is
true for North America, where incessant consumption of tea surely evokes an



270  Ruprecht von Waldenfels

association with other English-speaking societies, notably Great Britain, thus
introducing a flavor of foreignness not present in the original.

Regardless of what the precise motivation of the translator was in each
case, my point should have become clear: ‘coffee’ (or any other beverage, for
that matter), may be a very adequate equivalent for ‘tea’ if the social function
(or some other level of meaning) of the beverage is what is foregrounded in
the text. The issue is, as in the case of the Russian ‘citizen’, again the problem
of partial equivalence, albeit with a differential that is even more cultural in
nature. As liquids, coffee and tea are probably quite comparable in Poland,
the Czech republic or anywhere else; as part of a social practice, they differ.

Linguists have long been aware of such cases of partial equivalence where
levels of semantic, pragmatic and cultural meaning are in conflict. In contrast
to scholars in translation studies, comparative linguists are often little inter-
ested in such cases since they are working on a more general, systemic level
where equivalences like these are mostly perceived as noise; consequently,
they are often not talked about or dismissed as free translation. This, of course,
is due to the focus on treating translated texts merely as a means to the end of
language comparison, rather than an interest in translation itself.

However, such cases are important for any linguist working on translated
texts. They are testimony to the fact that translation is a creative process of
language production like others. There are more than one way to say and con-
ceptualize things, and however things turn out — it could have been differently.
In a programmatic essay directed against mechanistic models of translation
(and, by the same token, meaning) Haas (1962) writes:

The translator [...] is not changing vehicles of clothing. He is not transfer-
ring wine from one bottle to another. Language is no receptacle, and there is
nothing to transfer. To produce a likeness is to follow a model’s lines. The
language he works in is the translator’s clay.

What part of an utterance is adopted, and what part is changed during transla-
tion is thus tied to a plethora of independent factors, among them differences
of the linguistic systems, translators’ understanding of the text and his or her
role in translation as well as meaning and pragmatic functions on different
levels.

Cases of partial equivalence are seldom as clear as the case above; but pre-
cisely when they are not obvious they can become a methodological problem;
namely, when cases of highly context-dependent translational equivalence are
taken to be instances of a more general pattern. However, the knife cuts both
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ways. Parallel corpora have the potential to show equivalence in specific con-
texts beyond those foreseen in grammar books and dictionaries. As always in
corpus based research, a mixture of quantitative and qualitative work is called
for in assessing the status of individual utterances — with the additional issue
of translational equivalence or systemic equivalence in a parallel corpus.

3. What parallel corpora are good for

Just as there are specific problems in the use of parallel corpora, there are also
specific advantages. Here, three applications of ParaSol are presented.

3.1. Lexical typology

The first application directly relates to the second problem related above,
namely, equivalence in highly specific contexts. While the nature of equiva-
lents may be difficult to assess in highly specific contexts, it is also true that
it is difficult to find cross-linguistic data on certain specific contexts. Parallel
corpora are extremely helpful if they contain such examples. A case in point
is lexical typology, where relatively fine-grained context dependent mean-
ings are compared across a large number of languages. Koptjevskaja-Tamm
(2011), for example, uses examples from ParaSol in the study of temperature
expressions, among them words such as /ukewarm that denote an interme-
diate temperature but only in relation to liquids (glossing retained from the
original):

4) DE Dann lief der Marquis die Ventilatoren anhalten und ver-
brachte Grenouille in einen Waschraum, wo er in Bddern von
lauwarmem Regenwasser mehrere Stunden eingeweicht und
schlieflich mit Nussélseife aus der Andenstadt Potosi von Kopf
bis Fuf3 gewaschen wurde.

EN Then the marquis had the ventilators stopped and Grenouille
brought to a washroom, where he was softened for several hours
in baths of lukewarm rainwater and finally waxed from head to
toe with nut-oil soap from Potosi in the Andes.

SE ...ddr han fick ligga i blotflera timmari bad pa
where he get:PAST lie  in wet several hours in bath on
ljumm-et regn-vatten...
lukewarm-def.n rain+water
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CZ kde ho nekolik hodin namdaceli do
where he:acc several hours:GEN make wet:PAST.3PL in
lazni z  viazné destové vody

bath:GEN with lukewarm:GEN.F rainy:GEN.F water:GEN
PL gdzie go przez wiele godzin

where he:ACC during many hours

moczono w kqgpieli  z

make wet:PASS.PART.N.SG in bath:LOC with

letniej wody deszczowej

lukewarm:INSTR.F water:INSTR rainy:INSTR.F
LT ..kur daug valandy  mirke drungno

where many hours:GEN soak:PAST.3SG lukewarm:GEN

lietaus vandens ...

rainy:GEN.M water:GEN

(Patrick Siiskind)

Here, translation is thus used to tap into translators knowledge of the lan-
guages involved to gather information on very specific questions. Informa-
tion on restrictions to certain materials, to metaphoric use or connotations are
extremely difficult to obtain for many languages, and a parallel corpus that
involves many languages such as ParaSol is a valuable instrument for such
research. Here, a parallel corpus is used in a qualitative way and as a heuristic
device.

3.2. Covert categories: contextual causatives

The next example case also involves specific lexical items that are difficult
to find and evaluate in monolingual corpora, however for quite different rea-
sons. They are difficult to find because the category under investigation is not
marked in all languages.

Certain causative meanings, called curative in von Waldenfels (forthc.:
29f.), are often not explicitly expressed; for example, in both German and
English, when we say that we are building a house, this does not necessarily
mean that we are construction workers; rather, this is also the standard way
to denote the fact that we are having it built. Nedjalkov and Silnitsky (1973)
call this non-contact causation and note that the marking or non-marking of
such causation where the causer instigates an action through an intermedi-
ary varies across languages. In Russian, for example, one does not explicitly
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mark this kind of non-contact causation in a much larger set of situations than
in English or German, including, for example, having somebody s hair cut, or
having somebody baptized, viz. a corpus example from a German original:

5) DE Ich war einverstanden, sie taufen zu lassen.

I was agreed her-ACC baptize-INF CAUS-INF.

SK  Suhlasil som, ze ich dame
agree-PST AUX:1SG CMP them-ACC CAUS-1PL
pokrstit’.
baptize-INF

RU Ja soglasilsja  okrestit’  detej.
I agree-PST:SG baptize-INF children-ACC
‘I agreed to have the children baptized’ (Heinrich Boll)

Here, the German original as well as the Slovak translation involves a
causative auxiliary, while in Russian, the fact that the speaker does not bap-
tize the children himself is — in accordance with idiomatic usage — not overtly
expressed.

Many questions concerning this construction are unexplored. Is the possi-
bility to be used in such a way a lexical property of certain verbs or a case of
regular polysemy? What context parameters are important, what is the role of
frequency?

These questions are difficult to approach from a corpus-based perspec-
tive. Since these cases are not distinguished by any overt marking they are
extremely difficult to find in a monolingual corpus. In a parallel corpus, how-
ever, one can use a query on those languages where the phenomenon is marked
to find relevant contexts. Figures 2 and 3 show such a query for the relevant
auxiliaries in German and Czech. A result sentences is given in (6):

(6) RU Kogda utixlo, konferans’e pozdravil Kanavkina, pozal emu ruku,
predloZil otvezti v gorod v masine domoj, i v étoj Ze masine
prikazal komu - to v kulisax zaexat’ za tetkoj i prosit’ ee poZalo-
vat’ v Zenskij teatr na programmu.

EN When things quieted down, the master of ceremonies congratu-
lated Kanavkin, shook his hand, offered him a ride home to the
city in a car, and told someone in the wings to go in that same car
to fetch the aunt and ask her kindly to come for the programme
at the women's theatre.
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Query interface

Choose primary and aligned language(s), and enter a query. You need to define a query for the primary language (in red). In addition, you may define queries on the aligned
languages, which will restrict output accordingly.

Primary language: slavonic
BG Ol PLA
HR OSL ©OSK
MK ©Cz ©OUs
SR OPL OBY

Aligned languages:

© All texts

Germanic Romance Baltic Others
RU NL FR OES Lv EO
RUA EN T LT EL
UK @ DE PT HU
- DEA 2RO
Germanic Romam:e Baltic Others
FR #Ees v

E
[CpeEA RO

Only texts available in all languages

3
<

[lemma="lassen" |

German

sueskindparfuem
(]
bulgakovmaster
[ ostrovskijstal
[Tpelevincapaev

[ kafkaerz

[T strugpiknik

[ stasiukopowgalyc
2

[T pottert

[ struglebedi

Russian

[ [ =
O

Czech

7 Slovak

OOE

hr \mk|sr\sra [s17[ez/[p1 [p1a[K by [ru |uk|r|| \an [aefer \m [pt [ro \es [iviit [eo \el [hu|  German
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na="d(av)?ilnech(4v)?at’]
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Serbian a
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Bulgarian

[T nabokpnin

EEEEE
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O|[=E0=5E
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Figure 2. A query for causative auxiliaries in Czech and German.
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Figure 3. Results of the query with instances of unmarked causation in Russian.
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RU ..predlozil otvezti v gorod v masine domoj...
offered  drive-INF in city-ACC in car-LOC home

DE ...sagte, er wolle ihn mit dem Auto nach
said he wants-SUBJ:3SG him-ACC with the car to
Hause bringen  lassen...
home bring-INF CAUS-INF

CZ ...navrhl Ze ho da odvezt domii.
proposed COMP him-ACC CAUS-3SG bring-INF home

NL ...bood aan hem per auto naar de stad te laten brengen...
offered him by car to the city to CAUS bring-INF

SL ...mu ponudil, da ga odpeljejo z  avtom
him proposed COMP him-ACC bring-3PL with car-INSTR
domov v mesto.
home in city-ACC

IT ...propose di portarlo in macchina a casa suain citta...
proposed to bring-him in car to house his into city

HR ...ponudi mu da ga odveze  kolima kuci...
proposed him COMP him-ACC bring-3SG by-car home

LV ..piedavajas aizvest — majas ar masinu
offered bring-INF home by car

EN offered him a ride home to the city in a car (Mikhail Bulgakov)

Here, the German, Dutch, Czech and Slovak versions use a causative auxiliary
to signal causation, while Russian, as well as a number of other languages, do
not mark causation at all. Other languages make use of yet other means to clar-
ify the situation; for example, the phrase in a car rather than in his car makes
things quite unambiguous in English. Most Slavic versions go with Russian
in not marking this fact, which could, of course, also be due to interference
from the original. In any case it is highly significant that many translators add
clarification showing that in Russian the phrase in question involves causation
without this being expressed explicitly. This attestation of a covert curative
causative, by itself, is indeed very difficult to spot; it becomes conspicuous in
the light of its translations.

In this way, translations in parallel corpora can be used as rich and subtle
semantic annotation that affords corpus queries that are very difficult to do in
monolingual corpora. In this way translator’s strategies, as far as they can be
reconstructed, shed light on both source and target language and text.
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3.3. Aggregating across translations

The first two applications presented above are of a qualitative nature and in-
volve careful inspection of each corpus example. A prime difficulty, however,
is understanding how indicative of some general state of affairs individual cor-
pus attestations are. One way to investigate this is to aggregate over a lot of
data — both in the sense of taking many contexts into account, and in the sense
of using many different translations. On a general level, such an aggregation
over many languages is useful for understanding what is cross-linguistically
expected in a certain domain and what is rather exceptional. The following
application involves such an investigation into the use of verbal aspect across
and beyond Slavic.

The study, reported in more detail in von Waldenfels (2012), concerns the
use of aspect in the imperative in 14 translations of the Russian novel Master i
Margarita by Mikhail Bulgakov and takes variation in the use of this category
both across Slavic and in comparison to Modern Greek into focus.

In this approach, all contexts that involve an imperative in the original are
examined across language versions and converted to a table. Each context is
represented as a column; language versions form the rows of the table. Each
cell thus represents a specific context in a specific translation. These cells are
then assigned the value perfective, imperfective or non-assigned, depending
on the aspect of the imperative form and wether such a form was used.

Figure 3 illustrates the data matrix with a small excerpt. The following is
an example of a single context in several translations; each such translation is
represented in a cell of the table:

©) [...] ty kogda-libo govoril cto-nibud’ o velikom kesare?
‘[...] did you ever say anything about the great Caesar?’

RU Otvecaj! (imperfective)
PL Odpowiadaj! (imperfective)
BG Otgovarjaj! (imperfective)
SK  Odpovedz! (perfective)
CZ Odpovez! (perfective)
SL  Odgovori! (perfective)
EL Apantise! (perfective)

‘Answer!’ (Mikhail Bulgakov)
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Figure 4. An excerpt of the data matrix representing contexts (columns) and transla-
tions (rows).
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Figure 5. NeighborNet graph of aspect-based distances of 13 doculects.

The set of data where aspect values differ is then transformed into a distance
matrix using Hamming distance as a metric and aggregated in a Neighbor Net
graph (Huson and Bryant 2006) as shown in Figure 4. The Neighbor Net graph
represents an abstraction over all contexts; it shows, among others, that there is
a strong Western and a strong Eastern group that differ most strongly in aspect
usage. This confirms earlier work based on questionnaire data (Benacchio
2010) as well as Dickey’s (2000) broad division of Slavic aspect systems into
an Eastern and a Western Group; see von Waldenfels (2012) for more details.

The neighbor net graph only relates to cases where the aspect of the im-
perative is not identical across translations. However, a majority of contexts
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had consistent aspect values across the Slavic translations. The inclusion of
Greek, not shown in Figure 5, additionally revealed that, as a whole, the vari-
ation in aspect assignment across the Slavic translations is much smaller than
in relation to the non-Slavic Greek translation. This shows that the aspect
category in Greek is principally different from its Slavic counterpart in this
environment.

This kind of finding is very difficult to achieve with monolingual, com-
parative corpora, because aspect functions in the Slavic imperative are prag-
matic in nature and sensitive to complex and subtle context parameters. The
prime problem of obtaining comparable data for the cross-linguistic study of
such functions lies in keeping these context parameters fixed both across lan-
guages. To a certain degree, this can be achieved by using parallel texts.

3.4. Concluding remarks

It should be emphasized that parallel corpora are but one possible data source
for this kind of work. Dickey’s (2000) investigation into cross-Slavic aspect
relies on a wide range of sources, only one of them being translated texts.
Benacchio (2010) uses a questionnaire in her research into the use of aspect
in the imperative.

Parallel texts are similar to questionnaires in that they represent speakers’
judgements on specific, comparable linguistic tasks. However, parallel cor-
pora are by their nature less focussed on researchers’ interests than question-
naires are. This cuts both ways: on the one hand, parallel corpora only yield
data on whatever happens to be frequent in the texts used, and their content
cannot be controlled; like all corpora, they cannot provide negative evidence.
Questionnaires, in contrast, allow explicit testing of certain hypotheses, in-
cluding their falsification.

On the other hand, translations can be used in a data-driven, bottom-up
manner that is much less biased by the researcher’s initial hypotheses than
questionnaires. Parallel corpora thus contribute valuable additional evidence
that is sufficiently different from questionnaires to provide powerful confirm-
ing or conflicting evidence.

Another point to stress is that data aggregation using quantitative meth-
ods exemplified above is just one of the methods that can be applied in the
analysis of multilingual parallel data. Barentsen (2008) uses the Amsterdam
Slavic Parallel Aligned Corpus (ASPAC?), another large corpus concentrating
on Slavic languages, in a fine-grained investigation into the cross-Slavic ex-
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pression of repeated consecutive events in the past. Barentsen’s method does
not rest on statistical procedures, but on careful examination of the individual
attestations in the corpus; accordingly, his interpretation of the data is very
rich, surely richer than can be arrived at using quantitative methods alone. In
paying more attention to frequent than to rare contexts, however, Barentsen’s
work also has an implicit quantitative component. It seems clear that these two
perspectives on the use of parallel corpus data — quantitative and qualitative
— do not exclude, but rather supplement each other.

4. Conclusions

Two main problems of using parallel texts in language comparison were fo-
cused on in this paper: (a) the problem of specific characteristics of translated
language that make it difficult to generalize from translated texts to other va-
rieties of a language, and (b) the issue of varying degrees of equivalence in
translation that may lead to difficulties if not properly taken into account in
the analysis.

The first problem can be dealt with by taking recourse to the compari-
son with non-translated texts, if available. This problem is an instance of a
more general problem of almost any data source in linguistics, namely that
many phenomena differ in distribution depending on text, language variety
and other factors.

The second issue is more specific. Translations have the advantage and dis-
advantage of being based on complex and inherently non-deterministic con-
ceptualizations of source and target texts in a rich context. These conceptual-
izations are never completely fixed; this makes uncritical use of translations
highly problematic. A number of translations that may lead astray if taken
as testimony of straightforward equivalence across languages were adduced
in Section 2: for example, one should not take Example (2) to show that the
Czech word for ‘coffee’ generally means the same as the Polish word for ‘tea’.
Parallel corpora are in this sense unreliable.

However, this is only one side of the coin. Translators, as other language
users, normally agree in the understanding of the situation to considerable
degree and in many respects; the complex conceptualizations of the source
text that find expression in the target text are therefore exactly what make
parallel text such a valuable source for linguistic research.

The three sample applications that were presented in Section 3 all tap into
translator’s work and crucially rely on it. The first application concerned gath-
ering information on the expression of certain meanings in specific contexts
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that may not be covered in reference works; in a cross-linguistic lexical study,
aligned translations can be extremely helpful as a heuristic device.

The second application concerned finding instances of a category ex-
pressed in some languages and left implicit in others. In order to find instances
of non-expression of some category, translation as testimony of a translator’s
interpretation of the source text can be used. Here, translation is used as a
paraphrase that is potentially more explicit than the source text itself.

In the last case study, a more quantitative approach was described where
translation data is aggregated to describe divergence and convergence across
closely related languages in the use of a highly context-dependent category.

Neither problems nor possibilities of a corpus such as ParaSol could be
exhaustively described in the present article. The general point made in this
paper is that parallel texts, especially if presented in an aligned translation
corpus such as ParaSol, are a data type that offers unique possibilities that
are intrinsically connected to specific potential pitfalls. Both have to do with
the nature of translated texts that do not arise as the result of mechanistic
mappings of a text into another language, but rather as the effect of the creative
linguistic activity of individual bilingual speakers.

Notes

1. I would like to thank two anonymous reviewers, the audience at the BeLing col-
loquium at Bern University (especially Iwar Werlen), and the editors for sugges-
tions, comments and valuable feedback. Special thanks are due to Marek Lazinski,
Warsaw, who first noticed the equivalence of coffee and tea in ParaSol.

2. The following abbreviations are used in this paper: BG Bulgarian, CZ Czech, DE
German, EE Estonian, EL Modern Greek, EN English, ES Spanish, FR French,
HR Croatian, IT Italian, LT Lithuanian, LV Latvian, MK Macedonian, NL Dutch,
PL Polish, RU Russian, SE Swedish, SK Slovak, SL Slovene, SR Serbian. Exam-
ples are taken from the following works and their translations: Mikhail Bulgakov,
Master i Margarita; Patrick Suskind, Das Parfiim; Stanistaw Lem, Pamigtnik
znaleziony w wannie; Heinrich Boll, Bekenntnisse eines Clowns. For bibliographic
details, please consult the web sites at parasol.unibe.ch and www-korpus.-
uni-r.de/ParaSol.

3. More information on ASPAC can be found here: http://home.medewerker.
uva.nl/a.a.barentsen/pagel.html
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Part III: Dynamic language






Historical text analysis: Underlying parameters and
methodological procedures

Beatrix Busse

1. Introduction

A major branch of historical linguistics today utilises functionally and con-
textually oriented approaches which explore linguistic patterns of usage of
past stages of a language. These, recently covered under the heading of
“modern historical linguistics” (Mair 2006), tell new stories about socio-
pragmatic or even cognitive linguistic phenomena that have changed or
remained stable in the course of a language’s history. Ideally, these find-
ings are bridged with the more classic historical linguistic areas, such as
historical phonology, historical morphology or historical syntax. More spe-
cifically, both the fields of historical pragmatics (Jacobs and Jucker 1995)
and historical sociolinguistics (Nevalainen and Raumolin-Brunberg 2004)
have made significant contributions to explaining socio-pragmatic features
of language use in the past. They have furthered our understanding of re-
search methods and data analysis and therefore have also revealed their
potentials for the analysis of contemporary language data.

Within this framework the role of historical corpus-analysis, the refine-
ment of corpus tools and search procedures as well as the availability of
more and easily accessible historical data have lead diachronic text mining
into new and highly delicate analytical directions, which even allow the
analyst to systematically investigate explicitly discoursal phenomena and
aspects of style (Busse 2010) on a much broader (and) diachronic scale
than used to be possible, for example, twenty years ago (Taavitsainen and
Fitzmaurice 2007, Taavitsainen and Jucker 2007). In addition, these histor-
ical pragmatic and historical sociolinguistic approaches have been better at
considering literary sources to be indispensable for the study of older stages
of a language (Busse 2010) than linguistic approaches which deal with
Present-day language data; and this is not only because — due to the non-
existence of spoken records for historical periods — they have been forced
to do so. As such, they have followed Sinclair (2004) who does not mar-
ginalise the study of literature for the analysis of linguistic features. On the
contrary, he stresses: “no systematic apparatus can claim to describe a lan-
guage if it does not embrace the literature also; and not as a freakish devel-
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opment, but as a natural specialisation of categories which are required in
other parts of the descriptive system” (Sinclair 2004: 51).

Due to these fruitful trends new complex challenges have evolved and
need to be addressed. They include, for example, a re-discussion of the
relationship between a function-to-form and a form-to-function mapping
(Jacobs and Jucker 1995) or the question of how much context is needed in
order to infer socio-pragmatic meanings in historical texts, or the relation-
ship between low and high-frequency items or the question of whether we
actually need quantitative procedures to trace historical-pragmatic change,
or the dimensions of semantic-pragmatic change on a longer diachronic
scale.

This paper takes stock and describes the methodological and theoretical
advantages of including a recent modern historical linguistic approach to
the analysis of historical data. As such, this paper outlines its major pillars
and its basic toolkit. In addition, it illustrates where both methodologies
and text mining need to be pushed further and be critically discussed. To
illustrate why and how modern historical linguistic approaches win acco-
lades, the investigation of stance adverbials in the history of English, espe-
cially in Early Modern English (ca. 1500-1700), serves as a case study. The
aim is to illustrate how to identify a set of possible stance adverbials in
Early Modern English, how to determine their syntactic realisations, se-
mantic categories, quantitative distribution and pragmatic functions as well
as how to systematically investigate a phenomenon as discoursal as stance
adverbials in the history of English.

2. Historical expressions of stance

Stance adverbials indicate a speaker’s attitude or opinion. They can be de-
fined as sentence modifiers with sentential scope, which are not grammati-
cally required but may be pragmatically desired and are speaker- and/or
hearer-oriented. Shakespeare examples are: “Here's a change indeed!”
(Oth. 4.2.106', emphasis mine), “And indeed such a fellow, to say precise-
ly, were not for the court” (AWW 2.2.12, emphasis mine), or, from the Pas-
ton letters, “for by my trowthe they haue as well deseruyd it as eny men
+tat euer bare lyue” (PASTON, I, 546.180.5514, PCEEC, emphasis mine).
The position stance adverbials can take on in the clause is flexible amongst
initial, medial or final position, and they can be realised not only by ad-
verbs, but also by a variety of other syntactic stuctures, such as proposi-
tional phrases, finite clauses, non-finite clauses or noun phrases.
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Biber et al. (1999: 853-854) label the examples listed above stance ad-
verbials, which may simultaneously function as an indication of the speak-
ers’ comment on what they are saying (the content of the message) and
how they are saying it (the style). Biber et al. (1999) also set up a semantic
classification of stance adverbials. Following their analyses of stance ad-
verbials in Present-day English conversation, fiction, newspapers and aca-
demic English, they establish three broad categories of stance adverbials.
These are (a) epistemic, (b) attitudinal, and (c) style adverbials. Epistemic
stance adverbials enhance the truth value of the proposition and they can be
further subdivided into (i) doubt and certainty stance adverbials, (ii) actu-
ality and reality stance adverbials, (iii) source of knowledge stance adver-
bials, (iv) stance adverbials indicating limitation, (v) viewpoint and per-
spective stance adverbials, and (vi) stance adverbials indicating impreci-
sion. Examples of epistemic stance adverbials are indeed (doubt and cer-
tainty) or in regard of (viewpoint) (see also Lenker 2007: 82-83). Attitudi-
nal stance adverbials express the speaker’s attitude towards an evaluation,
as in haply, for example. Stance adverbials of style convey a speaker’s style
and often clarify how the speaker is speaking or how the utterance should
be understood. They are seen as explicitly metalinguistic adverbials. One
example would be to say precisely, quoted in the example above.

According to Biber et al. (1999: 969), grammatical stance devices fulfil
two distinct roles simultaneously, that of presenting the stance, and that of
realising a proposition that is framed by the stance. For example, in Shake-
speare’s “And indeed such a fellow, to say precisely, were not for the
court” (AWW 2.2.12), to say precisely frames the proposition “were not for
the court” and underlines, in initial position the truth of what is claimed in
the proposition. What this example also illustrates is that the boundaries
between the categories of stance adverbials may be fuzzy because although
to say precisely is, semantically speaking, metalinguistic because it defines
how something is said, it is also epistemic in that it strengthens the truth
value of the utterance.

3. Methods of historical text analysis

Historical text analysis in general and the analysis of stance adverbials in
particular demand a methodological plurality (Busse 2010) in order to ac-
count for both the general methodological difficulties of dealing with his-
torical texts and, more specifically, in order to be able to capture the com-
plex discursive import of pragma-linguistic phenomena such as stance ad-
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verbials, as well as their functional and stylistic development over time.
General methodological difficulties evolve around such aspects as diverse
as choice of copy text, spelling variants, wealth or scarcity of material for a
particular period, text production and reception or the analyst functioning
as a mediator between past and present (Taavitsainen and Fitzmaurice
2007).

Moreover, the retrieval of forms in historical corpora, for example, —
which, in historical pragmatic terms, can be regarded as a form-to-function
mapping (Jacobs and Jucker 1995) and would be needed to make reliable
quantitative statements — can only be successfully performed if the analyst
knows the forms he or she is looking for. Therefore, for stance adverbials it
is necessary to know how they have been realised in the past. But stance
adverbials carry complex micro-contextual features and are in need of a
pragma-philological interpretation. The fact that stance adverbials can be
found in a variety of formal realisations, ranging from simple adverbs to
comment clauses, makes their retrieval even more difficult. For comment
clauses, Brinton (2008) has impressively analysed not only the rise of a
number of their linguistic realisations and their multifunctionality during
the Early Modern English period, but also their increasing frequency of
occurrence. The focus of this paper will be on stance adverbials other than
comment clauses because it seems necessary to identify them first before
they can be fruitfully compared with comment clauses.

It is not possible to simply follow one’s Present-day English intuitions
or search for a Present-day set of stance adverbials in a historical text. The
meanings and functions of Present-day stance adverbials are likely to have
undergone a rapid process of change and/or of grammaticalisation (Hopper
and Traugott 2003) or subjectification (Traugott 2003). Hence, it cannot be
immediately assumed that forms of stance adverbials used today are rele-
vant to, for example, Shakespeare’s English: in Shakespeare’s time appar-
ently still refers to the manner in which something is done, that is, is does
not function as an epistemic stance adverbial of source of knowledge, as
can be seen in the finally positioned “If he should scorn me so apparently”
(Err. 4.1.78) from Shakespeare’s The Comedy of Errors.

Furthermore, forms may also oscillate — or show a semantic layering
(Hopper and Traugott 2003) — between their source and the grammatical-
ised meaning in a particular period under investigation. These have to be
carefully discriminated against one another. For example, during the Early
Modern English period in regard of can refer to the esteem in which some-
body is held. But during that period it moves towards functioning as a
stance adverbial, restricting a topic, which makes it not always easy to de-
termine functional import. This multifunctionality or semantic layering can
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be exemplified by: “I thank my liege that in regard of me / He shortens four
years of my son’s exile” (R2 1.3.216-217) from Shakespeare’s Richard The
Second, which is ambiguous between both a stance adverbial restricting the
topic and a reference to the esteem in which the speaker is held. Another
example is the frequently used stance adverbial indeed. Although it was
already grammaticalised to function as a stance adverbial during Shake-
speare’s time (Traugott and Dasher 2002: 159-165), we can find cases in
which the adverb both indicates sincerity as a stance adverbial and refers
back to its source meaning denoting actuality, and therefore does not func-
tion as a stance adverbial. This is visible in the following example from
Shakespeare’s Antony and Cleopatra in which Cleopatra and the eunuch
play on the former and the grammaticalised/subjectified meaning of indeed
and in deed in Ant. 1.4.14.

Cleo. [...] Hast thou affections?
Mar. Yes, gracious madam.
Cleo. Indeed?
Mar. Not in deed, madam, for I can do nothing
But what indeed is honest to be done;
Yet, have I fierce affections, and think
What Venus did with Mars. (4nt. 1.4.8-19, emphasis mine)

Cleopatra, who is moody because of Antony’s departure, provokes the eu-
nuch, whose function usually is to entertain the queen, by asking him about
his “affections” (4nt. 1.4.7), that is, his sexual desires. The eunuch’s posi-
tive and simple answer is taken up by Cleopatra as an incentive to use in-
deed jokingly and lasciviously. As such, indeed has the meaning of truly.
The eunuch understands the sexual implications of her questions, takes
them up as well, but reverses them to “not in deed” (4nt. 1.4.8). He re-
dresses his answer with a rejecting, but polite affirmative reply, using the
polite form of address, madam. Also, the polite and decorous commonplace
“for I can do nothing / But what indeed is honest to be done” (4nt. 1.4.8-9)
fulfils this role. Here indeed strengthens the adjective honest. This discus-
sion illustrates that a corpus-based retrieval of forms is also in need of an
individual qualitative analysis.

The preceding paragraphs have only highlighted some of the challenges
the historical linguist or pragmatician encounters when systematically in-
vestigating a discoursal phenomenon such as stance adverbials. The follow-
ing procedures suggested for historical text analysis in general and for the
retrieval and analysis of stance adverbials in particular account for a trans-
parent and systematic research framework. This informed investigation
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guarantees that both our analyses as well as our interpretations are valid
(Taavitsainen and Fitzmaurice 2007).

To retrieve a set of stance adverbials, one initial procedure consults in-
vestigations of stance adverbials which focus on Present-day English (e.g.
Biber et al. 1999), which focus on historical periods of the English lan-
guage, such as Biber (2004) or Fitzmaurice (2004), and which represent
case studies of particular historical forms, such as Lenker’s (2003, 2007).
For reasons illustrated above it is necessary to draw on studies which cover
phenomena of grammaticalisation (Traugott 1995, Traugott and Dasher
2002, Traugott 2003, Brinton and Traugott 2005, Lenker 2003, 2007).

The other procedure goes back in time to determine which stance adver-
bials occur in Early Modern English and are not part of the Present-day
English set. These include samples such as powerfully, assuredly or con-
structions beginning with the preposition by. As an exemplary corpus of
Early Modern English and as a starting point to retrieve a set of stance ad-
verbials, the analysis of stance adverbials in Early Modern English initially
focuses on Shakespeare’s plays allowing “the possibility of total accounta-
bility of linguistic features” (Svartvick 1992: 9) from one author. Addition-
ally, I also suggest a close reading and analysis of a selected set of plays
(generally speaking, I would also suggest a close reading of a sample of
texts from specific corpora). I have studied two of Shakespeare’s comedies
and tragedies — A Midsummer Night’s Dream, Much Ado About Nothing,
King Lear, and Othello — in order to find additional forms which can then
be searched for in the complete corpus. Furthermore, it is also necessary to
consult contemporary sources as well as those sources that have been pub-
lished as dictionaries of Shakespeare. For example, classic critical work on
the language of Shakespeare consists of Spevack’s (1968-1980) concord-
ances, Spevack’s (1993) 4 Shakespeare Thesaurus or Onions (1996) and
Schmidt and Sarrazin ([1874/75] 1962). Early Modern English dictionaries
(and for other periods, other dictionaries, such as the Middle English Dic-
tionary, for example), now electronically compiled in the Lexicons of Early
Modern English (LEME) by lan Lancashire (2008) as well as the Oxford
English Dictionary (OED) are of crucial importance for the identification
of stance adverbials and their functions. All of these serve as important
lexicographical aid to determine meaning. For example, a LEME search of
indeed lists under Thomas Thomas’s (1587) dictionary Dictionarium Lin-
gua Latinae at Anglicanae the additional stance adverbials clearly, mani-
festly, plainly, without faile, which show how this search may provide addi-
tional candidates of stance adverbials.

For the English language, another source is the Historical Thesaurus of
the Oxford English Dictionary (Kay, Roberts, Samuels and Wotherspoon
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2009), which is now electronically available and can be used for a variety

of search procedures.? It divides the senses of all (!) OED lemmas into a

network of semantic categories, which means that for searches of stance

adverbials we can use the Thesaurus to find generally related terms and

related terms of the same period. Also, it is possible to search not only for

particular forms and how they are semantically categorised, but also for

particular semantic categories. For example, semantic categories that may

be of interest to the search of stance adverbials are the following:

(1) conformity with what is known, — truth , — in truth, — truthfulness, ve-
racity

(2) faithfulness or trustworthiness > fidelity or loyalty > troth

(3) foundation in fact, validity — real, really and truly, soothfast

Historical
Corpus
Linguistics

Function-to-form

New Historical and form-to-
Stylistics function mapping
(Busse 2010) (Jacobs and Jucker

1996)

Stance

adverbials
Use of contemporary
sources and the Historical
Thesaurus of the Oxford
English Dictionary

State-of-the-art
of research

Diagram 1. Pillars of historical text mining

This methodological plurality should be further enhanced by corpus lin-
guistic methodology. With an established set of forms it is possible to sys-
tematically search a corpus in order to find out how the forms are used in
Shakespeare’s plays and other historical corpora. Due to the difficulties
resulting from grammaticalisation and semantic layering, a corpus-based
approach is particularly helpful here because it shows patterns of usage
from which we can infer contemporary meanings. In this study, the search
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of stance adverbials in the Shakespeare corpus will be enhanced by a cor-
pus-based investigation of a selected number of stance adverbials in other
Early Modern English corpora in order to make some genre-specific inter-
pretations and to say something about frequency of usage. However, fol-
lowing my new historical stylistic basis (Busse 2010), I try to avoid number
crunching for its own sake and an exclusive interest in high frequency
items because functional import and stylistic meanings are established in
interplay of low and high frequency items and qualitative as well as quanti-
tative considerations. Diagram 1 should serve as a summary of what it
takes to perform functionally oriented historical text analysis.

4. Stance adverbials in Shakespeare
4.1. Preliminaries

The Shakespeare corpus comprises 38 plays (including The Reign of Kind
Edward III). The number of words for his dramatic works amount to
857,705.

Table 1. Number of words in the Shakespearecan comedies, romances, histories
and tragedies

genre number of words
comedies 261,623
tragedies 227,977
romances 109,870
histories 258,235

Table 1 shows the number of words in the respective sub-genres of the
Shakespeare corpus. The texts used are based on the modern The Riverside
Shakespeare (Evans et al. 1972, 1997) edition. The assignment of plays to
genres is a controversial issue. Here, the categorisation of the plays into
genres is a modern one and also follows The Riverside Shakespeare (Evans
et al. 1997) and draws on the Shakespeare Database (Neuhaus forthcom-
ing),’ a full lemmatization of Shakespeare’s work.

Outside Shakespeare, the by my construction and indeed are compared
with their occurrences in 4 Corpus of English Dialogues 1560-1760
(CED), which is a 1,4 million word corpus of Early Modern English
speech-related text, which are divided into “authentic dialogue”, such as
witness depositions and trials, and “constructed dialogue”, such as excerpts
from drama comedy, prose fiction and didactic works. The results from
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Shakespeare are also compared with their occurrences in a letter corpus, the
Parsed Corpus of Early English Correspondence (PCEEC) (1410-1695),
which contains 2,2 million words. To search these texts Wordsmith Tools
(Scott 2008) have been used with attention to spelling variants. Quantita-
tive figures are calculated by means of percentages, relative frequencies
and frequency per 10,000 words.

4.2. Quantitative findings

The set of stance adverbials so far identified in Shakespeare’s plays con-
sists of 112 types. These are realised by 2248 tokens, which amount to 26
tokens per 10,000 words. Although many of the individual types of stance
adverbials occur only once, the number of tokens per 10,000 words is sub-
stantial. As Figure 1 illustrates, stance adverbials are most frequent in
Shakespeare’s comedies and less frequent in the romances, the tragedies
and the history plays.

romance |
histories |
tragedies |

comedies

genres

l
T

0 10 20 30 40
tokens per 10,000 words

Figure 1. Distribution of stance adverbials in the Shakespeare plays

Generally speaking, the possible assumption that comedies contain more
prose than verse and therefore also more stance adverbials cannot be veri-
fied, because, in the comedies, 153,370 words occur in verse and 108,262
occur in prose (Spevack 1968-1980: volume 1). In the comedies, we also
find more types of stance adverbials than, for example, in the tragedies:
there are 83 types of stance adverbials in the comedies (realised by 865
tokens) and 68 types in the tragedies (realised by 527 tokens), even though,
as Table 2 illustrates, the list of the most frequently realised types is some-
what similar.
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Table 2. Most frequently occurring stance adverbials in Shakespeare’s comedies
and tragedies

comedies tragedies
position stance adverbial raw freq. stance adverbial raw freq.
1 indeed 169 indeed 132
2 truly 74 truly 41
3 in faith 55 faith 38
4 faith 47 at all 21
5 by my troth 38 by heaven 20
6 by gar 27 in faith 16
7 at all 21 upon my 13
8 perhaps 20 perforce 13
9 perchance 19 perchance 13
10 surely 18 perhaps 12

Therefore, it is not through the most frequently occurring types that this
kind of creativity is realised — because these are almost similar for both
genres — but through those types that are only realised by ten or fewer to-
kens, such as froth or apparently. A general investigation of the ten most
frequent stance adverbials and the by my construction shows in Table 3 that
these stance adverbials also occur more frequently in verse than in prose.
The figures are given in relative frequencies.* Yet, as can be seen in Table
3, in the comedies, the result is reversed because these top ten stance ad-
verbials occur more frequently in the prose sections than in those passages
written in verse. Therefore, the high proliferation of stance adverbials in the
comedies Ado, Wiv. and TN (illustrated in Table 4) may be attributed to the
fact that these three plays also contain more passages in prose than in verse
(see Spevack 1968-1980: volume 1) and that, therefore, the rapid exchange
and sometimes shorter turns might result in a higher use of stance adverbi-
als. However, this is not the case for the tragedies in general and the trage-
dy Oth. in particular, which contains more passages in verse than in prose.
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Table 3. The verse-prose and generic distribution of the ten most frequent stance
adverbials and the by my construction in the Shakespeare corpus (raw
frequencies and relative frequencies which are computed according to
the total number of words in each genre)

verse verse prose prose
(raw freq.) (rel. freq.) (raw freq.)  (rel. freq.)
comedies 194 0,074 348 0,133
histories 238 0,092 128 0,049
romance 80 0,072 43 0,039
tragedies 216 0,094 128 0,056

Table 4. Distribution of stance adverbials in the respective Shakespeare plays

raw number of words in

play date genre freq. the play rel. freq.
1 Ado. 1598 comedy 117 20768 0,56
2 Wiv. 1597 comedy 101 21119 0,48
3 Oth. 1604 tragedy 109 25887 0,42
4 TN 1601 comedy 80 19401 0,41
5 2H4 1598 history 100 25706 0,39

4.3. Semantic distribution of stance adverbials in Shakespeare’s plays

In Shakespeare’s plays, epistemic stance adverbials make up almost 97%,
Attitudinal stance adverbials amount to 1,91% and style adverbials to
1,42%. The forms illustrated in Table 5 show a selection of stance adverbi-
als assigned to each of the categories.

Table 5. Selected forms of stance adverbials and their semantic categories

epistemic  @ssuredly (AYL 2.4.96), by all means (Wiv. 4.2.215), by cock and pie
(Wiv. 1.1.3), by my white beard (WT 4.4.404)
attitudinal fortunately (Lr. 2.2.167)

generally (TIM 2.2.112), in a word (TGV 2.4.71), to say precisely
style (AWW 2.2.12), to speak more properly (AYL 1.1.8), in a sort (Tmp.
2.1.104)

It should be stressed that, as a starting point, the initial assignment into
semantic categories tried to rely on the sense of the signifier, although the
categories of epistemic, attitudinal and style adverbials are fuzzy so that a
function-to-form and a form-to-function mapping is interdependent. In
other words, although the Hallidayean functions can be correlated to the
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semantic classes identified in Biber et al. (1999) — epistemic adverbials
refer to the experiential function, attitudinal adverbials refer to the interper-
sonal and style adverbials to the textual — , we will see that each category
on its own can assume one or more of those Hallidayean functions and may
be ambiguous between epistemic or attitudinal, for example.

The result for epistemic stance adverbials in Shakespeare is somewhat
similar to findings for Present-day English outlined in Biber et al. (1999:
867): “All of the most common stance adverbials mark epistemic stance”.
However, the strength of the preference for epistemic stance in Shake-
speare is not reflected in Present-day English. There are indeed fewer oc-
currences of attitudinal and style stance adverbials in Present-day English
than there are epistemic stance adverbials, but the frequencies for the for-
mer two semantic categories are much higher than they are in Shake-
speare’s plays (Biber et al. 1999: 859f). One reason for this might be that
the other uses still had to be developed (along the lines of grammaticalisa-
tion etc.). Also, in modern conversational English stance adverbials of style
are more frequent than attitudinal stance adverbials. For Shakespeare’s
plays one of the most important functions of epistemic stance adverbials is
to express certainty (rather than doubt), as can be seen in Table 2.

Out of the ten most frequently occurring stance adverbials, seven denote
certainty. This result contrasts with Present-day English where epistemic
stance adverbials express certainty, but also often doubt. The most common
three Present-day stance adverbials are of course, perhaps and probably (of
which of course and probably are not used in Shakespeare). Also, Modern
English conversation has particularly high frequencies of adverbials mark-
ing actuality (actually, really) and imprecision (sort of, like, kind of) (Biber
et al. 1999: 867). Yet in Shakespeare, the lexical field of truth and faith,
which has been coded as belonging to the field of epistemic stance adverbi-
als, is particularly frequent in constructions like by my troth and (in) faith.
It also occurs with verbs of communication, such as to speak truth and to
say sooth, but less frequently so.

4.4. Forms of stance adverbials in Shakespeare’s plays

The variety of stance adverbials found in Shakespeare is similar to Present-

day English (Biber et al. 1999: 862-863) and could therefore be seen as a

stable factor in the history of English. Among the epistemic forms, the fol-

lowing patterns can be observed:

(1) conjunction as followed by a clause (“As I am an honest Puck”, MND
5.1.417) or the preposition for (“As for that ravenous tiger Tamora, /
No funeral rite, nor man in mourning weed, 7iz. 5.3.196-200)
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(2) adverbs such as indeed (“These indeed seem, / For they are actions
that a man might play”, Ham. 1.2.77-84)

(3) single nouns such as faith or sooth (“No, faith, hate him not for my
sake”, AYL 1.3.35)

(4) noun phrases such as good sooth (“They in themselves, good sooth,
are too light”, MV 2.6.42)

(5) prepositional phrases with by (“Now, by my maidenhead at twelve
year old, / I bade her come”, Rom. 1.3.2), with in (“No, in good ear-
nest”, WT 1.2.150), with on/upon (“And on my life his malice ‘gainst
the lady / Will suddenly break forth” AYL 1.2.282)

(6) to infinitive followed by verbs of communication such as fo say and to
speak (“And to say truth, Verona brags of him”, Rom. 1.5.67)

Among the attitudinal stance adverbials, so far only adverbs are found. An
example is fortunately in: “I know ‘tis from Cordelia / Who hath most for-
tunately been informed / Of my obscured course” (Lr. 2.2.167).

Style adverbials indicating stance take the following forms:

(1) adverbs such as generally (“He is very often like a knight; and, gener-
ally, in all shapes that man goes up and down”, TIM 2.2.112)

(2) infinitival clauses followed by verbs of communication such as to
speak and to say followed by an adverb as in fo speak more properly
(“For my part, he keeps me rustically at home, or (to speak more
properly) stays me here at home unkept”, A4YL 1.1.8-9); the copula
verb to be (“To be brief, the very truth is that the Jew, having done me
wrong”, MV 2.2.132)

(3) prepositional phrases beginning with the preposition in (“And in a
word (for far behind his worth / Comes all the praises that I now be-
stow, / He is complete in feature and in mind”, TGV 2.4.71)

The set of syntactic realisations of stance adverbials in Shakespeare are

used for a form-to-function mapping. Prepositional phrases and adverbs are

the most frequently realised syntactic forms of stance adverbials in Shake-
speare’s plays. Stance adverbials most frequently occur in initial position.

4.5. Case studies of stance adverbials
4.5.1. indeed

As mentioned, indeed is the most frequently occurring stance adverbial in
Shakespeare’s plays with 447 occurrences, which amounts to 5,23 word per
10,000 words. A comparison of the frequency of occurrence of indeed in
the PCEEC (Table 6) and the CED (Table 7) illustrates that indeed more
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frequently occurs in the “constructed” spoken discourse, especially in the
comedy section of the CED.

For the Shakespeare period, the letter corpus only shows a frequency of
2,51 per 10,000 words, while in the CED sections, “drama comedy” and
“didactic works”, indeed appears almost as frequently as in Shakespeare
plays with 5,25 words and 8,38 per 10,000 words in the “drama comedy”
section and 5,59 words per 10,000 words in the corpus sub-section “di-
dactic works” (Tables 6, 7). In the sections “didactic works” and “prose”, the
use of indeed is also higher than in the Shakespeare corpus (Table 7).

Generally speaking, the distribution of indeed in the CED also shows a
rather extensive rise of the use of indeed moving towards the 17" and 18"
centuries. This increase is also visible — yet not as extensively — in the letter
corpus. It can be said, however, that the use of the stance adverbial indeed
remains to be a marker of constructed spoken discourse moving towards
the Late Modern English period.

It is surprising that the CED sub-corpus “trials” only shows noteworthy
usages of indeed for the Shakespeare period, while for the 17™ and 18"
centuries the frequencies decrease. In the “trials” sub-corpus, the records of
the court proceedings were written down by an official scribe, who reported
speech in a direct form without much intervention (Kytd and Walker 2006:
20). Either the stance adverbial indeed was not frequently used in court
interaction after 1600 or the scribe did not record this rather subjective
linguistic strategy of expressing one’s attitude. In the sub-corpus “witness
deposition”, the testimony of a witness is written down by a scribe as a
third-person narrative with extensive scribal intervention (Kytoé and Walker
2006: 21). Again, the point of view as well as the choice of discourse
presentation might explain why indeed is not considered to be relevant in
recording the testimony of a witness because the pragmatic level of a testi-
mony’s report was not considered to be noteworthy.

Table 6. Distribution of indeed in the PCEEC

periods absol. freq. tokens per 10,000 words
M3 1350-1419 1 0,51
M4 1420-1499 7 0,19
El 1500-1569 70 2,26
E2 1570-1639 229 2,51
E3 1640-1710 175 3,15

sum 482 2,23
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Table 7. Distribution of indeed in the CED (tokens per 10,000 words) (D1 1560-
1599, D2 1600-1639, D3 1640-1679, D4 1680-1719, D5 1720-1760)

CED

tokens . tokens tokens tokens tokens

witness . .
trials  PeT deposi- per drama per didactic per prose per
10,000 . 10,000 comedy 10,000 works 10,000 fiction 10,000

tions

words words words words words
D1 20 10,03 0,71 25 5,25 23 5,59 19 4,82
D2 3 2,08 2,00 40 8,39 62 10,88 28 6,44

3
8
D3 10 143 3 0,64 61 12,82 15 4,57 12 243
1
1

D4 32 331 0,38 46 9,75 52 6,66 45 9,50
D5 8 095 0,57 61 12,57 20 725 31 6,98
sum 73 2,56 16 0,93 233 9,77 172 7,27 135 6,03

The person-to-person orientation of the use of indeed in Shakespeare and
its social function of addressing the speaker may serve as an exemplary
analysis of the function of indeed in “constructed” spoken discourse in
general.

One general function of indeed is to emphasise the speaker’s certainty
about what is said. This is also explained in Thomas Thomas (1587) Dic-
tionarium Linguae Latinae et Anglicanae where indeed collocates with
“rightly, truly, as truth is.” The OED explains that indeed is frequently
placed after a word for emphasis (OED 1.b.). This can be seen in an exam-
ple from the letter corpus in which the foolishness of a writer is described
as “indeed a vain glorious fool” and “And I saye, 'theye , 'bicause they be
above the singuler numbre , although oonly Roderigo Mors writeth this
booke, who is in dede a vayneglorious fole” (PCEEC, 1545).

In Shakespeare, contrary to the general trend in the Shakespeare corpus
where stance adverbials most frequently occur in initial position, we most
frequently find indeed in final position (243 times, as opposed to 95 cases
in medial position and 109 in initial position). Interestingly, generally
speaking, it occurs more frequently in verse, but, in the comedies, it is most
frequently occurring in prose (116 times as opposed to 53 times) although,
generally speaking, the comedies contain more verse. In Ant. 3.10.29, Eno-
barbus converses with Canidius during Antony’s fight with Caesar and
foreshadows his sincere conviction of Antony’s defeat in the finally placed
use of indeed: “Why then good night indeed” (4nt. 3.1.29). When Edgar
sadly is forced to acknowledge Lear’s death, indeed in “He is gone indeed”
(Lr. 5.3.316) is more than a stance adverbial stressing the truth of what is
said. It carries almost additive extra-linguistic qualities because it refers to
the actual visual process of Lear’s wasting away, and therewith refers to the
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meaning of indeed as “in reality, in real nature” (OED 2.). As such, it en-
capsulates both Edgar’s and Kent’s despairing description of seeing Lear
dying. Edgar exclaims: “He faints. My lord, my lord!” (Lr. 5.3.312) and
Kent acknowledges: “Vex not his ghost. O, let him pass, he hates him /
That would upon the rack of this tough world / Stretch him out longer” (Lr.
5.3.314-316). The scope of indeed is syntactically cancelled in Kent’s turn
following Edgar’s “He is gone indeed” (Lr. 5.3.316), because with “The
wonder is” Kent uses another modalising expression of stance in “The
wonder is he has endur’d so long” (Lr. 5.3.317). From a discoursal point of
view both Kent and Edgar elaborate on the connotations as well as etymo-
logical base of indeed by stressing the physical necessity of showing one’s
stance through real deeds rather than through appearance. Kent expresses
his wish to follow his master: “My master calls me, I must not say no” (L.
5.3.322), and Edgar concludes the play with “Speak what we feel, not what
we ought to say” (Lr. 5.3.325).

As mentioned, the core meaning of indeed still exists in Shakespeare’s
time as synchronic layering, with that of a stance adverbial indicating sin-
cerity (Traugott and Dasher 2002: 159-165), and it can be assumed to have
been understood by an Elizabethan audience. It is visible in the example
from Antony and Cleopatra already cited at the beginning of this paper in
which Cleopatra and the eunuch Mardian play on the former and grammat-
icalised/subjectified meaning of indeed and in deed in Ant. 1.4.14. There
are many occasions in Shakespeare’s plays where indeed takes on a jocular
or cynical tone in addition to expressing the sincerity of what is said. In
Ham. 1.2.83-84, Hamlet uses indeed to cynically elaborate on the discrep-
ancies between appearance and reality, which are caused by the marriage
between King Claudius and his mother and the death/murder of his father.
“‘Tis not alone my inky cloak, good mother, / Nor customary suits of
solemn black, / [...] These indeed seem, / For they are actions that a man
might play” (Ham. 1.2.77-84). Hamlet’s metaphorical description of how
appearances of grief cannot really explain what he feels is encapsulated and
summarised in his “These indeed seem” (Ham. 1.2.83). Syntactically, the
scope of indeed is that of modifying — almost in an antithetical way — the
verb seem.

Indeed is a marker of the spoken, but especially, of the “constructed”
spoken discourse. By means of construing the stance of the speaker through
the use of indeed as a pragmatic marker, this interactional function contains
components of attention-getting, hedging, and turn-taking. It may also tex-
tually repair, sustain a discourse, mark boundaries, open a topic, shift it or
close it.
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4.5.2. The by my construction

The original preposition bi must have had a local sense (in the presence of)
and is of native origin (MED bi 9a., and OED by 2.a.). In ME, it is not cer-
tain how far the use of by was native or in how far it was a translation of
French par indicating instrumentality (OED by 2.a.). In ME, by occurs as
part of an epistemic adverbial indicating sincerity, in constructions like “bi
Crist!, bi God (gog)!, bi (Sein