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Introduction

On April 2019, the terrorist group National Thawheed Jamaath carried out a lethal
terrorist attack in Sri Lanka that targeted Christians on Easter Sunday. “In all, eight
men and one woman belonging to local Islamist groups detonated bombs almost
simultaneously in several parts of the country, killing themselves and more than 250
others” [1]. Following the attacks, the Sri Lankan Defence Minister stated that the
attacks were a response to the terrorist attack in Christchurch, NewZealand, in which
the gunman killed more than 50 Muslims [2]. These attacks led the New Zealand
Prime Minister Jacinta Ardern and French President Emmanuel Macron to lobby
social media companies around the world to do more in the fight against terrorism.
Ardern stated that “[t]his isn’t about freedom of expression; this is about preventing
violent extremism and terrorism online” [3]. This shows how terrorism is now truly
international—a terrorist attack conducted by an Australian in New Zealand against
Muslims is said to have led to a terrorist attack in Sri Lanka conducted against
Christians, driving two world leaders to seek changes from technology companies.
Moreover, it shows that technology is now as much a part of terrorism and counter-
terrorism as it is for all other parts of modern life. To say that we need to understand
and respond to these new forms of violent extremism is obvious. The ethics of how
we respond are complex and varied.

The 2001 al Qaeda attacks on the USA caused a seismic shift in how the world
viewed terrorism. Then, in 2013 Edward Snowden released a trove of data that gave
the world a glimpse of the technological power being wielded in the name of counter-
terrorism. Since then we have witnessed the rise of social media being used by
terrorists and counter-terrorist agencies, unprecedented hype for the use of artificial
intelligence and machine learning for counter-terrorism, and the practices falling
under bulk data collection ever increasing. Moreover, we are also bearing witness
to a range of technologies being extended in their use as part of counter-terrorist
practices—from the use of facial recognition technologies, to the ways we respond
to weapons of mass destruction, to the development of social credit systems as
tools for population control, justified by reference to the needs of counter-terrorism.
This edited volume takes stock of the recent evolution of international terrorism,
the development of modern technologies, and modernisation of more long-standing
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viii Introduction

technologies are being used to counter terrorists—and how terrorist organisations
are leveraging it for their own purposes.

Getting a handle on how these technologies are actually used in the context of
terrorism and counter-terrorism offers a way to start to separate the hype from the
reality. For example, although there is much discussion of cyber-terrorism, there is
little real-world activity that falls under this heading. This does not mean that impor-
tant activities are not taking place with the aid of modern technologies. Terrorists
are using drones to attack government forces, using social media for propaganda and
recruitment, and encryption to evade detection. Counter-intelligence agencies are
using machine learning to detect suspicious behaviour, hacking computers to gain
access to encrypted data, and collecting bulk data in quantities too large to describe.
The Christchurch shootings were notable as the shooter not only livestreamed his
attacks, using social media to broadcast the attacks as they occurred, but also paired
his attacks with an online manifesto, that has subsequently been linked to a range
of nationalist terrorist efforts. Again, we see how new technologies and the social
behaviours associated with them are evolving in parallel with terrorism.

Moreover, we also need to consider how terrorist use of technologies and the
counter-terrorism responses impact the wider society. Social media is now a funda-
mental part of modern life—woven into people’s personal lives, communities, and
political activity. While many people might agree that social media companies ought
to do more combat terrorist use of their tools, we must also confront concerns about
free speech, free association, and the overreach of government. While the uses of
these technologies are interesting in and of themselves, it is important to know
whether or not these technologies are effective at countering terrorism. How often
is a machine learning algorithm correct when it tags someone as suspicious? And
how many terrorists does it miss? How does this compare to the old way of coun-
tering terrorism? Each technology and its application has its own set of difficulties
when evaluating it for efficacy. This volume provides insight into either how effica-
cious these technologies are, or how we can go about evaluating them for efficacy.
This efficacy is a key component of any ethical assessment of a counter-terrorism
technology.

Ultimately, the questions here touch on deep ethical issues. What we mean here
is twofold—first, when considering the adoption of a set of technologies like drones
in the fight against terrorists, the use of surveillance to place individuals and groups
under constant government observation, or whether encryption technologies should
be used by citizens or “cracked” by counter-terrorism agencies, we are engaging with
ethical content. Should drones be used at all? Is government surveillance permissible
or is it a violation of individual privacy? Will the loss of encryption technology
undermine the security of the internet, and should we care? Second, each of these
questions requires us to engage in ethical reflection. What we mean here is that
we cannot simply pass judgement on these actions by governments and individuals,
deeming them right or wrong. We need to actively reflect upon those judgements,
to look at the reasons that underpin them, to see if the actions, the judgements, and
responses can be justified or not.
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Finally, while some of these technologies may be effective means of counter-
terrorism, we must go a step further and ensure that it is ethical to use technologies
for these purposes. Much has been discussed about the ethics surrounding so-called
killer robots—for counter-terrorism andwarfare. Little academic discussion has been
focused on other technologies. This is unfortunate as technologies like facial recogni-
tion technology, bulk data collection, and social media are actually being used today
to counter terror. Each of these technologies present novel ethical issues which must
be understood if we are to ensure that liberal democratic values are preserved while
countering terrorism.

This book grapples with these ethical issues sitting at the frontiers of counter-
terrorism, covering a range of different technologies and practices that span terrorism,
counter-terrorism, and modern social practices. The threads are somewhat disparate,
but weave together a story of similar challenges—how are technologies changing
terrorist behaviours, driving the responses by counter-terrorism, and what are the
criticisms and justifications for those behaviours and responses? The book comes in
five main parts, each looking at different threads of this larger story.

The first part Understanding Counter-Terrorism Technologies: Drones and the
Ethical Risks of New Technologies looks at how technologies shape the practice and
understanding of counter-terrorism, looking at one of the most controversial sets of
technologies used in efforts against terrorists: drones. Jessica Wolfendale starts by
conceptualising the notion of terrorism and shows how state actions with particular
technologies including drones offer significant ethical risks. Michael Robillard then
looks at the relation betweendrone use and the narratives that develop around counter-
terrorism practices. Amanda and Noel Sharkey then discuss the ways that terrorists
and others can exploit particular features of drones, in service of their larger political
aims.

Concepts of terrorism and technology are fundamental to any discussion of the
ethics of counter-terrorism. In Technology as Terrorism: Police Control Technolo-
gies and Drone Warfare, Jessica Wolfendale presents an argument that technology,
and the language we use to talk about technology, constrains and shapes our moral
understanding of the nature, scope, and impact of terrorism, particularly in relation to
state terrorism. This chapter offers conceptual discussions of the notion of terrorism,
and the relation to state use of police control and drone technologies are combined
with a narrative of precision and efficiency. This languagemasks the terroristic nature
of the violence that these practices inflict and reinforces the moral exclusion of those
against whom these technologies are deployed.

Michael Robillard also looks at drone technologies, but focusses attention on how
the use of drone technologies in counter-terrorism operations bear upon the larger
campaign to “win hearts and minds”. He argues that an underlooked aspect of the use
of drones in counter-terrorism operations is proper regard for the moral significance
that the non-kinetic features of narrative, imagery, and social signalling play with
respect to remote targeted killing operations. A fundamental aspect of any effective
counter-terrorism operation is the narrative that goes along with that, and the use of
relatively new technologies like drones must be seen with regard to that narrative.
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In another approach to the ethical use of drones in counter-terrorism operations,
Amanda Sharkey and Noel Sharkey look at how “deception” of these autonomous
weapon systems is an increasingly important element. The basic worry here is that
the absence of human control of autonomous weapon systems necessitates a changed
perspective on the notion of deception that has not yet made its way into military
manuals. They ask how does deception fit into the ongoing technological transfor-
mation of warfare where ever more control of weapons is being ceded to computer
systems?

In the second part, The Challenges of Technologies of Terrorism and Counter-
Terrorism: Weapons of Mass Destruction, the Internet of Things, and Facial Recog-
nition Technology offers analysis of three different technology types to show how use
of particular technology types presents challenges for counter-terrorism. Jonas Feltes
begins the section looking at the notion of weapons of mass destruction (WMD), to
offer an argument for a new way of considering these technologies. Adam Henschke
then suggests that the Internet of Things (IoT) will usher in a new era where cyber-
terrorism will present risks in the physical world, requiring us to anticipate this
emergent risk and to prepare for it. Scott Robbins closes this part out by looking
at Facial Recognition Technologies (FRT) to offer a set of arguments why some
restrictions on the use of FRT for CT are ethically justified.

One of the deepest concerns that has driven a considerable aspect of counter-
terrorism policies is what happens if a terrorist group has access to and uses a weapon
ofWMD. Jonas Feltes drills down into these concerns by providing a critical engage-
ment of the concept of WMDs, showing the relations between chemical, biological,
radiological, or nuclear weapons technologies the general concept of WMD. He
argues that a static concept that includes or excludes certain weapon types purely on
the basis of their physical impact in an attack deals with problematic threshold issues
and ethical challenges. He instead offers a complex understanding of the impact of
particular weapons, their availability to terrorists, such that the threat that terrorist
attacks with improvised unconventional weapons can be analysed and displayed
more accurately. This more nuanced approach both allows for more efficacious and
precise counter-terrorism practices and policy and can reduce ethically unsustainable
behaviour of first responders and the press during a terrorist incident.

Adam Henschke next looks at the IoT, the cluster of technologies that span the
cyber and physical realms. In this chapter, he argues that this blurring and integration
of the cyber and physical realms means that cyber-terrorism will take place. The
threat of terrorism is an emergent threat, arising from the combination of five related
features of the IoT: it is radically insecure, its components are in the world, that the
sheer numbers of IoT devices mean potential attacks can be intense, its reliance on
artificial intelligence will make aspects of it inscrutable, and that the IoT is largely
invisible. As the IoT grows in scope and penetration of our physical worlds and
behaviours, it means that cyber-terrorism is not a question of if, but when. This has
significant ethical implications as these five features of the IoT mean that we ought
to be regulating these technologies.
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FRT is the third set of technologies requiring an ethical analysis. In this chapter,
Scott Robbins explores the ways that FRT is used as part of counter-terrorism prac-
tices. Working from the recognition that while FRT might be justifiable, five condi-
tions must be met for it to be ethically permissible. First, the state must create
institutional constraints that only allow FRTs to be used in places where people do
not (and should not) enjoy a reasonable expectation of privacy (e.g. airports, border
crossings). Second, the cameras equipped with FRT must be marked to assure the
public that they are not being surveilled in places that they should have a reasonable
expectation of privacy. Third, FRTs should be restricted to finding serious criminals
(e.g. terrorists). Fourth, the state should not use third-party companies that violate the
first three conditions during the creation or use of its service. And fifth, third-party
companies should not be able to access or read the sensitive data collected by the
state. With these conditions satisfied, given the effectiveness of FRT, the state can
harness FRT’s power to counter-terrorism.

The third part,Technologies that Extend theReach andPower of the State: Surveil-
lance then moves to the development and use of surveillance technologies, and how
governments seek to justify wider surveillance programs by reference to counter-
terrorism efforts. In this part, the authors look at surveillance technologies to show
how these technologies when used at part of wider CT programs can make the state
much more powerful. John Hardy looks at the general ethical issues that arise when
the state engages in surveillance that is persistent, involves pattern-of-life analysis,
and activity-based surveillance. Michael Clarke then explores the way that China has
used surveillance technologies as part of a “preventative” counter-terrorismcampaign
in the Xingjian region of China.

John Hardy’s chapter “The Rise of the Modern Intelligence State” argues that the
rise of the formal surveillance state in the early twenty-first century was precipitated
by political impetus to empower security and intelligence organisations to perform
a broad range of counter-terrorism functions. Ethical debates about the implications
of the security intelligence reach of modern states have focused on balancing indi-
vidual rights, liberties, and privacy against the security of the state. Meanwhile, the
surveillance state has rapidly evolved into an intelligence state, capable not only of
pervasive data collection, but also of analytical modelling which expands existing
boundaries of surveillance. Existing concerns about the ethical collection and use
of surveillance data are compounded by three emergent capabilities of the modern
intelligence state: persistent data surveillance, pattern-of-life analysis, and activity-
based intelligence. The ethical implications of counter-terrorism intelligence extend
beyond the collection and use of data to the application of predictive modelling to
dehumanised patterns of behaviour. The chapter shows that this process has the poten-
tial to redefine the boundaries of the person, particularly by blurring the distinction
between thoughts and actions which threaten the state.

Moving to a particular instance of the surveillance state, Michael Clarke explores
the ways that the Chinese government has actively integrated “preventative” counter-
terrorism policies that uses new surveillance technologies, particular discourses of
the “global war on terrorism” with the ideology of the Chinese Communist Party
(CCP) in order to negate the very possibility of “terrorism”. The chapter argues that
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the contemporary situation in the Xinjiang Uyghur Autonomous Region (XUAR)
represents not only the mass repression of an ethnic and religious minority by an
authoritarian regime but also an example of the dystopian potentialities of ostensibly
“neutral” technologies.

Contrasting surveillance technologies, the fourth part,TheEthical of Technologies
that Limit State Power: Encryption Technologies, details and expands the ways that
encryption technologies can be used to limit state power. In part as a counter-weight
to surveillance technologies, encryption technologies offer ways for people to avoid
certain state surveillance. Seumas Miller and Terry Bossomaier present a discussion
of how encryption technologies work and what the ethical implications of such
technologies are. KevinMacnish then presents an ethical case in favour of encryption.

Starting with the recognition that encryption is obviously a good thing since it
protects privacy, but potentially problematic as it might unreasonably impede legiti-
mate counter-terrorism operations, Seumas Miller and Terry Bossomaier explore the
technology of encryption technologies. The chapter begins with a general overview
of core ethical values relating to encryption and information technologies; privacy,
confidentiality, autonomy, and secrecy. It then goes on to show how encryption tech-
nologies function. This then allows the final argument of the chapter, a discussion of
the privacy rights and security needs in relation to encryption in the overall context
of the counter-terrorism policies of liberal democratic states.

KevinMacnish’s contribution looks at end-to-end encryption, a relatively common
technology, that has become even more widespread on mobile phones operating over
the Internet. This has provided tools for terrorists to plan activities that lead directly to
the deaths of innocent civilians. At the same time, it has also been used by dissidents
challenging totalitarian regimes and holding liberal democracies to account. The
chapter argues that while terrorist use of such encryption may render that encryption
unjustifiablewithin a liberal democracy,within an international context the protection
that it provides to those seeking to establish law-abiding democracies is too great to
be ignored.

The fifth part, Responding to Terrorism in Cyberspace: Extremism Online, closes
the collection out by looking at how the online environment has changed terrorism
and what can be done in the name of counter-terrorism. Alastair Reed and Adam
Henschke start this part by looking at the ethical issues around who gets to decide
to remove terrorists and other political extremists from online environments. Kosta
Lucas and Daniel Baldino complete the collection with an examination of the ways
that online manifestos can be treated.

A fundamental challenge to modern liberal democracies is how they balance the
capacity for free public communication with the need to curtail terrorist use of social
media, in a contextwhere this socialmedia dominates people’s lives, public discourse,
and evenmodern politics.AlastairReed andAdamHenschke askwho should regulate
extremist content online. Rather than questions of how this should be done, or what
material is relevant, this chapter asks questions of who gets to make these decisions
andwhy? This chapter suggests that part of the problemwith answering “who should
regulate extremist content online?” is that there are different aspects to how that
content is being regulated. By reflecting on what sorts of institutions and services
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are being provided, we can suggest a more nuanced and collaborative approach to
the regulation of online content.

Finally, Kosta Lucas and Daniel Baldino take a particular element of online polit-
ical extremism, to explore identity construction and the usefulness of analysing
terrorist manifestos through a narrative framework, with a view to demonstrating
that manifestos can be understood as a script to a violent performance (the terrorist
act) in the theatre of terrorism (the digital world). The chapter unpacks the dynamic of
identity fusion and a specific online terrorist manifesto that coupled with an activist
extremist agenda while seeking, in part, to exploit the media in a national security
context. The way that this online material is treated has further ethical importance.
Media coverage of mass shooters rewards them by making them famous and delivers
a clear incentive for future offenders to attack. Instead, the authors argue that if the
media modifies how they cover mass shooters, such anticipated changes might be
able to deny offenders the personal attention they seek in their quest for significance
and help to deter some future perpetrators from normalising violent behaviour.

As with all such projects, there are no simple answers. Moreover, the contribu-
tors bring a range of different tools and approaches to these issues, and there is no
common consensus on how technologies ought to be used or controlled in the fight
against terrorism. This is in part a fact of debates about counter-terrorism, and about
technologies, and in part a deliberate feature of the book. These areas are broad,
deep, and navigating them is a complex and challenging enterprise. However, there
are common threads through the debates—not only must we grapple with terrorism
as it evolves, we must also recognise and wrestle with the roles that technologies are
playing in the fight against violent extremism. The challenges are considerable, but
together we will forge a path to push back the frontiers of counter-terrorism.
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Technology as Terrorism: Police Control
Technologies and Drone Warfare

Jessica Wolfendale

Abstract Debates about terrorism and technology often focus on the potential uses
of technology by non-state terrorist actors and by states as forms of counterter-
rorism. Yet, little has been written about how technology shapes how we think about
terrorism. In this Chapter I argue that technology, and the language we use to talk
about technology, constrains and shapes ourmoral understanding of the nature, scope,
and impact of terrorism, particularly in relation to state terrorism. After exploring
the ways in which technology shapes moral thinking, I use two case studies to
demonstrate how technology simultaneously hides and enables terrorist forms of
state violence: police control technologies and Unmanned Aerial Vehicles (UAVs),
or drones. In both these cases, I argue that features of these technologies, combined
with a narrative of precision and efficiency, masks the terrorist nature of the violence
that these practices inflict and reinforces the moral exclusion of those against whom
these technologies are deployed. In conclusion, I propose that identifying acts of
terrorism requires a focus on the impact of technologies of violence (whether they
are “high tech” or not) on those most affected, regardless of whether users of these
technologies conceive of their actions as terrorist.

The topic of this volume is terrorism and technology. Typically, discussions about the
relationship between terrorism and technology focus on how new technologies, such
as drones [21, 51], artificial intelligence [54], social media [18], and surveillance
technologies could be used either as a means of fighting terrorism or as a method of
terrorism [16].

This paper benefited greatly from comments from the editors of this volume, Adam Henschke
and Scott Robbins. I would also like to thank Risa Brooks, Nicholas Evans, Theresa Tobin,
Anthony Peressini, and the faculty and graduate students at the Marquette University Philosophy
Department’s Weekly Seminar, for their helpful feedback and suggestions.
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2 J. Wolfendale

Few authors, however, recognise how technology shapes and reflects the moral
framework through which we think about terrorism, terrorists, and the victims of
terrorism—particularly in relation to state terrorism. Instead, the standard view is
that “what is good or bad about [technology] is not technologies themselves but
the ends to which they are put” ([31], 72). In this chapter I argue that technolo-
gies of violence are not simply neutral objects that may be used for good or bad
purposes. Instead, the design of these technologies, the contexts in which they are
deployed, and the narratives surrounding their use reflect and reinforce biases and
frame and limit moral decision-making regarding when and against whom technolo-
gies are used. Thus, these technologies profoundly impact our moral understanding
of the nature and justification of different forms of violence. Section 1 outlines how
both the concept of technology and technological artefacts themselves create and
embody normative associations and values that shape the moral landscape of their
use. In Sects. 2 and 3, I apply David Rodin’s moral definition of terrorism to the case
studies of police control technologies and drone warfare. I argue that police control
technologies, including riot control technologies, stun guns, and tasers, function as a
terrorist display that reflects and reinforces the long-standing and deeply entrenched
association of criminality with blackness and thus play a crucial “signifying role”
in delineating who may be harmed, who is a threat, and who is to be protected. In
Sect. 3, I argue that the US drone program is also a form of terrorism. However, the
nature of drone technology, and the accompanying narrative that frames drones as
weapons of precision and discrimination, masks the terrorist impact of drone warfare
on those subjected to it and contributes to the illusion that drone warfare is objective,
precise, unbiased, and even inherently moral.

In both cases, I show how the narrative of technologies of violence as neutral
tools masks the terrorist nature of certain kinds of state violence and obscures the
power dynamics inherent in that narrative. As will become clear, the view that these
technologies are morally neutral or even benign reflects the privileged stance of
users of these technologies. From the perspective of those who are subjected to these
technologies, they are far from morally neutral. Thus, as I argue in the conclusion,
identifying acts as terrorist requires focusing on the impact of those acts (whether they
are “high-tech” or not) on those most affected, regardless of whether those involved
in producing these effects conceive of their actions as terrorist. Scholars writing on
terrorism and technology must acknowledge that the development and use of tech-
nologies of violence encodes and reinforces normative judgments about terrorism,
the moral status of victims of terrorism, and moral responsibility for terrorism.

1 The Concept of Technology

We could define “technology” simply as any human made artefact, including every-
thing from basic tools, “specific devices and inventions,” to “complex sociotechno-
logical systems” ([39], 547). But if that is all we mean by “technology,” there is no
reason to think that the relationship between technology and terrorism poses any
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unique ethical questions: of course terrorists use technology (guns, planes, mobile
phones, bombs, and so forth) to achieve their goals, to varying degrees of success, and
of course technology can be employed to fight terrorism. But this way of thinking
about the relationship between technology and terrorism ignores the fact that the
term “technology” involves a range of concepts and associations that are not always
made explicit, but that shape our moral thinking in important ways.

1.1 Technology and Moral Mediation

It is a mistake to see technologies as inert objects with which we interact with the
world. Instead, as Peter-Paul Verbeek argues, technologies “give shape to what we
do and how we experience the world. And in doing so they actively contribute to the
ways we live our lives” ([56], 1). Technologies “mediate moral decisions and help
to attribute responsibilities and instil norms” ([56], 2).

This process occurs along several dimensions. Firstly, from when it first gained
widespread usage in the late nineteenth century, the concept of technology was
associated with the idea of moral and social progress ([30], 969). This is particularly
true in relation to technologies of state violence. To illustrate, in the US, each time
a new technology of execution (electric chair, gas chamber, lethal injection) was
introduced, it was heralded as offering not only a more efficient means of killing,
but a more humane means of killing, thereby conflating technological capacity with
moral values. For example, one newspaper described the electric chair as providing a
death that was “less painful and more dignified” ([26], 4, emphasis added). Another
claimed that “science has devised a much more effective and decent way of putting
to death” ([26], 12, emphasis added). Similar statements were made about the gas
chamber and lethal injection. Yet, in each case the supposed humanity of the new
technology was undermined by the botched executions and visible suffering that
occurred almost as soon as the technology was put into use, leading to a further
(futile) search for a technological solution to the problem of capital punishment
([26], 22)—a search that obscures the irresolvable moral tension in the very concept
of a humane execution. As we shall see, a similar moral tension, and the use of a
narrative that conflates efficiency with moral progress, also underlies the search for
technological solutions to police brutality, and in the development and use of drones.

The association between technological development andmoral and social progress
also plays out in the distinction between “high-tech” and “low-tech.” “High-tech”
is associated with civilization and progress, whereas “low-tech” suggests primitive
societies and backward moral thinking. As Phillip McReynolds argues in his discus-
sion of the discrepancy between Al Qaeda’s low-tech terrorism and the high-tech
counterterrorism response of the United States,

the low technology of terrorism [suicide bombs, box cutters, and so forth] bears the marks of
a lack of respect for human life in general, for individualism, and for freedom whereas high
technology as located within an ideology of progress is understood of leading directly to a
greater respect for human life, individuality, and freedom… the notion of high-tech violence
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as opposed to the more direct, low-tech variety carries as sense of moral superiority. ([31],
82–83)1

Secondly, technology organises “situations of choice and suggest[s] the choice
that should bemade” ([56], 5). As Bruno Latour explains, technology can “authorise,
make possible, encourage, make available, allow, suggest, influence, hinder, prohibit,
and so on.” ([ 1],104). Different technologies amplify some aspects of the world and
reduce the prominence of others, and thereby “direct” or “organise” our perceptions
in particular ways ([56], 11). This has significant, but often underappreciated, moral
implications. For example, the mere availability of a technology may be viewed
as a moral reason for selecting it, as occurred when the Dallas Police Department
used a bomb-disposal robot carrying C-4 explosives to kill a man who had shot five
officers. In defending this action, Police Chief David Brown stated that “We had no
choice, in my mind, but to use all tools necessary” ([42], 281, emphasis added). The
availability of the robot thereby played a role in “directing … moral deliberations”
([42], 281) and was “influential in justifying such extreme means” ([42], 285). Once
a technology is utilised in this way, further use of the technology rapidly becomes
normalised and justified and diverts attention away from other possible courses of
action: “legitimating the use of a technology is linked to its naturalization” ([36],
65). Lorna Rhodes makes this point in her discussion of the technology of solitary
confinement: “once the option of isolation exists, it tends to be normalized as a
‘common sense’ fix for inadequate mental health care, overcrowding, and failure to
adequately protect prisoners in the general population.” ([39], 551).

Thus, the choice of technology shapesmoral decision-making inways that can lead
to a conflation between moral concepts such as justification and non-moral concepts
such as efficiency. As Elke Schwarz explains, the “moral significance of choosing
technological means might make some means that are not necessarily justified seem
justified; it might make means that are not absolutely necessary seem necessary, and
it might make technological tools that for whatever reason appear to be the most
attractive option in a collection of available options seem like the only option” ([42],
284–85).2

1 McReynolds attributes this to the ways in which high-tech weapons, such as drones and long-
range missiles, make killing seem “less violent … the more direct connection to it [violence] that
accompanies low-tech violence tends to reflect poorly on the human and moral status of the person
who carries it out.” ([31], 83). This distinction is also likely part of the reason why “high-tech”
violence, such as that inflicted by drone warfare (discussed in Sect. 3), is less likely to be described
as terrorism. I thank Risa Brooks for suggesting this point.
2 Schwarz makes this point in relation to the choices of technology in thought experiments to do
with justified killing and liability to harm. For example, in her discussion of Gerhard Øverland’s
thought experiment involving the use of a flamethrower in self-defense that threatens the lives of
others nearby, she writes: “Øverland posits that the permissibility of Mary using her flamethrower
and killing the occupants of the house depends on how many people would die and how many
would be saved. In this case, the cost of the destructive range of the technology at hand is assigned
to the people in the house, who become ‘moral obstacles’, despite the fact that the availability of the
flamethrower as a specific means of action is entirely invented by the thought experiment” ([42],
284).
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1.2 Technology and Bias

Technologies often embody and reinforce the moral, social, and political norms and
biases of those who create and use them. One obvious way this occurs is when an
otherwise “neutral” technology is deployed in ways that disproportionately harm
members of a certain group as, for example, when police control technologies such
as tasers and stun guns are used disproportionality against persons of colour. But
biases and norms can also be literally “built in” to technological systems in ways
that can cause disproportionate harm to members of minorities and other stigmatized
groups.

Algorithms offer one example of bias in the design and use of technology. As
Schwarz explains, “how an algorithm functions and how it is trained reflects the
values and principles of its intended uses and its designers … They regularly reflect
the aims and intentions of their makers and normalize their positions and priori-
ties (values)” ([42], 292). For example, studies on facial recognition technologies
in the context of law enforcement have found that these technologies reflect and
reinforce racial bias. Ruha Benjamin describes the scale of this “default discrimina-
tion”: “At every stage of the process—from policing, sentencing, and imprisonment
to parole—automated risk assessments are employed to determine people’s likeli-
hood of committing a crime.” Yet, multiple studies have found that these automated
processes are “remarkably unreliable in forecasting violent crime” ([5], 81). The
impact of this encoded bias can be devastating: “Black people are overrepresented in
many of the databases faces are routinely searched against” which means that “Black
people are more often stopped, investigated, arrested, incarcerated and sentenced as
a consequence of facial recognition technology…Black people are more likely to be
enrolled in face recognition systems, be subject to their processing and misidentified
by them” ([4], 326).

The problem of biased algorithms in facial recognition systems is exacerbated by
the phenomenon of automation bias [12]. Research demonstrates that humans have an
unwarranted belief in the neutrality and accuracy of technological systems: “humans
have a tendency to disregard or not search for contradictory information in light of a
computer-generated solution that is accepted as correct” ([42], 290). This means that
the “results” of facial recognition algorithms (and other biased algorithms) are likely
to be assumed to be objectively correct, leading to a vicious cycle that reinforces
embedded biases and lends them an unwarranted patina of legitimacy ([12], 2–3).

Kodak’s Shirley card is an example of bias that is literally “built in” to a tech-
nological system. The Shirley card was used as a comparison image to ensure that
the colours in a printing look “right”. In its original form, the Shirley card featured a
white woman with “ivory skin, brown hair, and red lipstick” ([25], 3). But, “[s]ince
the model’s white skin was set as the norm, darker skinned people in photographs
would be routinely underexposed” ([5], 104). The Shirley card thus both reflected its
creators’ racial biases and then continued use of the Shirley card reinforced this bias,
calcifying the view that white skin was the ideal aesthetic standard and the standard
of “normal” skin tone (see [5], 103–109).
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In sum, technologies “mediate moral decisions” ([56], 2), and so shape our moral
understanding of our actions by offering (and restricting) choices, reflecting and rein-
forcing pre-existing biases, and through the development of accompanying narratives
that frame new technologies in terms of moral values such as dignity and humane-
ness. As is clear from the example of capital punishment discussed earlier, the
narratives that accompany the development and use of new technologies frequently
privilege the perspective of users and developers rather than that of those subjected
to these technologies. In what follows, I show how this complex dynamic between
technology and moral evaluation and decision-making plays out in the context of
drone warfare in ways that obscure the impact of drone warfare on those subjected
to it—an impact that is, I argue, sufficiently severe to constitute terrorism.

1.3 What Is Terrorism?

What do I mean by terrorism? In this chapter, I adopt elements of David Rodin’s
moral definition of terrorism. A moral definition is “an analysis of the features of
acknowledged core instances of terrorism [such as the 9/11 attacks] which merit
and explain the moral reaction which most of us have toward them” ([40], 753).
Rodin locates the moral opprobrium many of us feel toward terrorism in the fact that
core instances of terrorism are characterised by “the use of force against those who
should not have forced used against them” ([40], 755). He then defines terrorism as
“the deliberate, negligent, or reckless use of force against noncombatants, by state or
nonstate actors for ideological ends and in the absence of a substantively just legal
process” ([40], 755).3 The reference to force against noncombatants for ideological
ends is consistent with many other definitions of terrorism. Rodin’s inclusion of
reckless and negligent acts in his definition is controversial but given that the case
studies I discuss involve intentional actions, I will not weigh in on this controversy
here.4 Given this definition,we cannow turn to the case of police control technologies.

2 Police Control Technologies as Terrorist Display

Police control technologies include devices such as tasers and stun guns, as well
as riot control technologies such as tear gas, rubber bullets, and the use of militarised

3 Rodin defines “ideological ends” to “signify a commitment to some systematic and socially
directed end beyond the motives of fear, anger, lust and personal enrichment, which are the typical
motives of common violent crimes” ([40], 756). The term “noncombatants” is intended to capture
the fact that the victims of terrorism are not engaged in activities that would render them liable to
the use of force, such as combat. Thus, attacks against military targets can count as terrorism ([40],
757). Reference to the absence of a “substantively just legal process” is intended to distinguish
terrorist violence from the use of force accompanying just legal processes ([40], 759–60).
4 See [60] for a critique of Rodin’s claim that reckless and negligent acts can count as terrorism.
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weapons, tactics, and uniforms “that were once the preserve of military units in war
zones” ([14], 110). The contexts in which these technologies are used, the class of
people against whom they are deployed, and the justifications offered for their use,
reveal much about who is perceived as a threat, who is judged liable to be killed and
wounded, and who is judged worthy of protection.

2.1 Riot Control Technologies

2.1.1 The Narrative of Threat

A justifcatory narrative of threat and protection is particularly apparent in the use of
riot control technologies. This means that the contexts in which riot technologies are
not used are just as revealing as the contexts in which they are used. For example, in
the wake of the killing of George Floyd, Black Lives Matter (BLM) protesters were
subjected to tear gas and other “non-lethal weapons” such as rubber bullets and stun
grenades, wielded by police and federal forces clad in militarised riot gear, including
face shields, external bullet-proof vests, and knee-high boots. In comparison, the
armedwhite protestors who raided the USCapitol building on January 6, 2021, faced
police who were not clad in riot technology and who did not engage in substantial
force against them [58]. This stark and visible disparity in the use of violent control
technologies serves a powerful signifying function: BLM protestors are dangerous
but white protestors are not, even when engaged in a violent armed insurrection,
the technologies of violence and suppression are necessary (and therefore justified)
when interacting with BLM protestors, but not when interacting with majority white
protestors [37]. Images of the police response to these different groups, replicated in
media coverage of the protests, communicates and reinforces, even more effectively
than words or political speeches, the criminalisation of blackness5 and the belief
that people of colour (and those who support them) pose such a threat that they may
justifiably be harmed or killed. The visual narrative that accompanies the use of these
technologies thereby “symbolically excludes the citizens from the state” ([14], 114)
and reflects a resurgence of the “escalated force” policy of “a dominant show of
force” that governed police responses to anti-war and civil rights protestors in the
1960s (groups also characterised as threats to the state) ([29] 75).

2.1.2 Techno-Subjectivity and Moral Mediation

The “techno-subjectivity” ([42], 288) of these technologies (how it feels to deploy and
wear them) feeds this narrative of threat and mediates the moral decision-making of

5 As noted in Sect. 1, this narrative is also embedded and reinforced through the design and use of
facial recognition technologies.
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those who wield them. There is substantial evidence that when police adopt military-
style tactics and “start using weapons and equipment that were designed for soldiers
in combat” ([14], 109), their perception of their role and their relationship with the
community is altered, particularly in relation to communities of colour: “pacifying
and defeating the enemy becomes more important than protecting and serving the
public” ([14], 110. See also [37]). In the United States, the adoption of military tech-
nology also has a measurable impact on incidents of police killings. One study found
that “more than twice as many civilians are likely to be killed by police in a county
after its material militarization than before” ([14], 111). This risk is not distributed
evenly among the community, however: “Risk is highest for black men, who (at
current levels of risk) face about a 1 in 1,000 chance of being killed by police over
the life course. The average lifetime odds of being killed by police are about 1 in 2,000
for men and about 1 in 33,000 for women … For young men of color, police use of
force is among the leading causes of death” [15].6 Thus, the deployment of riot control
and other militarised technologies reinforces the association of blackness with crim-
inality and directly contributes to the ongoing and pervasive vulnerability of people
of colour to violent interactions with criminal justice system. The ready availability
of these technologies combined with the contexts in which they are (and are not)
deployed thereby creates an ongoing and embedded “feedback loop” that reinforces
the belief that people of colour and their supporters represent a dangerous threat.
This feedback loop is sustained through at least three mechanisms: the narrative of
threat described above, the accompanying media circulation of visual images of riot
technologies deployed against people of colour, and the phenomenological impact
on police of wielding these technologies.

2.1.3 The Terrorist Impact of Riot Technologies

Riot control technologies not only communicate and reinforce the criminalisation
of blackness and the moral exclusion of people of colour from the moral and polit-
ical community; they have concrete traumatic effects that justify the claim that the
deployment of these technologies is a form of terrorism. Firstly, the use of these
technologies against peaceful protestors communicates a very real threat of phys-
ical violence that signifies to those subjected to them that they may be killed or
harmed with impunity. Secondly, these technologies cause severe and lasting phys-
ical injuries, fear, and ongoing trauma [43]. The fact that these technologies are
used disproportionately against people of colour and other groups deemed to be
outside the moral and political community (such as anti-war protestors in the 1960s
and 1970s) indicates that their use is ideologically driven. The ideological nature
of these technologies is further evidenced by the origins of their use: “the so-called
non-lethal crowd control weapons that are used to disperse protests today have their
origins in colonial policing” [43], where there were used to violently reinforce white

6 There are similarly disproportionate rates of police violence against indigenous Australians
compared to non-indigenous Australians [13].
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supremacist colonial regimes against resistance. As a scholar of the history of tear
gas argues, these technologies (then and now) were “deployed to both physically and
psychologically destroy people engaging in resistance” (quoted in [43]). The impact
of these technologies and the way these technologies are deployed, therefore, clearly
meets Rodin’s definition of terrorism as “the use of force against those who should
not have force used against them” that serves an “ideological end” ([40], 753).7 Give
the role of these technologies in creating and sustaining the long-standing and deeply
entrenched criminalisation of blackness and the vulnerability of people of colour to
police violence, it is not a stretch to say that these technologies are part of a broader
system of terrorist control of people of colour. This is also demonstrated by the use
and development of tasers and stun guns.

2.2 Tasers and Stun Guns

2.2.1 The Narrative of Effectiveness and Humaneness

While the use of riot technologies is accompanied by (and reinforces) a narrative that
focuses on threat, the narrative accompanying the development and use of stun guns
and tasers by police appeals to the values of humanness and effectiveness, similar
to the narrative that accompanied the development of new execution technologies.
When tasers were first introduced as police control technologies, for example, they
were touted as being “safe, effective alternatives to … lethal force” ([45], 421) that
would solve the ongoing problemof the disproportionate use of excessive (sometimes
lethal) force by police against people of colour. (Similar claims have beenmade about
body cameras.) Yet, the problem of excessive force has not in fact diminished [24].
Instead, the availability of tasers (and stun guns) gave police officers an option they
did not previously have, and one that was framed in morally positive terms as non-
excessive and humane. But, just as describing new execution technologies as humane
did not in fact make executions more humane, the framing of tasers as non-excessive
did not in fact mitigate police of force.8

This illustrates how describing tasers as a technological solution to the problem
of excessive police violence implies that the problem of excessive force is a tech-
nological problem that requires a technological solution, and not a problem arising
from the longstanding and well documented framework of racism that underpins and
structures policing interactions with (and attitudes toward) people of colour in the
US [53].

7 Someone might object that violent protesters count as combatants and so these technologies do
not target “those who should have force used against them.” However, riot technologies are often
used against peaceful protestors and there is little attempt to restrict the use of force to those who
act violently. Additionally, the visual communication of the threat of violence is indiscriminate in
its impact.
8 I thank Scott Robbins for suggesting this point.
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2.2.2 The Terrorist Impact of Tasers and Stun Guns

Those who defend the use of tasers and stun guns may frame them as technologies of
non-lethal restraint and control that can (if properly used) “not appear cruel or beneath
human dignity” ([38], 157). But the widespread acceptance and normalisation of the
use of stun guns and tasers masks the history of these devices in the contexts of
torture and animal control, a connection that is apparent to those who are subjected to
these devices. From the victims’ perspective, the use of electric control technologies
does not signify respect for their dignity, a reduction in force, or a humane method
of control. As Lorna Rhodes relates, prisoners in Supermax prisons (where stun
guns are used as control mechanisms), “speak of these technologies as particularly
degrading both for their extreme intrusion into the body (they causemuscle weakness
as well as pain) and for their association with the control of animals” ([39], 556).
But, the victims’ experiences of these technologies as degrading, dehumanizing, and
torturous is masked by the dominant narrative of efficiency and humaneness that
frames their use. Thus, this narrative both reinforces and hides the true function of
these technologies and privileges the perspectives of users above that of those who
are subjected to them.

The association of tasers and stuns guns with torture (a long-standing method of
state terrorism) is also clear from the history of these devices in the context of state
torture. As Darius Rejali explains, stun guns and other electric devices are popular
in states that use torture because, like other “modern” torture techniques (such as
sensory deprivation), they “cause suffering and intimidation without leaving much
in the way of embarrassing long-term visible evidence of brutality” ([38], 153). In
the context of torture, the use of these technologies is not driven by a concern for
human dignity, but by a desire to avoid charges of human rights violations. Given this
history, the widespread acceptance and availability of electric control technologies in
the context of law enforcement is astonishing. It represents “an incredible sociotech-
nical achievement, the work of corporations, politicians, and engineers who have
woven this technology into the fabric of everyday life, creating instruments, markets,
citizens, and consumers” ([38], 154–55). As with riot control technologies, those
against whom this technology is wielded (who are disproportionately prisoners and
people of colour, and those who threaten the state in other ways) are thus “marked
out” as deserving or requiring such violent treatment. The use of these technologies
(as with the deployment of riot control technologies) thereby operates as what Rejali
calls “a civic marker” ([38], 154) delineating the moral boundaries of civic member-
ship and moral concern through the infliction of instruments associated with terror
and torture.
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2.3 Implications

The above discussion has several implications for understanding the relationship
between police control technologies and police use of force. Firstly, any ethical anal-
ysis of policing technologies must address how some technologies directly “encode”
racial bias (as with facial recognition algorithms). Secondly, such an analysis must
also recognise how the contexts in which these technologies are used, and the narra-
tives accompanying their use, shape and constrain the moral decision-making of
police officers (and policy makers) in ways that reflect and reinforce an underlying
framework of racism. This means that the problem with riot control technologies,
tasers, and stun guns is not a problem that can be solved by better training or new poli-
cies about the contexts of their application. As we have seen with the failure of body
cameras and implicit bias training to reduce rates of police violence against people
of colour [24], unless the deeply embedded racist structure of policing in America
is confronted and addressed, police technologies will continue to be utilised in ways
that reinforce that racist structure and terrorise and threaten the lives and welfare
of people of colour. It is for this reason that the “defund the police” movement has
gained traction over the last year—amovement that calls for moving state and federal
funding and resources from the police and criminal justice system to (for example)
social services, public education, mental health services, and affordable housing.
This would, it is argued, not only reduce crime rates but increase the safety and
wellbeing of all citizens, and particularly people of colour. Such a move is arguably
justified not only economically [33] but also because it would also go some way to
addressing the underlying issue (one I cannot address in detail here) that terrorist
policing practices against people of colour undermine the very basis of the state’s
authority to use force against its own citizens in a criminal justice context.9

3 Drone Warfare

As with the case of police control technologies, the terrorist nature of drone warfare
results from the combination of features of drone technology (the capacity for long-
term surveillance and the use of algorithmic targeting decisions), the contexts in
which drones are deployed, and the impact on those who are subjected to drone
surveillance and targeting. This terrorist impact is masked by a narrative that frames
the use of drones as morally neutral, even morally good. But whereas the narrative
associated with police control technologies emphasised threat protection, control,

9 In many philosophical accounts, the basis for the state’s authority to use force against its own
citizens to prevent and punish crime is a social contract model (e.g., see [6]). Thus, if police actions
and the criminal justice system threaten rather than protect citizens, this undermines the fundamental
basis for the legitimacy of such systems. Just as Adam Henschke and Tim Legrand have argued in
relation to counter-terrorism policies, we need to ensure that the technologies being used by police
do not in fact run counter to the values that underpin and justify the monopoly of power granted to
the state [17]. I thank the editors of this volume for raising this concern.
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and humaneness, the narrative that dominates military and political discourse about
drones emphasises precision and discrimination.10 As the Center for Civilians in
Conflict reports, “as covert drone strikes by the United States become increasingly
frequent and widespread, reliance on the precision capabilities and touted effective-
ness of drone technology threatens to obscure the impact on civilians” ([19], 7).
This narrative, and the features and context of drone use, thereby serve to “morally
mediate” ([56], 2) the use of drones by constraining moral choices around drone
use, shaping the moral perception of users, policy makers, and the public about the
nature and justification of drone use, and “marking out” the targets of drone attacks
as warranting the use of force against them.

This means that the terrorist nature of drone warfare only becomes evident when
we shift our focus from the narrative and associated moral framework that dominates
discussion of drones to the impact of the drone program on those who are subjected
to it. First, however, we need to clarify the current scope of the US drone program.

3.1 The US Drone Program

The use of drones as a means of killing suspected and known members of Al Qaeda
and other terrorist and militant organisations began under the Bush administration,
expanded under the Obama administration ([21], 3–4), and expanded further under
the Trump administration. According to one report, “As of May 18, 2020, the Trump
administration had launched 40 airstrikes in Somalia in 2020 alone.” In contrast,
“from 2007 through 2016, the administrations of GeorgeW. Bush andBarackObama
conducted 41 airstrikes in Somalia total.” [3]. Additionally, the Trump administration
broadened the designation of “battlefields” to include areas of Yemen and Somalia,
thereby loosening the restrictions on drone targeting in those areas [3]11 and simul-
taneously “removing the reporting requirement for causalities outside of designated
battlefields” [3]. This led to a dramatic increase in the numbers of civilian casual-
ties of drone strikes: “In 2019, more Afghan civilians were killed in airstrikes than

10 There is a substantial philosophical literature on the ethics of drones (see, for example, [21,
51]), which I do not have space to discuss here. Ethical issues raised by authors include concerns
about the asymmetry of drone warfare [23, 50], the impact of drone warfare on the moral equality
of combatants [46], the moral disengagement of drone operators ([44], 371–72), drone operators’
moral responsibility ([48], van der Linden 344), and the effect of drone warfare on conceptions of
traditional military virtues [49]. Several authors regard the ethics of drone use as no different from
the ethics of any long-range technology [22, 27]. For example, George Lucas argues that, “[a]s with
most exotic new technologies, the novelty [of drones] blinds us to the fact that the moral issues
involved are entirely familiar and conventional and not appreciably different from those associated
with the development of previous and current weapons technology” ([27], 211).
11 The Obama administration’s Presidential Policy Guidance (PPG) designated looser targeting
restrictions for battlefields and tighter ones for nonbattlefields, to allow drones greater freedom in
“providing support fire for soldiers in firefights in places such as Afghanistan, while holding tighter
restrictions for targeted killing flights in places where the United States did not actively deploy
troops on the ground, such as Yemen or Somalia” [3].
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at any time since early 2002” ([11], 2). While the Biden Administration has intro-
duced some restrictions on drone use, including temporarily suspending the use of
drones outside war zones [41], it remains unclear what the scope of these changes
will be or how, for example, targeting decisions within war zones will be made.
This lack of clarity became evident with the release of the Pentagon’s investiga-
tion into the August 29, 2021, drone strike that killed 10 civilians (including seven
children) in Afghanistan, that found that no laws were broken but that “communi-
cation breakdowns” occurred [47]. While much remains unknown about this strike,
and the long-term intentions of the Biden administration regarding the use of drones,
it seems clear that the drone program will be ongoing and there will continue to be
little transparency about the impact of drone warfare on those most affected by it.

3.2 Drone Warfare as Terrorism

3.2.1 The Narrative of Precision and Discrimination

From their introduction drones have been heralded as “precision weapons” that allow
war to be conducted in a more humane way:

US intelligence officials tout the drone platform as enabling the most precise and humane
targeting program in the history of warfare. President Obama has described drone strikes
as “precise, precision strikes against al-Qaeda and their affiliates.” Leon Panetta, Secretary
of Defense, has emphasized that drones are “one of the most precise weapons we have in
our arsenal,” and counterterrorism adviser John Brennan has referred to the “exceptional
proficiency, precision of the capabilities we’ve been able to develop.” ([19], 35)

As a result of this narrative, “public concerns with civilian casualties in targeted
killing campaigns—concerns that are generally weak or even nonexistent to begin
with—are put to rest” ([55], 335).12 As we saw with the language that accompanied
the development of new execution technologies, this emphasis on precision conflates
a technological value with a moral value (“humaneness” or “dignity”). The view
that the technical capacity of drones to distinguish between targets is also a moral
capacity is shared by some philosophers. Bradley Strawser, for example, argues
that a drone’s capacity to discriminate between targets combined with the fact that
drone use reduces the risk to the operator to essentially zero means that “we are
morally required to use drones over … manned aircraft to prevent exposing pilots to
unnecessary risk” ([52], 18).

However, conflating drones’ technical capacity for precision targeting with the
moral distinction between combatants and noncombatants not only sustains and

12 It is extremely difficult to know the precise number of civilians who have been killed by drone
strikes. This is a result of a combination of factors, including difficult terrain that makes on-the-
ground verification impossible, and the ways in which the category of “militant” is sometimes used
to describe any “military-aged male” killed in a strike [7]. However, my argument for the terrorist
nature of drone warfare does not rest only on the numbers of civilians who are killed.
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reinforces an unfounded complacency about the morality of drone strikes but also
obscures the reality of who is targeted by drones and for what reasons. As Harry
van der Linden notes, “precision in finding and hitting the target does not imply that
there is precision in the selection of the target” ([55], 336, emphasis in original). John
Kaag and Sarah Krepps make the same point: “The distinction between militants and
non-combatants … is a normative one that machines cannot make” ([21], 134). Put
simply, we cannot assume that the categories of combatant and noncombatant are
either clearly defined or justly applied by drone operators and/or political andmilitary
decision-makers in the drone program. In fact, we have good reason to doubt that
this is the case. For example, claims by US officials in the Obama administration that
drones strikes caused very few civilian casualties ([7], 31) were complicated by the
fact that these assertions were based on “a narrowed definition of ‘civilian,’ and the
presumption that, unless proven otherwise, individuals killed in strikes are militants”
([7], 32). As I argue below, the assumption that the targets of drone strikes are
chosen based on clear and justly applied categories of combatant and noncombatant
is extremely problematic.

3.2.2 Bias and the Moral Mediation of Drone Technology

In Sect. 1.3, I explained how bias can be “built in” and reinforced by technology
in multiple ways, from the design of algorithms and the physical features of tech-
nologies, to choices about when and against whom technologies are deployed. These
forms of bias can become entrenched because of the normalising and self-justifying
effects of repeated use of a technology in a specific context against specific groups of
people, combined with the phenomenon of automation bias—the tendency of users
and designers of technologies to assume that the “answers” provided by techno-
logical systems are both objective and correct [12]. In the cases of drones, bias is
evident both in the algorithms that are used to select the targets of drone strikes and
in how the class of acceptable targets (who are almost exclusively non-white people)
has expanded far beyond any plausible definition of “combatant.” This bias is most
apparent in the use of drones for signature strikes.

Unlike targeted strikes, where the identity of the target is confirmed before a strike
is permitted, signature strikes may be initiated on the basis of perceived patterns of
suspicious behaviour: “Signatures may encompass a wide range of people: men
carrying weapons; men in militant compounds; individuals in convoys of vehicles
that bear the characteristics of al-Qaeda or Taliban leaders on the run, as well as
‘signatures’ of al-Qaeda activity based on operatives’ vehicles, facilities, commu-
nications equipment, and patterns of behavior” ([7], 33). But the value of signature
identifications depends on a host of normative and culturally biased assumptions
about what counts as “suspicious” behaviour.13 As Elke Schwarz argues, the use

13 As related in The Civilian Impact of Drones, “As one Yemeni official said, ‘Every Yemeni is
armed…so how can they differentiate between suspected militants and armed Yemenis?’” ([7],
33). It seems that such bias was present in the events leading up to the August 29, 2021 strike as



Technology as Terrorism: Police Control … 15

of algorithms to determine the targets of signature strikes “summon[s] the percep-
tion that patterns of normality (benign) and abnormality (malign) can be clearly
identified” ([42], 288).

However, as we saw with the use of facial recognition algorithms in law enforce-
ment, the success of such algorithms in correctly ascertaining and predicting malign
intent is highly questionable.14 Yet, when combinedwith the phenomenon of automa-
tion bias, the “output” of the algorithms used for signature strikes is unlikely to be
questioned. This then further reinforces the belief that the mere presence of “sus-
picious” behaviour (defined based on culturally biased assumptions) provides suffi-
cient evidence of malign intent to justify the use of lethal force. The decision to
resort to lethal force is then framed as the “right” or most “logical” response to
the perceived threat because “the drone can only execute a limited range of actions
vis-à-vis a suspect (survey, pursue or kill). A suspect cannot surrender or persuade
the technology of their non-liability to harm” ([42], 288). Thus, the combination of
embedded bias in targeting algorithms and the limits of drone technology constrains
and shapes the moral choices of users and alters the justificatory framework used to
assess the morality of drone warfare. These moral choices and justificatory frame-
work are then normalised via further use of drones combined with the narrative of
precision and discrimination discussed above. In particular, this process reinforces
and normalises the view that a person may be killed not because they are currently
engaged in combat or are known to be part of a militant group, but merely because
their behaviour resembles that of someone who might be a future threat. The tech-
nology translates “probable associations between people or objects into actionable
security decisions” ([2], 52). This represents an extraordinary broadening of the
concept of a combatant that has devastating consequences:

US experiences in Afghanistan illustrate the risks of targeting with limited cultural and
contextual awareness. On February 21, 2010, a large group of men set out to travel in convoy.
They had various destinations, but as they had to pass through the insurgent stronghold of
Uruzgan province, they decided to travel together so that if one vehicle broke down, the
others could help. From the surveillance of a Predator, US forces came to believe that the
group was Taliban. As described by an Army officer who was involved: “We all had it in
our head, ‘Hey, why do you have 20 military age males at 5 a.m. collecting each other?’...
There can be only one reason, and that’s because we’ve put [US troops] in the area.” The
US forces proceeded to interpret the unfolding events in accordance with their belief that
the convoy was full of insurgents. Evidence of the presence of children became evidence of
“adolescents,” unconfirmed suspicions of the presence of weapons turned into an assumption
of their presence. The US fired on the convoy, killing 23 people. ([7], 47)

well. Gen. Sami D. Said, speaking after the Pentagon’s investigation of the case, “blamed a series
of assumptions, made over the course of eight hours as U.S. officials tracked a white Toyota Corolla
through Kabul, for causing what he called “confirmation bias,” leading to the Aug. 29 strike.”
14 It is also very difficult to know how the veracity of signature strikes could be ascertained, not only
because the targets are not known by name (but are chosen merely based on supposedly suspicious
behavior), but also because of the factors that impede identification of drone victims in general,
noted in footnote 12.
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A similar process of assumptions about “suspicious” behaviour creating and then
reinforcing the belief that a strike was necessary and that the targets were terror-
ists seemed to have also occurred in the August 29, 2021 drone strike. In the wake
of the Pentagon’s investigation into the strike, the Air Force’s inspector general, Lt.
Gen. Sami D. Said, “blamed a series of assumptions, made over the course of eight
hours as U.S. officials tracked a white Toyota Corolla through Kabul, for causing
what he called “confirmation bias”” [9]. The relatively high level of media coverage
of the August 29, 2021 strike illustrates how little coverage there has been about
previous cases of civilian deaths from drones. The killing of people based purely
on biased and highly unreliable computer-predicted assumptions about the meaning
of their behaviour is taken for granted to such an extent that it is rarely deemed
worthy of comment. Indeed, the combination of the narrative of discrimination,
drone technology, and the processes of moral mediation discussed above has created
a situation where the ongoing killing and maiming of non-white people based on
biased assumptions of threat has come to seem both morally acceptable and even
necessary.15 As Elke Schwartz explains, “set against a background where the instru-
ment is characterised as inherently wise, the technology gives an air of dispassionate
professionalism and a sense of moral certainty to the messy business of war” ([42],
88). This “moral certainty” is sustained and reinforced by the “high-tech” nature of
drone operations and the narrative of precision and efficiency described above and
effectively masks the reality of the terrorist impact of drones on the victims.

3.2.3 The Terrorist Impact of Drone Warfare

As discussed above, the use of signature strikes significantly increases the risk that
noncombatants will be killed and wounded and reinforces the view that merely
suspicious behaviourwarrants the use of deadly force. But this is only one reasonwhy
the current drone program was, and likely remains, terrorist. Even if drone strikes
only killed known targets,16 the impact of living under drone surveillance affects
everyone in the area under surveillance, whether they are targets or not. Unlike other
long-range weapons systems, “only drone killing involves detailed surveillance of
the target, including post-strike observation” ([55], 345–46).

The Civilian Impact of Drones report produced by the Center for Civilians in
Combat and the Columbia Law School Human Rights Clinic outlines the traumatic
effects of living under drone surveillance.17 Firstly, drones engaged in surveillance

15 The killing of non-white known targets is also largely unquestioned and normalised, even when
the targets are chosen for the purposes of punishment and retaliation (which are not legitimate
reasons for killing in just war theory), as was the case with the recent retaliatory drone strike in
Syria [10].
16 I am leaving aside the important question of whether drone strikes against known targets are
permissible. My argument is that even if they are, this does not mitigate the terrorist impact of
drone warfare.
17 The report Living Under Drones, produced by Stanford University and NYU, also details the
psychological trauma caused by living under drones ([7], 55–99).
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are constantly visible and audible to all those being surveilled, regardless of whether
they are targets or not. As van der Linden describes, “[e]veryone is swept up in
the surveillance, and living under drones is living under constant fear since, even
as a civilian, one may at given moment be wounded or killed” ([55], 351–52). In
an important sense, then, “drones are in their psychological impact indiscriminate
weapons” ([55], 351). This psychological impact is extremely traumatic. An inter-
viewer for a UK charity spoke to a Pakistani man who “saw 10 or 15 [drones] every
day. And he was saying at night-time, it was making him crazy, because he couldn’t
sleep. All he was thinking about at home was whether everyone was okay. I could
see it in his face. He looked absolutely terrified” ([7], 24).

Because of the secrecy of the drone program, those living under drone surveillance
may have no idea who is being targeted or the basis on which targets are selected.
This uncertainty compounds this constant fear that one (and one’s family and loved
ones) may be killed or wounded:

With US targeting criteria classified, civilians in Pakistan, Yemen, and Somalia do not know
when, where, or against whom a drone will strike. The US policy of ‘signature strikes’ …
substantially compounds the constant fear that a family member will be unexpectedly and
suddenly killed. A civilian carrying a gun, which is a cultural norm in parts of Pakistan, does
not know if such behavior will get him killed by a drone. ([7], 29)

This perfectly illustrates the “intrusion of fear into everyday life” that Michael
Walzer identifies as one of the key moral harms of terrorism [57].18 The terrorism
of drone warfare thus lies not only in the direct physical violence inflicted by drone
attacks (whichmayoften kill andmaimnoncombatants) but also in howdronewarfare
creates and promulgates a constant, indiscriminate, and terrifying fear of attack.

Compounding the harm of drone warfare is the fact that those who survive a drone
attack will often have no way of discovering who attacked them. They are denied
access to the norms of accountability: “For victims in particular, there is no one to
recognize, apologize for, or explain their sorrow; for communities living under the
constant watch of surveillance drones, there is no one to hold accountable for their
fear” ([19], 24).

Despite the devastating toll of drone surveillance on those subjected to it, philoso-
phers writing on drones rarely discuss or evenmention this aspect of drone warfare.19

18 Walzer is not using this term in a discussion of the drone program, however. I do not think he
would agree with my characterisation of the drone program as terrorist.
19 Harry van der Linden is one of the few philosophers who does consider the victims’ perspective.
While he does not describe the drone program as terrorist, he argues that the “deadly surveillance” of
drone warfare explains why drones may be “inherently immoral” ([55], 345). For van der Linden,
drone surveillance is immoral because drone strikes kill people when they are engaged in their
ordinary lives—at funerals, while they are under medical care, and in their homes—and this further
erodes the distinction between combatant and noncombatant and between battlefield and nonbat-
tlefield. He writes, “operators often become familiar with the target as a person, watch his everyday
life, his home, even his family. Thus it seems that a person is killed rather than a combatant or indi-
vidual engaged in hostile action” ([55], 348). For example, he quotes drone pilot Colonel William
Tart saying, “We watch people for months. We see them playing with their dogs or doing their
laundry. We know the patterns like we know our neighbors’ patterns. We even go to their funerals”
([55], 350).
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For example, Mark Coeckelbergh explores the impact of conducting long-term
surveillance on drone pilots’ ability to empathise with surveillance subjects [8] but
doesn’t mention the experience of those living under surveillance. This focus on
the experiences of drone operators rather than on the experiences of those who are
subjected to the drone program is typical of most philosophical discussions of this
topic. It is also characteristic of media depictions of drone warfare. Whereas media
depictions of police riot control technologies make visible and reinforce the crimi-
nalisation of blackness that underpins the use of those technologies, media depictions
of drones almost always show the aircraft themselves, or the cockpits. It is extremely
rare thatmedia images show the impact of drone attacks. Thus, viewers are constantly
reminded of the technological “marvel” of these weapons and rarely confronted with
what these weapons do to the people killed and wounded by them and those who
must live under the near-constant threat of attack. This focus on drone pilots and
drone technology further prioritises the perspective of users over those of victims of
these technologies.20

In sum, theUSdrone programmeetsRodin’s definition of terrorismbecause it is an
ideologically driven21 program that inflicts extreme and ongoing psychological and
physical trauma on all those who are subjected to drone targeting and surveillance,
whether they are the intended targets or not.22 In the absence of clear evidence
that the targeting decisions and technological features of the US drone program will
substantially change in the foreseeable future, the drone programwill likely continue
to be a terrorist program under the Biden administration.23

20 I thank Desiree Valentine for raising this issue.
21 It is ideologically driven because it is in service of US foreign policy, which is a “systematic and
socially driven end” ([40], 756).
22 Itmight be objected that this is true ofwar in general, given thatmanyof today’swars do not adhere
to clear lines between battlefield and nonbattlefield, and between combatant and noncombatant. If
that is so, then I would agree that we should consider such wars as inherently terroristic. I thank
Scott Robbins for raising this possibility.
23 Some might argue that, even if the drone war constitutes terrorism, the war may still be justified
because of the continuing threat posed by Islamic terrorism.While I do not have space here to address
the long-standing debate about whether terrorism can be justified (see [35] for an overview of the
debate), this argument fails to justify the drone war because Islamic terrorism does not now (and
arguably never did—see [20, 32, 59] pose the kind of existential threat that would be necessary to
justify a resort to terrorism, (see, for example, [34]). Indeed, white supremacist terrorism arguably
poses a greater threat to the lives of US citizens than Islamic terrorism. For example, the F.B.I.
director Christopher Wray described “racially motivated violent extremism” as a “national threat
priority” equal to the threat from the Islamic State, and when the New Jersey Office of Homeland
Security and Preparedness issued its terrorism threat assessment for 2020, “[t]he threat level from
violent, homegrown extremists, and specifically white supremacists, was marked in red as the top
category: ‘High.’ The threat from the Islamic State, Al Qaeda and their ilk was demoted to third,
in green: ‘Low.’” [28].
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4 Conclusion: Terrorism from the Victim’s Point of View

Terrorism, as characterised by Rodin as the use of force against those who should not
have force used against them, is amorally abhorrent practice. Themoral abhorrenceof
terrorism is shared by most writers on terrorism, including myself, and is reflected in
common usages of the term. Yet, in this Chapter I have argued that two forms of state
violence—police control technologies and drone warfare—are forms of terrorism,
despite rarely if ever being described by that word. I have shown that the terrorist
nature of these forms of violence is hidden by features of the technologies themselves,
the subjectivity of their use, and by the dominant narratives accompanying them. The
narratives of efficiency, neutrality, and precision masquerade as moral values and
serve to normalise and justify these forms of violence and mark out those subjected
to them as deserving of violent treatment. To understand the terrorist nature of these
practices, therefore, we must reject the point of view that treats technologies of
violence as neutral objects and shift our focus to the experiences of those who are
subjected to them. This should always be our starting point when asking whether a
practice is a form of terrorism. Such a victim-centred approach to terrorism would
destabilise the power dynamics that privilege the perspectives of users and designers
of technologies of violence and allow a better understanding of the nature of terrorism
and the ways in which commonly accepted forms of state violence might themselves
be forms of terrorism.
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On the Moral Significance of Narrative,
Imagery, and Social Signalling
in Counterterrorism Targeted Killing
Operations

Michael Robillard

1 Introduction

Some philosophers have argued that the use of drones and related UAV technologies
in warfare is in principlemorally problematic.1 Often, these accounts make the claim
that something about the absence of sufficient risk to the pilot makes the employ-
ment of drones somehow unfair, indecent, or unvirtuous in some respect.2 Other
philosophers, however, have argued that that there is in fact no in principle reason
that speaks against the use of such technologies in warfare, and that under certain
circumstances, it might be not just permissible but indeed obligatory to employ such
technologies.3 Lastly, there have been many and various contingent arguments for
and against the use of drones ranging from moral concerns about proliferation, to
moral hazard and overuse, to issues of government transparency, to PTS and moral
injury experienced by pilots, to dangers of inciting eventual blowback.4 By now,
many of these in-principle as well as contingent ethical arguments surrounding the
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1 Since it has become such a pervasive part of our contemporary lexicon, I will use the canopy
term ‘drones’ to refer to the general set of U.S. un-manned aerial targeted killing platforms (i.e.
Predators, Reapers, etc.). Also, for the sake of this chapter, I will refrain from speaking about so-
called ‘fully-autonomous’ weapons since they entail their own set of weighty metaphysical and
moral complications orthogonal to this particular debate.
2 For arguments of this sort seeDanielBrunstetter andMeganBraun, “The Implications ofDrones on
the JustWar Tradition,”Ethics and International Affairs, Volume 25, Issue 3,Fall 2011, pp. 337–358.
3 For arguments in this sort, see Bradley Strawser “Moral Predators: The Duty to Employ
Uninhabited Aerial Vehicles,” Journal of Military Ethics 9, no. 4 (December 2010): 342–368.
4 For treatment of contingent arguments related to drone proliferation see Robert Buchanan and
Robert O. Keohane, “Toward a Drone Accountability Regime” Ethics and International Affairs,
Spring 2015, pp. 15–37.
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employment of drones constitute well-trodden and familiar ground for many just war
theorists.

Despite the vast and rich amount of philosophical literature surrounding the ethics
of drones that has been generated over the past decade and a half or so, I believe that
there is something still left to be said with respect to the morality of drone use for
counterterrorism operations specifically. In particular, for the aims of this chapter,
I wish to build off of two arguments already developed in this space by Rebecca
Johnson and Tom Simpson respectively. If we take the likelihood of success criteria
to be a necessary feature of fighting a just war, and if we regard counterinsurgency
and counterterrorism operations to admit of a fundamentally different set of success
conditions when compared to conventional-style warfare, then questions concerning
the permissibility or impermissibility of drone usewill (at least in part) be determined
by the degree to which their use serves or detracts from the overall realization of such
success conditions.

Since success in counterterrorism operations fundamentally involves ‘winning
hearts and minds’, building enduring, on-the-ground trust relationships, and main-
taining narrative dominance, all while denying one’s adversaries the ability to do the
same, then our overall ethical appraisal of the use of drones in such operations must
take such success conditions into account in a way that wouldn’t otherwise be taken
into account in a conventional war context. Part-and-parcel of this ethical appraisal
then is proper regard for the moral significance that the non-kinetic features of narra-
tive, imagery, and social signalling play with respect to remote targeted killing oper-
ations. Lastly, these factors are made even more ethically and strategically important
when considering the fast rise of social media and smartphone technology on the
battlefield.

The structure of this chapter will proceed as follows. In Sect. 2, I will explore
some of the generally accepted doctrinal wisdom with respect to contemporary U.S.
counterterrorism and counterinsurgency operations. In Sect. 3, I will unpack some
of the relevant features of Johnson and Simpson’s arguments and explore the two
different and nuanced perspectives they bring to the discussion regarding ethical
features of drone use and trust building in counterterrorism operations. In Sect. 4,
I will make the case for the increasing moral (and strategic) weight of narrative,
imagery, and social signalling effects with respect to in bello proportionality. And
in Sect. 5, I will explore how these normatively-laden non-kinetic factors fit into
our moral and strategic thinking about drone use in contemporary counterterrorism
operations specifically.

2 Irregular Warfare

In its simplest form, irregular warfare, both offensively and defensively, involves,
to quote Mao Zedong, ‘winning hearts and minds’ [12]. For insurgents, this goal is
usually accomplished bymeans of using asymmetric or guerrilla warfare tactics (e.g.
I.E.D.s, snipers, mortars, etc.) against the conventional military and police forces
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of an existing regime or governance in order to weaken or discredit that gover-
nance’s overall effectiveness and trustworthiness in the eyes of the general populace.
Other times this goal is accomplished by using terror tactics against innocent non-
combatants of a given populace in order to intimidate that populace into compli-
ance and/or to discredit the existing regime’s legitimacy and capacity to protect
its own people.5 Conversely, counterinsurgency and counterterrorism operations
seek to establish, maintain, and improve well-ordered, legitimate, and trustworthy
governance over a given populace while simultaneously disrupting, destroying, and
denying sanctuary to such insurgent and terrorist threats.

FromaMaoist ‘protractedwarfare’ paradigm, terrorist and insurgent groups aim to
move from a ‘guerrilla/insurgency’ phase to a ‘positional’ phase involving increased
control and influence over physical terrain, infrastructure, local populace, conven-
tional forces, and state apparatus, to a third and final phase involving conventional
power projection outward and beyond state borders. The goal of counterinsurgency
operations is therefore the reverse; to deny enemy power projection, to gain domi-
nance over positional assets, and to increasingly put insurgent adversaries on the
defensive back into guerrilla mode, until they lack the physical means and/or will to
continue to fight or organize [3].

Importantly, the Clausewitzian ‘center of gravity’, so to speak, in this perpetual
struggle between insurgents and counterinsurgents is to be fundamentally located in
the trust and sympathies of the local populace and much less so in the conventional
space of men and material. Indeed, Harry Summers classic, On Strategy: A Critical
Analysis on the VietnamWar highlights this very point in his analysis of the U.S. war
inVietnam.Despite theUnitedStateswinning every single conventional kinetic battle
during Vietnam, it nonetheless lost the war. Hence, contra traditional Clausewitzian
thinking, the mere aggregation of kinetic victories in battle did not equate to the
winning of the war in total. Rather, when it came America’s lost war in Vietnam,
winning the ‘hearts and minds’ of the local populace is what fundamentally mattered
in the end [9].

The last two decades-worth ofAmericanwarfighting efforts in theMiddleEast and
beyond have attempted to make good use of these hard-fought lessons fromVietnam.
Contemporary doctrinal thinkingon irregularwarfare and counter-insurgency reflects
this shift in conceptualizing conflict, war, and conditions of success and failure
for such nuanced contexts. Central to this conceptual space of irregular warfare
is the centrality of narrative in effective counter-terrorism operations. The recently
updated edition of JP 3-24, Counterinsurgency, acknowledges this very fact stating
the following,

In the context of insurgency, the narrative is a tool to shape how the population perceives
circumstances and events. The narrative is used to link conditions-based grievances to the
nature or behaviour of the incumbent regime and articulate an alternative political vision

5 I wish to avoid getting into an in-the-weeds debate here about counterinsurgency versus coun-
terterrorism. For the sake of this paper then, I will use these terms largely interchangeably with
‘terrorism’ being a particular violent method used by insurgents, directed at innocent civilians (as
opposed to police and soldiers) to achieve their political ends.
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that will address those grievances. It provides an explanation and justification of how insur-
gents will align ends, ways, and means to achieve their political objectives and frames how
insurgent and counterinsurgent actions are interpreted.

JP 3-24 continues,

The likelihood of insurgent success is based in large part on assessments of insurgent
political and military strength. The uncertainty inherent in insurgency, coupled with the
competition between insurgent propaganda and counterinsurgent information-related activ-
ities, often generates wild rumors and distorted perceptions of particular incidents. Popu-
lations can often only assess that strength in their immediate vicinity, generating wildly
different perceptions of the broader national environment in different parts of the operational
area. [5]

While far from being exhaustive, this unique set of strategic, operational, and
tactical considerations constitutes the general conceptual space that contemporary
military ethicists and justwar theoristsmust focus on if they are to speakmeaningfully
and productively with regard to prescriptive moral guidance for counterinsurgency
and counterterrorism operations. Such prescriptions must therefore take into account
the moral significance of not just typical kinetic harm trade-offs but also the moral
significance of non-kinetic factors such as social signalling, imagery, and narrative.

3 Broad Counterterrorism Ethics Considerations

In her paper, “The Wizard of Oz goes to War: Unmanned Systems in Counterin-
surgency,” Rebecca Johnson notes the various moral goods that could be gained by
prudential and responsible use of drone assets in counterterrorism and counterin-
surgency contexts. Some of these moral goods include; (1) the potential to more
effectively achieve our just ends (2) the mitigation of soldier risk, and (3) the ability
tomake better calculations regarding necessity, proportionality, and discrimination in
the absence of immediate battlefield duress. Lastly, a final and novel moral good that
Johnson points out, one often overlooked, is the surplus time and energy that effective
drone use could free up for soldiers on the ground. In other words, if drones could be
used effectively to achieve a baseline of security and protection, then such protection
could then free up valuable time, energy, and effort for soldiers and commanders
on the ground to shift to governance and institutional-building operations [4]. She
writes, “so as long as humans guiding and prosecuting the war remain committed
to the principles of combatancy, distinction, and non-combatant immunity- and at
present we have no indications to the contrary-unmanned systems improve civil-
ians’ and military personnel’s ability to prosecute counterinsurgency effectively and
morally.” [4]

While I am in general agreement with Johnson’s claim, I have begun to grow
increasingly skeptical about how we should conceive of satisfying conditions of
non-combatant immunity in light of downstream social effects due to imagery and
narrative. Johnson gestures at something similar when she writes, “It is not enough
to minimize collateral damage in a literal, body count, sense; US forces have the
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additional responsibility of minimizing the effect their presence has on the fabric of
the civilian population to protect the population’s ability to return to a state of peace
following the war.” [4]

Hence, if it turns out that our use of drones in counterinsurgencymissions succeed
in minimizing collateral damage in the ‘body count’ sense, as Johnson puts it, but in
so doing creates social events that degrade the social tapestry of the local population,
thenwemust reconsider both our conceptions of collateral damage aswell asmission
success.

In his paper, “Robots, Trust, and War,” Tom Simpson gestures at similar moral
and strategic tensions concerning the deleterious effects that the employment of
fully autonomous weapons might have for establishing trustworthy relationships in
counterterrorism and counterinsurgency contexts. He writes,

The will of the population constitutes, in the terms of modern NATO doctrine, the strategic
centre of gravity. Winning their trust wins you the war. The host population must trust that
you will act in a way that takes their interests fully into account, and furthermore, must trust
that you will defeat the insurgents. So the trust involved is dynamically interactive. And host
populations through history have certainly exhibited reactive sentiments of anger when they
have felt betrayed or badly used by expeditionary forces, and correspondingly, have shown
gratitude when expeditionary forces have prevailed in a way that they have welcomed. For
both these reasons, it must be the host population’s normative trust that must be won, and
not (solely) predictive.” [8]

By ‘center of gravity’, Simpson is referring here to the Clausewitzian notion
of an enemy’s main source of power that provides moral and physical strength
and the will to act [1]. While Simpson’s argument is technically against the use
of fully autonomous weapons, I believe that the general spirit of his argument still
applies to the potentially deleterious social and narrative effects that present-day
semi-autonomous drone use might have on our long-term ability to create lasting
and enduring trust-relationships as part of our ongoing counterterrorism efforts.

While I am in general agreement with the overall thrust and focus of Johnson
and Simpson’s accounts, I believe that the sharp rise in social media and overall
informational connectivity in the world since the time of their respective publications
has made it the case that the debate regarding the ethics of drones in counterterrorism
operations must be updated and re-contextualized with a much more significant
weight being granted to narrative, social signalling, and imagistic factors. I will now
explain what I mean by this.

4 The Moral Significance of Narrative, Social Signalling,
and Imagery

The idea that the signalling or communicative effects of a self-defensive or other
defensive act canhavemoral or justificatory force is nothingnew for justwar theorists.
Indeed, it has been a long-held belief by many theorists that the ‘future deterrence
value’ of a violent act or threat of a violent act, on both the individual and nation-state
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level can be morally justified under certain circumstances. On an individual level, in
the absence of an effective police force, it is arguablymorally justified for the isolated
Afghan goat-herder, for instance, to respond with disproportionately lethal force at
the moment (say, by shooting a thief attempting to steal one of his goats) if that act
will foreseeably deter a much greater future harm from foreseeably occurring later
on (say, inviting a gang of thieves to rape and pillage his home a week later if he
does nothing).

Theorists also recognize the justificatory force that future deterrence value adds at
the nation-state level as well. Indeed, the idea that the threat of violence can be good
insofar as it serves to deter a much greater future harm from actualizing down the
line is presumably why we think nation-states can permissibly build up armies in the
first place and why we think nations can sometimes justifiably launch pre-emptive
attacks. These individual and collective cases therefore give credence to the moral
significance of social signalling effects built into kinetic acts of harming. However,
future deterrence in particular seems often to be the very limited sense in whichmany
just war theorists regard the signalling value of violence to morally matter. Indeed,
there seems to be other morally important ways; ways beyond just future deterrence,
in which the signalling value of a violent act in war can morally matter. As LTC Bob
Underwood notes,

Killing in war eliminates threats but also plays a part in influencing the decisions of other
persons beyond those we might kill. This suggests that killing in war has a communicative
function, and that the message is an important consideration that can feature in the balance of
reasons to kill some but not others in war. This is true provided combatants can permissibly
kill some as means to communicate to others. I argue that just combatants, those that fight
for just aims, can permissibly kill to communicate and that unjust combatants cannot. This
is a new reason to revise our intuition that combatants on both sides hold equal rights to kill,
the so-called moral equality of combatants (MEC). [11]

This is an important point here that Underwood brings up. However, I believe
that it is even more important when we consider such claims against the backdrop
of a counter-insurgency/counterterrorism paradigm; one saturated with the morally
salient features of trust-building and winning hearts and minds that Johnson and
Simpson both high-light. That being said, we could go even further and say that not
only does killing itself have communicative or signalling value that morally matters
with respect to in bello proportionality, but that the way, look, and social presentation
in which the killing is done has similar or greater communicative or signalling value
as well.6

For instance, consider the social signalling effects of the 2013 U.S. drone strike
against suspected Al Qaeda operatives in Yemen that turned out to be a wedding
procession versus the successful ‘boots on the ground’ Special Forces raid to kill
Abu Bakr Baghdadi, head of ISIS, in 2019 [10]. Epistemic uncertainties and kinetic
trade-offs aside, the first case arguably would have still given terrorist organizations

6 By in bello proportionality I mean the trade-off between predicted goods and harms for a particular
act in battle. We can contrast this with ad bellum proportionality, the predicted trade-off of goods
and harms having to do with a nation-state choosing to go to war at all.
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narrative and imagistic fodder even if the target turned out to be actual Al Qaeda
operatives whereas the second case would have provided much less narrative and
imagistic fodder even if collateral damage was taken.

These considerations arguably change our typical thinking when it comes to
the ethics of drone use, particularly within counterinsurgency and counterterrorism
contexts, especially when considered in light of (1) the mid and long-term commu-
nicative and narrative effects on the local populace, and (2) the potential for narrative
and imagery surrounding such eliminative killing acts to be leveraged by terrorist
groups for their own propagandistic purposes.7

Consider then the following two mission options.

Option 1: I use my drone intelligence capabilities to locate an unjust, fully liable high-
value-target (HVT) who is located far from any noncombatants. I then shoot the HVT with
my drone.

Option 2: I use my drone intelligence capabilities to locate an unjust, fully liable HVT
who is located far from noncombatants. I then deploy my fully willing SEAL team to enter
into a space of increased (but still manageable risk) and then shoot the HVT.

Looked at strictly in terms of eliminative harming trade-offs, ‘body count’ concep-
tualizations of collateral damage and in the absence of consideration for narrative
and signalling effects, it seems questionably permissible for a commander to choose
Option 2 over Option 1. If one has the means to eliminatively kill a liable target, with
no likelihood of (physical) collateral damage, and with overall less risk to soldiers,
then what additional moral reason would one have to needlessly risk soldier lives,
even if it turned out the soldiers willingly volunteered to take such risk?

However, once we begin taking into account the moral importance of narrative,
social signaling, and imagery in the short, mid, and long-term, our moral calculus
arguably changes especially for counterinsurgency/counterterrorism contexts. If, in
the short-term, a drone-strike serves to successfully take out five fully liable high
value terrorist targets with no collateral damage whatsoever, but the narratives, local
rumors, and imagery from the event can be more quickly and effectively reappropri-
ated by terrorist actors to convince the local populace that there was in fact major
collateral damage to innocents, then it is hard to count the drone strike as prudentially
or strategically sound. At best, it seems like a short-term tactical win taking away
from mid to long-term operational and strategic success. And insofar as the in bello
action diminishes the overall likelihood of success, the act seems questionably moral
as well. Were it the case that we knew that part-and-parcel with a kinetic drone strike
we would also be providing terrorist actors narrative and imagistic fodder for future
propaganda use deleterious to our overall goal of winning hearts and minds, then, all
other things being equal, a combination of ethics and prudence might begin to nudge
us away from such drone options. We might instead find it morally and strategically

7 Arguably, another theoretical option on the table would be a strategy to completely normalize
drone killings so that they no longer have such negative downstream social effects. For instance,
the first-time guns were used in war their use arguably had a serious narrative and messaging effect
associated with them that, after a period of normalization, went away. I am quite wary of such
normalization however.
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preferable to employ soldiers on the ground at a heightened chance of risk for the
sake of the positive narrative effects on the populace such an act would yield or at
least for the negative narrative effects on the populace such an act would deny to
terrorist adversaries.

At first glance, the argument I am making here sounds identical to those philoso-
phers arguing for the in-principle impermissibility of drones based upon the absence
of soldier risk.8 This however is not the kind of argument I amadvancing here. Indeed,
I believe that such accounts are incorrect and that these types of arguments for the
prima facie impermissibility of drones because they are ‘riskless’ actually get the
order of moral justification completely reversed. Indeed, soldiers derive their justi-
fication for fighting and killing in the first place from the justness of their nation’s
cause, not from bootstrapping ad bellum moral justification ex nihilo from out of
physical risk on the battlefield. It can’t be the case that soldier physical risk itself
is necessary in order to fight a just war and/or that such risk is the source of moral
justification for in bello harming. Otherwise, it would logically follow that whichever
political project (ISIS, Nazi Germany, Soviet Russia, etc.) subjected their troops to
more physical risk, intentionally or just by accident, would necessarily have the claim
to the moral high-ground. Such a position would also entail the radical implication
that since the advent of the shield and the bow and arrow, wars have been getting
progressively more and more unjust in lock-step with each technological advance-
ment in weaponry and defensive capacities that increased lethality while mitigating
soldier risk. That can’t be the case.

That being said, there is still something important that soldier-risk proponents are
getting at and I believe it is the following. Physical risk qua physical risk doesn’t itself
provide any additional moral justification for harming andwar. However, the commu-
nicative and social signalling effects constitutive of demonstrations of physical risk
in battle do in fact have moral weight. This is a subtle but important distinction since
it is the set of positive downstream goods generated by the signalling act of risk
and not the act of risk itself which is the source of moral justification force certain
kinds of harming acts. The weight of such signalling acts is particularly morally
significant if we consider the potentially beneficial or deleterious second and third
order effects such signalling acts will have on our project of ‘winning hearts and
minds’ and, conversely, on terrorist groups’ project of doing the same. If we begin
scooping those downstream second and third order social effects into our in bello
proportionality calculus, then the case for preferring Option 2 over Option 1 begins
to find greater moral and prudential appeal. However, it is admittedly tough if not
impossible to count these social downstream effects as part of our in bello propor-
tionality calculus beyond a certain predictive window. In particular, given that these

8 For arguments of this sort see works by Paul Kahn, Christian Enemark and Anders Henriksen &
Jens Ringsmose: Kahn, Paul W. "The paradox of riskless warfare." Philosophy and Public Policy
Quarterly 22.3 (2002): 2–7; Enemark, Christian.Armed drones and the ethics of war: military virtue
in a post-heroic age. Routledge, 2013; Henriksen Anders & Ringsmose, Jens (2015) Drone warfare
and morality in riskless war, Global Affairs, 1:3, 285–291, https://doi.org/10.1080/23340460.2015.
1080042.
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second and third order social effects are really hard to predict with certainty, to quan-
tify, and to demonstrate causally, it is arguably much more difficult to count these
complicating factors in our proportionality calculations than it is for us to factor brute
kinetic effects and trade-offs.

That being said, it is not as if predicting collective human social behavior is
completely and totally opaque to us at all times. Accidentally drone striking amosque
or wedding amidst a smart-phone laden public, for instance, will generate certain
predictable downstream social effects that are harmful and disruptive to a populace
and amission in a way that goes well beyond the immediate blast radius of the chosen
munition. Running a clandestine operation under the cover of darkness will yield
another. And while it is arguably incorrect for us to predict every future downstream
social harm arising from a singular battle-field act, it is likewise equally incorrect
for practitioners and ethicists to treat each kinetic action as somehow occurring in a
social vacuumwith no regard for downstream social and narrative effects whatsoever.
My point here is simply that narrative effects need to be weighed more heavily both
ethically and strategically given the twenty-first century informational space inwhich
we now find ourselves.

5 Application to Counterterrorism Drone Operations

As to the actual extent to which U.S. drone strikes versus precision boots-on-the-
ground missions have served to ‘win hearts and minds’ while preventing terrorist
groups from doing the same over the past ten years, I do not know. Answering such
a question thoroughly is largely an empirical matter and one in which I leave for the
anthropologists, political scientists, and people with a higher security clearance than
mine to sort out. That being said, I believe there is at least some preliminary empirical
evidence to suggest that we ought to start paying more attention to the downstream
social signalling effects that our present drone operations might be having with
respect to winning hearts and minds and with respect to denying terrorist actors the
ability to do the same.

In a recent paper involving an analysis of eighty-seven face-to-face interviewswith
Afghan civilians affected negatively by US combat operations, Janina Dill explores
how civilians directly affected by collateral damage perceive the overall justness of
such actions.9 Despite explaining to these interviewees nuanced international law of
armed conflict standards, concepts of proportionality and necessity, and the standard
risk mitigation measures that went into such operations, Dill’s report claims that
seventy out of eighty-seven of the interviewees, roughly 80 percent, still believed
that the coalition had deliberately set out to harm them [2]. Several strong and visceral
testimonies emphasize this distrust,

9 It is important to note here that not all of Dill’s interviewees suffered collateral harm from drone
strikes exclusively. Rather, testimonies primarily involved harms directly due to air strikes, cross-fire
incidents, direct shootings, and indirect artillery fire.
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We have been told that American technology is so advanced that they can see a needle
from the air. Why then don’t they distinguish civilians from Taliban? Americans are able to
recognize black and white chickens from the air, how come they can’t recognize women and
children?

Americans are against Muslims. For them, Taliban and civilians are the same.

They are here to kill us and destroy our houses.

They think we are animals. [2]

The testimonial data from Dill’s interviews should matter greatly in our thinking
about the ethics of drones (and other harming) in counterterrorism operations. What
seems to be at issue here is the sharp divergence from official just war wisdom and
IHL/LOAC standards concerning such things as proportionality, necessity, distinc-
tion, collateral harming, etc. and the indigenous populace’s subjective perception of
such notions. Insofar as the indigenous populace is the centre of gravity for successful
counterterrorism and counterinsurgency operations, then their subjective perceptions
of the fairness of certain battlefield harms to themselves, their neighbours, or their
surrounding community must be taken into account as we find them. Otherwise,
turning a deaf ear to such perceptions and testimonies results not only in a missed
opportunity for building local trust, but also presents a corresponding opportunity for
insurgents and terrorist groups to leverage such sentiments towards their own unjust
ends.

Several recent articles and reports have suggested that terrorist and insurgent
groups aremaking just such informational and propagandistic moves, both in theatre,
in the US, and in the greater Muslim world. For instance, with respect to ‘in theatre’
propagandistic leveraging, one 2013 Guardian article suggested that the US drone
program, despite its tactical successes, was fundamentally sowing the seeds of
strategic and international failure. In, this article four former US air force members
with more than 20 years of combined experience operating drone weaponry systems
spoke harshly against the strategic short-sightedness of such a program and the long-
term propagandistic and radicalization tool that such a program was handing over
to terrorist actors. Several of them went on to make the exceptionally bold claim
that the killing of innocent civilians in drone strikes has acted as one of the most,
“devastating driving forces for terrorism and destabilization around the world.” [7]

A similar trend can be seen with respect to propagandistic efforts directed at
Muslims in western-speaking countries and beyond. In “The Portrayal of Drones in
Terrorist Propaganda: A Discourse Analysis of Al Qaeda in the Arabian Pennin-
sula’s Inspire”, Jan Andre Lee Ludvigsen outlines some of the elements of Al
Qaeda’s strategic media messaging campaign surrounding US drone strikes. Broadly
speaking,Ludvigsen’s report finds that themagazine frequently portrays theUSdrone
campaign as, (1) an ultimately failing policy that hasmainly resulted in civilian deaths
(2) a tool to oppresses Muslims, and (3) a fundamentally cowardly, dishonourable,
and inhumane way of fighting. Such appeals to soldierly honor (or the lack thereof)
are encapsulated in the following lines from the 10th Edition of Inspire:
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Let us not forget that America adopted the drone program because this has no costs in
terms of (American) lives lost. Successive American administrations have realized that the
American soldier is too much of a coward to prove his mettle in wars. [6]

Ludvigsen concludes his article by arguing against the possibility of drawing
a precise causal or predictive connection between US drone strikes and eventual
‘blowback’ due to radicalization and propagandistic efforts. However, he argues
that such increasingly sophisticated propagandistic moves by terrorist and insur-
gent groups gives US strategists some reason to rethink present and future-facing
counterterrorism drone operations [6].

As to the overall effectiveness of such propagandistic efforts to recruit, radicalize,
and/or inspire eventual blowback, the jury still seems out. Indeed, much more empir-
ical work, analysis, and predictive modelling will need to be brought to bear on such
problems. That being said, the purpose of this paper isn’t to decisively settle these
issues. Rather my aim has mainly been to make clearer what the actual moral and
prudential reasons are on the moral ledger and how they trade off against one another
within a 2020s counterterrorism paradigm. The rather modest thesis of this chapter
then is simply that the non-kinetic factors of narrative, social-signalling, and imagery
connected to otherwise kinetic drone strikes needs to be factored more heavily into
our overall moral thinking bothwith respect to in bello proportionality as well as with
respect to our mid to long-term strategic thinking. Bearing in mind the amplification
of these non-kinetic factors due to the increased speed, reach, and connectivity of the
internet and social media and bearing in mind the increased potential for propagan-
distic leveraging of these non-kinetic factors by insurgent and terrorist actors, ethical
thinking about drone use in counterterrorism operations requires reconceptualization
in these more fine-grained moral and prudential terms.

6 Conclusion

As the author William Morris once said, “nothing useless can be truly beautiful.” I
believe something similar can be said regarding ethics, insofar as nothing useless can
be truly moral. Indeed, for morality to matter, it must, at some point, find traction
with the real-world. In this sense, ethics should inform and mutually reinforce effi-
cacy and efficacy should inform and mutually reinforce ethics. For this to be done
successfully, mutual respect and dialogue between theoreticians and practitioners
must be accomplished, fostered, and sustained. This is particularly important when
it comes to our ongoing ethical and strategic thinking regarding counterterrorism.

When it comes to the ethics of drone use in counterterrorism, we must take
the moral significance of non-kinetic factors such as imagery, narrative, and social
signalling to weigh more heavily on the moral ledger than we have in the past with
respect to our thinking about in bello proportionality.While these moral reasons do
not necessarily cancel out or override other morally relevant in bello factors having
to do with such things as mitigating soldier risk, protecting non-combatants, and
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ensuring mission success, the increased moral weight of social signalling, imagery,
and narrative effects due to the rise of the internet and social media may nonethe-
less force us to re-evaluate our ethical and strategic thinking about future-facing
counterterrorism scenarios heading into the next decade.
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Sunlight Glinting on Clouds: Deception
and Autonomous Weapons Systems

Amanda Sharkey and Noel Sharkey

“All warfare is based on deception” Sun Tzu, 500 BC.

Abstract The art of deception has played a significant role in military conflict for
centuries and has been discussed extensively. Yet there has been an absence in the
literature of any scrutiny of the risks posed by the deception ofAutonomousWeapons
Systems (AWS). After explaining the nature of AWS, we overview reasons given in
their favour and arguments against them. Examples of military deceptive strategies
are considered, together with reflections on the nature of deception. The core of the
paper is a technical examination of some of the ways that AWS could be deceived and
the potential humanitarian consequences. Since AWS have, by definition, an absence
of meaningful human control, any deception could remain hidden until too late. We
conclude that awareness of the vulnerability of sensing and image processing systems
of AWS to deception reinforces and strengthens the case against their development
and use.

1 Introduction

Sun Tzu’s influential ‘The Art of War’, written in 500 BC and still taught in today’s
military academies, stated that ‘all warfare is based on deception’ [1, p. 10]. This is
supported by a long history of deception in armed conflict that shows it to be a key to
achieving victory. Famous examples include Hannibal’s deception of Flaminius the
Roman Consul; luring his troops into ambush [2]. The Confederate army used decoy
cannons made from tree trunks [3]. In World War 2, deception about the presence
of a (non-existent) superior force waiting outside a harbour led to the Germans
sinking their own battleship, the Admiral Graf Spee, in 1939 [4]. In 1944, the US
deployed a ‘ghost army’ of 1100 men including artists, architects and set designers
to successfully impersonate other Allied Army units, using inflatable tanks, cannons,
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aeroplanes, and both sonic and radio deception. They participated inmanyoperations,
impersonating various, larger US units [5]. The D-day invasion of Normandy relied
onmany deceptions by theAllies about the expected landing location—double agents
and other deceptive strategies strengthened the German belief that it would occur at
Pas-de-Calais and in Norway [6].

Our question here is, how does deception fit into the ongoing technological trans-
formation of warfare where ever more control of weapons is being ceded to computer
systems? In particular, we explore the risks posed by deception to the deployment of
Autonomous Weapons Systems. Despite the strong links between deception, decep-
tive strategies and military operations, there has been little or no discussion about
deception andweapons that are entirely controlled by computer algorithms.We begin
with an account ofAutonomousWeapons Systems (AWS), some of the driving forces
in their favour, and themain arguments against them. This is followed by an overview
of military uses of deception and deceptive strategies and some reflection on what
counts as deception.We then turn to a consideration of howAWS are likely to impact
on and be affected by deception in armed conflict and counter-terrorism.

2 Autonomous Weapons Systems

Autonomous weapons systems represent a comparatively recent development. The
US Department of Defence defines them as weapons that are able, ‘once activated,
to select and engage targets without further intervention by a human operator’, [7,
updated 2017]. Human Rights Watch [8] defines them as weapons which ‘would
identify and fire on targets without meaningful human control’, and the International
Committee of the Red Cross defines them as ‘weapons that can independently select
and attack targets’ [9].

Since2013 there havebeenvigorous attempts at theUnitedNationsConvention for
Certain ConventionalWeapons (CCW) to create a new international legal instrument
to prohibit the development and use of AWS [10, 11]. In 2016, the CCW agreed to
establish a Group of Governmental Experts (GGE) to discuss autonomous weapons.
Yet superpowers and other major military powers seem to be embarking on their
development in the belief that they will create a military edge [12]. China, Russian,
Israel and the US wish to use them for force multiplication with very few human
controllers operating swarms of weapons in the air, on the land as well as on and
under the sea [11].

Major military powers advocate the use of AWS for armed conflict and counter-
terrorism for They hold that (i) AWS could completemissions in environments where
communication signals could be jammed or disrupted (e.g. [13]), (ii) armed conflict
is becoming too fast for human decision making [12], (iii) they could reduce risks
for military personnel (e.g. [14]), (iv) they could increase target accuracy and reduce
risks for civilians [15].

All four reasons are problematic. In order (i) means that there is no possibility of
human oversight to disengage from erroneous targets; (ii) the speed of armed conflict
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will simply get faster in a speed race if AWS are used; (iii) they will not reduce the
risks to military personnel if the enemy also has them; (iv) while they may increase
target accuracy, this does not solve the problems of target selection—the wrong
targets could be accurately killed.

More than 140 humanitarian disarmament organisations from 60 countries, clus-
tered under the banner of the Campaign to Stop Killer Robots, are concerned about
the harm that such weapons would have on civilian populations (https://www.stopki
llerrobots.org consulted April 15 2021). Their concerns are expressed in a plethora
of arguments that we can break down into 4 major classes: (i) Non-compliance with
International Humanitarian Law (IHL): AWS cannot be guaranteed to comply with
IHL; (ii) Immoral delegation of kill decision: delegating the decision to kill to a
machine is immoral (iii) Global security: the widespread use of weapons outside
of human control would destabilize global security; (iv) Algorithmic injustice: algo-
rithmic bias and injustice: the widespread use of algorithms in civil society have
shown decision biases against women, ethnic minorities and people of colour and
are resulting in many legal challenges. We add to these arguments with an analysis of
how susceptibleAWSare to deceptivemilitary strategies. SinceAWSoperatewithout
meaningful human control, they could be subject to deceptions that a human might
have detected. They can also, as explained, be deceived by visual manipulations
undetectable to the human eye.

3 Arguments Against the Use of Autonomous Weapons
Systems

International Humanitarian Law (IHL), sometimes termed the Laws of War, is
intended to protect civilians. The principles of distinction, proportionality and mili-
tary necessity are crucial aspects of IHL. Arguments about the inability of AWS
to always comply with IHL have been made by Noel Sharkey [11, 16]—see (i)
above. The principle of distinction in IHL requires weapons systems to distinguish
combatants from non-combatants and other immune actors. Sharkey [16] argues
that AWS lack three necessary components for this. First, their sensory and vision
systems are not able to reliably discriminate between combatants, non-combatants
and other immune actors such as wounded combatants. Second, there is no codified
or programmable definition of what constitutes a civilian or non-combatant. And
third, AWS lack the necessary situational and battlefield awareness. For instance, a
human could draw on their understanding of social situations to recognise insurgents
burying their dead in a way that AWS could not.

Sharkey [16] also claims that the principles of proportionality and military neces-
sity are beyond the capabilities of present and near future weapons systems. Some
proportionality problems are relatively easy to solve, and some are much harder. The
easier proportionality problems involve calculations such as working out the likely
collateral damage of different forms of attack and minimising such damage. For

https://www.stopkillerrobots.org
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instance, AWS software could choose the munitions to be used near a school so as
to minimise the number of children killed. Hard proportionality problems are those
which involve decisions about military advantage and military necessity—in the
school example, deciding whether the military advantage to be gained would justify
the use of any form of attack near a school. Such decisions require, ‘responsible
accountable human commanders, who can weigh the options based on experience
and situational awareness’ [16]. Suchman [17] has also argued that machines cannot
fulfil the requirement of situational awareness. And Sharkey [18] has argued that it
is not possible to program or train computational devices to develop the necessary
moral competence to make such decisions.

Other writers such as former UN special rapporteur Heyns [19] and Asaro [20]
have focused more on the moral argument, (see (ii) above), and argued that irre-
spective of what AWS and Artificial Intelligence might be able to do in the future,
there are important arguments to make about what they should and should not do.
For Heyns, AWS should not be used to target humans because their use would be an
offence against the right to life. Heyns argues that errors would be made and there
would be no person to be held accountable. He also claims that the lack of human
deliberation would render targeting decisions as arbitrary and against the right to
dignity of those targeted and of those in whose name the force was deployed (see
also [21]). Asaro [20] argues that AWS should not be used even if they were able
to meet the requirements of international humanitarian law. For him, IHL and the
principles of distinction, proportionality and military necessity, imply a requirement
for human judgement, and a duty not to delegate the capability to initiate the use of
lethal force to unsupervised machines or automated processes.

As well as concerns about the extent to which AWS can conform to IHL, the third
set of arguments against them, (iii above), is that they will destabilise global security.
Although it is sometimes claimed that AWS could result in more accurate targeting
and freedom from human self-preservation concerns, Tamburrini [22] articulates
what he terms a ‘wide consequentialist view’ that AWS will threaten global security.
He agrees with Sharkey [23] that by reducing the risks of a ‘body bag count’, a major
disincentive for war would be removed. Tamburrini [22] also argues that swarms
of AWS could weaken traditional nuclear deterrent factors by means of the threat
of destructive attacks on strategic nuclear sites that could eliminate an opponent’s
second-strike nuclear capabilities, thereby increasing preferences for first strike capa-
bilities. Amoroso and Tamburrini [24] point out that even using AWS in a non-lethal
manner to destroy buildings or infrastructure could have a global destabilising effect.
Sharkey [16] also highlights concerns about global security due to an increase in the
pace of war as a result of deploying AWS. In addition, he emphasises the likelihood
of unpredictable interactions between different computational algorithms.

The fourth class of arguments against AWS, (iv above)—strongly connected to the
first, and the inability to conform to IHL, are related to problems with the widespread
use of algorithms in civil society and the demonstrated biases [25]. It is sometimes
suggested that AWS could be used to pick out specific people, or classes of people, as
legitimate targets of attack. However, it has become increasingly clear that decisions
made about people using algorithms are frequently biased [26]. This is often the
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result of problems with big data being used to ‘train’ machine learning systems. One
problem is there has been a consistent failure to find a way to eliminate bias in the
data. Moreover, machine learning algorithms are adaptive filters that smooth out the
effects of outliers in the data, but these outliers could be minority groups that the
trained system will consequently be less able to recognise. The resulting decision
algorithms also lack transparency, since learning results in large matrices of numbers
that are then used to generate the decisions. In civil society, this has proved to create
bias in many domains such as juridical decisions, policing, mortgage loans, passport
application and short-listing for jobs.

It is difficult to see how such algorithms could possibly be considered for a role in
making decisions about who to target with automated weapons systems. This poses
a particular problem for their use in counter-terrorism activities and border control.
For example, face recognition algorithms are good at recognising the white males
that form the majority of their training data and much worse at recognising black
and female faces [27]. It is unlikely that the data used to train weapons systems to
recognise particular individuals, or classes of people, will be trained with sufficiently
representative sets of data to eliminate the problems of racial, gender and cultural
biases.

4 Deception in Armed Conflict

In the US Army’s FM-90 manual, [28] there is clear recognition of the need for
deception to achieve operational advantage. It provides an account of 10 maxims
to be followed, which includes, ‘Cry-Wolf’ and ‘Magruder’s principles’. The ‘Cry-
Wolf’maxim represents the idea of desensitising the enemy to the likelihood of attack
by repeated false alarms. For instance, in the week before the Pearl Harbour attack
there had been 7 reports of Japanese submarines in the area, all of which turned out
to be false. ‘Magruder’s principles’ refer to the exploitation of existing perceptions,
and the notion that it is easier to strengthen an existing belief than to create a new
one. In the D-day invasion, Hitler and his advisers were known to expect invasion in
the Pas-de-Calais region, and efforts were made to strengthen this expectation.

The Joint-Publication JP3-13.4 [29] of the US forces identifies four basic tech-
niques of military deception: (1) Feints (offensive action conducted to deceive the
adversary about the location and or time of themain offensive action); (2)Demonstra-
tions (a show of force without adversarial contact); (3) Ruses (deliberately exposing
false or confusing information for collection by the adversary); and (4) Displays
(simulation or disguising of capabilities which may not exist). As also discussed
in that publication, military deception can involve electronic warfare. Electronic
warfare has three major subdivisions: electronic attack (EA), electronic protection
(EP) and electronic warfare support (ES). Camouflage and concealment are distin-
guished from military deception in JP3-13.4, although described as being able to
support it by providing protection for activities.
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Guides to deception for the military also refer to forms of deception that are
against the laws of war, termed ‘acts of perfidy’, (Article 37 (1) Additional Protocol
1, [30]). Ruses of war; ‘acts which are intended to mislead an adversary or to induce
him to act recklessly’, are not prohibited (Article 37 (2) Additional Protocol 1, [30]).
Prohibited acts of perfidy are deceptions that lead the enemy to the false belief
that they are entitled to, or are obliged to accord, protected status under the law of
armed conflict. They include the use of vehicles marked with a red cross or a red
crescent to carry armed combatants, weapons or ammunition, and the use in combat
of false flags, insignia or uniforms. They are against the laws of war because they
undermine the effectiveness of protective signals and jeopardise the safety of civilians
and non-combatants.

Although some military guides distinguish between forms of deception, and
camouflage and concealment, other accounts categorise camouflage as a form of
deception [31]. Discussions of deception often hinge on the intentional deception
of a human mind, or minds. In terms of the military, this might be the mind of the
commander in charge of operations, or it might be the minds and perceptions of
combatants on the ground. A slightly different account of deception arises when
considering how AWS might be deceived.

The absence of human control of AWS necessitates a changed perspective on
the notion of deception that has not yet made its way into military manuals. If, for
instance, the sensors and programs of the autonomous weapons were subjected to
deceptive strategies and, as a result, were to attack ‘friendly’ targets, or to plunge
into the sea, this would not represent a deception of the humanmind in a direct sense.
As autonomous weapons, after they had been activated, they would have selected
and attacked the targets without any human intervention. Should examples of AWS
being disrupted in this way be described as deception? To answer this question, we
need to re-examine what is meant by ‘deception’.

Aswe have already seen, the emphasis inmilitarymanuals and guides to deception
of adversaries is on misleading the mind or minds of the enemy. But in the AWS
examples above, human minds are not directly deceived. They could be said to be
indirectly deceived, in that the operational commander’s intended target may not
have been hit. But this is not the more straightforward version of deception assumed
in the manuals. Is it still appropriate to use the term ‘deception’ here?

4.1 So, What Is Deception and Could a Weapon Be Deceived?

Some definitions of deception require a person to have been deceived, and also that
intention is involved. For instance, Carson [32] defines deception as ‘intentionally
causing someone to have false beliefs.’ For him, deception can be distinguished from
lying because deception implies success and that someone has been successfully
caused to have false beliefs. A person who lies may not deceive the person to whom
they lie. Zuckerman et al. [33], in a psychological investigation of deceptive commu-
nication, also define deception as requiring a human to have been deceived: deception



Sunlight Glinting on Clouds: Deception and Autonomous … 41

is ‘an act that is intended to foster in another person a belief or understanding which
the deceiver considers to be false’.

Intentional deception can be undertaken with the aim of benefitting the deceiver.
As well as examples of military deceptive strategies, there are others such as internet
scams, or phishing attempts to gain information about someone’s bank details. Of
course, it is also possible that a person or persons might intentionally deceive others
with the aim of helping or improving their quality of life. Bok [34] gives several
examples of deceptions created with good intentions, including placebos, and white
lies.

Deception can also occur without intention as we have argued elsewhere [35].
Bok [34] points out various situations in which people might deceive without having
intended to do so. They might deceive others by conveying false information in the
belief that it is true. Deception also arises without intention in the natural world. In
such cases, it is usually to the benefit of the deceiver. Bond and Robinson [36] define
deception in the natural world as ‘a false communication that tends to benefit the
communicator’. Examples include camouflage, mimicry, death feigning and distrac-
tion displays. Camouflage canmake creatures less visible to their predators.Mimicry
is used, for instance, by the edible viceroy butterfly which has the markings of the
inedible monarch butterfly, and by the brood mimicry of the cuckoo. Death feigning
as an anti-predator adaptation occurs in a range of animals, and distraction displays
to draw attention away from nests and young are found in birds and fish. As Gerwehr
and Glenn [37] point out, deception is used in the natural world ‘both to acquire
dinner and to avoid becoming dinner’.

AWS could be used intentionally by humans in deceptive strategies. And, of
course, programmed (or trained) computer algorithms do not have minds and thus
cannot by themselves form an intention to deceive. But although they cannot inten-
tionally deceive, they might be disrupted by deceptive strategies. We choose to
describe AWS here as being deceived, despite our uneasiness about possible anthro-
pomorphic language. In the present context, it is useful to use the term ‘deception’ as
a shorthand to describe the situations in which the operations of AWS are disrupted,
by either intentional or unintentional deception, and by deceptive strategies. More-
over, by saying that AWS can be deceived, we by no means wish to imply that they
can be held responsible or accountable for their operations. At all times, responsi-
bility for the behaviour of weapons rests with the humans who develop and use them
(see e.g. [38]).

5 Deception and AWS

There are various ways inwhichAWS could be used to create a deception in the sense
of some of the examples of military strategy described earlier. AWS are autonomous
once launched, but the military can still be involved in decisions about when and
where to deploy them. This is the case even if the weapons are set up to automatically
launch when incoming missiles are detected—a decision has still been made by
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humans to set them up in this way. AWS could be launched in an area as a feint:
mounting an attack in an area to distract an adversary from an attack being prepared
elsewhere. They could be launched as a demonstration, or show of force, attacking
buildings or locations in order to create the impression of technological superiority.
Of course, terrorists, non-state actors, and insurgents could also make use of AWS
in a similar manner.

The more serious humanitarian risk is that deceptive strategies could be used
against AWS to disrupt the behaviour of the machines. Humans are endlessly inven-
tive and creative, and there is little reason to expect that the human targets of AWS
will passivelywait to be killed. Terrorists, insurgents, non-uniformed combatants and
non-state actors are going to invent ways of deceiving and derailing AWS. Johnson
[39] details the many adaptations and innovations of the Taliban in Afghanistan in
the asymmetric warfare conducted there. Al Qaeda are known to make use of denial
and deception strategies [40], and in 2013 Al Qaeda counter-drone manuals were
discovered in Mali, detailing 22 steps for avoiding drone attacks [41]. Bolton [42]
states ‘People are too messy, unpredictable, clever and tricky to meet the assump-
tions programmed into military technology’. He gives as examples the ways that
Vietnamese communist soldiers spoofed the electronic detectors dropped from US
warplanes onto their paths through the jungle: ‘they sent animals down the trail,
placed bags of urine next to so-called “people sniffers’, and played tapes of vehicle
noises next tomicrophones—prompting computerized bombers to unload explosives
onto phantom guerrillas’.

It is easy to underestimate the technological ingenuity of low-tech actors. A
good example was the US military capture of Shia militants with laptops containing
many hours of video footage taken from US drones. They had used software called
Skygrabber, available on the internet for $26 dollars, for downloading music and
video [43].

Hezbollah carried out similar operations against Israeli forces as far back as 1996
when they used photographic evidence taken froman Israeli drone of an Israeli attack.
Hezbollah also claimed that they had used analyses of Israeli drone footage to plan
ambushes, such as the “Shayetet catastrophe” in which 12 Israeli commandos were
killed (the method they used to hack the drone signals remains unknown) [44].

An important motivation, for those likely to be subject to an attack from AWS,
would be to cause them to select targets that reduced the risk of harm to either
combatants or civilians. For instance, if they were deceived into attacking dummy
buildings instead of military installations, expensive fire power could be drawn and
exhausted. Similarly, it would be advantageous to findways of camouflagingmilitary
targets from sensors such that theywere shielded fromattack.Adeception that caused
AWS to target neutral, or protected installations such as hospitals could create an
effective public relations coup for a terrorist group (although it is not clearwho should
or would be held responsible in such a case). Of course, some forms of deception
could have unwanted humanitarian consequences. For instance, if it was known that
AWS were programmed to attack vehicles with the heat signature of tanks, efforts
could bemade tomodify the tanks’ heat signature to resemble that of buses or lorries.
But the unwanted consequence of this could be a subsequentmodification to theAWS
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sensors so that they targeted vehicles with the signature of buses or lorries, leading to
wider devastation. This would be an example of the ‘monkey’s paw’ effect discussed
in military accounts of deception, whereby seemingly effective deceptions result in
unintended harmful side effects.

How could AWS be subject to deception? Once launched, they are dependent
on their sensors and image recognition systems to detect the targets they have been
programmed to attack. These are unlike human sensing systems and can be disrupted
in ways that humans cannot even sense such as by means of high frequency sounds,
bright lights, 2D images or even small dots that are entirely meaningless to us (see
e.g. [45]).

There is growing awareness of the limitations of image recognition systems [46]
and the risks that they could be unintentionally deceived or mistaken. For instance,
problems with the sensors and image recognitions systems of autonomous cars have
resulted in several Tesla crashes. Known objects in unexpected positions, such as
a motorcycle lying on the ground, may not be recognised [47]. Self-driving cars
and their sensors and software are known to have difficulties with rainy and snowy
conditions [48]. In 1983, the sensors on Soviet satellites detected sunlight glinting
on clouds and the connected computer system misclassified the sensor input as the
engines of intercontinental ballistic missiles. It warned Lieutenant Colonel Petrov of
an incoming nuclear attack—an unintentional deception [12].

Existing limitations are likely to be magnified by intentional efforts to mislead
and confuse those sensors and image detection programs. The seemingly sophisti-
cated sensors of AWSmight be able to penetrate camouflage designed to fool human
sensors. But, at the same time, available knowledge about the properties and limita-
tions of the sensors used in computer control and classification could make it easy
to hide from and misdirect AWS in ways that a human would not even notice.

There is a great deal of interest in the development of adversarial images. These
are images that confuse image recognition systems trained using machine learning.
For example, an adversarial image that to a human eye looks like a turtle can be
perturbed by adding visual noise so that it is recognised by an image classification
system as a rifle instead [49]. Adversarial images have been discussed in the context
of autonomous cars—in one example, stickers added to a ‘Stop’ sign led to it being
classified as a 45 mile speed limit sign [50]. There is research into ways of making
classification systems resilient to adversarial images, for instance by training them
to recognise them as adversarial, but it is not clear how successful this would be, and
constant retraining would be needed to respond to new adversarial developments.

Another form of deception that risks AWS being directed to the wrong targets is
‘spoofing’ by sending a powerful false GPS signal from a ground base. This could
cause AWS to mislocate and be guided to crash into buildings. Image classification
systems could also be misled through the use of perfidious markers—such as placing
a red cross on a military vehicle to prevent it from being targeted. In the light of
adversarial images, it might be possible to mark such vehicles in a way that was
picked up by an AWS yet was undetectable by the human eye. Other forms of
perfidy are possible: for instance, if it were known that AWSwould not target funeral
processions, military manoeuvres could be disguised as funeral processions. Or if



44 A. Sharkey and N. Sharkey

they were programmed to avoid targeting children, combatants could walk on their
knees.

Of course, human eyes might also be deceived by such disguises, but AWS are
dependent on their programming, the limitations of the sensors and on the program-
mers having anticipated a deception from the infinite number possible in conflict.
Humans can be susceptible to deception, but they also have an understanding of
human social situations and would be able to interpret a social gathering in the way
that a weapon could not. Also, in the fog of war, there is the possibility that humans
might intuit that something was amiss. When Lieutenant Colonel Stanislov Petrov
was on duty in 1983 at the Russian nuclear detector centre, he decided not to trust
the repeated warnings from the computer about an incoming nuclear attack from the
US. He did not initiate a retaliatory nuclear strike and correctly reported it as a false
alarm [11, 12].

This problem of the lack of human intuition and understanding by AWS, robots,
and computer systems stems from the same technological (or metaphysical) short-
comings as those that result in the inability to adhere to the principles of discrimina-
tion and proportionality. It is another manifestation of the limitations of programmed
or trained algorithms. There is a risk that AWS will be misled by the inputs they
receive, and that they will have already attacked before any human has had the
opportunity to sense that something is not right and that a mistake is about to be
made. The speed at which such weapons are likely to operate (an argument some-
times used in their favour) exacerbates this risk and means that even when humans
see that something is going wrong, they will be powerless to stop them.

Another problem with AWS, mentioned earlier, is the danger of unpredictable
interactions between different algorithms. As explained by Sharkey [11, 35], the
algorithms controlling AWS will be kept secret from the enemy. That means that
it is impossible to know what will happen when two or more top-secret algorithms
from opposing forces meet each other. Apart from the unknown interactions, the
algorithms could be programmed for deceptive strategies such as feinting or sensor
disruption.

Not only are there reasons to fear the unpredictable effects of different algo-
rithms interacting, there is also the problem of unexpected interactions between the
programming of the AWS and unanticipated environmental situations. In software
testing, it is well known that bugs and errors will remain in code. As programmed
entities it is impossible to test AWS for their behaviour in all of the unanticipated
circumstances that can arise in conflict. And it is impossible to ensure that their
behaviour will not be catastrophic in an environment of deceptive strategies.

6 Conclusions

It is clear that a major weakness of autonomous weapons systems is that their sensors
and image processing systems are vulnerable to exploitation for the purposes of
deception. We argue that their application in the field would be subject to large scale
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deception by enemy forces. Not only could the sensors that control themovement and
target selection of AWS be misled through their limitations, their incoming informa-
tion could be deliberately distorted by the enemy to alter attack strategies. Deceptions
of AWS could result in wasted firepower, missed targets, and ‘friendly’ casualties and
mishaps. The high speed at which AWS will operate and their autonomous nature,
would make it difficult, perhaps impossible, for military commanders to prevent
mistaken targeting even if they were to become aware of it. There is already a well-
established set of arguments against AWS. Now add the risks of deception, and
the impact that this would have on civilian populations and infrastructure, and the
urgency is clear for an international legally binding prohibition treaty that compre-
hensively bans the development, production and use of weapons that operate without
meaningful human control.
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Weapons of Mass
Destruction—Conceptual and Ethical
Issues with Regard to terrorism

Jonas Feltes

1 Introduction

The concept of WMD is part of numerous national laws and is the core of one of
the most important treaties of the United Nations [51, 64]. Yet, the definition of
what should be considered a WMD is far from established and subject to contro-
versial debates. Academics, policymakers, and legislators have been introducing
a variety of partly conflicting conceptualizations of WMD into scientific debates,
public discourse, and legislations over the last eight decades. Hence, it is unsurprising
that this concept and its changing definition have been subject to politicization. Espe-
cially in light of the so-called “War Against Terror,” WMD became the synonym of
a worst-case terrorist attack scenario that ought to be prevented by any means [55].
However, terrorism and other asymmetrical conflicts pose serious challenges to the
concept of WMD—serious enough to think about alternatives to this term in case of
counter-terrorism discussions. One particular issue stems from the ethical challenges
that the label WMD generates if used in combination with terrorism.

This chapter presents the history of the termWMDaswell as numerous issueswith
and alternative approaches to the concept of WMD. In this discussion the concept of
CBRN (chemical, biological, radiological, and nuclear) as a prominent interpretation
of WMD is of utmost importance. It will be argued that a static concept that includes
or excludes certain weapon types purely on the basis of their physical impact in an
attack deals with problematic threshold issues and ethical challenges. In this chapter,
I discuss concepts of terrorist weaponry that are focused on a more complex account
of the impact of each weapon type used by terrorists. Specifically, the impact of
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a weapon type will be assessed by means of analyzing its hard (physical) and soft
(psychological, economic, political) damage. Furthermore, the time that is necessary
to create a high impact with the one-off use of the weapon, as well as uncertainties
with regard to the consequences of the use of said weapon, will be part of the impact
assessment.

However, in order to assess the dangers involved in and the severity of specific
weapons in the hand of terrorists, it is not sufficient to focus only on the impact of a
possible attack with this weapon. For example, even without an elaborate analysis,
it is clear that nuclear weapons would easily achieve the highest score in terms of
impact. However, the impact of a certainweapon technology does not saymuch about
the terrorist threat posed by this weapon if this technology is simply not available
to terrorist groups. Hence, a basic assessment of the resources and other restricting
factors that guide the weapon choices of terrorists needs to be part of this chapter
as well. This assessment might show a trend that is diametrically opposed to the
impact of specific weapon technologies. It includes, for example, factors like acces-
sibility, required expertise, operational space needed as well as tactical advantage
and ideological considerations.

With this more complex understanding of the impact of a certain weapon and its
availability to terrorists, the threat that terrorist attacks with improvised unconven-
tional weapons can be analysed and displayed more accurately. This does not only
allow for more efficacious and precise countermeasures, but also reduces ethically
unsustainable behaviour of first responders and the press during a terrorist incident.

2 The (Never-Ending) History of WMD and CBRN

The notion of weapons of mass destruction has its origins in the middle of the
twentieth century. One of the first recorded uses of the term WMD dates back to
1937 when the Archbishop of Canterbury warned against “all the new weapons of
mass destruction” during his Christmas address [13], pp. 6–8. The archbishop never
specified what kind of weapons he referred to in his address. Yet, researchers have
been arguing that the term and the address, in general, was designed as a response
to the bombing campaigns against civilians in Spain and Asia during that year [13],
pp. 6–8. However, as Seth Carus argues, the Archbishop was also actively concerned
with novel weapon systems like chemical warfare and could very well have referred
to chemical or even biological weapons with the term weapons of mass destruction
[13], p. 7.

The first politically relevant and precise notion of WMD was delivered roughly
eight years after the Christmas address of the Archbishop of Canterbury. On 15
November 1945, the political leaders of the United States, Canada, and the United
Kingdom issued a joint declaration calling for the regulation of atomic energy. In this
declaration, the authors called amongst others “[f]or the elimination from national
armaments of atomic weapons and of all other major weapons adaptable to mass
destruction” (opp. cit. Carus [13], p. 8). An even more precise notion of WMD was
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defined only three years later by the United Nations Commission on Conventional
Arms Control (CCA). The CCA issued an official definition of WMD and character-
ized this concept as chemical, biological, radiological, and nuclear (CBRN)weapons.
Furthermore, the CCA opened up this definition towards potential, novel weapon
systems “which have characteristics comparable in destructive effect to those of the
atomic bomb or other weapons mentioned above” (opp. cit. Carus [13], pp. 9–10).

Another important part of the history of WMD and CBRN is the strategic use
of the term WMD for political ends. As Michelle Bentley shows in a convincing
argument, WMD has been defined and interpreted in different ways by different
political actors in order to further political agendas (See Bentley [8, 9]). For example,
the U.S. government and specifically the Department of Defense (DOD) appeared to
favor a definition of WMD that exclusively refers to CBRN devices that are capable
of mass destruction. Note that this definition would potentially exclude low-yield
nuclear devices. As Bentley argues and Carus suggests, this slightly different—and
ambiguous—definition had political advantages for the USA [8], pp. 392–393, [13],
p. 31. Amongst others, it would enable the U.S. military to deploy low-yield nuclear
weapons in space or the deep sea, although the UN Space Treaty and the Sea Bed
Treaty prohibited the deployment of WMDs in space or the deep sea. Because of
these changing definitions of WMD that admittedly only differed in nuances from
the CBRN-based understanding of WMD, Bentley argues that WMD should be
understood as a non-essentialist term rather than as a static definition. Furthermore,
Carus managed to identify six different understandings of WMD in national and
international discourses, of which most are based on (some) CBRN technologies
[13], p. 36. The most controversial interpretations of WMD in this list (such as
weapons of mass effect) will be discussed below.

3 Abandoning WMD Altogether?

Researchers have identified several different problems with the concept of WMD
that range from conceptual issues to implementation issues in intelligence and
law enforcement practice. In particular, Christian Enemark has been stressing the
problems of the term “WMD”. In a pivotal article for this discussion, Enemark
states:

“The WMD label exaggerates the destructiveness of chemical weapons, misrepresents the
problem of biological weapons, and diverts attention from the overriding importance of
dealing with nuclear weapons” [25], p. 382.

This heterogeneity ofweapon types summarized under the umbrella termofWMD
certainly poses challenges to the concept of WMD. These challenges are even more
pressing when dealing with improvised CBRN weaponry. As past incidents of use
of chemical agents showed, attacks using chemical or even radiological weapons do
not inflict mass casualties comparable to those casualty numbers expected for the
deployment of, for example, a nuclear weapon or a weaponized biological agent (For
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cases seeDanzig et al. [18]; TheTimes of Israel [63]). In fact, researchers have argued
that, for example, improvised radiological weapons do not produce more physical
impact than IEDs or other conventional weapons [36], p. 73.

Moreover, even each of the four major weapon types summarized under the term
WMD seems too broad to account for terrorist weapon technologies. For example,
the use of salmonella bacteria to terrorize innocent people would certainly count as
improvised biological warfare but does not create the devastating consequences that
a weaponized Marburg virus may be capable of. The salmonella campaign of the
Rajneesh cult in 1984 is a case in point here [24], p. 59. Thus, it seems inaccurate to
refer to all CBRNweapons as “weapons of mass destruction”. The extent of destruc-
tiveness between these four categories, but also within each of these categories, is
too diverse to group all of these weapons under the term WMD.

However, contrary to Enemark’s position, one could think of at least three different
arguments against the radical abandonment of WMD: First of all, it is simply impos-
sible (and undesirable) to remove the concept of WMD from international law and
diplomacy. Seth Carus shows in a detailed analysis that the term of weapons of mass
destruction is an essential concept in many of the most relevant international treaties
including the Chemical Weapons Convention (CWC), Biological Weapons Conven-
tion (BWC), the Nuclear Non-proliferation Treaty, the Strategic Arms Reduction
Treaty (START), the Space Treaty, and the Seabed Treaty [13], pp. 6–34. Aban-
doning the term WMD would mean to, potentially, having to jeopardize or even
renegotiate these treaties.1 Secondly, Bentley points out in a well-crafted argument
that the termWMD is a non-essentialist concept that is being re-defined and used by
political actors in order to further political agendas. This active role of WMD as a
strategic tool in politics makes it almost impossible to abandon it from policymaking
(See Bentley [8]). Lastly, it should be noted that military-grade biological, chemical,
and nuclear weapons that are stockpiled and deployed by nation-states have common
characteristics that could make the WMD concept useful for military strategists: For
example, all three weapon categories require decontamination and extensive protec-
tive gear and all three weapon categories include strictly anti-personnel capabilities
that outperform the blast radius of conventional weapons.

Yet despite the arguments in favor of keeping WMD as a concept in general, one
still has to account for Enemark’s criticism of diversity of impact within this concept.
One possible solutionwould be to adopt the strongest definition ofWMDas presented
in Carus’s article that only classifies those CBRNweapons as WMD that are, in fact,
mass destructive [13], p. 36. Obviously, this classification almost immediately poses
a threshold level problem: what should be consideredmass destruction in this regard?
One way of arguing would be to favor a potential mass destructiveness of certain
CBRN weapons: while a nuclear warhead, the Novichock virus or a weaponized
Marburg virus could potentially kill thousands of people in a one-off use, Salmonella

1 Enemark argues against this by stating that WMD is a redundant term in international treaties
that could be simply replaced by chemical, biological, or nuclear weapons. However, as Bentley
has shown, the term WMD is more than a summarizing term of NBC, but a political tool. Because
of this historically grown relevance of the term, it might, in fact, not be as easy to replace it in
international treaties as Enemark suggests (See [8, 25, 26].
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bacteria or a dirty bomb are not capable of doing so. Obviously, this interpretation of
WMDis not flawless as it allows certain strategic and politicallymotivated exclusions
or inclusions to the WMD category, as seen above. However, in light of Enemark’s
strong case against the concept on the one hand and good reasons to keep WMD
on the other, the definition of WMD as military-grade CBRN weapons that have
been in national military arsenals at some point and that are actually capable of mass
destruction seems to be the least problematic choice and will be used in the next
section of this chapter.

4 WMD and Terrorism

It is important to note that, despite massive amounts of WMD-related research and
threat assessments in terrorism studies,2 WMDs (defined as military-grade CBRN
weapons with mass destructive effects) are almost absent in the arsenal of the most
relevant terrorist groups. Yet, not only WMDs, but even the use of the much broader
weapon group of CBRN weapons in general (mass destructive or not) seems to be
the exceptional more than the rule in terrorism. According to the Global Terrorism
Database (GTD), the most comprehensive collection of terrorist incidents, only
0.233% of all recorded terrorist attacks were committed with CBRN weapon tech-
nologies. The majority of these cases were targeted poisonings and the use of CS
or tear gas [60]. Based on an empirical assessment of terrorist attacks against the
United States of America, the authors of another study note that “[b]etween 1970
and 2010, there were 751 terror attacks using conventional explosives and only 85
attacks using CBRN weapons” [24], p. 58. Moreover, the authors of this study have
included very low-impact CBRN incidents such as attempted poisonings.

Furthermore, the concept ofWMD, as defined above, does not encompass all mass
destructive terrorist events or all terrorist weapons of mass destruction. Indeed, many
of the past terrorist attacks that produced exceptionally large amounts of fatalities
were executed with weapons that would not qualify as WMD as defined above. The
attack on September 11, 2001, in New York City is just one (prominent) example
of such weapons (See discussion in Bentley [8], p. 397). Furthermore, it has been
shown in different studies that the most deadly terrorist attacks have been committed
with conventional weapons such as IEDs or firearms. For instance, the authors of the
recent studies on WMD terrorism in the USA that was mentioned above note in this
regard:

In addition to their higher attack frequency, conventional attacks using explosives cause
higher damage, on average (…) Since 1970, 216 people have died from terrorist bombings
in the USA while seven individuals have died from CBRN attacks. On average, 0.28 people
die per bombing campaign, while 0.08 people die per CBRN attack [24], p. 59.

In addition to this observation, a quantitative data analysis of the incidents listed
in the GTD calculated both the total numbers of fatalities as well as the fatalities per

2 A brief selection of published research includes [2–5, 8–10, 13, 14, 25, 26, 36, 37, 39, 45, 53, 54].
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attack for different weapon types used by terrorist groups (See LaFree et al. [46]).
Based on this calculation, vehicle-based attacks seem to be the deadliest terrorist
weapons, followed bymeleeweapons and firearms.According to this study, chemical
weapons come in fourth and are the deadliest weapons that are commonly considered
WMDs—with a total fatality number of 629. In comparison, explosive devices have
a slightly lower rate of fatalities per attack but are responsible for a total amount of
99,379 deaths [46], p. 139.

Because of the absence of WMDs in terrorist incidents, one could argue that this
weapon category should not have priority and should not be discussed to such an
extent in terrorism research. However, next to the low probability that a terrorist
group, in fact, gets their hands on a WMD, law enforcement and security agencies
have been using the term WMD with regard to terrorism to stress the danger of
certain non-CBRN weapons with particularly high impact. In these instances, the
notion of mass destruction has arguably lowered threshold levels when referring to
crimes or terrorism in comparison to the above-formulated definition of WMDs as
military-grade CBRN weapons. Even a death toll in the lower hundreds caused by
an improvised device could count as a WMD event in the eyes of practitioners and
policymakers:

In the USA, this approach to redefine WMD for terrorism was even turned into
national legislation. In the aftermath of the Oklahoma City bombing in 1998, the
perpetrator of the attack, Timothy McVeigh, was sentenced to death in accordance
with a by then only one-year-old reform of the US criminal code (For discussion, see
Madeira [49]). According to these changes, the use of a WMD can be punished with
the death sentence andWMD in this regard does not only refer to CBRN devices, but
also to other “destructive devices include[ing] bombs, grenades, mines, or any gun
with a barrel larger than one-half inch” (opp. cit. Carus [13], p. 29). In this reform, the
termWMDdoes not only refer toCBRNweapons, but could better be characterized as
CBRNE (chemical, biological, radiological, nuclear, and explosive). Next to Timothy
McVeigh, also the shoe bomber RichardReid aswell as the perpetrators of the Boston
Marathon bombing were prosecuted for usingWMDs—despite the fact that all these
attacks involved conventional IEDs.

The interpretation of WMDs as CBRNE is one of the most prominent proposals
to cope with the challenges of the concept of WMD with regard to terrorism. Next
to practical and legislative advantages, the interpretation of WMD as CBRNE in
terrorist incidents also appears to be a solution to the problem that the above-defined
interpretation ofWMDasmilitary-gradeCBRNmaybe both too narrowand factually
irrelevant to account for most mass-casualty terrorist attacks. By adding explosive
weapons, that were used in 52.65% of all terrorist attacks listed in the GTD [60],
the concept of WMD rapidly becomes a synonym for the most worrisome and most
destructive weapons in terrorism—as the term traditionally promised.

Despite these obvious advantages, the treatment ofWMDas CBRNE extrapolates
some of the problems Enemark is raising in his article. For example, the problem
that WMD includes too diverse weapon types that cannot be summarized in a single
category becomes even more severe with regard to the CBRNE interpretation. The
addition of explosive weapons to the definition of weapons of mass destruction
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would further broaden the concept and would, for example, refer to the nuclear
bomb and to small IEDs that contain little more than pyrotechnical substances alike.
Furthermore, if one would interpret explosive weapons as not only referring to IEDs
but also to RPGs, mortars, grenades, and small artillery, then the category of WMD
would include almost all known weapon types with the exception of small firearms
and melee weapons. This interpretation of WMD seems to be too broad to be an
efficacious category for both symmetrical and asymmetrical conflicts. Efficacious in
this regard does not only mean that the CBRNE interpretation of WMD seems too
diverse from a theoretical perspective.

It also poses serious challenges for the practitioners and institutions that work
with this definition. First of all, the CBRNE definition fundamentally conflicts with
the definition of WMD used in international law and numerous UN regulations
and treaties. Furthermore, since the label CBRNE presents itself as a single cate-
gory of (advanced) weaponry, law enforcement, and intelligence practitioners could
be tempted to allocate a special branch of their work to this category. However,
since the weapons summarized under this label are highly diverse, some of them
need completely different resources and analysis than others. For example, counter-
measures against nuclear terrorism ought to focus on global non-proliferation
efforts and state-funded terrorism, while IED counter-measures are (amongst others)
focused on restricting access to certain household chemicals. The CBRNE label
could be falsely suggesting that the threats evolving out of these different weapon
types should be treated within the same department or group of analysts.

Moreover, and relevantly for this chapter, the interpretation of WMD as CBRNE
with regard to terrorism poses some serious ethical issues that can be portrayed with
the help of two examples.

On June 12, 2018, German security forces stormed an apartment in Cologne and
arrested the Tunisian Salafist Sief AllahH. on the basis of intelligence that he planned
a terrorist attack. During the raid of his apartment, Special Forces were called in and
found over 3000 castor beans that contain the organic toxin ricin. According to the
German police report of this incident, Sief Allah H. had already begun to grind
the seeds and had apparently attempted to combine the ricin powder with an IED
(improvised explosive device) to disperse the toxin in a populated area in Cologne
[56, 59, 61].

In the aftermath of this plot, Sief H’s plan to construct a ricin-based IED was
portrayed as a singular and exceptional case of terrorism that had the potential to
kill or wound tens of thousands of persons. H’s device was repeatedly called the first
“bio bomb” in the history of terrorism in Germany [19]. This characterization of the
incident that the German news media called the “Cologne Ricin Plot” fits all too well
into the above decided interpretation of all CBRNE weapons as WMDs.

This portrayal of the ricin plot as WMD plot was visible in the journalistic
reporting on the incident. In many journalistic analyses of the plot, authors described
ricin as a biological weapon agent and referred to the Chemical Weapons Conven-
tion (CWC) and in the BiologicalWeapons Convention (BWC) of the UnitedNations
(UN) [51, 64, 67]. This interpretation of the plot as a WMD event significantly influ-
enced the style of reporting in the German news media. After the arrest of Sief
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Allah H., the German daily newspaper Rheinische Post published an article about
the details of H’s plot. In the title of this article, the author claimed that the amount of
ricin that H. produced had the potential to kill up to 13,500 persons [56]. Although
German counter-terrorism forces managed to arrest H. before he could commit the
attack, the journalist reporting on the incident and the hypothetical scenarios that
were formulated in the headline of the article, arguably, evoked a substantial amount
of anxiety among the German public. Furthermore, one could argue that this style of
reporting contributed to an erosion of public trust in the German security apparatus.
The mere prospect of an attack with up to 13,500 fatalities was more than enough to
spread fear and distrust in German society.

In the text of the article in Rheinische Post, the author explains that the estimate
of 13,500 potential fatalities on the basis of the ricin in Sief H.’s apartment was given
by a German security official. However, the author admits in a short sentence that the
same official also stated that the number of 13,500 was a mathematical calculation
on the basis of the LD50 value3 of ricin [56]. Yet, the LD50 value exclusively displays
the lethality of a perfectly purified substance under ideal laboratory conditions. Later
on in the article, the author, in effect, admits that this was an exaggeration when he
stated that the interviewed security official estimated the lethality of H.’s actual ricin
device to be in the low hundreds.While this death toll would still be horrific, it would
not be the almost apocalyptic number of 13,500 fatalities after a single attack, as was
propagated in the title of the article.

The security official that was interviewed for the article gave a differentiated
estimate of the possible consequences of an actual attack with H.’s device. Yet,
apparently, this estimate was not in line with the picture of a planned WMD attack
that the journalist wanted to communicate with the article. Hence, he chose to use
the estimate that was based on the LD50 value of ricin as the headline of the article.
However, with this headline, the article clearly provided H. with the means to greatly
increase fear among the German public. This fear was in large parts generated by
the WMD label that was pinned to the Cologne Ricin Plot.

The ethical issues that arises here stem from the coverage of the plot as one of
WMD: In presenting H’s plot as one of WMD with the potential to cause 13,500
fatalities, the press coverage likely spread significant fear through the relevant popu-
lation. The issue here is that, unknowingly, the press coverage may cause caused
‘soft damage’, where a particular attack has population level psychological impact
by means of causing widespread fear in society, a point returned to below. The issue
here is that presenting the Ricin plot as one of WMD in fact aided the social impacts
that H might have been seeking. Thus we have an ethical issue about responsibility
for soft damages, and how we ought to assign that responsibility to actors other than
the terrorist themselves.

Another example of these ethical challenges is the 2006 Forest Gate Raid, which
was based on intelligence provided by the British intelligence agency MI5 that a

3 The LD50 value refers to the lethal dose of a substance and describes how many µg (or mg) per
kg body weight of the substance is necessary to kill 50 percent of the exposed population under
laboratory conditions.
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radiological or chemical device was stored for an attack in two apartments in a
neighbourhood of London [11]. However, during the raid this piece of intelligence
turned out to be false. In fact, the two residents of the raided apartment did not
have any ties to terrorism. Yet, not knowing about this false intelligence, the police
arrested the residents of the apartment and one of the officers shot a resident in the
chest (Independent Police Complaints Commission 2006).

Here, the anticipated, devastating consequences of a ready-to-use WMD coupled
with the full-body protective gear that influenced the officer’s sensory apparatus and
further heightened the stress associated with the threat caused the officer to shoot
the resident. As a response to this, the British prime minister Tony Blair commented
on the raid as follows: “You can only imagine if they [police officers] fail to take
action and something terrible happened what outcry would be then, so they are in an
impossible situation” [6]. This raid was an “impossible situation” for the operatives
(and the residents) since the time pressure and the stress of an already assembled
WMDwith its anticipated consequences forced quick response and caused mistakes
and overreaction.

This has ethical relevance, as counting all CBRNEweapons asWMDs in a terrorist
attack can falsely extrapolate the gravity of the situation that police officers on site
might be confronted with. In case of the Forest Gate Raid, the police officers entered
the apartment with the expectation to be forced to prevent an attack of tremen-
dous destructive potential at all costs. The (implicit) labelling of all radiological or
chemical devices as WMDs caused the police officers to act disproportionately.

Here the ethical implications are twofold: first, using a coarse and broad definition
of WMDmeans that the security officials themselves perceive a particular operation
as posing significant risk to them. This places unjustified stress and pressure on
those security officials, which leads to the second ethical issue—in engaging with
a potential target as not simply a terrorist, but one with potential WMDs, it is more
than likely that the counter-terrorism response will be disproportionate to the actual
objective threat that they are facing. Proportionality is a fundamental ethical principle
for security actors, and so we need to be very careful with the use of terminology like
WMD that might both induce and potentially be seen to justify a disproportionate
response to the actual threat being faced.

Both of the above-described examples show that CBRNE definition of WMD
poses serious ethical challenges in practice and is still focused on physical impact as
a defining criterion. However, as will be shown below, the impact of a weapon in the
hands of terrorists should not only be characterized by focusing on its capability to
produce mass physical destruction. Several authors pointed out that the impact of a
terrorist weapon consists ofmultiple different categories including, but not limited to,
physical destructiveness (See e.g. Bunker [12], Dunn et al. [23]). Selected approaches
to give alternative concepts to classify especially impactful terrorist weapons will be
discussed in the following section.
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5 Alternative Concepts for Terrorist Weapons of Mass
Destruction

The issues associated with mass casualty terrorist events and the definition of
WMD caused several researchers, practitioners, and policymakers to rethink the
conceptualization of terrorist weaponry.

One possible solution to the problem of defining WMD was proposed by Robert
J. Bunker, who presented his concept of Weapons of Mass Disruption (WMD2) in a
publication in 2000 (See Bunker [12]). In his article, Bunker points out that certain
novel weapon types (including CBRN weapons like non-lethal viruses) cannot be
classified as causing mass destruction. Bunker argues that these weapons target rela-
tionships and bonds on a massive scale (mass effect) in society rather than physical
objects and persons [12], pp. 41–43. Therefore, these weapons might have an enor-
mously disruptive effect despite not inflicting mass casualties or large-scale physical
destruction. Clearly, Bunker’s novel concept of WMD2 could be used to solve the
problem that someWMDs such as radiological dispersal devices (RDDs) do not seem
to bemass destructive, but rathermassdisruptive in societies.However, in solving this
problem, Bunker creates yet another category of weapons that is arguably as vague
as WMD. The concept of WMD2 does not seem to have clear borders and threshold
values with regard to effect size and extent of disruption. Thus, Bunker’s solution
to the problems of WMD creates even more problems with regard to vagueness and
fuzzy borders between weapon categories. Furthermore, many of Bunker’s exam-
ples of WMD2 weapons (i.e., radio frequency weapons, genetic alteration weapons,
liquid metal embrittlement) seem even more detached from the reality of terrorist
weapon choices than the traditional WMD weapon category.

Perhaps the most promising candidate concept in relation to mitigating the prob-
lems of WMD with regard to terrorism is the concept of Weapons of Mass Effect
(WME). Initially proposed byWilliamYengst in 2008, the concept ofWME is aimed
at accounting for all those (terrorist) weapons that cannot be considered strictly mass
destructive in the traditional sense, but that create a mass effect (See Yengst in Dunn
et al. [23]). Yengst defines mass effect as an interplay of seven different criteria
(Fig. 1):

According to Yengst, these criteria can be used as a rating system for terrorist
weapons: only if a particular weapon reaches a certain score with each of these
criteria and surpasses a certain threshold (in Yengst’s analysis 41 points), then one
could reasonably call this weapon aweapon ofmass effect. Examples of theseWMEs
in Yengst’s analysis are explosive attacks against critical infrastructure, the use of
kinetic energy against office buildings (e.g., with an aircraft) or the contamination
of drinking water supplies. With his approach to a dynamic rating system, Yengst
effectively circumvented the demarcation problems resulting from static concepts
such as WMD. Thereby, he solves problems such as the lacking identification of
mass destruction and the high diversity of weapon types within the concept ofWMD.

However, Yengst’s proposal of WME does not abolish or replace the concept
of WMD but rather offers an additional category of terrorist weapons for all those
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a. Fatalities and Casualties 

b. Size of Area Devastated 

c. Critical Infrastructure Facilities Destroyed 

d. Extent of Economic Losses 

e. Duration of Functional Downtime 

f. Degree of Terrorism (Visible Damage, Shock, and Awe) 

g. Satisfaction of Terrorist Operational Capabilities 

Fig. 1 Yengst’s criteria for mass effect [23], pp. [2–5] 4–5

unconventional weapon types that are not regarded WMDs in the traditional sense.
While the dynamic nature of Yengst’s approach does not run into the same problems
as Bunker’s WMD2 proposal, it does not explicitly solve the problems with the
concept of WMDs, since only a few of Yengst’s WME examples challenge the
concept of WMD. Furthermore, Yengst’s concept of WME allows for a large degree
of subjectivity concerning the presumed effect of a weapon or an attack. For example,
a workshop report from 2010 that used Yengst’s concept portrayed the 9/11 attacks,
the Popular Front for the Liberation of Palestine aircraft hijackings in the 1970s
as well as the attempted assassination of Margaret Thatcher with an IED as WME
attacks.

To sum up, while Yengst’s approach to introduce a rating system to measure the
effect (or impact) of terrorist weapons appears to be a suitable candidate to resolve
a number of the problems with the concept of WMD in relation to terrorism, his
introduction of the staticWMEconcept for high-scoringweapons re-introduces some
of these problems. By including or excluding certain weapon types to this concept
according to varying criteria, researchers that use WME are yet again facing the
problems that have been discussed above with regard to WMD. Hence, and based
on Yengst’s proposal, the following section will propose to expand Yengst’s idea
of a rating system to measure the impact of terrorist weapons. However, contrary
to Yengst’s approach, this new proposal does not introduce yet another concept of
high-impact weapons but rather treats each and every (potential) terrorist weapon
individually and based on its score in the rating system.
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6 The Terrorist Weapon Rating System

As seen in the last section, some researchers and practitioners have made attempts
to overcome the problems arising from the traditional interpretations of WMD and
CBRN. However, it also has been shown that these attempts either run into new
problems or fail to resolve the original problems. However, the score-based approach
of WME that was introduced by Yengst seemed to be the most promising attempt to
cope with the problems that the term “WMD” poses with regard to terrorism. Hence,
elements of Yengst’s methodology will form the basis for my own proposal. In the
following section, a dynamic rating system to identify the most dangerous terrorist
weapons will be introduced.

Obviously, the term “dangerous” in this context is vague and unhelpful, at least
at first glance. However, on my account dangerous will be cashed in terms of the
broader concept of risk. Thus, a dangerous terrorist weapon is a weapon that poses
the greatest risk to society. As several researchers already pointed out, risk is a two-
dimensional term that refers both to the harmful impact as well as the probability
of that impact (See e.g. Forest [29]). Thus, in the cases of terrorist weapons the
risk would be calculated by recourse to, firstly, the factors restricting the terrorist’s
decision to use a weapon and, secondly, the possible impact (or effect) that this
weapon would have if used by terrorists. As already seen above, Yengst’s criteria
for defining WMEs are primarily aimed at one dimension of the risk that a terrorist
weapon poses, namely the impact (or effect) of the weapon. However, to properly
analyze this risk, both dimensions, impact and probability, are needed. Hence, the
rating system in this section will not only include some of the criteria Yengst uses to
assess the impact of a certain weapon but will also identify factors on the probability
axis—in particular, factors that restrict the weapon choices of terrorists.

Assessing the likelihood with which a weapon might be used by terrorists is a
highly complex endeavor. Terrorist groups and lone operators are agents with a wide
variety of motives (both rational and irrational) who are also interested in disguising
their decision-making and in deceiving researchers and investigators. Thus, a quan-
titative and standardized estimation of the probabilities of the use of certain weapons
by terrorists is, in general, challenging. However, researchers like Gary Ackerman,
AdamDolnik, Brian Jackson, and others have identified and discussed several criteria
that might influence the decision making of a terrorist group to use a specific weapon
for an attack [1, 17, 21, 41]. Based on these criteria, it might be possible to give an
indication as to how likely it is that a terrorist group might be successful in acquiring
and using a certain weapon for an attack.

First of all, however, it is necessary to further refine the criteria to be used in
assessing the impact or effect of a certain weapon in the hands of terrorists. One can,
at least, identify four major criteria that contribute to the impact of a certain weapon:
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(a) Hard damage

First of all, the most visible impact that a weapon can produce is physical damage.
This damage includes destruction of, and physical damage to, buildings or other struc-
tures as well as the physical harming or killing of persons and animals. However,
while damage to buildings and persons can be easily characterized as physical
damage, that might not be as easy with other forms of damage, such as the damage
created by a cyber-attack. Since no kinetic force is used to conduct these attacks, but
rather digital means such as software, it might be difficult to call the damage inflicted
by a cyber-attack hard damage.4 However, I argue that, depending on the chain of
consequences caused by a cyber-attack, one should characterize its damage as hard
damage even if the direct damage caused by the attack might not be physical. This
argument holds especially for those cyber-attacks directed at critical infrastructure.
In most of these cases, the software is not the weapon itself but rather the means
to turn the critical infrastructure into some sort of second-degree weapon that, via
being destroyed or damaged, does physical harm to persons or damage to buildings.

In addition to physical harm or damage resulting from an attack, international
organizations such as the ICRC stress that other specific harms that are not of a
physical nature can have devastating destructive effects on civilian life as well. With
regard to these harms, the ICRC counts (amongst others) (1) mental harm as well as
(2) economic loss and displacement, as potentially having such a destructive effect
[38], pp. 35–37 and 41–43.

(1) Mental harm as one possible source of damage in the aftermath of an attack is,
according to the ICRC, implicitly mentioned in international humanitarian law
since it forbids “(…) acts or threats of violence the primary purpose of which
is to spread terror among the civilian population” (opp. cit. [38], p. 33). In this
quote, “terror” refers to severemental harm in the form of horror, psychological
trauma, and post-traumatic stress.

Two important examples of such psychological reactions to terrorist attacks are
anxiety andmoral outrage. A terrorist attack with an advanced weapon technology or
CBRN device has the potential to inflict widespread anxiety in society [2], p. 24; [3,
33, 52]. For example, public fear of possible contamination caused by improvised
radiological or chemical weapons would be instances in which weapons inflict a
massive degree of anxiety [44, 52, 66].

Moral outrage can be understood as the anger and horror at the severe violation
of a moral standard [7], p. 155. Hence, the complex emotion of moral outrage does
not only include anxiety and horror, but primary anger and disgust that can manifest
in demonstrations, public condemnations of attacks or calls for justice on a collec-
tive level [43]. Arguably, those attacks performed with unconventional and globally
ostracized weapons (such as chemical or biological agents) have the potential to
cause a larger degree of moral outrage than, for example, an attack with a knife or
gun.

4 See Adam Henschke’s chapter in this book on cyberterrorism and the internet of things for more
on this discussion.
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While a certain degree of anxiety and moral outrage seems, at first glance, a
proportionate reaction to an attack, and is in many cases only a temporary condition
with minor influence on the impact of an attack, both anxiety and moral outrage
can, depending on the nature of the attack, result in political militancy or in calls
for (disproportionate) retaliation [33, 34, 58]. One effect of this could be the erosion
of trust in security institutions. For example, a successful attack with an impactful
weapon might harm the reputation of intelligence institutions, law enforcement, and
the military since it may result in the public ceasing to trust them and their ability to
keep society safe [50], p. 214; [65], p. 11.5

(2) Economic loss and (at least temporary) displacement could add to the impact of
a terrorist attack. Particularly, those attacks that involve weapon technologies
capable of causing contamination of a certain area potentially cause significant
economic damage [48] by means of rendering a certain area (e.g., a business
or shopping buildings or streets) unusable for a long period of time. It is note-
worthy that not only a de facto-contamination of a certain area would cause
economic damage, but also the public fear of contamination in the aftermath
of, for example, a radiological attack that was, in fact, not capable of causing
any health-damaging contamination (See Khripunov [44]).

(c) Length of the attack

Not only the damage caused by an attack with a certain weapon but also the attack
itself can tell a lot about the impact of said weapon. One important factor is the
length of the attack in terms of the duration of use of this weapon during an attack.
For example, a knife is a weapon that demands multiple uses over a long duration to
create significant physical damage (i.e., to harm many people). In contrast, an IED is
able to create large scale damage in a one-off use. Other than in case of a knife attack,
security forces responding to an IED attack do not have any chance to interrupt or
stop the attack as it happens. Hence, a weapon that creates significant damage in a
very short time can be characterized as especially impactful.

(d) Uncertainty of consequences

Contrary to Yengst’s approach, it may be very hard (if not impossible) to properly
anticipate the damage a certain weapon will do in terms of physical, economic, and
psychological damage. However, arguably the impact of a certain weapon should be
considered especially high if one is unable to anticipate the consequences resulting
from theuse of it. This uncertainty associatedwith a particularweapon extrapolates its
psychological damage bymeans of spreading large-scale fear in public. For example,
the severity of the consequences from the use of pathogens as terrorist weapons is
a matter of controversy among experts, yet the public believes the effects of biolog-
ical weapons to be catastrophic [42, 52], pp. 6–7, [62]. The town of Salisbury was

5 Please note that several empirical studies found that the aftermath of a terrorist attack can also
have the potential to temporarily increase trust in the Government and in other members of society
in general. This effect is known as the rally effect. However, recent studies showed that this effect
is only a short term effect in the immediate aftermath of an attack [20, 32, 65].
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extensively contaminated with the most deadly chemical agent ever produced (Novi-
chock), yet only three people were wounded as a result of this attack [27]. However,
the uncertainty concerning the effects of terrorists using biological weapons makes
these weapons especially effective in terms of causing psychological and other forms
of soft damage. With regard to counter-measures against these weapons, security
agencies often refer to the precautionary principle as a guiding approach (General
discussion concerning this principle in Grunwald [35], Roeser et al. [57]).

However, the uncertainty attached to these weapons is a problem not only for the
counter-terrorism authorities but also for the individual who uses them. First of all,
as is the case for the authorities, the perpetrator faces a high degree of uncertainty
with regard to the extent of the impact a certain, advanced weapon would have. For
example, the release of a fatal virus in a shopping center might have a tremendous
impact, yet the fragile nature of viruses as well as environmental conditions and
other factors might diminish said impact dramatically. Secondly, the perpetrator of
such an attack faces uncertainty with regard to her own security when using certain
weapon types. For example, in the example above the perpetrator might very well
fall victim to her own weapon during the attack against the shopping mall. This
dual uncertainty makes it almost impossible to use said weapons in a controlled
and discriminate manner. This uncontrollability makes these weapons even more
dangerous and, hence, increases their potential impact.

So far, these four criteria only give information about what could happen if terror-
istswould acquire and use a certainweapon technology.However, to properly analyze
the risk certain weapon types are posing, it is also necessary to consider the factors
that increase or decrease the probability that terrorists might acquire and use a certain
weapon. In addition to the criterion of high impact of a weapon, researchers have
shown that terrorists might also consider the following criteria in choosing their
weapons:

(a) Availability

The probability that a certain weapon will be used by terrorists can be seen as high
if the materials that are necessary to assemble said weapon are openly available or
can be acquired with little restrictions. Furthermore, the financial means that are
necessary to acquire and assemble a particular weapon are part of the decision-
making process of a terrorist group in their choice of weapons. The more affordable
a weapon is, the more likely it will be acquired by small cells and lone operators
[1], pp. 14, 76–82, 90, Fig. 4.1; [17], Table 2.1; [16], pp. 48–57, [21], p. 19, [31],
pp. 1–13, [30], pp. 269–282, [40], pp. 198–201.

(b) Required expertise

Expertise plays a crucial role in the acquisition and use ofweapons by terrorists. Some
weapon types require extensive and specialized expertise to be used successfully,
while others do not require deep knowledge of any kind. Here, the pre-existing
expertise as well as the knowledge resources (i.e., personnel, network, safe spaces
for testing) of a terrorist group deeply influence what kind of weapon will be chosen
for an attack [1], pp. 14, 83, 87–88, [17], Table 2.1, [31], pp. 1–13, [30], pp. 269–282.



64 J. Feltes

(c) Operational space needed

One particularly important factor determining the expertise that is needed to success-
fully use a certain weapon is the sophistication of the delivery system for such a
weapon6. Aweapon with a specialized, complex delivery systemmight create a large
impact, but might require a large amount of resources and considerable specialized
expertise. Some weapon technologies need extensive space and specialized facilities
if they are to be used in an attack. For example, the construction of an improvised
nuclear device (IND) requires, at least, a laboratory with specialized equipment
and facilities to store raw materials, precursors, and other materials. In a similar
fashion, the handling of pathogens such as Yersinia pestis (the bacteria that causes
the plague) demands laboratory conditions with suitable safety standards to avoid
accidental infection. Yet, a simple IED might be manufactured in an apartment in an
urban area without risking detection.

The operational space that is needed to manufacture a certain weapon type influ-
ences the weapon choices of terrorists in, at least, two ways: first of all, a large
operational space such as an industrial complex, a laboratory or a remote facility
requires very considerable financial resources. Secondly, a large operational space
increases the risk of detection by security agencies. Potential terrorists would have
to sign documents and create cover stories in order to get access to a laboratory
facility. These procedures make them and their plot vulnerable to being exposed and
interrupted [4, 12, 16, 23, 28, 47].

(d) Tactical, strategical, and ideological advantage

Last but not least, the use of a particular weapon has to have a clear tactical, strategic
or ideological advantage over other weapons. Some terrorist groups have a strategy
of toppling a regime by targeting specific persons and institutions, while others prefer
to spread fear with mass-casualty attacks. Hence, the strategy and, consequently, the
preferred tactics of a group determine the weapon choice of a terrorist group as well
[1], pp. 13, 72, 99, [17], Table 2.1, [21], pp. 13–21, [41], p. 15.

However, not only tactics and strategy but also the underlining ideology of the
group plays a crucial role here [1], pp. 12, 73, 83, [17], p. 44, [21], p. 70f, [22].
For example, a Marxist-Leninist terrorist group that mainly targets political figure-
heads might not be as interested in indiscriminate biological agents as an apocalyptic
religious group that attempts to kill all “infidels”.

It is important to note that all of these weapon choice criteria cannot be under-
stood as general rules for terrorist decision-making. Rather, they should be seen
as indicators for weapon choices that are highly dependent on specific ideologies,
organizational structures and capabilities of terrorist groups [1, 17, 21, 41, 45]. For
example, the weapon choice pattern of so-called Islamic State of Iraq and the Levant
inspired lone operators in Western Europe might be completely different from the
weapon choice pattern of the Revolutionary Armed Forces of Colombia (FARC) in
Colombia. Hence, to accurately assess the risk that a particular weapon poses, one

6 The author expresses his gratitude to Michael L. Gross for raising this point [15].
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has to specify this risk by means of attaching it to a certain terrorist branch (e.g.,
Islamist cells or right-wing lone operators) and a region (e.g., Western Europe).

Furthermore, the assessment of the impact that a certain weapon might have
cannot necessarily be generalized. To properly assess the impact of a weapon, it
is important not only to avoid general weapon categorizations, such as CBRN or
CBRNE, one should also avoid generalizations of weapon types such as “chemical
weapon” or “explosive”. Rather, one should attempt to focus on the nature and
amounts of ingredients that a particular weapon consists of to arrive at a specific
scenario that can be coupled with the specified weapon choice patterns of a particular
group in a particular region. For example, one could assess the impact of a medium-
sized improvised chemical device consisting of phosphine and estimate whether the
choice patterns of a small terrorist cell in a Western democracy would be in favor of
this weapon.

7 Conclusion

This chapter has shown that the categorization ofweapon technologies using concepts
like WMD runs into severe problems when applied to the phenomenon of terrorism.
Hence, it was proposed to abolish the static approach that lists weapon categories
with regard to the terrorist threat and, instead, to introduce a dynamic rating system to
assess the risk that specific weapons pose in the hands of particular terrorist groups.

Yet, to what degree is this rating-based approach superior to the above discussed
CBRNE interpretation ofWMD that is (at least to some degree) currently being used
in counter-terrorism practice? First of all, from a conceptual perspective, the rating
approach has the advantage of giving a more detailed overview of the risk that a
certain weapon type poses in the hands of a given terrorist group. Not only physical
impact and casualty numbers but also soft damage and the handling of the weapon
technology as well as its availability and ease of use are included in this overview.
Secondly, the rating approach does not include or exclude a fixed set of weapon
types. Therefore, this approach can be used to determine the risk of a wide variety of
weapons that might be used by terrorists in the future. Thirdly, the approach to use a
rating system for these weapons with regard to terrorism does not conflict with the
existing definition of WMD in international legislation. After all, a nuclear weapon
can be both a WMD according to international law and the most impactful (yet least
available) terrorist weapon on the scale.

Additionally, from the point of view of practitioners and counter-terrorism insti-
tutions, the more detailed account of the presumed impact of a certain weapon in the
hands of terrorists could be used to allocate resources more efficiently on particular
weapon types that pose the greatest risk. After all, the counter-measures against the
acquisition of an off-the-shelf nuclear weapon might be radically different from the
counter-measures necessary to prevent an attack with the above-described impro-
vised phosphine device or a crude RDD. While the first one requires international
efforts of non-proliferation and the enforcement of international treaties, the latter
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one involves counter-measures such as educating and cooperating with hardware
store employees or companies that produce pesticides in Western democracies on a
local level. Hence, the introduced weapon rating system enables counter-terrorism
institutions to group certain weapon types together dynamically and allocate specific
groups of counter-measures necessary to prevent attacks using said weapons.

Finally, the above introduced rating system can help to resolve some ethical issues
that arise from the use of concept (and mis-conceptualisations) of WMD in coun-
terterrorism practice. Using the suggested rating system would prevent practitioners
and other stakeholders like the press from misinterpreting terrorist plots with small
amounts of toxic or radiological substances asWMD events. Amore complex under-
standing of the impact of terrorist attacks with these substances can help to prevent
disproportionate responses to threats by police forces as well as exaggerated and
fear-inducing reporting by the news media in the aftermath of an attack or foiled
plot.
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Terrorism and the Internet of Things:
Cyber-Terrorism as an Emergent Threat

Adam Henschke

Abstract In this chapter I present an argument that cyber-terrorism will happen.
This argument is premised on the development of a cluster of related technologies
that create a direct causal link between the informational realm of cyberspace and the
physical realm. These cyber-enabled physical systems fit under the umbrella of the
‘Internet of Things’ (IoT). While this informational/physical connection is a vitally
important part of the claim, a more nuanced analysis reveals five further features are
central to the IoT enabling cyber-terrorism. These features are that the IoT is radically
insecure, that the components of the IoT are in the world, that the sheer numbers of
IoT devices mean potential attacks can be intense, that the IoT will likely be powered
by a range of Artificial Intelligence aspects, making it inscrutable, and that the IoT is
largely invisible. Combining these five factors together, the IoT emerges as a threat
vector for cyber-terrorism. The point of the chapter is to go beyond recognising that
the IoT is a thing in the world and so can enable physical impacts from cyber-attacks,
to offer these five factors to say something more specific about just why the IoT can
potentially be used for cyber-terrorism. Having outlined how the IoT can be used
for cyber-terrorism, I attend to the question of whether such actions are actually
terrorism or not. Ultimately, I argue, as the IoT grows in scope and penetration of our
physical worlds and behaviours, it means that cyber-terrorism is not a question of if,
but when. This, I suggest, has significant ethical implications as these five features
of the IoT mean that we ought to be regulating these technologies.

1 Cyber Terrorism Has Not Taken Place

In 2013 Thomas Rid published his book Cyberwar Will Not Take Place [48]. It has
been the topic of considerable attention, with many people offering criticisms on a
range of points that he makes [4]. However, despite a world that is facing increasing
instability in its geopolitics, and as a range of high-profile information operations
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show the centrality of cyberspace to national security, Rid’s titular premise has held
out—nothing in the cyber realm has met the criteria to make it an act of war. Stuxnet
is instructive here. More than ten years after the event, Stuxnet is still one of the most
high-profile cyber-attacks due to it being proof of concept that cyber-attacks can
cause physical impacts. Yet, in line with Rid’s point, Stuxnet is important because
of its uniqueness. There is yet to be another cyber-attack that brings about physical
impacts, or at least, one that is publicly known. And definitely nothing that rises
to a level that would classify as armed attack. So, despite Rid’s arguments facing
criticism, his conclusion seems to be holding out.

Looking at terrorist use of the internet, despite their highly sophisticated use of
the internet for recruitment, radicalisation, and propaganda [5], even the so-called
Islamic State (IS) at their peak did not manage to engage in cyber-terrorism proper,
see following for what that means. As Julian Droogan and LiseWaldek point out, “in
the realms of academia, policy and the media [have] provided many foreboding and
even doomsday warnings about the future of cyber-terrorism, which in the main have
failed to come to realization” [16]. So-called IS used cyberspace tomotivate andguide
a range of terrorist acts [5], and as counter-terrorism actors stepped up their actions—
including actions in cyberspace—to disrupt larger high profile terrorist activities
around the world [7], so-called IS evolved their strategies [29–31] to encourage low
technology small group acts of terrorism, using whatever technologies they had at
hand—as a spokesperson for so-called IS stated in 2014, “If you are not able to find
an IED or a bullet, then single out the disbelieving American, Frenchman, or any of
their allies. Smash his head with a rock, or slaughter him with a knife, or run him
over with your car, or throw him down from a high place, or choke him, or poison
him” [44]. Yet, despite their evolution toward small scale ongoing acts of domestic
terrorism, even so-called IS did not mount any successful cyber-terrorism acts. To
be clear, so-called IS did use the internet for cyber-attacks [2]. However, insofar as
terrorism necessarily involves physical violence, or the credible threat of physical
violence, they did not engage in cyber-terrorism.

This turns us to a definition of cyber-terrorism. Terrorism is a complex action that
relies on two targets of attack [12, 46]. First is the attack itself. In most accounts
of terrorism, the terrorist action uses physical violence to attack people [46] or
perhaps their property [12]. The second target is political and social leaders and
wider community. It is not simply “the organized use of violence to attack non-
combatants (‘innocents’ in a special sense) or their property” but organized violence
“for political purposes” ([12], 5). The intent of the terrorist attack is not violence for
the sake of violence but that in response to this attack, people’s behaviour changes.
Ideally, the targeted people and/or their political representatives change some law,
policy, practice or behaviour in line with the terrorist’s ends.

The issue here is that, to date, terrorist use of the internet has not included efforts
where the internet has been used directly to bring about physical violence. This a vital
distinction—if we understand cyber-terrorism to be simply about use of the internet
to spread fear or bring about political changes, then we are talking about propaganda
or information operations. And while these are important issues, and play a big role
in modern international terrorism, I suggest that this is not cyber-terrorism. Contrast
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a message posted online that says “we are going to harm you”, with a terrorist
action that involved hijacking autonomous vehicles and using the hacked vehicles
in coordinated vehicular attacks against pedestrians. Subsequent to the attack, the
terrorists broadcast a message that says “we were behind these attacks. And if you
don’t follow our demands, we will continue to harm you.” The first example was
merely the use of the internet to communicate a threat. The second is the use of
the internet to bring about physical violence, coupled with a larger socio-political
agenda. While we have seen many instances of the first example, to date we have not
seen any instances of the second.

The reason that neither cyber war nor cyber-terrorism have happened, is due
in part to the limited capacity for cyberspace to have direct causal impacts in the
physical world. The core of Rid’s argument turns out to be true in the world. “[M]ost
cyber-attacks are not violent and cannot sensibly be understood as a form of violent
action” [13, 48]. The original ‘Tallinn Manual’ holds such a view, exemplified by
its Rule 11: “A cyber operation constitutes a use of force when its scale and effects
are comparable to non-cyber operations rising to the level of a use of force” [52].
Something like Stuxnet is an aberration; very few cyber-attacks do have the direct
impact on the physical realm to count as physically violent. And, in line with the
Tallinn Manual’s reasoning, no cyber-attacks have risen to a level comparable to that
of physical use of force that would constitute a ‘just cause’ for war. So, descriptively,
cyber-attacks simply have not had the physical impacts to be considered war or
terrorism. In line with the definition above, I am using cyber-terrorism here to mean
something like the use or exploitation of the internet to bring about an act of physical
violence directed against non-combatants or innocents, to achieve some secondary
ideological, religious or political purpose. Importantly, as will be discussed toward
the end of this paper, these acts have to be high profile; they need wide coverage
or publicity to ultimately be considered successful. Thus in this description, neither
so-called IS nor any other modern terrorist group has used cyberspace to engaged in
acts of physical violence to achieve these secondary ends.

However, this is not a permanent fact about cyber-attacks. Looking closer at
Rid’s reasoning will help explain why. “Code doesn’t have its own force or energy.
Instead, any cyber-attack… has to utilize the force or energy that is embedded in the
targeted system or created by it…Computer code can only directly affect computer-
controlled machines, not humans” [13, 48]. On Rid’s account, something like a
malicious computer virus is something composed of computer code and can only
act upon other computer code. A computer virus is importantly different from a
biological virus [48, 13–14]. The biological virus directly impacts the host’s body,
while the computer virus can only impact other code. According to Rid, code can
only act on code.

For the purpose of this chapter, I am accepting Rid’s narrow claim about code-on-
code being the only way to conceptualise cyber-attacks and his position that violence
is only physical. There is an interesting discussion about narrow/wide definitions of
violence,1 and that if we have a wider view of violence we might rethink what counts

1 For more on different ways conceive of violence see: [13, 15, 19].
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as terrorism. Jessica Wolfendale’s chapter in this book touches on some of those
issues. My point is that even if we accept Rid’s narrow account about cyber-attacks
being code-on-code, and a narrow definition of terrorism that is limited to acts of, or
credible threats of, physical violence, the IoT makes cyber-terrorism a meaningful
term.

The reason is that the IoT is a cyber-physical system,2 and so has the capacity
for code to have ‘direct’ physical causality. Many elements of the IoT forge a direct
link between code and actuators [3]. Actuators are elements which, upon receiving
a code-driven command, will bring about some physical change in the world. Think
here of a smart car that has remotely activated door locks. Communications between
the car owner’s mobile phone and the car mean that the doors will be unlocked as the
owner approaches the car. Due to commands from code, the locks move. The code
is causing changes in the physical world. Contra Rid, the informational realm is no
longer simply code-on-code, it is code-to-world. The IoT exists across, and actively
seeks to link the information with the world, the cyber realm and physical realm now
have a direct causal connection. As I have argued elsewhere, this combination of
cyber and physical realms means we need to consider both in any assessment of the
IoT [26]. Moreover, this relation is dyadically causal3—the cyber realm influences
the physical and the physical influences the information. So, the IoT means that one
of Rid’s key premises, that code only acts on code, is no longer correct.

2 The IoT: Cyber-Physical Systems That Will Span The
Globe

Before going further, we need to clarify what is being referred to when discussing
the IoT. In short, this can mean any device or thing in the world that is ‘smart’ and
connected with other devices. “‘The IoT’ is a broad, and deliberately vague catch
all term to describe a range of integrated technology types that include (1) sensors,
‘things that gather information’, (2) communicators, ‘things that communicate infor-
mation’ (3) actuators, ‘things that change the physical world’ and (4) AI, things that
process information [3, 55–56]. The IoT can include individual devices or compo-
nents, like a smart TV, a small networked set of devices like a smart home or a large
complex system of devices like an autonomous driving system.

2 Groups like the United States National Science Foundation use the term ‘cyber-physical system’.
“Cyber-physical systems (CPSs) are transforming the way people interact with engineered systems,
just as the Internet transformed the way people interact with information. CPS integrate cyber
components (namely, sensing, computation, control, and networking) into physical components
(namely, physical objects, infrastructure, and human users), connecting them to the internet and
each other” [18, 53, xxix].
3 A dyadic relation is one that recognises “the idea of mutual causation. There is a particular ‘whole’
which consists in two elements, each of which stands in a causal relation to the other” [25, 267].
For more on this idea of dyadic relations, see [25, 170–173].
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The changes brought about by the IoT that make it relevant for a discussion of
cyber-terrorism. The IoT enables the informational realm and the physical realm
to be causally connected. This occurs is through the use of actuators. Actuators
are components which allow information, or code, to be translated into changes or
impacts in the physical world. It is these actuators that allow information to make
these systems cyber-enabled physical systems. In addition to the issues of physical
safety arising from these actuators, this physicality of the IoTmarks it as importantly
distinct from the internet. The internet, as we typically understand it, is primarily
an informational network. While it exists in, and relies on things in the physical
world [33], it is largely constrained to cyberspace. Rid’s argument is that because
cyber-attacks are code-on-code, their impacts are primarily contained to the cyber
realm [48]. The IoT breaks this division. Due to the causal connection between code
and actuators, code can now bring about physical impacts.

Moreover, the IoT is expected to be immense. Current estimates “project that
there will be more than 41 billion IoT devices by 2027, up from about 8 billion in
2019” [43]. This leads some to predict an investment of 1.7 trillion U.S. dollars by
2020 [32]. The annual investment is now predicted to be $2.4 trillion by 2027 [43].
Its scale alone will mean that it will bring immense change to our lives. Moreover,
the IoT will likely reach into all facets of our lives, the personal in the form of smart
homes, the professional in the ways that it will guide working life, the system in how
it will affect things like logistics, even the governmental and military.

So, putting these aspects together, we have a scenario where the informational
realm and the physical realm are now directly interacting with each other, that may
cover the globe and penetrate our personal, professional, social and political lives.
Contra Rid, cyberspace is no longer just code-to-code. These elements, I suggest,
present terrorists with a capacity to use the internet to cause significant physical
violence in order to bring about ideological, religious or political changes. As such,
I suggest that cyber-terrorism will take place.

3 So What? An Inventory of Features

This chapter could stop at that, but a more nuanced analysis will give us a greater
understanding of the particular vulnerabilities of the IoT that make it an ideal novel
means for terrorist attacks. In this section, I present an inventory of features that
clarify the point that cyber-terrorism will happen. I argue that

(1) the IoT is radically insecure,
(2) that components of the IoT are in the world,
(3) that the sheer numbers of IoT devices mean potential attacks can be intense,
(4) that the IoT’s reliance on AI present further challenges arising from the

inscrutability of AI, and
(5) that the IoT is largely invisible.
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And, in combination, this inventory of features makes the IoT a way for cyber-
terrorism to happen.

The IoT is widely acknowledged to be radically insecure. This insecurity has led
people to describe it as the ‘internet of insecure things’ [10] and ‘the internet of
threats’ [41]. In one example of how this insecurity can lead to significant personal
risk, one woman was stalked by an ex-partner, who through “simple technology
and smartphone apps that allowed him to remotely stop and start her car, control the
vehicle’s windows and track her constantly” [54]. Awidespread IoT that is integrated
into our lives will be like this but many times more powerful and pervasive.

This radical insecurity is brought about by a combination of two aspects of the
IoT. Asmention above, the IoT is composed of things that are in communication with
each other. Not only do many IoT devices have sensors gathering information on the
world around them, that information is then communicated. Thus, there will be a
wealth of information being shared between a range of interconnected components
and devices. In an insecure system, that personal information can potentially be
accessed by people without the user’s consent. We have seen examples of this with
‘smart toys’, children’s toys with remotely accessible cameras and other sensors
present significant security vulnerabilities [11, 24]. A number of smart technology
companies have either been shown to be, or publicly admitted to, using cameras and
microphones in smart televisions [39, 51]. Devices like Google Home and Amazon’s
Alexa [1, 55] allow for remote surveillance in the home. And in perhaps the creepiest
example, We-Vibe, a company that produces smart internet connected sex toys, was
shown to be gathering user data [47].We-Vibewere gathering information about how
their sex toys were used, the duration and intensity of use, even the temperature of
users was gathered and sent back to the company without user knowledge or consent.

This brings us to the radically insecure aspect of the IoT. We-Vibe’s misuse of
personal information became apparent when their product was hacked by a group
of ‘white hat hackers’.4 The security on the We-Vibe product was limited at best.
This radical insecurity is seen to be pervasive across many IoT devices and products
[10, 41]. The basic cyber-security on these things is relatively weak. Second, the
passwords that they do have are typically and frequently set to a factory default and
then not changed or complex for users to change.

The limited security serves a range of purposes. It makes it easier to install and
use the IoT devices. In the ideal scenario, a user buys a device, takes it home, to the
office, etc., activates and it merges seamlessly with the communications networks
and other relevant devices [9, 14]. However, if one was to have complex security
protocols that needed to be run prior to the device coming into operation, this would
not only be more time consuming for the user, it would increase the likelihood of
connection problems. As anyone who has tried and failed to get Bluetooth devices
to pair with each other can attest, connection problems with smart devices can be
incredibly frustrating and time consuming. If the connection is not successful, it can
either defeat the purpose of purchasing the device and may even render the device

4 White hat hackers are people who hack into devices or information systems to alert owners, users
and manufacturers to security vulnerabilities and failings [38].
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useless. Further, the limited security keeps costs down. So, ease of use, efficacy of
use and costs are values that drive design and security defaults toward lower security
features.5

Adding to this, malicious agents can access information about factory default
passwords online, and so gain access to the information gathered and communicated
by the devices. Shodan, for instance, “is a search engine for exploring the Internet
and thus finding connected devices. Its main use is to provide a tool for cybersecurity
researchers and developers to detect vulnerable Internet-connected devices without
scanning them directly” [17]. While this insecurity alone does not necessarily mean
that an IoT device could be weaponised by terrorists, the radical insecurity is part of
a set of features that make the IoT an ideal target for tech savvy terrorists. Think here
of an autonomous vehicle with weak security—should a terrorist discover that this
security vulnerability allows for remote control of steering, breaking or accelerating
features, the car becomes part of a terrorist attack. And if a series of attacks occurred,
not only would that likely cause significant damage to trust in autonomous vehicle
systems [27] it could neatly fit with certain terrorist’s second order aims, a point I
return to at the end of this chapter.

The second feature of the IoT that makes it a potential target is that these devices
are in the world. We have already touched on the way that the code-to-world aspect
of the IoT means that it could allow for terrorists to bring about physical violence.
This is because the IoT is not constrained to the informational realm. It is in the
world, and so—depending on the particular devices—can allow for a cyber-attack
to bring about physical violence. Think again of an autonomous vehicle being taken
over by terrorists. The deliberate use of cars and trucks in terrorist attacks around the
world [42] show how vehicles are an increasing weapon of choice for terrorists. With
autonomous vehicles this could be done remotely. Of course, autonomous vehicles
with such security flaws would likely not be allowed on the road. My point here is
that the elements of IoT components that are in the world means that certain IoT
devices, like cars, can potentially be used for physical violence.

We can also think about the security challenges posed by the IoT being in world
in a different way. Think here that IoT users are primarily civilians, non-combatants
or non-security actors. This means that those users are likely not going to have
concerns about terrorists using the IoT against them. However, the familiarity with
IoT devices can breed lax security practices. For instance, consider security sector
actors, like those in military, intelligence, diplomatic or policing roles using IoT
devices with a civilian mindset. The point here is that in a world of ‘bring your
own device’, those from the security sector need to be extra careful with IoT devices.
Consider here the example of the Strava fitness tracking app. Stravawas an IoT device
in which people’s exercise habits were monitored and shared to publicly accessible
social media. A junior university researcher was interested in this publicly accessible
information and used it to identify US military and spy bases.

Strava, a fitness-tracking app, is revealing potentially sensitive information about military
bases and supply routes via its global heatmapwebsite. Thedatamap shows1billion activities

5 I have argued this point in more detail in the design of autonomous vehicles.
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and 3 trillion points of latitude and longitude from “Strava’s global network of athletes”,
according to the American company. On the weekend, 20-year-old Australian university
student Nathan Ruser noticed the map showed the locations and running routines of military
personnel at bases in the Middle East and other conflict zones… While security analysts
often use satellite imagery to study military installations, Mr Ruser said the Strava data
added an additional, possibly dangerous layer of information. Using satellite imagery, you
can see base buildings, for example. But on the heatmap, you can see which buildings are
most used, or the jogging routes of soldiers [8].

The point here is twofold. First, IoT devices can provide security sensitive infor-
mation if user behaviour considers these devices with a civilian mindset. That is,
because we are familiar with them in a non-security context, we can easily over-
look the security threats that they pose. Second, as these devices are in the world,
upon analysis they can provide interested parties with useful information about user
habits in the world. This derived information can then pose security risks. Whether
it is habits of security personnel on military bases, or more general civilian habits
like driving patterns, such information derived from the physical presence of these
devices can be very useful to terrorists and other malicious actors. I have written
elsewhere how the collection, aggregation and analysis of innocuous information
can reveal virtual identities of people [25]. The IoT will only add to this capacity to
gain increasingly revealing and powerful information about people, which then has
significant security implications.

This alone would not seem too relevant to cyber-terrorism. However, when you
combine the radical insecurity with the fact that there are billions of IoT devices in
the world, you have the potential for intense activity. The point here is that malicious
actors like terrorists can exploit IoT’s numbers for cyber-attacks. Consider that there
have been cyber-attacks that have used ‘smart devices’ like smart fridges with poor
security for DDOS attacks [37]. As mentioned, by 2027 some estimate that there
will be more than 40 billion IoT devices in the world [43]. The sheer numbers of IoT
devices mean that it can act as a force multiplier. As the DDOS examples show, the
IoT can be harnessed for other cyber-attacks. Similarly, the number of IoT devices
mean that the effects of an IoT attack can potentially be disastrous. Consider here if a
smart house has an unsecured IoT enabled heater. If an attacker was to take over this
heater, they could turn the temperature of the house up remotely, which is obviously
of minimal concern. However, if this attack took over hundreds of thousands of these
heaters during a heat wave, it could bring down regional power supply, potentially
increasing the number of vulnerable people like the elderly that can die during the
heat wave. Thus, the sheer number of IoT devices in the world mean that critical
infrastructure is vulnerable to cyber-attacks.6

The point here is that, not only does the IoT allow for code to impact the physical
realm, but the sheer number of IoT enabled devices in the physical world mean that
physical things can have significant impacts at a higher level than what a pre-IoT
cyber-attack could cause; the number of devices vulnerable to attack means that

6 Note that on the definition of cyber-terrorism above, such cyber-attacks would not yet constitute
cyber-terrorism. The exploitation of the IoT for physical violence needs to be in service of some
secondary ideological, religious or political purpose.
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these attacks can be intense. The number of these devices in the world, coupled with
their radical insecurity mean that a malicious actor can use the IoT to bring about
significant disruption in the cyber realm and that this can then have physical impacts.
While this is might still be code-to-code attacks in a narrow sense, it is enabled by
the numbers of IoT devices in the world.

AI is likely to be an increasingly important part of the IoT. This is because there
will be so many connected devices in the IoT. “To reap the actual benefit of IoT, it
has to be intelligent” [45, 1]. Given the sheer numbers of IoT devices, there will be
a cluster of parallel IoT systems that require co-ordination. Whether it is the devices
in one IoT system, or the integration of different systems, the only way that the more
complex IoT systems and integrated systems will be able to operate seamlessly, at
speed, without human interaction is through AI [21]. In addition, the vast amounts of
information that will be gathered and communicated by these deviceswill dwarfwhat
the internet is currently producing: One current estimate suggests that IoT devices
generate 1 billion GB of data each day [21]. Again, the only way that this can be
managed is through AI. The problem with AI is that it can be inscrutable.7

This, inscrutability I suggest, presents an ideal point of vulnerability for terrorists
to exploit. Trust is essential for autonomous vehicle systems to function effectively
[27], and I suspect that this claim will hold for many IoT systems. If people do
not trust the system, they are either not going to use it, or will not use it to its full
effect. However, given the inscrutability of the system, it might be impossible to
prove that the decision support systems provided by the AI are safe or reliable. The
inscrutability of the AI allows for terrorists to exploit confusion and sew mistrust.
On its own, inscrutability is not a major terrorist risk, but couple the AI with the IoT
being in the world, allowing for intense activity and its radical insecurity and you
have a viable threat vector for terrorist activity.

The final feature that means the IoT is a viable threat vector for cyber-terrorism is
that it is invisible. This invisibility occurs in a range of layers. The actual components
of the IoT are going to be typically invisible—cameras in televisions, microphones
in smart watches, locks in car doors. A key technological development enabling the
IoT is the miniaturization of its components.8 The sensors, the communicators, the
actuators, these technological components that enable the IoT are all undergoing
rapid and substantive miniaturization, allowing them to be integrated into a range of
different applications [23, 34]. They can be potentially everywhere in our physical
world, and by design, we will literally overlook them. When working as it should,
the user should be unaware of the IoT devices and components.

7 Note here that I am agnostic about whether the components of the IoT will be automated or
have some form of autonomy. Likewise, I am agnostic whether these systems are just information
handling devices or if they come closer to proper intelligent systems. The point of this section
remains the same. Nothing for my point relies on the IoT systems being properly autonomous,
intelligent, sentient, having moral agency and so on.
8 For instance, “[r]ecent advancement of miniaturization in manufacturing allows IoT devices to
easily be loaded into unmanned drones and vehicles because of miniaturized sizes and light-weight
designs” [34, 102]. This miniaturization of sensing devices is predicted to play an increasingly
important role in the application of the IoT to healthcare [23, 40].
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Further, the people in the IoT are invisible. The invisibility of people in the IoT
occurs in a complex interactive set of ways. Remote users can be invisible to other
users. The designers, and the choices that they have made in the design and decision
features of the IoT’s components, are typically invisible to most users. Those people
who inhabit roles in the oversight mechanisms are likely to be invisible to users. In
a poorly designed systems, the users themselves can often be invisible to designers
and oversight bodies.9 This occurs in part when there are poorly designed features
that do not take people into account—an autonomous vehicle that allows for a car
to be remotely hacked by a malicious actor for instance has not taken into account
the threat posed by some people. In addition, users are often invisible to designers
in that it is hard to predict how people will actually use, misuse or hack a piece of
technology.Moreover, the complexity ofways that a set of people, using technologies
in the real world, in cooperation and competition with each other, makes it very hard
if not impossible to predict, design and write laws for every possible combination of
use.

Finally, the risks are invisible.While the insecurity, the IoT being in the world, the
potential intensity of cyber-attacks and inscrutability alone do not alone necessarily
make the IoT a means for cyber-terrorism, in combination they do. This is essentially
an ‘emergent risk’. By this I mean that the combination of these features presents
a novel system-level risk that can only be properly understood when looking at the
combination of these factors. The combination of the IoT being radically insecure,
in the world, intense, and inscrutable is a system level phenomenon that can only
be properly explained when seen from the system level. This notion is explained by
reference emergence. “Emergence is said to occur when certain properties appear
in a system that are novel or unexpected and go beyond the properties of the parts
of that system” [35, 277]. We lose explanatory power if we look only at each factor
independently. By suggesting that we see the IoT as presenting an emergent risk, we
are able to better recognise and understand how it can be used for cyber-terrorism.
That is, in combination, we have made the risk visible.

4 Will IoT Enabled Cyber-Attacks Be Acts of Terrorism?

I have presented a case that five aspects of the IoT in combination present, not just
a risk but, a terrorist risk. There are, however, two counter-arguments to engage
with before we accept the claim that cyber-terrorism will happen. First, is whether
an IoT enabled attack counts as terrorism. Second is whether an IoT enabled act of
cyber-terrorism is likely.

For the first counter-argument we return to Rid’s scepticism about cyber-attacks
being violent. Recall that on Rid’s view, a cyber-attack was code acting on code, so

9 In their overview of value sensitive design (VSD), Batya Friedman and David Hendry discuss in
great detail the need for effective and ethical design to take in the views, needs, values and practices
of a large range of stakeholders, including but not limited to direct and indirect users [20, 35–44].
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not physical and therefore not violent. As we have discussed, however, the IoT is a
complex set of cyber-enabled physical systems. People are physically vulnerable to
the IoT in ways that we are not physically vulnerable to the internet. The five features
of the IoT listed above: it is insecure, in the world, intense, inscrutable, and invisible
mean that we can reject a position like Rid’s—an unsecured set of IoT devices that
pose physical risks to people can allow code to act in the world.

However, there is a second aspect to the IoT that perhaps should give us pause to
consider an IoT attack, even if it is in the world, is it an act of terrorism? While it
is plausible to suggest that many IoT enabled acts of terrorism might be limited to
physical property and not people, the physical nature of the IoT means that a well
thought out terrorist attack puts people at physical risk.10 The most obvious scenario
is that a group is inspired by the way that so-called IS and right wing extremists
have started using cars to deliberately drive into groups of people [42]. While such
an attack is—arguably—an attack on physical property, the relevant factor is that
that physical property is then used to physically harm people. To reiterate a point
made above, autonomous vehicle designers take these risks quite seriously so it is
hopefully unlikely that such an attack might occur. However, as the IoT becomes
more widely dispersed and deeply integrated into our lives and world, the risk of
some aspect of it being hacked to cause physical harm to people is something that
should not be dismissed. Just as a set of box cutting knives enabled the hijacking of
planes on 11 September, all it takes is a creative thinker to exploit some combination
of factors in the IoT to engage in an act of cyber-terrorism. And as I have showedwith
the inventory of five features of the IoT, it presents an attractive target for terrorists.
Further to this, as so-called IS showed, modern terrorism is not shy of using either
modern information communications technologies or common items like cars to
further their terrorist aims. The motivation is there, and the IoT provides the means
for cyber-terrorism to occur.

The second counter-argument is scepticism about whether such IoT enabled
cyber-terrorism is likely to happen. Terrorism is not simply concerned with physical
violence against innocent people, but some second order effects. Again, terrorism,
it is “the deliberate use of violence, or threat of its use, against innocent people,
with the aim of intimidating some other people into a course of action they would
not otherwise take” [46, 24]. Essential to any successful act of terrorism is that it
brings about the second order political, religious or ideological ends that motivate
the group. Or at very least, that the act of terrorism uses physical violence to draw
attention to those political, religious or ideological ends. “The success of a terrorist
operation depends almost entirely on the amount of publicity it receives…Thus in
the final analysis, it is not the magnitude of the terrorist operation that counts but the

10 We have also recently seen that a cyber-attack on a hospital caused a death resulting from
disruption to the IT system: “the first known fatality related to ransomware occurred in Duesseldorf,
Germany, after an attack caused IT systems to fail and a critically ill patient needing urgent admission
died after she had to be taken to another city for treatment.” [6]. This example, however, is an act of
cyber-crime, rather than cyber-terrorism, as it lacks the secondary ideological, religious or political
purpose necessary to make it an act of terrorism. But it does show how cyber-security can be a
matter of life and death.
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publicity; and this rule applies not only to single operations but to whole campaigns”
[36, 109]. The likelihood of an IoT enabled cyber terrorist act occurring is thus a
function of the anticipated publicity that the act will receive.

As Paul Gill et al. note, terrorist groups often display a capacity for “malevolent
creativity” [22, 130]. One of the features driving terrorist creativity is the novelty
of an attack: “Spontaneous novel acts of violence generate effective surprise within
the target audience” [22, 134]. Here, one can only speculate, but the relative novelty
of particular IoT systems seems like they are an ideal means of a shocking terrorist
act. As these systems are new, they are particularly vulnerable to the fear that results
from a terrorist attack. Consider again autonomous vehicles. “If trust is necessary for
effective driving, then the background beliefs about whether the given technologies
and systems are trustworthy will impact how and when people drive. This in turn
depends on whether the drivers see other drivers, road users and the system itself as
trustworthy. Moreover, once trust is lost it can be very hard to repair” [27, 89]. If
an IoT system was to be the subject of a terrorist attack, then it is likely that many
users and relevant oversight bodies would either cease using the system or demand
significant security changes as they see the overall system as untrustworthy. While
in the long term, increased security would ideally reduce the risk of ongoing cyber-
terrorism, the fear that a high profile attack would generate and the reduction in use
cause by a loss of trust would fit the second order aspect of terrorism. And the fact
that changes would be made is evidence of the success of the attack—think here of
the security response to air travel following high profile terrorist acts that targeted
planes.

The likelihood of such attacks becoming widespread is likely going to be a combi-
nation of the amount of public coverage that such attacks generate, and how the
publicity around the attacks connects with the larger ideological, religious or polit-
ical purpose of the terrorist actors. My speculation here is that, at least in the early
days of such IoT enabled cyber-terrorism, the attacks will be seen as both novel, and
provide some high level of spectacle, thus attracting a lot of publicity.

5 Ethics and Responsibilities for IoT Enabled
Cyber-Terrorism

To close this discussion, let us put this in the context of ethics. The chief ethical
issues here are concerned with responsibility for IoT enabled cyber-terrorism. If, as
I have suggested, cyber-terrorism will be enabled by the IoT, then what ought we
do about it? The five features described provide us with a way to get some nuanced
ascription of responsibility. First, and foremost, the radical insecurity of the IoT
needs to be dealt with. This is in part a governmental responsibility—it is national
governments who have the capacity to draft and enforce laws that ensure minimum
security standards. However, unlike many other areas of counter-terrorism, service
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and technology providers also bear some responsibility here. If security vulnerabil-
ities in their products and services that allow for the IoT to enable cyber-terrorism,
then it is incumbent upon them to resolve those security failings.

Second, that the IoT is in the world entails a responsibility on governments,
technology designers and providers, and consumers to be aware of the risks that
their IoT components pose. The point here is that if the products and services that
we use in the world provide the infrastructure for cyber-terrorism, then we all have
a responsibility to do what we can to mitigate this risk. This would include things
like ensuring that our own IoT devices have their security updated and upgraded as
necessary. Importantly, such resolutions to the issues of security are not going to
happen without recognition of the risks posed by these things in the world.

Third, on the issue of intensity, following the responsibilities for insecurity and
the IoT being in the world, if we take the vulnerabilities posed by the IoT seriously,
then we should hopefully have significantly reduced the potential for intensity of
the cyber-attacks. The responsibility here falls again on governments, technology
designers and providers, and consumers.11

The inscrutability of AI and its potential role in cyber-terrorism presents a very
novel challenge. However, there is a burgeoning literature on the ethical importance
of explicability that we can draw from here. “It is rare to see large numbers of
ethicists, practitioners, journalists, and policy-makers agree on something that should
guide the development of a technology. Yet, with the principle requiring that [AI]
be explicable, we have exactly that. Microsoft, Google, the World Economic Forum,
the draft AI ethics guidelines for the EU commission, etc. all include a principle for
AI that falls under the umbrella of ‘explicability’” [49, 498]. My suggestion here is
that explicability, the process by which we reduce inscrutability, needs to be pinned
to two parallel principles. When an act of cyber-terrorism appears to have used the
IoT we need some processes that can ensure that such vulnerabilities are identified
and mitigated, and that we can assure the public at large that these vulnerabilities
are in fact being dealt with.12 Again, by identifying the feature of inscrutability in
IoT enabled cyber-terrorism, we need to find some way of assigning responsibility
to governments for oversight, to technology designers and producers to ensure that
their products are robust, that can take into account the public facing aspects of the
IoT, and its relation to cyber-terrorism.

Finally, to the invisibility of the IoT, we find a further aspect that helps clarify
ethical responsibility for such cyber-terrorism. As argued, there are a series of ways
that the IoT is invisible to people. The point here is thatwe generally hold that a person
is not to be held responsible for something that they are ignorant of. For instance,
if it was my autonomous vehicle that was hacked and used in a terrorist attack, but
I was not to know that it presented such a risk, to paraphrase Michael Zimmerman,

11 See also the chapter by Alastair Reed and Adam in this collection for more on this discussion of
the responsibility of technology companies around modern terrorism.
12 In a co-authored article, I have argued elsewhere about the need for ensurance and assurance
mechanisms with surveillance technologies in liberal democracies, and many of the points there
hold here [50].
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most would say (and I would again be inclined to agree) that I am not to blame for
an act of IoT enabled cyber-terrorism, unless I am to blame for my ignorance.13 This
relation between knowledge, ignorance, and responsibilities is a controversial and
contested area. As Zimmerman suggests, we must factor in whether a person is to be
blamed for their ignorance, “to say that Perry ought to have known better is to imply
that he could have known better-he was free to know better” [57, 413].

However,we can suggest some rules of thumbhere—weought not hold consumers
and IoT users responsible for IoT enabled cyber-terrorism if they were reasonably
ignorant of the way that their IoT components could be utilised in an act of cyber-
terrorism. Given their knowledge of the products and their likely uses, designers
and technology producers, however, would have to justify why they were justifiably
ignorant that their particular design and products could be used for cyber-terrorism.
That is, when thinking of consumers and users, the burden of proof is generally on
those seeking to showwhy the consumer and user ought to be held responsible, while
when considering designers and producers, the burden of proof is generally going to
be on them to justify why they ought not be held responsible. While each particular
instance requires nuance and detail, the rules of thumb are usefully derived from
recognition of the invisibility of the IoT. Again, the five features of the IoT give us
a way to at least start a nuanced conversation about the ascription of responsibility.

To conclude, in this chapter I mounted an argument that the IoT will enable cyber-
terrorism. Given that the IoT is a cyber-physical system, we can reject a Rid style
claim that cyber-attacks are only code on code. The causal links between sensors,
communicators and actuatorsmean that a code-based attack canhave physical effects.
Moreover, I have listed an inventory of five further features that make the IoT a threat
vector for terrorism. I showed that the IoT lacks significant security protections
making it radically insecure. Not only does the IoT pose risks to people’s physical
safety in ways that the traditional internet does not, but the fact that its components
are in the world means it is particularly vulnerable. Add to this the intensity of
an attack rising from the sheer numbers of IoT devices. Further, as the IoT will
require AI to help coordinate components and systems, the decision making may
be inscrutable which makes for further risk of the second order impacts of cyber-
terrorism. Finally, as the IoT is going to be invisible, not only will we overlook the
components, networks and people involved in its operation, we will also overlook
the risks. Combining these five features together, we face an emergent risk from the
IoT.

The underpinning factor of how successful IoT enabled cyber-terrorism is, is how
resilient the system is to such attacks [27, 28]. By recognising that the IoT is a
potential enabler for cyber-terrorism, we are part of the way to reducing the impact
of such attacks. The inventory of five features allows us to better understand the
risks posed by the IoT. Moreover, by recognising that the IoT is radically insecure,
situated in the world, can enable intense outcomes, has elements that are inscrutable,
but its risks are invisible, we are better able to understand the ethical responsibility

13 Michael Zimmerman’s original quote is “most would say (and I would again be inclined to agree)
that Perry is not to blame for paralyzing Doris, unless he is to blame for his ignorance” [56, 411].
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for anticipating and mitigating the risks of cyber-terrorism. So, while I have argued
that cyber-terrorism will happen, we do not have to passively allow the terrorists to
exploit the vulnerabilities in the IoT. Better design, effective coordinated oversight
and a wider public awareness of the risks posed by IoT should help mitigate those
risks.
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Facial Recognition
for Counter-Terrorism: Neither a Ban
Nor a Free-for-All

Scott Robbins

1 Introduction

This chapter starts from the fact that new technology has given new power to the
state to automate the identification of previously known terrorists who are organizing
attacks on the citizens that the state is supposed to protect. The power to do this (and
associated powers), if it works effectively, would help in countering terrorism. Facial
recognition technologies (FRTs) promise to give the state precisely that power.

Using FRTs, it is claimed, the state could verify that people are who they say they
are, identify people appearing in images or video feeds, characterize their behavior
and emotions, and check that they are not a suspected terrorist. For example, FRTs are
deployed to verify that a person going through border control is indeed the person
pictured on an identification document (e.g., a passport).1 Interpol has deployed
its Project FIRST system to help state authorities identify foreign terrorist fighters
(FTFs).2 In a truly horrifying example, the company Faception claims to be able to
detect terrorists and pedophiles based on the characteristics of their face [16].3 This
power, however, has been challenged. This challenge, for some, should result in a
complete ban on the use of this technology.

S. Robbins (B)
Center for Advanced Security, Strategic and Innovation Studies (CASSIS), University of Bonn,
Bonn, Germany
e-mail: srobbins@uni-bonn.de

1 The companyVeridas, for example, advertises that their FRT system can be used at border controls.
See https://veridas.com/government-institutions/.
2 https://www.interpol.int/en/Crimes/Terrorism/Identifying-terrorist-suspects.
3 It would take another paper to discuss the many failings of even proposing this. While this is
probably being used in earnest by both the state and private corporations— it should not be. The
science behind applications like these are pseudo-science and have many of the same characteristics
as the now disreputable practice of phrenology [2].
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The reasons put forward for such a ban are that FRTs suffer from pervasive bias
resulting in the benefits and harms being unequally distributed amongst groups, the
state will inevitably use these technologies for illegitimate purposes, and that the
existence of FRTs chill our behavior (i.e., causes people to censor themselves for
fear of surveillance).

At the moment, the state faces little restriction over how they use FRTs. There are
plenty of examples of the state’s use of FRTs for purposes that give people pause.
For example, police departments in the U.S. have used FRTs to identify and monitor
activists and protestors of color [1]. Setting up a surveillance network powered by
FRTs will, it is argued, significantly increase the risk of the state abusing its power.
This risk will be associated with an increase in citizens chilling their behavior.

It is paramount that if the state can use this technology to increase their power to
counter terrorism, this power is constrained such that the abuses and chilled behavior
do not occur. I argue below for five conditions on the use of FRTs. First, the state
must create institutional constraints that only allow FRTs to be used in places where
people do not (and should not) enjoy a reasonable expectation of privacy (e.g.,
airports, border crossings). Second, the cameras equipped with FRT must be marked
to assure the public that they are not being surveilled in places that they should have a
reasonable expectation of privacy. Third, FRTs should be restricted to finding serious
criminals (e.g., terrorists). Fourth, the state should not use third-party companies that
violate the first three conditions during the creation or use of its service. And fifth,
third-party companies should not be able to access or read the sensitive data collected
by the state. With these conditions satisfied, given the effectiveness of FRT, the state
can harness FRT’s power to counter-terrorism.

2 The Basics of Facial Recognition

The goal of FRT is to verify, identify, characterize, or check someone against a
watch list based on an image of a particular person. Most people will have some
experiencewith this because Facebook,Google, andApple all use F.R. in commercial
applications. Apple’s FaceID lets users into their phones using the camera on their
phone to verify their identity. Google and Facebook have long used F.R. to identify
and auto-tag photos with the people in them.

The four goals of FRTs (verify, identify, characterize, and watch list)4 should be
distinguished as they carry different ethical concerns. Verification ismerelymatching
two images to check if they are the same person. This is a one-to-one comparison. An
organization may want to verify that the person wearing a security badge is the same
as the person’s picture on the badge. This can be difficult for humans to do—but
relatively easy for FRTs.

4 There is also a fifth goal that is simply detection which would merely involve detecting that there
is a face in an image. This is necessary in order for the success of the other goals but needn’t concern
us here.
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Using FRTs to identify is a one-to-many relationship. An image of a face has to
be checked against a ‘faces’ database to determine who, exactly, they are.5 This goal
of FRTs has had its spotlight in the media recently because the FBI used FRT to
identify those who participated in the January 6, 2021 insurrection at the U.S. capitol
[6]. High-quality images taken from that day are fed into an FRT that can compare
the faces on those images to a database of faces that have identities attached to them.

FRTs for the characterization of a particular person aim to label people as having
a particular emotional state or as, for example, terrorists based solely on an image of
their face. In China, for example, FRTs have been used in classrooms to detect the
level of engagement of the students [12]. The aforementioned company Faception
claims to be able to detect everything from ‘professional poker player’ to a person
with a ‘high IQ’ to a ‘terrorist’. This has been dismissed as modern day phrenology
by some academics—as there does not seem to be any evidence that facial features
have a relationship to personality, profession, or criminal behavior (see e.g., [28]).

3 Arguments for an FRT Ban

3.1 Disparate Impact

FRTs suffer from pervasive bias. This means that FRTs perform exceptionally well
for some groups, while it performs terribly for other groups. With this in mind, we
can use ‘bias’ how we use it in everyday language: FRTs are biased against dark-
skinned people. FRTs, in one study, performed 5–10% worse for African Americans
compared with Caucasians. Buolamwini and Gebru found error rates as high as 34%
for African females compared with a low 0.8% error rate for Caucasian males. This
could be due to their being a lack of images of dark-skinned people used to train the
algorithm. Or it could be that dark-skinned faces are harder for current algorithms
to translate into computer language and extract useful patterns out of. Whatever the
reason, current algorithms have a huge problem recognizing dark-skinned faces.

Problems like these mean that the benefits and harms brought by FRTs are
unequally distributed amongst groups of people. Those for whom the technology
does not work as well with, will not be able to be verified by FRTs—causing suspi-
cion and further intrusive surveillance. Furthermore, they will be misidentified more
frequently. This may cause them to be suspected as a terrorist or other serious crim-
inal. For example, on January 9, 2020, Robert Williams was arrested in front of his
wife and two daughters. The reason for this arrest was that an FRT misidentified him
as a person who stole watches from a store in a robbery that took place 18 months
earlier [15]. If Robert Williams was just an unfortunate misidentification due to the
FRT not being 100% accurate, we could accept this—misidentification also happens

5 I am speaking loosely here. The ‘faces’ in the database are actually computer generated represen-
tations of faces. Depending upon the specific methodology used these can be more or less robust.
For an overview of some of the specific technical methodologies see [11].
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when done by human beings. However, FRTs consistently misidentify (or fail to
identify) people of color significantly more often than whites. Then, it follows that
people of color will disproportionately experience the harms caused by these tech-
nologies. In a liberal democracy, the principle of everyone being equal under the law
is violated by technologies with this problem.

Meanwhile, the benefits of FRTs will be disproportionately received by middle-
aged white males. Not only will they be identified more reliably—meaning that they
will get through security lines without further intrusive surveillance, but they will
disproportionately feel the benefits of convenience that these technologies promised
in the first place. Joy Buolamwini (mentioned above) started to analyze FRTs
precisely because she couldn’t get FRTs to recognize her face. At one point, she put
on a white mask triggering the program to recognize hers as a face [13]. The point
is that the convenience promised by FRTs is distributed unfairly. This compounds
the problem above because the same group that disproportionately experiences the
harms of FRTs also disproportionately fail to experience its benefits. This problem
must be overcome if FRTs are to be used anywhere. The main point is that many
FRTs don’t work. If a particular technology doesn’t work, then we shouldn’t use it.
However, this does not mean that the technology will not work in the future. In this
paper, I assume that we will only be using FRTs that work with an appropriate level
of effectiveness for everyone.

3.2 Chills Behavior

Surveillance conducted with facial recognition systems is intrinsically oppressive. The mere
existence of facial recognition systems, which are often invisible, harms civil liberties,
because people will act differently if they suspect they’re being surveilled [7].

Many institutions and scholars echo this sentiment about FRT. Evan Selinger and
Brenda Leong, channeling philosopher BenjaminHale, argue that pervasive effective
FRTs would undermine our free will—and would prevent ethical behavior caused by
that will—replacing it with “I acted ethically because someone was watching” [22].
The freedom to choose to do the right thing whether or not someone is watching is
central to the liberal democratic ideal of autonomy. In everyday life we encounter
many scenarios that require ethical reasoning and action. Coffee, for example, might
be for sale based on the honor system. Customers are supposed to leave a Euro after
they take a coffee. People should have the right to be honorable. When someone (or
something) is watching, then we don’t get the chance to be honorable. Our actions
are evaluated in light of someone watching—which, when you leave the Euro for the
coffee isn’t as honorable as if you were to leave the Euro without someone watching.
FRTs, therefore, should be banned (or so concludes their argument).

Furthermore, the freedom to gather in large groups to protest injustice should
not be hampered by the knowledge that you will be identified by FRTs and be
labeled as a subversive. The freedom of assembly is enshrined in liberal democratic
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constitutions and declarations of human rights. The U.N. Declaration of Human
Rights, in article 20, states that “Everyone has the right to freedom of peaceful
assembly and association” [25], and the United States Constitution gives citizens
the “right of the people peaceably to assemble, and to petition the Government for
a redress of grievances (“U.S. Senate: Constitution of the United States”, n.d. 26).”
The right to assemble and air grievances can be the last resort to create necessary
change. A 2020 study of the U.S. civil rights movement, for example, showed that
it was activism and protests which “drove media coverage, framing, congressional
speech, and public opinion on civil rights” [27].

A person who was horrified by the murder of George Floyd and wants to voice
their support for systemic change in the policing system in the U.S. should be able to
do so. However, they may fear that FRTs will identify them as taking part in a protest
(and may further document what exactly the protest was)—which may cause them to
lose their job or harm their chances for jobs in the future. If that protest were to turn
violent then it may be that all attendees get labeled as violent protestors—regardless
of their intentions and actions at the protest. A 2013 report showed that:

surveillance of Muslims’ quotidian activities has created a pervasive climate of fear and
suspicion, encroaching upon every aspect of individual and community life. Surveillance
has chilled constitutionally protected rights—curtailing religious practice, censoring speech
and stunting political organizing [23].

Ordinary citizens’ rights to practice religion, speak their minds, and politically
organize have been shown to be hindered by surveillance. FRTs increase this risk
dramatically—as their chances of being identified with FRTs is far greater.

The recent events of January 6, 2021, in which pro-Trump groups converged on
the capital and staged a violent insurrection, may cause one pause here. Don’t we
want these people to have their behavior ‘chilled’? Many liberals cheered the use of
FRTs to identify people to have them arrested.

There are two essential things to note here. First, the right to assembly, speech, and
political organizing does not include the right to violently overthrow the government.
Chanting and holding up signs in front of the Capitol building should not be chilled—
whether or not we agree with the assemblers. Carrying weapons, engaging with
police, and threatening Congress members are not included in the right to peaceful
assembly. Second, while this protest did turn violent and illegal, that does not mean
that each individual who attended this protest deserves to be stigmatized without
participating in the actual insurrection. While those that stormed the capitol should
fear consequences brought on by the state, those that simply protested the election
results should not.

If people who merely intended to voice their grievances did not attend this protest
simply because they feared being identified and face the consequences, their right to
peaceful assembly was violated. This causes harm even if that person is wrong about
what might happen to them. They are unsure—and therefore change their behavior.
This is why there must be both institutional barriers to technology being used this
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way and transparency in law enforcement and government to assure the public that
this is so [20].6

One might think that with CCTV we already face this problem. CCTV captures
images of people all the time—and sometimes that footage is distributed in order
to identify someone that has committed a crime. Think of an armed robbery at a
gas station. The suspect might be captured on CCTV footage in front of the gas
station—and could be captured because someone recognized them on that footage.
If, two days later, someone elsewalks into that same gas station they are also captured
on CCTV footage. However, because normal CCTVs are not equipped with FRTs,
they will never be identified as there was no crime committed (the footage has no
reason to be ‘looked’ at—by a computer or a human). FRTs have the capability to
continuously identify and store the information related to people that come across
its view. This affords the state the ability to easily identify anyone who attended a
particular protest—whether or not they committed a crime. This amounts to intrusive
surveillance without cause. Of course, the state can claim that they do not store the
information unless crimes are committed; however without clear and transparent
institutional (and possibly technological) barriers to such use, it will be difficult for
people to act as if they are not being surveilled using FRTs.

3.3 Scope Creep

Facial recognition enables surveillance that is oppressive in its own right; it’s also the key
to perpetuating other harms, civil rights violations, and dubious practices. These include
rampant, nontransparent, targeted drone strikes; overreaching social credit systems that
exercise power through blacklisting; and relentless enforcement of even the most trivial of
laws, like jaywalking and failing to properly sort your garbage cans [21].

The arguments for a ban rest on the premise that FRTs will creep pervasively into
society and be used for all kinds of things they weren’t initially used for. In the above
quote, FRTs are envisioned for Chinese-style social credit systems and enforcement
of things like jaywalking. The idea is that once this technology is out there, it will
be normalized. We will come to expect it—and then it will be used everywhere.

To highlight this, I offer the following example. Let’s say that FRTs are extremely
effective. The government has intelligence that five New York City individuals are
planning on carrying out a terrorist attack. It is decided to upgrade the CCTVnetwork
to include FRT. If any one of those individuals is captured by the smart CCTV
cameras, then the authorities will be notified. It is agreed that this will be their
best chance to stop the terrorist attack. Unfortunately, that upgrade cost a lot of
money. In an attempt to raise money, the mayor decides that the FRT can simply start
automatically ticketing J walkers. J walking is illegal, and many people do it—so
using FRT to ticket them will raise a lot of money.

6 More on this in Sect. 4.1.
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Jeroen van denHoven calls this ‘information injustice.’ He argues that peoplemay
not object to their data being used for a particular purpose; however, when that same
data is used for another purpose, an injustice has occurred. If your library search data
is collected to provide better services by the library, this may be something you agree
to. However, if that same data is used to collect information on your tastes and pass
them to others for advertising purposes, then informational injustice has occurred
[10]. In this case, the use of FRTs to catch terrorists is now repurposed for catching J
walkers. While an argument may justify the use of FRTs to catch terrorists, it cannot
be used to catch J walkers without a new justification.

The problem is that once the surveillance apparatus includes pervasive FRTs, the
barriers to using it for things not originally intended are very low. This is not the case
for regular CCTV cameras. The cost of employing people to pour through that video
and attempt to identify individual J walkers wouldn’t be worth the money raised
by ticketing them. CCTV’s technological limitations naturally restrict law enforce-
ment’s ability to use them for anything—protecting people’s reasonable expectation
of privacy.

3.4 An Outright Ban

For some, the concerns above, taken together, creates a case for an outright ban of
the technology. Like San Francisco, some cities have enacted such a ban [3].

Selinger and Werner believe that FRTs are “so inherently toxic that it deserves to
be completely rejected, banned, and stigmatized” [21]. In another post, they conclude
that “The future of human flourishing depends upon facial recognition technology
being banned before the systems become too entrenched in our lives” [7].

In what follows, I argue that an outright ban may not be justified. First, there
are contexts in which our expectation of privacy is simply non-existent. Second, the
chilling effects are not necessarily going to happen, nor are they necessarily bad
things. Finally, the scope creep that critics are concerned about is not inevitable. If
the technology works as advertised, then there are some restricted contexts where
these harms do not materialize.

4 Conditions for the Use of Facial Recognition

Given the argument for bans on FRT and the privacy and free speech rights enshrined
in liberal democratic constitutions and human rights declarations, it is clear that the
state must justify the use of FRTs before they can be used to capture terrorists. This
is not a technology that simply improves upon a power that the state already had;
instead, it is an entirely novel power. That is the power to identify anyone that comes
into view of an FRT equipped camera without a human being watching the video
feed.
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Here I will outline the conditions that FRT should be subject to operate in a
liberal democracy justifiably. I expand on each in the sections below. The context in
which FRT is being used must be one in which the public does not have a reasonable
expectation of privacy. Second, the only goal should be to prevent serious crimes like
terrorism from taking place. Finally, FRTs to store and capture biometric facial data
in a database, the individual in question must be suspected of committing a serious
crime.

4.1 Reasonable Expectation of Privacy

In a famous case in the United States, the supreme court ruled that Charles Katz
had a reasonable expectation of privacy when he closed the phone booth door [4,
Chap. 1]. This meant that the evidence collected by the state who was listening in
on his conversations in that phone booth had to be thrown out. This notion of a
‘reasonable expectation of privacy’ is fundamental to how the value of privacy is
interpreted in liberal democracies. It is not just a legal notion but a notion which
grounds how we act. In our bedrooms, we have a reasonable expectation of privacy,
so we can change clothes without fear of someone watching. When Charles Katz
closed the door to the phone booth he was using, he enjoys a reasonable expectation
of privacy—he believes that no one should listen to his conversation.

Facial data captured by FRTs should be at least as protected as voice data. CCTVs
in the public sphere should not be collecting information on individuals—something
that happens when CCTVs are equipped with FRT. When I walk down my street, I
have a reasonable expectation that my comings and goings are not being recorded—
whether it be a police officer following me around or by a smart CCTV camera
recognizingmy face. Regular CCTVs do not record individuals’ comings and goings;
rather, they record what happens at a particular location.

The difference is that a CCTV camera does not record a line in a database that
includes my identity and the location that I was ‘seen’ at. CCTV equipped with FRT
can record such a line in a database—significantly empowering the state to perform
searches that tell them much about my comings and goings. Not only should these
searches be linked to clear justifications; but there should be clear justifications for
collecting such intimate data (their comings and goings) on individuals.

This reasonable expectation can be overridden if I have committed a serious
crime or plan on committing a serious crime. This is because my right to privacy
would be overridden by the “rights of other individuals…to be protected by the law
enforcement agencies from rights violations, including murder, rape, and terrorist
attack” [17, 110]. If one were to be in the process of planning a terrorist attack, it
would not be a surprise to them that they were being surveilled. Terrorists take active
measures to prevent surveillance that they expect to occur. This may seem to justify
the placing of smart CCTVs in public spaces to identify terrorists.

CCTV cameras are currently placed inmany public spaces. If something happens,
the authorities can review the CCTV footage to see whowas responsible. In this case,
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the place itself is being surveilled. Data on individuals is not ‘captured’ in any sense.
There is no way to search a database of CCTV footage for a particular name. One
must look at the footage. However, if this CCTV camera were to be “smart” and
capture biometric facial data along with video footage, then each individual who is
captured by this camera is being surveilled. The authorities now know each person
that comes into this camera’s view and what time they were there. This, even though
an overwhelming majority of people coming into any CCTV camera’s view has not,
and does not plan to, commit a serious crime. Their privacy has been invaded.

This has ethical implications regarding scope creep and chilling behavior
discussed in Sect. 3. If FRT enabled CCTV cameras are in operation, then it is
easy for the state to add new uses for the technology. A simple database search
could reveal everyone who goes into an area with many gay bars. A gay man in a
country where homosexuality is considered unacceptable but not illegal may chill
their behavior—that is, not go to gay bars to fear those visits being documented.
While the FRT enabled CCTV cameras were initially installed to counter terrorism,
the ability to easily search for anyone that has come across it makes it easy to use it
for other, illegitimate purposes.

The state could simply state that they will only use FRTs with a warrant targeted
against an individual suspect of a serious crime. For example, the authorities may
have good information regarding the planning of a terrorist attack by a particular
person. It is imperative that they find this person before they are able to execute the
attack. They obtain a warrant and then use the city’s network of FRT-enabled CCTV
cameras to ‘look’ for this person. If this person’s face is captured by one of these
cameras, then the authorities are immediately notified.

If we bracket issues of efficacy and disparate impact, it appears that this would
be a useful power to the state—and subject to restrictions that protect privacy. The
issue is not whether or not to use FRTs, but how they can and should be used.
However, these would be merely institutional and perhaps legal barriers that are
subject to interpretation. The scope of national security is little understood. Donald
Trump used the concept to justify the use of collecting cell-phone location data to
track suspected illegal immigrants [14]. The power enabled by FRTs is so great,
and the justifications to use them will be so little understood, that it will be near
impossible for regular citizens to feel and act as if they have privacy—even if they
do, in principle, have it. Your partner may promise to never read your journal unless
you are either dead or in a coma; however, the fact that she has a key and knows
where it is will probably cause you do self sensor what you write down—just in
case. With a journal, and with your general comings and goings, you should enjoy a
reasonable expectation of privacy.

However, there are some public spaces where individuals do not enjoy a reason-
able expectation of privacy. Airports and border crossings are two such examples.
For better or worse, we now expect little privacy in these contexts. Authorities are
permitted to question us, search our bags, search our bodies, submit us to millimeter
scans, etc. It would be rather odd to think that our privacy was invaded more by
our faces being scanned and checked against a criminal database. On regular public
sidewalks, I would be horrified to find out that the state recorded my comings and
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goings; however, I would be shocked to find out the state did not record each time I
crossed into and out of the country. This points to the idea that there may be places
where we should have a reasonable expectation of privacy—whether we do or not.

A recent U.S. supreme court case illustrates this nicely. Timothy Carpenter was
arrested for armed robbery of Radio Shacks and T-Mobile stores. The police used
a court order (which is subject to less standards than a warrant) to obtain GPS
data gathered by his cell phone and collected by the telecommunications compa-
nies MetroPCS and Sprint. In an opinion written by chief justice John Roberts, the
supreme court ruled that Timothy Carpenter should have a reasonable expectation
of privacy concerning his constant whereabouts. The government cannot simply, out
of curiosity, obtain this data [24]. This prevents the widespread use of smart CCTV
cameras in plain sight to undermine our ‘reasonable expectation of privacy.’ The
state should not use conspicuous surveillance as a way to claim that no one has a
reasonable expectation of privacy where these cameras exist. The critical point is
that there are public spaces where citizens of a liberal democracy should have a
reasonable expectation of privacy.

Therefore, if there are places where citizens should not have a reasonable expec-
tation of privacy and FRTs are effective (they do not cause unequally distribute false
positives and false negatives across different groups), it may be justifiable to use
FRTs in those places. People expect the state to protect them from terrorism. If FRTs
contribute to keeping citizens safe from terrorists, then there is a good reason to use
them. However, based on the analysis above, they cannot simply be used anywhere
as there are places where citizens should have a reasonable expectation of privacy.

The above points to the allowable use of regular CCTV cameras in public spaces
but prevents FRTs from operating in those same public spaces.7 The problem now
is: How will the public know the difference? This is a serious problem. After all,
the right to free expression may be ‘chilled’ because people believe that the state is
surveilling their actions. I may worry that because my friend lives above a sex shop,
the state’s surveillance may cause them to believe I frequent the sex shop rather than
visit my friend. I may, therefore, not visit my friend very often. Or I may not join a
Black Lives Matter protest because I believe the state is using FRTs to record that I
was there. This is the “chilling effect” mentioned in Sect. 3.2. This can occur even
if the state is not engaging in such surveillance. The only thing that matters is that I
believe it to be occurring.

The ‘chilling effect’ puts the burden on the state to assure the public that such
unjustified surveillance is not happening. Where it is justified, there are appro-
priate safeguards and oversight to prevent misuse, etc. This requires institutional
constraints, laws, and effective messaging. As [20] argue, institutional constraints
and laws alone will not assure the public that the state is not practicing unjustified

7 It is not for this paper to evaluate the ubiquitous use of regular CCTV cameras in public spaces.
I only claim that regular CCTV does not violate our reasonable expectation of privacy if it is the
place that is being surveilled and not individual people (e.g. when our identities, time, and location
are stored in a searchable database).
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intrusive surveillance. And vice versa, effective messaging alone will not ensure that
the state is not practicing unjustified intrusive surveillance.

For example, if the state creates laws that prevent the use of FRT on regular city
streets but the cameras that are used look the same as the smart CCTV cameras that
have FRT in airports, then the public will not be assured that facial recognition is not
taking place. This sets up the conditions for the chilling effect to occur. However,
if the state uses cameras that are clearly marked for facial recognition in places like
airports, and cameras that are clearly marked ‘no facial recognition’ on city streets
but no laws are preventing them from using FRT on city streets, then the public has
a greater chance of being assured. However, nothing is preventing the state from
using the footage of those cameras and running facial recognition on them after the
video has been captured. Therefore, it takes both institutional constraints (bound by
law) and effective messaging to meet the standards which support liberal democratic
values like free expression.

This creates two conditions for the state’s use of FRT. First, the state must create
institutional constraints that only allow FRTs to be used in places where people do
not (and should not) enjoy a reasonable expectation of privacy (e.g., airports, border
crossings). Second, the cameras equipped with FRT must be marked to assure the
public that they are not being surveilled in places that they should have a reasonable
expectation of privacy.

4.2 Cause for the State’s Use of FRTs

The state should not simply use new technology because it exists. There must be a
purpose for using technology that is greater than the harms and privacy infringements
that occur due to that technology. It would be odd to use wiretaps to surveil a serial
jaywalker. Wiretaps are used in highly restrictive situations involving serious crimi-
nals. FRTs should be no different. The point is, that “justificationsmatter.” Collecting
facial data by using FRTs for countering terrorism does not mean that the data is now
fair game for any other use. Each use must have its moral justification—and if that
justification no longer obtains, then that data should be destroyed [8, 257].

Terrorism is a serious enough risk (in terms of possible harm—not necessarily in
terms of likelihood) that it features as a justification employed by those advocating
the use of FRTs. In these cases, one does not feel as if the privacy rights of terrorists
are so strong that they should not be surveilled. We expect the government to do
what they can to find people like this. Their privacy rights are overridden by others’
rights not to be injured or killed in a terrorist attack.

The problem is that FRTs must also surveil everyone that comes into view of one
of its cameras. That is, each face is used as an input to an algorithm that attempts
to match that face to an identity and/or simply check whether that face matches one
of the identities of suspected terrorists. In a technical sense, this technology could
only be used for the legitimate purpose of finding terrorists. However, as argued
above—the difficulty in assuring the public that this is the case will have a chilling
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effect. Furthermore, the real possibility of scope creep makes placing these cameras,
in places where people should have a reasonable expectation of privacy, dangerous.

This means that no matter the cause, FRTs should not be employed in places
where innocent people have a reasonable expectation of privacy (as argued above).
However, once we restrict its use to those places where there is no reasonable expec-
tation of privacy, then finding serious criminals using FRTs poses no ethical problem
(providing that it reaches a threshold of effectiveness). The third condition for the use
of FRTs is that FRTs should be restricted to finding serious criminals (e.g., terrorists).

4.3 Reliance on Third-Party Technology

The state’s reliance on third-party technology companies to facilitate surveillance
is perhaps the area where the most violations of liberal democratic values occur.
For example, the government cannot simply scrape the entire internet of pictures of
people, match the faces to names, create a detailed record of things you have done,
places you have gone, people you have spent time with, etc. Especially without
a just cause. This amounts to intrusive surveillance of every individual. In liberal
democracies, theremust be a justification (resulting in awarrant approved by a judge)
to engage in such surveillance of an individual. Surveilling a million people should
not be considered more acceptable than the surveillance of one person. However,
Clearview A.I. has been scraping images from the web and creating digital identities
for years. Many police departments and government agencies are now using this
third-party company to aid in using FRTs [9].

This causes significant ethical concern for three reasons: first, some third-party
companies do not follow the constraints already mentioned above; second, sensitive
data is being stored and processed by third-party companies that have institutional
aims that could incentivize the misuse or abuse of this data; and third, the role that
these companies play in surveillance may reduce the public’s trust in them.

4.3.1 Contracting out the Bad Stuff

When I first encountered FRT at an airport, I was a bit squeamish. It took me some
time to understand why. Indeed, I am not against using such technology to prevent
terrorists from entering the country or detecting people who are wanted in connection
with a serious crime or find children on missing person lists.8 I also did not feel that I
had a reasonable expectation of privacy. I expect to be questioned by a border guard
and have my passport checked. I expect that my bag or my body could be searched.

8 Although I was concerned that my face could be checked against those captured at, for example,
Black Lives Matters protests around the world—and that I could face scrutiny due to my
participation. This concerns the just causes for FRTs discussed earlier.
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And I expect to be captured on camera continuously throughout the airport. So why
did I have this immediate adverse reaction towards the use of FRT by the state?

The answer lies in my knowledge regarding the contracting out of such work
to third-party technology companies. I am expected to trust the state and the third
party technology company that is behind the technology. Are they capturing my
biometric face data and storing it on their third-party servers? Are there institutional
barriers preventing them from reusing or selling that data for their benefit? Is the data
captured, sent, stored, and processed in line with best security practices? In short,
I fear that even if the proper laws and constraints regarding the state’s use of FRTs
are in place, that third-party technology company is not bound by them or does not
respect them.9

This is wrong. There are laws in place that prevent the United States, for example,
contracting out intrusive surveillance on their citizens to other countries. So the
U.S.—not being able to collect data on its citizens—cannot ask the U.K. to collect
data on a U.S. citizen. The same should be true for FRTs. Suppose the U.S. cannot
gather facial data on the entire U.S. population (practicing bulk surveillance). In that
case, the U.S. should also not contract such work out to a third-party company—or
use a third party company that has engaged in this practice. If I contract the work
of killing an enemy to somebody else, that does not absolve me of all responsibility
regarding the murder of that enemy.

It is not, in principle, unacceptable to use tools created by third-party companies.
Third-party companies often have the resources and incentives to create far better
tools than the government could create. Silicon valley technology companies attract
many creative and motivated thinkers—and pay them a salary that the government
could not afford. It would be detrimental to say that the government cannot use tools
created by these companies. However, big data and artificial intelligence have made
this relationship much more complicated.

Rather than merely purchasing equipment, the government is now purchasing
services and data. A.I. algorithms created by third-party companies are driven
by the collection of vast amounts of data. If this algorithm is to be used by the
state, the state must ensure that the data driving it was collected according to laws
governing the state’s data collecting capabilities. Furthermore, the hosting of the data
that the government collects is increasingly being contracted out to cloud services
like Amazon Web Services. This is so because this data processing is extremely
resource-intensive and something that third-party companies are more efficient at.
This creates a situation where our biometric facial data may have to be sent to a
third-party company for storage and/or processing. The company in question must
have no ability to see/use this data. This is so for two reasons. First, these compa-
nies have institutional aims10 that have nothing to do with the security of the state.
This creates incentives for companies to use this data for their aims—creating an
informational injustice [10]. Furthermore, this blurring of institutional aims (e.g.,

9 It should be noted that strong data protection laws like Europe’s GDPR can prevent some of this
from taking place.
10 See Miller [18] for an excellent discussion on the blurring of institutional purposes.
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maximizing profits and countering terrorism) could be detrimental to the company.
As a result of NSA programs like PRISM, which purportedly allows the state to
gain access to the company servers of Google and Facebook [5], rival companies are
now advertising that they are outside of U.S. jurisdiction and can therefore be used
without fear of surveillance.11

Second, this data is now being entrusted to companies that may not have the same
security standards or oversight expected for the storage and processing of sensitive
surveillance data. Recently the Customs and Border Patrol contracted out facial
recognition to a third-party company which was breached in a cyber-attack causing
the photos of nearly 100,000 people to be stolen. Customs and Border Patrol claimed
no responsibility—saying it was the third-party company’s fault. The state should be
responsible for the security of surveillance data [19, 35].

This discussion should cause constraints on how the state uses third-party compa-
nies to facilitate surveillance. Condition number four for the state’s use of FRTs is
that the state should not use third-party companies that violate the first three condi-
tions during the creation or use of its service. This means that the state should know
about the services they are using. Furthermore, a fifth condition is that the third-party
company should not be able to access or read the sensitive data collected by the state.
This keeps the state in control of this sensitive surveillance data.

5 Conclusion

What has been written above agrees with much of what proponents of a ban argue.
The large difference is that I do not believe that FRTs will necessarily creep into
society in a pervasive way. The five conditions I argue for above prevents this type
of creep. Furthermore, the chilling effect so feared by proponents of a ban will not
necessarily occur. This only happens when there is pervasive use of FRTs in places
where people should have a reasonable expectation of privacy. By restricting FRTs
use to those places where people should not have a reasonable expectation of privacy,
this concern can be alleviated.

However, the concern that FRTs suffer from pervasive bias is serious. There may
not be FRTs that are effective at all. This should prevent their use by the state. Until
it can be shown that these technologies work in a way that won’t disproportionately
distribute the harms and benefits amongst groups, FRTs should not be used. What is
called for, then, is a moratorium rather than a ban. Once it has been shown that FRTs
are effective, the state should use them within the limits outlined above.

11 ProtonMail, for example, claims that “ProtonMail is incorporated in Switzerland and all our
servers are located in Switzerland. This means all user data is protected by strict Swiss privacy
laws.” https://protonmail.com/.

https://protonmail.com/
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The Rise of the Modern Intelligence State

John Hardy

Abstract The rise of the formal surveillance state in the early twenty-first century
was precipitated by political impetus to empower security and intelligence organisa-
tions to perform a broad range of counterterrorism functions. Ethical debates about
the implications of the security intelligence reach of modern states have focused on
balancing individual rights, liberties, and privacy against the security of the state.
Meanwhile, the surveillance state has rapidly evolved into an intelligence state,
capable not only of pervasive data collection, but also of analytical modelling which
expands existing boundaries of surveillance. Existing concerns about the ethical
collection and use of surveillance data are compounded by three emergent capabili-
ties of the modern intelligence state: persistent data surveillance, pattern-of-life anal-
ysis, and activity-based intelligence. These intelligence methods provide descriptive
and/or predictive models of human behaviour that empower governments to generate
intelligence about the actual and the potential subjects of counterterrorism investi-
gations. The ethical implications of counterterrorism intelligence extend beyond the
collection and use of data to the application of predictive modelling to dehumanised
patterns of behaviour. This process has the potential to redefine the boundaries of the
person, particularly by blurring the distinction between thoughts and actions which
threaten the state.

1 Introduction

An international cohort of formal surveillance states emerged around theworld during
the early twenty-first century [84]. The group of countries that pursue national secu-
rity through domestic surveillance and intelligence regimes grew throughout the
2000s into a wide and varied cohort in the 2010s [44, 85]. The political impetus to
enhance national security from both internal and external threats was buttressed by
the unprecedented availability and affordability of technology solutions to security
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challenges. The security state quickly became a surveillance state and now armed
with the resources and reach into the everyday lives of its citizens, the security
apparatus of many countries was transformed from a sprawling bureaucracy into an
omnipresent institution. This spurred debates into the role of the state in safeguarding
the liberty and privacy of individuals while also protecting the people and their inter-
ests from harm [47, 87]. While many of these debates remain unresolved, the rapid
expansion of the state security apparatus, particularly in the advanced economies, has
continued at increasing pace. Recent advancements in computer science and human
understanding of analytical methods have empowered a modern intelligence state
capable of deeper insight into the lives of individuals than the surveillance state that
preceded it. Meanwhile, the post-9/11 political climate has enabled the rise of the
intelligence state under the auspices of counterterrorism and national security [17].

The intelligence state combines the essential features of the security state and the
surveillance state, protecting the homeland from internal and external threats through
pervasive data collection and proactive policies aimed at counterterrorism and coun-
tering violent extremism [77]. It extends the reach of the security apparatus further by
incorporating a broad range of analytical tools which enable analytical modelling and
predictive analytics which stretch existing boundaries of surveillance [3]. Existing
concerns about ethical conductwithinmass surveillance programs are exacerbated by
persistent data surveillance, pattern-of-life analysis, and activity-based intelligence.
These analytical techniques provide both descriptive and predictivemodels of human
behaviour that enable Governments unprecedented and invasive access to personal
information for the purposes of enhancing counterterrorism. Routine encroachment
of the intelligence state on the personal data of citizens has the potential to allow
access to personal spaces by eroding the boundaries of privacy, to identify patterns
of behaviour which fit risk profiles, and to create a system of control over access to
information akin to Deleuze’s [24] society of control.

The remainder of this chapter proceeds in three sections. Thefirst section examines
the gradual normalisation of mass surveillance as the state’s technological omnipres-
ence became a mechanism of discipline, security, and control. The second section
examines the evolution of the surveillance state. It argues that the security state,which
rose in tandem with Beck’s [7] risk society, focusing more on technological solu-
tions to domestic and international threats to homeland security than on traditional
threats to national defence and security. The surveillance state rose in tandem with
the evolution of big data. The generation, availability, and collection of an increasing
number of data points from a rapidly expanding pool of sources led to the creation
of modelling technologies that allowed states to build comprehensive profiles of
citizens’ patterns of life. The shift into an intelligence state has evolved alongside
the fourth industrial revolution, utilising data surveillance, pattern analysis, machine
learning, and predictive modelling to reduce the individual to a construct comprised
of dividual data. The third section examines the ‘dividual’1 in the intelligence state
and the implications of systematic analysis of dividual lives include the reduction
of human lives to data points, behavioural analysis, and predictive algorithms. It

1 ‘Dividual’ is a term coined by Gilles Deleuze, see discussion below.
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argues that enhanced surveillance technologies routinely violate extant boundaries
by giving the state access to previously non-observable thoughts and actions. This
raises further questions about the rise of new technologies of control as innovations
in Information and Communication Technologies (ICT) continue in the twenty-first
century.

2 The Normalisation of Surveillance

Surveillance has been a function of the state in one form or another for much
of recorded human history. The concept of an information state, which collected,
processed, and stored information about its citizens has been popular among histo-
rians who generally link advances in technology as a defining characteristic of both
modernity and the modernisation of the state [88]. The roles and functions of surveil-
lance in the modern nation-state have served three key purposes. The first purpose
was the ability to identify individuals in order to hold them accountable for aberrant
or criminal behaviour in what Foucault [28] termed the disciplinary society. The
second purpose was to manage the security and threat perceptions of individuals by
promoting the state’s ability to ‘police’ societies by deterring crime and deviance, to
monitor society, and to prevent, mitigate, and respond effectively to major threats to
security [16, 72]. The third purpose was to establish a system of control by enabling
the state to construct public places, information systems, and individual interactions
such that it facilitates the exchange of information and access to systems of informa-
tion exchange [24]. This “panvasive” system is both pervasive and invasive, eroding
the boundaries between the public and private, and collecting data from individuals
indiscriminately [79].

2.1 Surveillance as Control

Foucault [28] depicted the emergence of societies of discipline as a product of succes-
sive societal institutions enclosing individuals into systems of rules and norms where
behaviour was monitored, and compliance was rewarded and enforced. One key
distinction between the societies of sovereignty of the past and the disciplinary soci-
eties from the eighteenth century onward was the purpose of governance. Where
societies of sovereignty governed to retain power, raise taxes, and adjudicate over
death, disciplinary societies sought to organise and administer both the individual
and the collective [28]. Despite the popular conception of Bentham’s panopticon as a
foundation for contemporary theories of surveillance [60, 82], the act of surveillance
is only one aspect of panopticism in the disciplinary society. Foucault’s panopticon
was an apparatus not only of pervasive surveillance and data collection, but also
an environment characterised by ubiquitous institutional power, which could exert
the political influence of potential surveillance over individuals at any time [25]. In
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this conception, discipline is a mechanism of power that regulates the thoughts and
behaviours of social actors through subtle means, increasing their docility and utility
within society ([28], 231).

Deleuze [24] saw the disciplinary society as the foundation for amore comprehen-
sive system of social compliance, once which was characterised not by surveillance
and punishment, but by control. In a society of control, panopticism is not limited
to the act of surveillance or the data being record. Rather, the panoptic system
modulates social behaviour through access to information and opportunity ([25],
26). The metaphor of an omnipresent Big Brother perpetually watching society is
less relevant to a society of control due to modes of participation in society which
categorises and regulates the individual according to specified criteria which deter-
mine eligibility, inclusion, access, suspicion, and privilege ([49], 20). The society of
control uses surveillance technologies to discriminate, assess, categorise, and profile
individuals in what Gandy [30] has termed the “panoptic sort.” Deleuzian control
presents a surveillance state which sustains a self-governing machine that exercises
the subtle coercion of Foucault’s disciplinary society while constructing a societal
landscape which moderates and modulates public places, information systems, and
individual interactions. The society of control thereby facilitates both the exchange
of information and individual access to collective systems of information exchange
[25].

The society of control has been further enabled by advances in technology which
fall into two categories. The first category is surveillance technologies which enhance
the quality, volume, and integrity of collected data. The second category is analytical
technologies which allow the state to construct new data from the products of its
surveillance apparatus, to reduce risk, and to reduce the individual into a “bundle
of data” to be collected, collated, and controlled ([23], 321).2 Through a process
of “surveillant assemblage,” the state is able to combine data is has collected and
analysed about the individual and then generate an abstraction, or virtual identity, of
that individual ([32], 608–610, [36], 11–12). Technological evolution throughout the
early twenty-first century has changed the character, if not the nature, of the surveil-
lance state with rapid advances in the means of controlling information and access.
The trend toward mechanisms of control in the contemporary intelligence state has
been supported by the increasing invisibility of surveillance in digital societies. This
has been compounded by the growing acceptance of surveillance in the post-9/11
world and by the increasing complicity of individuals in subjecting themselves to
data surveillance through consumer technologies [36, 63]. Increasing control and
the normalisation of surveillance in many societies has brought the modern state
to the precipice of existing ethical boundaries, sparking debates over the extent
and appropriateness of mass surveillance programs justified under the auspices of
counterterrorism and national security.

2 Similar points were made by Daniel Solove in his 2004 The Digital Person, and by Adam
Henschke in his 2017Ethics In An AgeOf Surveillance, where they talk about the use of surveillance
technologies to create a ‘digital person’ or a ‘virtual identity’, respectively.
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2.2 Ethical Boundaries of the Surveillance State

The notion of privacy in relation to surveillance is an evolving cultural phenomenon.
Although the surveillance discourse often uses terminology that is associated with
visual metaphors derived from historical societal experiences of state-based secret
police, the dominant form of surveillance in the twenty first century is based on
the collection and computation of data. Traditional metaphors of surveillance focus
on the acts of watching and being watched. The state is conceived as a public eye
surreptitiously watching both the public and private lives of citizens. Contemporary
metaphors of surveillance focus more on mass collection of data points, creating vast
stores of information which can be used to construct models of human behaviours,
and an emphasis on empirical rather than visual terminology [2]. In contrast to tradi-
tional metaphors used to discuss surveillance, the contemporary discourse employs
metaphors that are impersonal and formal. By focusing on technological concepts
such as big data, metadata, and analytics, contemporary surveillance metaphors are
reframing debates about privacy. Rather than discussing the boundaries of the state’s
presence in citizens’ lives, contemporary metaphors draw attention to the pervasive
technological capabilities of the state and a purported balance between security and
liberty [35, 47].

One of the key arguments in debates about balancing security with liberty is
the extent of the individual right to and expectation of privacy from observation
by the state [37]. In this context, privacy can be framed as a general protection
of the individual from unreasonable observation of behaviours in private spaces.
In the twenty-first century the balance between the assumption of non-observable
behaviour in private places, such as behind walls or in darkness, has been skewed
by the pervasive collection of data by a range of actors, many of them non-state
entities, including major transnational corporations. Online behaviours, activities,
and identities have created amore complete digital personhood that allows the state to
build more a complete picture of an individual this “virtual identity” has the potential
to identify and expose an individual’s private behaviours, attitudes, or beliefs [36,
80]. An exclusive focus on privacy for the sake of protecting individual privacy is
reductionist, because privacy protections can be seen as safeguards for other aspects
of citizen’s lives, including restrictions on public expression and association, as well
as protection from some forms of discrimination [9]. Information and data privacy
can be seen as bulwarks against state encroachment into social and societal norms
bounded and protected by contemporary liberal political values [70].

Information privacy is frequently conceived in terms of “fair information prac-
tices” which relate to communicative control ([49], 19). Communicative control is
determined by the extent to which the subjects of data generation and collection
know about and can influence how data about them are gathered, stored, analysed,
shared, and used [49, 67]. This presumption of control extends beyond protecting
personal details to include protection from institutional power. The power imbalance
between surveillance apparatuses and the subjects of surveillance can be illustrated
with three simple examples: blackmail, discrimination, persuasion [69]. The ability
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to exploit personal data to create social sorting categories has expanded signifi-
cantly in the post-9/11 era [44, 90]. Advancements in surveillance technologies have
precepted an evolution of disciplinary societies into societies of control, empowering
an omnipresent intelligence apparatus in relation to private citizens.

3 Technological Evolution of the Surveillance State

The contemporary national security state of the twentieth century was largely defined
by great power struggles and deterrence. Throughout the post-Cold War period, the
role of the state in providing security has undergone two significant changes. One
change is the increased focus on internal threats to the security of the state under
the banner of counterterrorism [68]. The other change is the impetus to monitor
individuals at scale in order to detect indicators of threat behaviours [51]. This
has intensified scrutiny of populations for the purpose of security, leading to the
expansion of the surveillance functions of the state into an all-encompassing intel-
ligence system capable of pervasive and invasive mass surveillance of foreign and
domestic populations [78]. The evolution of the formal surveillance from a focus
on homeland security to the modern intelligence state reflects the novel application
of technology to security challenges and the coevolution of technology, data, and
intelligence capability in the twenty-first century.

3.1 The Security State

Security politics in the post-9/11 period have been dominated by counterterrorism in
much the sameway that perpetual threat of nuclear annihilation defined the ColdWar
period. The security state of the twenty-first century has been largely preoccupied
by containing threats from non-state actors at home and abroad. Internal security,
an enduring priority for the state, has become a central policy debate around the
world. The contemporary expansion of the concept of security now includes a range
of individual, transnational, and non-state issues [18]. Alongside a broad “new secu-
rity agenda” [16], encompassing a non-traditional security threats, there has been
increasing focus on domestic threats under the banner of homeland security [62].
Conceptual confusion about security, including what is, how it attained, and what
it represents [6, 13], initially clouded attempts to create holistic homeland security
policies [83].

States initially gravitated towards risk reduction and proactive security intelli-
gence and law enforcement policies in order to meet the most prevalent threats to
public safety. This mirrored a more general trend in policing by risk that had been
developing in community policing for decades [53, 57]. However, security is both
an objective measure of risk and safety and also a subjective interpretation of risk
in a given situation [73]. Despite rapid advancements in risk reduction, the security
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state quickly found itself lacking in managing risk perceptions. Public reactions to
terrorist violence underscored the need to manage both risk reduction and public
perceptions of safety. These converging impetuses led to widespread adoption of
technological solutions to capability gaps in surveillance and intelligence.

Throughout the 2000s an increasingly capable and competent security state
emerged. In some ways, the security state paralleled Ulrich Beck’s [7] risk society.
The overarching surveillance and intelligence apparatus of the security state served
three main securitising functions in society. The first function was to restructure
and repurpose institutions to include them in what would become the surveillance
state. Burgeoning intelligence communities, intelligence fusion centres, and public–
private data sharing arrangements [71] around the world suggest that the expansion
of the security state has yet to reach its zenith. The second function was to build
the capacity of the state to respond to domestic threats. Examples of the creation or
enhancement of security intelligence, border protection, and law enforcement enti-
ties to bolster homeland security abound [62]. The third function was the subtle shift
from policing the citizen actor within society to surveillance of the citizen threat
to the state. Following the axiom that a person with nothing to hide has nothing to
fear from surveillance [81], citizens have been effectively reframed as a potential
source of threat to society. The security state thus paved the way for an expansionist
surveillance state, justifying its penchant for panopticismunder the guise of necessity.

3.2 The Surveillance State

The surveillance state emerged in the early twenty-first century alongside rapid
advancements in ICT. New technologies have created a host of new opportunities
and new vulnerabilities for intelligence collection and analysis, mostly related to
the proliferation of big data. The surveillance implications of big data relate to both
the unprecedented generation of data by individuals and a raft of new avenues for
recording, accessing, and storing data [27, 36]. Major tech companies have benefited
from nearly unilateral control over the capability to conduct pervasive data surveil-
lance on individual consumers. This capability largely stems from mobile devices
[43], but extends to a range of information services that major providers such as
Amazon, Apple, and Google include in their product suites [54]. Governmental
access to both the data and the collection platforms created by major tech companies
and frequently used by consumers created a new conception of mass surveillance for
the purposes of counterterrorism and homeland security [11].

From individual user profiles and search histories, to GPS location data and Blue-
tooth andWi-Fi connections logs, to socialmedia accounts and digital currency trans-
actions, the sheer volume and speed of unique data generated by individuals engaging
in their digital lives around the world is staggering [74]. The quantity, generation,
and diversity of the data which governments collect, monitor, and analyse continue
to increase rapidly. This is sometimes called the “five V’s” of big data, which refers
to the velocity, volume, value, variety, and veracity of data [29]. Access to these data
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and evolving methods of analysis has created a variety of new forms of informa-
tion that did not previously exist, such as comprehensive archives of location data
collected by mobile devices ([36], 144–149). Meanwhile, the capacity to mine data
sources, to monitor data flows in real-time, and to construct comprehensive models
of individuals and their behaviour is a controversial issue because it enables a degree
of passive surveillance that was not possible only a few decades ago ([36], 183–266).
Clarke [21] termed this capability “data surveillance” and defined it as the ability
to use data and analytics to effectively observe and record an individual, object, or
organisation.

The technical collection of vast repositories of data bymobile devices has afforded
the security apparatus of the state an unprecedented ability to gather and analyse data
in ways which enable mass surveillance [75]. Meanwhile, new forms of data have
coevolved with information and communication technologies, creating newmethods
of analysis and new kinds of intelligence [52, 65]. With the information collected
through mass surveillance programs, intelligence analysts have become both better
informed and burdened by the volume of data available to them. With expansive
archives of digital information to sift through, the task of sorting, collating and
categorising information has become more laborious [56]. The tasks involved in
separating important details from trivial data and in deriving meaning from patterns
and trends have become more intellectually challenging and increasingly resource
intensive [27, 55]. One way of alleviating the burden of data collection on the state
has been through the implementation of open source and crowd sourced data to
complement data surveillance [61], which brings additional actors into contact with
the mechanisms of the surveillance state.

3.3 The Intelligence State

The intelligence state is an evolution of the surveillance state that uses cutting edge
technological and analytical capabilities to erode the previous boundaries of surveil-
lance. The rise of the intelligence state has been enabled by the data generated through
persistent invasive surveillance and empowered by analytical techniques such as
network analysis, general Pattern-of-Life (POL) analysis, andActivity-Based Intelli-
gence (ABI). The application of computer assistedmodelling andpredicative analysis
to behavioural data creates new opportunities for the intelligence state to incorporate
a broad range of technology-supported capabilities to conduct behavioural analysis,
geospatial intelligence, POL analysis, and ABI [10]. The starting point for these
methods is mass data collection and behavioural analytics. In general, behavioural
analysis is a process of assessing and modelling routines, patterns, and events in
interpersonal, public, and online behaviours in data about individuals and groups
[48, 59]. Behavioural data can be enhanced with geospatial intelligence, which is
derived from structured analysis of geographic, spatial, and imagery information [5,
38] and used to model physical, informational, and behavioural patterns.
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Simple patterns in complex data can be highly revealing ([36], pp. 6–12). POL
analysis can model patterns of association between people, places, and objects to
identify nodes, events, patterns, and outliers in relational data [33]. These patterns in
individual routines can provide significant insight into personal information without
directly accessing private data or employing overt surveillance methods. Examples
abound in contemporary society. One such example is the use of shopping data to
personalise online advertisements on web sites and social media platforms. Another
example is the use of mass gathered location data to monitor, predict, and manipulate
traffic flows. A third example is the use of multiple data sources and methods of
analysis to create an “ensemble effect,” which can illuminate personal preferences,
behaviours, and patterns despite the limitations of any of the individual sources used
[76]. Ensemble effects are sometimes used with crowd sourced and mass collected
intelligence because they offer deeper and multifaceted insight into patterns and
trends through data modelling [14].

ABI is a method of data modelling which focuses on actions and activities, incor-
porating contextual, biographical, and relational data which can be used to discover
and systematise patterns and trends in a subject’s behaviours [22, 46]. ABI and
similar predictive analytical methods empower the intelligence state to create models
of subjects or targets of investigations, operations, and defensive countermeasures
[10]. Intelligence models can be used for five basic purposes across the military,
national security and law enforcement domains: description, collaboration, explana-
tion, exploration andprediction [86].Description is amethodused to represent known
details of an event, situation, or process. Collaboration allows teams of individuals
to create a common representation of the modelled subject and then manipulate,
update, and modify the shared model collectively. Explanation involves generating
and testing hypotheses that potentially explain relationships between entity, event, or
process data. Exploration is used to evaluate changes in the structure and dynamics of
modelled subjects, explore causal influences between data, and anticipate behaviours.
Prediction can be used to estimate likely events, to optimise processes and actions,
and to pursue circumstances that are generally consistent with preferable outcomes
[8, 86].

Activity-Based models have provided the intelligence state with new avenues for
proactive and preventative actions to reduce risks, control crime, and identify individ-
uals who display markers of targeted behaviours. For example, predictive policing
models have enabled law enforcement agencies to increase resource allocation to
locations and crime types deemed high risk, to develop intervention programs for
specific crime types, and to identify functional, situational, and geographical factors
for risks to safety and security [66]. Similarly, POL and ABI analyses have enabled
intelligence and security bureaucracies to build models of adversary behavioural
patterns and Modus Operandi, identify critical security events in progress, and
enhance situational awareness [4]. These approaches to intelligence analysis require
the data generated by the surveillance state as a fundamental input. However, the
insight into the personal and private exceeds the boundaries that commonly exist
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on physical, technical, and digital surveillance methods. For example, pattern detec-
tion algorithms used in threat behaviour models designed to support counterter-
rorism can bring individuals who have not been identified by the authorities under
scrutiny. Where previously a warrant might have been needed to search a suspect’s
home or telephone records, their digital identity can be rapidly mined without facing
traditional physical or temporal obstacles to surveillance.

4 The Dividual and the Intelligence State

The technological supremacy of the modern intelligence state over the individual
citizen has the potential to reduce personhood to a sum of data points. Deleuze ([24],
5) coined the term ‘dividual’ to explain how a society of control could devolve the
irreducible and autonomous agency of the individual to categories and classes with
or without access. The dividual can also be conceived as a reducible unit of analysis,
regarded by the intelligence state as combination of behavioural, biometric, commu-
nication, identity, location, and transaction data. The capability to exert control over
society through moderating access to information, systems, and agency has grown
immeasurably in the twenty first century. This raises two concerns for the evolving
relationship between society and the intelligence state. The first concern is the emer-
gent sense of self that is becoming more transparent both in public and private
spaces. The second concern is the continuation of this trajectory in tandem with
emerging technologies of control. The implications of these looming issues include
the potential for a near-omniscient society of control and the gradual shaping of both
civil society and citizenry into idealised state-designated models of behaviour and
thought.

4.1 The Transparent Self

Contemporary societies are routinely subjected to levels and forms of surveillance
which were not possible only a decade ago. The kinds of technologies that have
been engrained in the daily routine of many people have also captured a detailed
record about those routines ([69], 1936). For some, the persistence of surveillance
technologies has been embraced as either a mixed blessing, permitting formerly
unattainable levels of efficiency and security, or an acceptable cost for access to digital
services ([49], 19). Certain forms of surveillance have been popularised in cinema
and media [63], and have been accepted as a part of digital life in some societies.
The kinds of surveillance technologies that people are increasingly conscious of
in their everyday lives include communication metadata, GPS location data, social
media feeds, and shopping activity. The kinds of surveillance that are less widely
appreciated are user analytics applied to reading habits, browsing behaviours, and
search term data [69].
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These technologies have created a transparent self, one which is rendered more
visible and less protected from external scrutiny through ubiquitous surveillance and
data collection technologies [41]. Technology compromises the self in three distinct
ways. The first form of compromise is the removal or reduction of boundaries, such
as clothing and the human body itself, which is rendered transparent by non-invasive
surveillance equipment such asmillimetrewave,X-ray, andmetal detecting scanners.
The second form of compromise is the transparency of spaces formerly assumed to be
non-observable, such as private spaces behind doors and walls or concealed by dark-
ness, which are visible with electro-optical and remote audio sensing technologies.
The third form of compromise is the burring distinction between thoughts and actions
which are deemed to pose a threat to the security of the state. The methods used to
render internal thoughts observable are commonplace in the kinds of behavioural
analytics used by commercial entities [1, 42]. Similar technologies are problematic
for states where the line between criminal actions and thoughts about criminality is
being eroded. One example of this in the counterterrorism domain is the state’s focus
on Countering Violent Extremism (CVE) by monitoring and intervening in ideo-
logical debates involving extremist content [31]. The distinction between having
undesirable but legal thoughts and committing illegal behaviours is often blurred in
the language used in CVE and counterterrorism policies [34, 89].

Gradual acceptance of the transparent self lends itself to the potential for a simi-
larly gradual formation of a transparent society [12]. Such a society, defined by the
transparency of its citizens and the degree of state control over access to networks, is
a significant step closer to Deleuze’s [24] society of control. The transparent society
lays the foundation for the further encroachment of data generating technology into
the personal lives and personal spaces of citizens. An example of this is the Social
Credit Score [40] system used by the People’s Republic of China (PRC) to incentivise
and deter specific private behaviours in accordance with its preferences for citizen
behaviour [45]. Since the introduction of the Social Credit Score system in 2007,
the PRC has been able to rank, categorise, and sort its citizens, allocating resources
and privileges to those who conform and denying access to those who do not [20].
This illustrates the extant and potential capability of the intelligence state to use
surveillance, data and algorithms to exercise control over society [26].

4.2 Emerging Technologies of Control

The rapid expansion of technological solutions to security challenges in the post-9/11
era led to widespread public debate over the role of data surveillance in responding
to the threat of domestic and transnational terrorism to the internal security of the
state. During the 2000s, it was not feasible to use predictive analytics to effectively
counter the threat of terrorism. The likelihood of errors, including both false positives
and false negatives, was high due to limited data on the small-scale patterns of threat
actor behaviour and the nascent capability of the security state to collect, store,
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and analyse data [39]. This line of argument, which originated in the brief pre-
smartphone period at the beginning of the twenty-first century, accurately reflected
the limits of data availability, technical means of collection, analytical methods, and
security intelligence models at the time. Much has changed since. While intelligence
practitioners debate the relative effectiveness of emerging and enduring surveillance
technologies [19, 50] there is little doubt that the ability of the intelligence state to
leverage data analytics has improved dramatically [58, 64].

Although critics may contend that, in the words ofWilliam Burroughs [15], “con-
trol can never be a means to any practical end”, the modern intelligence state has
created a system of control that serves as a means to greater levels of compliance
and security than even societies of discipline could muster. The implications of near-
certain future developments into surveillance and analytical technologies warrant
further consideration. The implications of pattern analysis for the extension of control
include the potential to create pervasive social monitoring and social sorting systems
[49]. These systems would enhance the disciplinary power of predictive algorithms
by enabling control over access to social benefits, information, knowledge systems,
and opportunities [23]. A complex of disciplinary and control systems would be
further empowered by progression in POL, ABI, and behavioural analytics [22].
Each of these technological advancements could permit further intrusion into the
private and personal if not kept in check through robust protective measures. As
such, the surveillance technologies currently under development by the intelligence
state constitute technologies of control.

5 Conclusions

The rise of the modern intelligence state was, ostensibly, a technologically driven
facet of the counterterrorism policies adopted by many countries in the post-9/11
era. Debates about the balance to be struck between privacy and security have
largely focused on surveillance while the technical capability of the state evolved
from a focus on surveillance to embracing intelligence and analytical modelling.
Mirroring the conceptual evolution of disciplinary societies towards societies of
control, the modern intelligence state has garnered an expansive reach into the
previously personal and private spaces of citizens. This reach has been enabled by
three emergent features of the modern intelligence state: persistent data surveil-
lance, pattern-of-life analysis, and activity-based intelligence. Intelligence models
provide insight into patterns of human behaviour and outlier activities which do not
fit standard patterns. The dehumanising of data parallels a concomitant deindividual-
ising of citizens, who may be controlled through mechanisms of social sorting. The
nascent capacity to exercise influence by incentivising anddeter specific behaviours is
eroding the previous limits on the surveillance state. By monitoring and categorising
citizen behaviours, the intelligence state does not just know the personal and private,
it can to some extent shape what the private may be or think. With robust oversight,
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these technologies may be beneficial to security in many ways. Nevertheless, the
potential to redefine ethical boundaries requires strict attention.
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“No Cracks, no Blind Spots, no Gaps”:
Technologically-Enabled “Preventative”
Counterterrorism and Mass Repression
in Xinjiang, China

Michael Clarke

Abstract The Xinjiang Uyghur Autonomous Region (XUAR) of the People’s
Republic of China (PRC) is now the site of the largest mass repression of an ethnic
and/or religious minority in the world today. Researchers estimate that since 2016
over one million people (mostly ethnic Uyghurs) have been detained without trial in
the XUAR in a system of “re-education” camps. Outside of the camps, the region’s
Turkic Muslim population are subjected to a dense network of hi-tech surveillance
systems, checkpoints, and interpersonal monitoring which severely limit all forms of
personal freedom penetrating society to the granular level. This chapter argues that
the erection of this “carceral state” has been propelled by a “preventative” counterter-
rorism that has incorporated key practices (e.g. greater reliance on new surveillance
technologies) and discourses (e.g. Islamaphobia) of the “global war on terrorism”
with the ideology of the Chinese Communist Party (CCP) in pursuit of the negation of
the very possibility of “terrorism”. As such the contemporary situation in the XUAR
represents not only the mass repression of an ethnic and religious minority by an
authoritarian regime but also an example of the dystopian potentialities of ostensibly
“neutral” technologies.

1 Introduction

Wrists and ankles strapped into a restraining “tiger chair”, a man is used as a subject
with which to “train” artificial intelligence-assisted facial recognition technology
to detect states of emotion. Minute changes in facial expression are analyzed by
the facial recognition technology to determine whether the test subject possesses a
“negative mindset” or a heightened state of anxiety, allegedly indicating a potential
for anti-social behavior [82]. This is not a vision from a dystopic television series.
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On the contrary it is a lived reality in the Xinjiang Uyghur Autonomous Region
(XUAR) in the far north-west of the People’s Republic of China (PRC) where the
Chinese state, in concert with a number of China’s major surveillance technology
companies, has striven to perfect newmeans ofmonitoring the region’sUyghur popu-
lation. Researchers estimate that since 2016 over one million people (mostly ethnic
Uyghurs) have been detainedwithout trial in theXUAR in a system of “re-education”
camps [22, 34]. Outside of the camps, the region’s Turkic Muslim population are
subjected to a dense network of hi-tech surveillance systems (including key elements
of China’s “social credit” system), checkpoints, and interpersonal monitoring which
severely limit all forms of personal freedom penetrating society to the granular level
[62, 95]. The objective, as XUAR Chinese Communist Party (CCP) deputy leader
Zhu Hailun asserted in 2017, is to ensure that there are “no cracks, no blind spots,
no gaps” in the state’s surveillance of the region [87].

This chapter argues that the erection of this “carceral state” has been propelled
by a “preventative” counterterrorism that has incorporated key practices (e.g. greater
reliance on new surveillance technologies) and discourses (e.g. Islamaphobia) of the
“global war on terrorism” with the ideology of the Chinese Communist Party (CCP)
in pursuit of the negation of the very possibility of “terrorism”. As such the contem-
porary situation in theXUAR represents not only themass repression of an ethnic and
religious minority by an authoritarian regime (although it is most certainly that) but
also an example of the dystopian potentialities of ostensibly “neutral” technologies.

In this latter respect, I argue that it has been the intersection of technologically-
enabled surveillance with the CCP’s evolving ideological concept of “social manage-
ment” that defines the practice and effects of China’s “preventative” counterterrorism
in the XUAR. Descriptions of the system of surveillance erected in the XUAR as
simply the manifestation of a new type of “police state” only capture part of the
story. Control of the region’s Uyghur population is but one objective of the CCP in
XUAR. Indeed, as Richard Jenkins reminds us, surveillance is but “a means to an
end”, namely the “protection” and “management” of either the population-at-large
or specific segments thereof ([54]: 162). The case of Chinese counterterrorism in
the XUAR reveals the Chinese state’s propensity to be much more explicit in its
desire—relative to governments in the liberal West—to pursue the active (and often
coercive) ‘management’ of specific segments of its population.

China’s counterterrorism policy is in fact highly suggestive of processes of “high
modernism” described by James C. Scott in which the state seeks to legitimate
the “rational design of social order” ([78]: 4) through the centralization, collection,
and processing of information. Scott suggested that the imposition of such “high
modernism” tended to correlate with crises (e.g. economic depression, social revolu-
tion or war) and authoritarianism. In particular, the manner in which the system
of pervasive surveillance intersects with the CCP’s practices of ideological “re-
education” in XUAR demonstrates how surveillance—from the state’s perspective—
serves goals beyondmere control of subject populations by identifying, categorizing,
and ascribing sanction to individuals to produce “transformed” citizens. That surveil-
lance is a central enabler of the CCP’s social engineering objective is demonstrated
by the assertion of aXUARgovernment spokesman on 25May, 2021, that heightened
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security measures and “re-education” were required in order to “remove extremist
thoughts” from Uyghur minds and “transform” them from “ghosts” into “humans”
[77]. While the ‘threat of terrorism and religious extremism’ has stimulated the
development of ‘new forms of centralized surveillance, monitoring and identifica-
tion’ regardless of regime type ([84]: 61) the Chinese state has thus been able to
instrumentalize the threat of Uyghur ‘terrorism’ and ‘religious extremism’ to further
a deeper end—the remoulding an entire population’s behaviours in the name of
cultural assimilation. As we will see, this has significant human rights implications
and poses a challenge for liberal democracies who espouse the importance of values
like free movement, individual privacy, and free speech.

2 Chinese Colonialism and Uyghur ‘Terrorism’ in Xinjiang

Despite China’s contemporary claim that Xinjiang (literally ‘new dominion’ or
‘new frontier’) has been ‘an inseparable part of the unitary multi-ethnic Chinese
nation’ since the Han Dynasty (206 BC—24 AD), it often remained beyond
Chinese dominion due to its geopolitical position as a ‘Eurasian crossroad’ and
the ethno-cultural dominance of Turkic and Mongol peoples [15].

After experiencing significant autonomy from the Republic of China (1911–
1949), Xinjiang was “peacefully liberated” by the People’s Liberation Army (PLA)
in October 1949 and the CCP confronted the question of “how to run an empire
without looking like colonialists” [65]. Their answer—recognition of the region’s
12 non-Han minzu (nationality or ethnic group) and implementation of a system
of “national regional autonomy”—in theory, was meant to ensure that “beneath
the supreme central CCP power” the various minzu were to stand as equals, their
individual culture, language and practice of religion respected and protected [65].
In practice, however, this was accompanied by tight political, social and cultural
control, encouragement of Han Chinese settlement, and state-led economic develop-
ment, backed by the repression of overt manifestations of opposition and dissent by
the security forces ([7]: 120–129).

After the collapse of the neighbouring Soviet Union in 1991, the focus of Beijing’s
concerns regarding the security of Xinjiang shifted from state-based threats to largely
non-state ones driven by the convergence of the Islamic revival in neighbouring
Central Asia and Afghanistan and relative weakness of the post-Soviet states [5].

Under Deng’s successor, Jiang Zemin, the question of Xinjiang’s economic devel-
opment assumed national importance under his Great Western Development (GWD)
campaign, formally launched in 2000. Under the GWD Xinjiang was envisaged as
becoming an industrial and agricultural base and a trade and energy corridor for
the national economy. Central to the state’s developmental agenda was a focus on a
variety of “mega-projects” such as massive oil and natural-gas pipelines and infras-
tructure developments linking Xinjiang with Central and South Asia and the various
sub-regions of Xinjiang with each other and the interior of China [1].
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While bringing economic development, such projects also created a variety of new
socio-economic pressures—encouragement of further Han settlement, rapid urban-
ization, and environmental degradation—that exacerbated interethnic tensions [11].
However manyUyghurs felt they had not benefitted from economic development due
to a variety of factors including: the concentration of Xinjiang’s urban centers and
industry in the north of the province; targeting of state investment in large infrastruc-
ture projects in which companies have tended to employ Han Chinese; and widening
rural–urban disparities [4, 14, 17].

This period not coincidentally saw an appreciable increase in Uyghur unrest and
militancy.Data collected by theUniversity ofMaryland’sGlobal TerrorismDatabase,
for example, records 135 attacks in Xinjiang across the 1992 and 2017 period
resulting in 767 fatalities [39]. However, those figures count as terrorist attacks a
number of incidents—such as the 7 July 2009 violence in Xinjiang’s capital, Urumqi,
which resulted in 184 fatalities—even though they’re more accurately defined as
inter-ethnic rioting or communal violence prompted by the long-term marginalisa-
tion of the Uygur population (see [9, 16, 19]). Omitting this incident alone decreases
the death toll from terrorism in Xinjiang to 583 over the 25-year period.

This only increased in intensity after the events of 9/11 as the Party-state instru-
mentalized the threat and discourse of “global terrorism” to justify and expand its
efforts to monitor and control key markers of Uyghur identity such as religious
observance/piety. It is clear that 9/11 provided Beijing with the stimulus to reframe
its efforts in Xinjiang as ‘counterterrorist’ rather than simply counter ‘separatist’ in
nature. This began immediately after 9/11, when Beijing released its first documenta-
tion of terrorist incidents in Xinjiang, blaming a previously unknown group, the ‘East
Turkestan Islamic Movement’ (ETIM), for ‘over’ 200 ‘terrorist incidents’ between
1990 and 2001 [50]. A number of high-profile attacks in more recent years, such as
the October 2013 SUV attack in Tiananmen Square and the April 2014 Kunming
railway stationmass stabbing attack, reinforced China’s official narrative that it faces
a genuine terrorist threat stemming from Xinjiang ([28], 73–74).

The presence of the al-Qaeda-aligned TIP in Syria from 2012 onward was impor-
tant in assisting Beijing in its desire to paint Uyghur militancy as intimately intercon-
nected with global ‘jihadist’ forces [28]. Despite these linkages, however, there is in
fact little available evidence of TIP’s direct involvement in attacks in Xinjiang. TIP
has claimed responsibility for a number of high-profile attacks, such as the so-called
SUV attack of October 2013 in Tiananmen Square, but, Jacob Zenn notes ‘only a
2011 hit-and-run attack in Kashgar’ has been ‘credibly proven’ to have been organ-
ised by the group from Afghanistan [92]. Chinese state media however leveraged
the presence of Uyghurs in Syria to argue that Beijing’s hard-line in Xinjiang was
warranted. The English-language tabloid, Global Times, for instance, published an
editorial on 12 August 2018 asserting that China’s hard-line approach in the region
had prevented it from becoming ‘China’s Libya’ or ‘China’s Syria’ [40]. Prior to
institution of China’s hard-line, it continued, ‘young people were brainwashed by
extremist thoughts and manipulated by terrorist organizations’, resulting in terrorist
attacks not only in Xinjiang but also ‘in places such as Tiananmen Square of Beijing
and Kunming Railway Station’ [40].
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3 China’s Counterterrorism Policy: Toward ‘Enduring
Peace’

It was in this period of heightened official concern with the threat of terrorism to
Xinjiang that China’s form of “preventative” counterterrorism took shape. Of partic-
ular note was the development of a new strategy based on the integration of tradi-
tionalMaoist ‘mass line’ (qunzhong luxian) mobilization and social control with new
forms of technologically-enabled surveillance and policing. The “mass line”—in
which the CCP sought to organize and mobilize the Chinese population in support of
the Party’s objectives and policies through regular mass campaigns—was a regular
and defining feature of Chinese governance under Mao Zedong’s leadership. The
aim, as Elizabeth Perry ([68], 33) has noted, “was to prevent bureaucratic inertia by
recruiting grassroots enthusiasts to augment (and in some cases override) local party
and government cadres so as to advance the central leaders’ agendas”. Indeed, the
“mass line” was a chief means through which the Maoist project of the “achieve-
ment of Utopian social goals by means of class struggle and the cleansing of society
in order to create an egalitarian society” was enacted ([2], 324). For Xi, the return
of mass campaigns is a necessary measure to “standardize party procedures, curb
corruption and enhance the party’s overall competence” and thus ensure not only the
sustainability of one-party rule but also the country’s “great national rejuvenation”
[46].

In Xinjiang, this has entailed intensified Party-state interventions in society in
order to ensure the twin goals of “stability” and “development”. The need for such
intervention in the CCP’s estimation was underlined by inter-ethnic violence in the
region’s capital ofUrumqi on 5 July 2009 (referred to inChina as the 7/5 Incident) The
7/5 Incident, in which officially 194 people were killed over two days of inter-ethnic
violence, convinced influential leaders that the twin strategies of “national regional
autonomy” and state-led economic development upon which Chinese governance
had rested since 1978 had exacerbated rather than assuaged long-standing sources
of disgruntlement with the Chinese state.

The CCP’s immediate response to the 7/5 Incident was focused on replacement of
senior party figures in Xinjiang (including Urumqi CCP secretary, Li Zhi, and long-
serving Xinjiang CCP chairman, Wang Lequan), deployment of People’s Armed
Police and Special Police Units to XUAR, and a renewed focus on “stability main-
tenance” and economic development [72]. In this latter regard, then President Hu
Jintao, at the first Central Xinjiang Work Forum (XJWFI) of the CCP held 17–19
May 2010 unveiled a “Xinjiang support package” including targeted central govern-
ment investment and infrastructure spending. The objective, according to Hu, was to
achieve “leapfrog development” of the region that would lift it’s GDP to the national
average by 2015 and thus contribute to “ethnic unity” and “social stability” [55, 91].

The new XUAR CCP chairman, Zhang Chunxian, thus embarked on what was
dubbed a ‘two handed’ policy in the region of both ‘hard’ and ‘soft’ measures
focused on ‘stability maintenance’ work and improving ‘people’s livelihood’ that
would consolidate the Party’s ‘grassroots infrastructure’ throughout the region [63].
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After 2009 official public security spending increased rapidly,withmuch ofwas spent
on the introduction of high-definition surveillance cameras across public spaces in
Xinjiang, including in mosques [30]. By the next year at least 40,000 high-definition
“Eagle-Eye” surveillance cameras equipped with ‘riot-proof’ casings were fitted on
buses, in schools, and in shopping centres, as well as on the streets of urban areas to
increase police presence in key places, vital sectors and public areas ([37, 85]: 58).

Zhang’s era of ‘two-handed’ policy however was also accompanied by a transi-
tion in how the CCP conceived of the relationship between development, identity and
security. For much of the post-Mao era the Party’s strategy in Xinjiang had rested on
the assumption that development would resolve its “Uyghur question” by breaking
down the traditional cultural, religious and social ties that underpinned Uyghur iden-
tity and thus secure the region. After 7/5, however, economic development per se was
viewed as no longer sufficient. Rather, the question nowwaswhat obstacles prevented
development from achieving the goal of integration and what should the Party do
about it. An answer emerged from the debates about a so-called “second generation”
of ethnic minority policy after 2009 [60]. Party-affiliated scholars such as Ma Rong,
Hu Angang, and Hu Lianhe argued that the “first generation” of policy—based on
ethnic equality and “national regional autonomy”—had solidified ethnic boundaries,
ethnic elites, and notions of “separateness” [61]. The direction of ethnic minority
policy since has demonstrated that their conclusion has been that there is something
intrinsic to Uyghur identity that blocks the path to the Party’s vision of modern-
ization, and hence, integration. Advocates of “second generation” policy therefore
argued that ethnic policymust discard the nominal pluralism and preferential policies
of the past in favour of an approach that explicitly sought the “mingling”, “fusing” or
“standardization” of ethnic groups with a supra-national conception of the Chinese
“state-nation” (zhongguo minzu) [61].

In March 2012 however Xi Jinping (then Vice-President) rebuked Zhang
Chunxian’s ‘two handed’ approach. Xi noted not only that ‘Xinjiang work’ held
a ‘particularly important strategic position in the overall work of the party and the
state’ but that XUAR CCP officials must ‘unswervingly insist on both development
and stability’ and ‘hold high the banner of unity’ [81]. In October 2014, the National
Security Commission (NSC) also established a National Anti-Terrorism Intelligence
Centre to strengthen anti-terrorism intelligence gathering in order to boost its coun-
terterrorism pre-emptive and preventive capabilities ([53]: 190). The State Ethnics
Affairs Commission (SEAC), which had previously led the development and imple-
mentation of governance of ethnic minority regions, was also down-graded as the
locus of ethnic minority governance after 2009 as provincial level CCP United Front
Work Department ‘offices assumed primary responsibility for ethnic work in ethnic
minority regions, with SEAC officials left to follow the direct lead of their Party
counterparts’ ([21]: 491).

The need for greater Party control over ethnicminority governancewas underlined
by a number of violent incidents in or connected to Xinjiang in 2013 and 2014
including the so-called ‘SUV attack’ in Tiananmen Square on 28 October 2013
and the Kunming Railway station attack of 1 March 2014 that officials blamed on
‘radicalized’ Uyghurs [8, 73]. These incidents contributed to Xi’s decision after a
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Politburo meeting on 19 December 2013 that the CCP would abandon Zhang’s ‘two-
handed’ policy in Xinjiang. State media reported that the Party’s ‘prime task’ in
Xinjiang would now be the pursuit of ‘social stability and an enduring peace’ [90].
This approach subsequently took on the language of counter terrorism in response
to the perceived extremist ideologies found in the region.

As would become clear over the following two years, the goal of ‘enduring peace’
in Xinjiang would be sought through reinvigoration of Maoist ‘mass line’ forms of
Party mobilization, implementation of new forms of technological surveillance and
intensive ‘de-extremification’ work, including ‘concentrated re-education training’
of those deemed to be at risk of ‘extremism’. After further violence in May and July
2014, Zhang Chunxian voiced the starkest rhetoric yet exhorting a meeting of the
XUARPartyCommittee tofight a ‘people’swar against terrorism’ thatwould not only
‘cut weeds’ but also ‘dig out the roots’ of extremism [52]. This resulted in accelerated
arrests and trials of suspected ‘terrorists’—including public, mass sentencing rallies
of Uyghur suspects—and ongoing sweeps of Uyghur neighborhoods and mosques
in search of potential militants and their weapons [58].

These trends of increased technological surveillance combined with ideological
‘re-education’ of those defined as potential ‘extremists’ were accelerated in 2016
under the newXUARCCPChairmanChenQuanguo.Chen had in fact implemented a
policing system of ‘grid stylemanagement’ during his previous role as Party leader in
Tibet (2011–2015) that segmented ‘urban communities into geometric zones’ policed
by ‘convenience’ police stations connected to CCTV cameras and police databases
enabling greater surveillance capabilities [94]. In Xinjiang, Chen implemented ‘grid
management’ and integrated itwith theCCTVsurveillance systems established under
his immediate predecessor, resulting in amulti-tiered policing system based on expo-
nential recruitment of contract police officers to man ‘convenience’ police stations
[93, 95]. Additional surveillance measures—including compulsory fitting of GPS
trackers in motor vehicles, use of facial recognition scanners at checkpoints and
major public amenities and installation of ‘nanny apps’ that wipe smartphones of
so-called “subversive” material—were also implemented under Chen’s watch [32,
70]. The purpose of such a system was explicitly detailed by Chen in a speech on
18 August 2017 in which he gave instructions for the “party, government, military,
police, soldiers and civilians” of XUAR to implement “comprehensive, round-the-
clock and three dimensional prevention control” in order to “deny any opportunity
to hostile forces and violent terrorists” to undermine the region’s “stability” ([88].
Emphasis added).

4 Seeing Like the CCP: ‘Social Management’,
Counterterrorism and ‘Re-Education’

The methodology that has been central to the pursuit of this ‘comprehensive, round-
the-clock and three dimensional prevention control’ has been the concept of ‘social
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management’. SamanthaHoffman notes that ‘socialmanagement’ embodies an effort
to optimise ‘interactions vertically (within the Party), horizontally (between agen-
cies), and holistically, between the Party and society’ in order ‘to improve gover-
nance capacity to shape, manage, and respond to social demands’ [48]. It ultimately
seeks to enhance the ‘legibility’ of citizens and to make them pliable subjects to
be engineered and thus controlled by the state [78]. As James C. Scott reminds us,
the ‘utopian, immanent, and continually frustrated goal of the modern state’ has
been ‘to reduce the chaotic, disorderly, constantly changing social reality beneath
it to something more closely resembling the administrative grid of its observations’
thereby rendering citizens and the spaces in which they inhabit more transparent to
the gaze of the state legible and thus responsive to central manipulation and control
(Ibid). In fact the ‘security state’ erected in Xinjiang under the tenures of XUAR
CCP Party chiefs Zhang Chunxian and Chen Quanguo has enabled the Party-state to
undertake ‘social sorting’ on a large scale. ‘Social sorting’, in Jenkins’ conception,
seeks the ‘identification and ordering of individuals in order to “put them in their
place” within local, national and global “institutional orders”’, and to thus ascribe to
them particular penalties, constraints or sanctions according to their categorization
([54]: 160). As will be detailed below, this is what has occurred to large numbers of
Xinjiang’s Uyghur population. The ends to which such means are deployed is not
simply to increase the Party-state’s ability to ‘see’ the Uyghur population in all its
permutations but also to manufacture the consent of Uyghur population and enable it
to actively mould and shape those individuals into ‘productive’ and pliable citizens.

The CCP’s project of making of Uyghurs ‘legible’ has been highlighted in its
recommitment to expand the security presence throughout the region, particularly
through theuseof enhanced surveillance capabilities, andbymeansof the legalization
and institutionalization of ideological and political ‘thought’ work on its citizens. It
has now been well-documented that technological innovation has been vital to this
project with the use of facial recognition and iris scanners at checkpoints, train
stations and gas stations, collection of biometric data for passports, and mandatory
apps to cleanse smartphones of subversive material now fact of everyday life for
the Uyghur population [33, 66, 67]. The data collected is then aggregated by an app
used by security personnel, the Integrated Joint Operations Platform (IJOP), to report
“on activities or circumstances deemed suspicious” and to prompt “investigations of
people the system flags as problematic” [49].

A closer examination of the legislative and discursive architecture that has
been built around the surveillance apparatus reveals how precisely the CCP decides
who is problematic or “untrustworthy”. Legislatively, there have been a number
of shifts at the national and provincial level here. First, in December 2015 the
National People’s Congress (NPC) passed China’s first national “anti-terrorism” law,
providing an expansive and ambiguous definition of terrorism that further enables
the state to criminalise a wide array of actions. The law states that terrorism is:

Any advocacy or activity that, by means of violence, sabotage, or threat, aims to create social
panic, undermine public safety, infringe on personal and property rights, or coerce a state
organ or an international organization, in order to achieve political, ideological, or other
objectives [86].
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Second, the XUAR government’s March 2017 ‘de-extremification’ regulations
revealed the state’s objective to categorize and punish those it defines as ‘deviant’
and ‘abnormal’. These regulations defined ‘extremification’ not only as ‘speech and
actions under the influence of extremism, that imbue radical religious ideology,
and reject and interfere with normal production and livelihood’ but also explicitly
identified fifteen ‘primary expressions’ of ‘extremist thinking’, such as ‘wearing,
or compelling others to wear, gowns with face coverings, or to bear symbols of
extremification’, ‘spreading religious fanaticism through irregular beards or name
selection’, and ‘failing to perform the legal formalities in marrying or divorcing
by religious methods’ [31]. This list was subsequently expanded to include another
sixty signs of “extremism” including such behaviors as quitting smoking and men
growing long beards. This, Joanne Smith-Finley argues, amounted to a criminaliza-
tion of ‘all religious behaviours, not just violent ones’, leading ‘to highly intrusive
forms of religious policing’ that violate and humiliate Uyghurs [80]. ‘Extremism’,
in the CCP’s definition, is thus conflated with everyday markers and practices of the
Uyghur profession of Islam.

Third, China’s White Paper of 16 August 2019 on ‘Vocational Education and
Training in Xinjiang’ [51], neatly demonstrates the way in which surveillance is not
simply about control but also the production of particular socio-political outcomes. In
this instance, surveillance has enabled the CCP to define and regulate Uyghur values,
beliefs, and loyalties in such a way as to ensure individuals become ‘useful’ subjects
for maintaining the regime’s political security [57]. While defining ‘terrorism and
extremism’ as ‘common enemies of human society’ and Xinjiang as the ‘main battle-
field of China’s fight against terrorism and de-extremization’, the document asserted
that the state must not only deal with ‘terrorist crimes in accordance with the law’
but also ‘educate and rescue personnel infected with religious extremism and minor
crimes’ in order to treat ‘both symptoms and the root causes’ of religious extremism.
The document asserts that it is through ‘education and training’ that Xinjiang
will ‘achieve social stability and enduring peace’ by promoting development and
increasing people’s overall income [51].

However it is a 52 gigabyte internal police dataset from theUrumqi Public Security
Bureau (PSB) in the capital of the region, obtained by The Intercept [41] and anal-
ysed in detail by Darren Byler [3], that perhaps best demonstrates the intersection of
surveillance technology and the ideological underpinnings of the current repression
in Xinjiang. Beginning in 2013 the Urumqi PSB began experimenting with mobile
scanning devices that ‘integrated 3G mobile technology through smart phone termi-
nals and VPN-enabled database synchronization in order to allow rapid individual
identity authentication’ ([3], 11). By 2017 this had been upgraded to allow police
in the capital to scan and read ID cards, ‘instantly linking ID numbers, issuers, and
photos’ of the individual being checked to the IJOP. These ‘social incident reports’—
some 250million rows of data in the files obtained by The Intercept—list the date and
time of the encounter, the precinct, name, ID number, gender, ethnicity and phone
number of the suspect. They describe the reason why the individual was flagged and
if they warrant further investigation. They also list the geolocation of the encounter’
(Ibid, 12). The Urumqi PSB used this system to primarily monitor the capital’s
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Uyghur and Kazakh population, subjecting them to regular checks, ‘targeted obser-
vation’, household searches, monitoring of familial and community relationships and
mosque attendance (Ibid, 12–13).

Yet such ‘technology systems cannot simply be plugged in and work their magic
on their own’ but ‘are only as good as the data they are trained on’ (Ibid, 19–20).
Here, the data from the Urumqi PSB files demonstrates that the authorities have
trained the technology to identify and aggregate actionable intelligence based on
ideologically-defined criteria. Significantly, the Urumqi PSB’s hand-held mobile
scanning devices are also armed with a ‘digital forensics’ tool called the ‘Anti-
Terrorism Sword’ that can scan ‘smartphones and other electronic devices in less
than two minutes, attempting to match materials to a base dataset of as many as
53,000 flagged audio, video, picture and text files that had been deemed related to
religious extremism or terrorism’ [26]. The ‘Anti-Terrorism Sword’ also enables the
police to access ‘private social media, email and instant messaging applications to
assess the phone owner’s digital history and social network’ (Ibid). Through such
means, as recounted to Darren Byler by an ethnic Kazakh police officer, the PSB
was able to ascertain whether or not a person ‘had worn an Islamic veil, had installed
WhatsApp or had traveled to Kazakhstan’ (Ibid). All of these data points—from
an individual’s record of mosque attendance through to social media use or travel
history—are used to flag an individual for further investigation or detention [43].

Thus the monitoring of everyday life in Uyghur neighbourhoods is geared to
identify and respond to what the CCP has defined as key markers of ideological
deviancy. From government officials describing Uyghur “extremism and terrorism”
as a “tumour” to the equation of religious observance to an “illness”, the CCP’s
discourse frames central elements of Uyghur identity as pathologies to be “cured”
[35]. That such pathologizing of Uyghur identity guides official policy was made
plain by a CCP Youth League official’s justification of “re-education” in October
2017. “Being infected by religious extremism and violent terrorist ideology”, the
official asserted, “is like being infected by a disease that has not been treated in time,
or like taking toxic drugs” and even after completing the “re-education process”
individuals “must remain vigilant, empower themselves with the correct knowledge,
strengthen their ideological studies … to bolster their immune system against the
influence of religious extremism and violent terrorism, and safeguard themselves
frombeing infected once again” [71]. This frames theUyghur population as a “virtual
biological threat to the body of society” [74]. The ultimate “cure” for this biopolitical
threat posed by Uyghur identity, as stated in an internal CCP document of March
2018, is to “break their lineage, break their roots, break their connections, and break
their origins” [44]. As the dataset from the Urumqi PSB demonstrates, however, it is
the surveillance apparatus erected in the region that enables the ‘social sorting’ that
is central to the operation of the ‘re-education’ system in Xinjiang.
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5 Conclusion

The CCP, as demonstrated above, has actively sought to manage and reshape the
behaviours of the Uyghur population through a security and surveillance appa-
ratus that makes them “transparent” to the gaze of the state and hence eminently
controllable. This, as two theorists at the Xinjiang Police University argued in 2016,
amounted to the emergence of a “Xinjiang model” of counterterrorism that would
combine what they defined as the “war model” of counter-insurgency adopted by the
US military in Iraq and Afghanistan with China’s own “public security model” and
“governance model” [83]. The “public security model” was built on “the construc-
tion of the anti-terrorism intelligence system”—embodied in “grid management”
and technological surveillance initiatives noted above—which would provide secu-
rity forces with “the ability to obtain information on signs, tendencies … related to
violence and terrorism” and thereby enhance “social prevention and control capabil-
ities” [83]. The “governance model”, in turn, focuses on the long-term “resolution
of ethnic and religious ideological issues” that give rise to “extremism” and “terror-
ism”. Here, Wang and Shan asserted that as religious “extremism” is an “ideolog-
ical” problem it must be solved “by ideological methods” ([83]: 25). This entailed
sustained “education” of the population in order to “reject the brainwashing of
distorted religious views” and thereby increase their “immunity to extreme terrorism”
(Ibid).

However we must recognize, as Wang and Shan’s exposition of a “Xin-
jiang model” of counterterrorism indicates, that the CCP’s implementation of a
surveillance-enabled form of what it terms counterterrorism has not taken place
in a vacuum. Rather, it is part of a globalization of “countering violent extrem-
ism” (CVE) strategies and discourses that aim to both reduce “extremism” with
non-military instruments and sanctions available (or created) under domestic law
and/or to prevent such “extremism” from occurring in the first place through inter-
ventions at the individual and societal level to ameliorate “root causes” of such
behaviors. Simultaneously, the case of Xinjiang also reveals the unique aspects of
the CCP’s practice of this globalized mania for preventative forms of counterter-
rorism. For the Xinjiang Police University theorists Wang and Shan the central
objective of the “Xinjiang model” is to undermine what the CCP sees as a root
cause of terrorism in Xinjiang: religion. “Extreme religion”, Wang and Shan assert,
“attempts to change the true face of national culture and block exchanges and fusion
among all ethnic groups” and as such the Party’s “cultural guidance” must assist
“people of all ethnic groups” to “move closer to secularization and modernization”.
The central implication is that “there must be an acceleration of ‘the deep fusion’
of Chinese culture in Xinjiang” in order to eliminate terrorism [25]. As we have
seen, the CCP’s ability to break the connection between markers of Uyghur religious
and cultural identity and what it perceives as “extremism” has been fundamentally
enabled by both the implementation of new forms of surveillance, and reinvigora-
tion of older forms (e.g. Maoist “mass line”), that permit “social sorting” on a mass
scale. Here, the “Xinjiang model” of counterterrorism emerges as nothing less than a
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new instrument with which to secure China’s colonial project in Xinjiang to control,
exploit and “remake” the region and its Turkic Muslim peoples.

The evolution of the “Xinjiang model” of counterterrorism has broad implica-
tions not only for the trajectory of the CCP’s governance of the PRC but also for
global dynamics of surveillance technologies. With respect to the governance of
Xinjiang and the PRC, the system erected inXinjiang fixesUyghurs (and other Turkic
Muslim minorities) in place, makes them “transparent” to the gaze of the state and
hence eminently controllable. The technologies that have permitted the Party-state
to monitor and control the population in Xinjiang potentially sets China on the path
to becoming a ‘responsive tyranny’, in which digital technologies empower the state
to act pre-emptively and to identify and quash opposition in advance, on the basis of
clues gleaned from its many channels of mass information collection ([18], 64).

This technologically-enabled system of surveillance and control also intersects
with global dynamics in a number of key ways. First, the utilisation of specific tech-
nological innovations such as DNA sequencing, metadata analysis, facial recogni-
tion technology and machine learning are becoming increasingly deployed by states
throughout the globe across the both the global North and global South in the name of
public safety and, especially, counterterrorism [10, 38, 59]. This trend makes it both
easier for the Chinese state to construct a justificatory narrative around its system of
control and for the state’s various security apparatuses and bureaucracies to engage
with and learn from international partners. Second, the Chinese state’s engagement
with, and prioritisation of, surveillance technologies has resulted in the increased
direct involvement of a number of Chinese and global tech companies in provision
of both technology and components to the “security state” in Xinjiang [29, 64].
Finally, President Xi Jinping’s multi-billion dollar Belt and Road Initiative (BRI)
is intended to invest only in physical infrastructures—but also in the infrastructure
and technology necessary to create a “digital Silk Road.” Much of this investment is
coming from China’s major tech companies, including Alibaba, Huawei, and ZTE
[56]. In addition, themanner inwhichChina’s tech companies seem to be investing so
heavily in emerging surveillance technology suggests that its gaze is broad: Itwants to
address Beijing’s surveillance imperatives at home but also secure customers abroad
[36]. While such companies are undoubtedly more focused on profit it is also likely
that the “presence of Chinese engineers, managers, and diplomats will reinforce a
tendency among developing countries, especially those with authoritarian govern-
ments” to adopt China’s approach of ensuring that technology serves the interests of
a homogeneous state [79].

While the system of pervasive surveillance—both of the ‘mass line’ and
technologically-enabled varieties—combined with the practices of “re-education” in
XUAR arguably represents an extreme example of the deeply dystopic potentialities
of such “highmodernist” ideologies and technologies of social control, the spread and
potential normalisation of such a ‘surveillance-industrial’ complex through appeals
to ‘counter-terrorism’ imperatives constitutes an emerging global challenge to norms
of basic human rights that must be guarded against.
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Privacy, Encryption
and Counter-Terrorism

Seumas Miller and Terry Bossomaier

Abstract Privacy is an important moral right but so is security, including security
from terrorist attacks. Encryption protects privacy rights but also affords protection to
terrorists and impedes legitimate counter-terrorist operations. This chapter analyses
this ethical dilemma.

It is agreed on all sides that there is an important right to privacy, but that security is
also important and, in particular, security from terrorist attacks. However, security
requirements dictate that privacy rights be infringed at times, e.g. in the case of
intercepting emails or phone conversations between terrorists. Moreover, encryption
is obviously a good thing since it protects privacy, but potentially problematic if it
unreasonably impedes legitimate counter-terrorism operations. The ethical dilemma
in this area is exemplified by the following two relatively recent events.

Firstly, there was the conflict between Apple and the FBI [7, 22]. In December
2015, Syed Farook killed 14 people in SanBernardino [4, 26]. The FBI suspected that
his phone may have contained information which could implicate others involved in
the planning of the attack, or in possible future attacks. However, an Apple iPhone
allows only 10 attempts to unlock the phone via its four-digit password before the
phone is wiped. Apple refused the FBI request to remove the 10 attempts limit.
UltimatelyApple did not have to back down, since a third party succeeded in cracking
the phone (including, conceivably, by bypassing or shutting down the auto-erase
feature by some means).

Secondly, in mid-2020, Operation Venetic in the UK and coordinated operations
in Europe made news when very large criminal networks in the UK and in Europe
were destroyed as a result of access to their supposedly secure EncroChat mobile
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phones. Joseph Cox in a thorough article on Vice Motherboard reported that in the
Netherlands alone, “the investigation has so far led to the arrest of more than 100
suspects, the seizure of drugs (more than 8000 kilo cocaine and 1200 kilo crystal
meth), the dismantling of 19 synthetic drugs labs, the seizure of dozens of (auto-
matic) fire weapons, expensive watches and 25 cars, including vehicles with hidden
compartments, and almost EUR20million in cash” [5]. In theUK, over 700 arrests—
including of crime bosses—have been made, and two tons of drugs (worth over £100
million) have been seized [28]. The phone,whichwas basically a customisedAndroid
phone, provided end-to-end encryption, i.e. email, text messages and voice calls are
encrypted on the phone and not decrypted until they reach the destination phone. It
is thought the phone was not decrypted but rather hacked into, since malware was
apparently found on the EncroChat device itself, meaning that it could potentially
read the messages written and stored on the device before they were encrypted and
sent over the internet (see Sect. 2). While Operation Venetic concerned criminal
organisations primarily engaged in drug dealing, money-laundering, weapons distri-
bution andmurder of rival criminals, phones with end-to-end encryption (see Sect. 2)
are known to be widely used by terrorists, thus this law enforcement achievement is
highly germane to counter-terrorism operations.

These two events graphically illustrate the importance of encryption in law
enforcement and in counter-terrorism, in particular. On the one hand, encryption
provides privacy protection to ordinary citizens, confidentiality protection to legiti-
mate businesses and, for that matter, confidentiality to police and other security agen-
cies engaged in crime-fighting and counter-terrorism. On the other hand, encryption
also affords protection to drug cartels, human traffickers and, of particular interest
here, terrorist organizations.

To address this ethical question, we undertake three main tasks. Firstly, we offer
an analysis of the nature and moral significance of privacy, including its relation-
ship to confidentiality, autonomy and security, in the context of the counter-terrorism
responses of liberal democratic states. Secondly, we provide a description of relevant
cryptographic technologies. One focus here will be on WhatsApp, an open architec-
ture, in the sense of being described in a white paper,1 but not meeting the open-
source criterion discussed below, for which we can describe key exchange structure.
We explain how the keys work, with minimal mathematics, and the challenges they
present to security agencies. By describing the technical issues in some detail, we
show how it is that high level end-to-end encryption is, in effect, invulnerable to
decryption but also how devices that use such encryption are, nevertheless, vulner-
able by virtue of their use of passwords and the possibility of being hacked and the
insertion of malware. This section is of particular importance, given the central role
this technology has come to play in terrorism and counter-terrorism and given, also,
the lack of understanding of the actual powers and limitations of this technology
due to its highly technical nature. Our third main task in this article is to provide a
discussion of the privacy rights and security needs in relation to encryption in the
overall context of the counter-terrorism policies of liberal democratic states.

1 https://www.whatsapp.com/security.
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1 Privacy/Confidentiality, Autonomy and Security

The notion of privacy has proven difficult to adequately explicate [6, 9, 12, 16, 18,
24, 31, 34]. Nevertheless, there are a number of general points that can be made.
First, privacy is a right that people have in relation to other persons and organ-
isations with respect to: (a) the possession of personal information about them-
selves by other persons and by organisations, e.g. data stored in telecommuni-
cation company, technology company, or government databases, (b) the observa-
tion/perceiving of themselves—including of their movements, relationships and so
on—by other persons, e.g. via CCTV or mapping metadata to determine geoloca-
tion history; (c) the interception of their communications, e.g. phone conversations,
emails.

Second, the right to privacy is closely related to themore fundamental moral value
of autonomy. Roughly speaking, the notion of privacy delimits an informational and
observational ‘space’ i.e. the private sphere. However, the right to autonomy consists
of a right to decide what to think and do and, of relevance here, the right to control the
private sphere and, therefore, to decide whom to exclude and whom not to exclude
from it. So, the right to privacy consists of the right to exclude organisations and
other individuals (the right to autonomy) both from personal information and facial
images, and from observation and monitoring (the private sphere). Naturally, the
right to privacy is not absolute; it can be overridden. Moreover, its precise bound-
aries are unclear; a person does not have a right not to be casually observed in a
public space but, arguably, has a right not to have their movements tracked via their
smartphone, albeit this right can be overridden under certain circumstances, e.g. if
they are terrorism suspects.

Third, a degree of privacy is necessary simply in order for people to pursue their
personal projects, whatever those projectsmight be. For one thing, reflection is neces-
sary for planning, and reflection requires a degree of freedom from the distracting
intrusions, including intrusive surveillance, of others. For another, knowledge of
someone else’s plans can lead to those plans being thwarted (e.g. if one’s polit-
ical rivals can track one’s movements and interactions then they can come to know
one’s plans in advance of their implementation), or otherwise compromised, (e.g.
if who citizens vote for is not protected by a secret ballot, including a prohibi-
tion on cameras in private voting booths, then democracy can be compromised).
Autonomy—including the exercise of autonomy in the public sphere—requires a
measure of privacy.

Thus far we have described privacy and autonomy, considered as the rights of
a single individual. However, it is important to consider the implications of the
infringement, indeed violation, of the privacy and autonomy rights of the whole
citizenryby the state (and/or other powerful institutional actors, such as corporations).
Such violations on a large scale can lead to a power imbalance between the state
and the citizenry and, thereby, undermine liberal democracy itself. The surveillance
system imposed on the Uighurs in China, incorporating a full range of technologies
including phone metadata, facial recognition, DNA, etc., graphically illustrates the
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risks attached to large scale violations of privacy and related autonomy rights if
governments use them in a discriminatory manner [8, 11, 17, 20].

In light of the above analysis of privacy, and especially its close relationship to
autonomy, we are entitled to conclude that some form of privacy is a constitutive
human good. As such, infringements of privacy ought to be avoided. That said, as
mentioned above, privacy can reasonably be overridden by security considerations
under some circumstances, such as when lives are at risk. After all, the right to life
is, in general, a weightier moral right than the right to privacy.

Individual privacy is sometimes confused with anonymity, but these are distinct
notions. Anonymity is preservedwhen a person’s identity in one context is not known
in another. Anonymity can be a means to privacy or to avoid harm to oneself e.g.
reputational damage. Indeed, anonymity is vital in some situations, for example in
the case of an undercover operative whose real identity might be revealed to the
criminal organisation he has infiltrated by using facial recognition technology to
search billions of facial images on the Internet, social media and elsewhere that were
originally created some years earlier when he worked as a uniformed police officer.
Such examples demonstrate that anonymity is sometimes an instrumental good. But
they do not demonstrate that it is a constitutive human good. In this respect anonymity
is quite different from privacy.

The sphere of individual privacy can be widened to include other individuals who
stand in a professional relationship to the first individual, for example, a person’s
doctor. Moreover, morally legitimate institutional processes give rise to confiden-
tiality requirements with respect to information. For instance, law enforcement oper-
ations give rise to stringent confidentiality requirements, given what is often at stake,
e.g. the outcome of important investigations that could be compromised by exposure
or, as mentioned above, the risk to an undercover operative if their identity is revealed
[21]. At least in the case of security agencies, such as police, military and intelligence
agencies, a degree of compliance with principles of confidentiality is a constitutive
institutional good in the sense that security agencies could not successfully operate
without a high degree of confidentiality.

Confidentiality is often referred to as informational security. So, confidentiality
is a species of security. Moreover, confidentiality is, as we saw above, often based
on privacy, e.g. the confidentiality of personal information. Accordingly, not only
is privacy not necessarily in conflict with security: privacy quite often depends on
security. On the other hand, the integration or interlinking of databases of confidential
information is potentially problematic from a privacy and autonomy perspective, as
the example of the surveillance system in China described above demonstrates.

Another related notion of interest to us here is secrecy [3]. Secret information is
not necessarily challenged by the moral right to privacy or by the principle of confi-
dentiality. For unlike privacy and confidentiality, secrecy is a morally neutral or even
pejorative notion. Secrecy is at home in contexts of conflict and fierce competition,
for example wars, organised criminality and market-based companies. More gener-
ally, secrecy is at home in contexts of security. However, high levels of secrecy can
mask incompetence, corruption, illegality and human rights abuses, for example in
authoritarian regimes. Also, as mentioned above, even in liberal democracies there is
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the risk that if the use of the database is not closely monitored and transparent then it
will be used for unintended purposes such as surveillance, and, thereby, enable func-
tion creep. Accordingly, in contrast with confidentiality, secrecy is not a constitutive
institutional good.

We have distinguished privacy, autonomy, anonymity, confidentiality and secrecy,
and argued that whereas privacy is a constitutive human good—in part by virtue of its
relation to autonomy—and confidentiality a constitutive institutional good, neither
anonymity nor secrecy are constitutive goods [20]. Given the close relationships
between privacy and confidentiality, on the one hand, and between confidentiality
and security, on the other hand, the sharp contrast often drawn between privacy and
security does not necessarily obtain.

The notion of security is somewhat vague. Sometimes it is used to refer to a variety
of forms of collective security, for example national security (such as harm to the
public from a terrorist attack), community security (such as in the face of disruptions
to law and order posed by violent political demonstrations) and biosecurity (such as
threats to public health and society caused by COVID-19). At other times it is used
to refer to personal physical security.

Aside from questions about the scope of security, (for example the personal,
organisational and national levels), security can be distinguished by type. Here a
distinction between informational and non-informational security can be helpful.
Informational (or data) security, as mentioned above, basically consists in ensuring
that personal and other confidential information are protected from unauthorised or
otherwise illegitimate access. Encryption (of which more in the following section)
plays a key role in ensuring data security. Clearly data security is critical in the
face of sustained hacking by state and non-state actors that can compromise privacy
and confidentiality. Non-informational security pertains to physical or psychological
harm to human beings, damage to physical objects, and certain forms of harm to
institutional processes or purposes, for example by means of corruption.

Aside from the scope and types of security there are also various contexts of
security. These include crime, counter-terrorism, war, cyberwar, trade ‘wars’ and so
on. Moreover, the stringency of privacy rights and confidentiality requirements need
to be relativized to context. In wartime, for instance, military intelligence gathering
is largely unfettered and the privacy rights of citizens curtailed under emergency
powers. By contrast, in domestic law enforcement there is, as we saw above, a strong
presumption in favour of the privacy rights of citizens. Moreover, in domestic law
enforcement there is likely to be increased accountability when privacy rights are
overridden. For instance, police might not be able to sign off on access to personal
information; rather a judicial warrant might be required. Counter-terrorism in well-
ordered jurisdictions is typically amatter of law enforcement. However, inwar zones,
such as combating Islamic State in Iraq and Syria, counter-terrorism operations,
including intelligence gathering, are military in character [19]. Let us now turn to
cryptographic technologies, an understanding of which is necessary if we are to offer
a coherent account of the ethical problems in this area.
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2 Encryption

Modern computer-based cryptography comes in a number of methodologies, e.g.
public/private key (PPK) cryptography. For our purposes here, we first need to distin-
guish between passwords and keys. A password can be thought of as an access mech-
anism; a key is used in an encryption algorithm. Passwords are often quite short, e.g.
eight characters. Being short, passwords are susceptible to brute force attack; an
attack in which every possible combination is tried in succession, until the solution
is found. Thus, protection fromunauthorised access is often afforded by amechanism
which wipes all content on the device after, say, 10 attempts to find the password, as
in the case of the iPhone of the terrorist Farook mentioned above. By contrast, keys
are a lot longer—the longer the better—and are sometimes retrieved by user entered
passwords. Accordingly, even in the case of encrypted material there is potentially a
weak link in the chain, namely, the password; depending, of course, on the strength
of the password and how securely it is held, (e.g. not written down and pasted on
one’s computer!) Note that a password when it is sent over the net, to say a bank
website, is encrypted by the web browser, typically using strong keys. Whereas we
would think of a password in terms of the number of characters, the length of a key
is usually given in bits. A bit is the information in a binary (two option) choice, a
logical yes or no. Thus, a bit can be represented as a zero or one and we could write
the key as a series of zeroes or ones. Since a character is normally 8 bits we could
think of a 2048 bit key as equivalent to 256 characters (i.e. 8 × 256).

It is important to distinguish encryption of documents and data on a device, such as
a phone, from encryption in transmission. The first involves some sort of encryption
control, of which a password is the most well-known, but there are other options,
such as fingerprint, retinal scan, and so on. Despite ongoing efforts on the part of
cyber-security personnel to promote the importance of password protection, people
persist in using easy-to-guess passwords, which are thus easy to remember, the name
of the dog, house address, favourite fruit, etc. A brute force attack on a password
(testing every possibility) requires time proportional to mn where m is the number
of options for a character and n is the number of characters. Thus an 8-character
password using alphanumeric characters (the integers 0–9 and the 26 letters of the
alphabet in both lower and upper case) gives rise to 628 possibilities i.e. 200 trillion—
which a desktop computer could run through in a relatively short time. If we use the
most widely used mapping of letters, numbers and symbols to bit patterns, i.e. the
whole extended ASCII2 character set of 256 characters, we get 2568 possibilities, i.e.
millions of trillions. So the number of possibilities is a function not only of the length
of the password but also of the number of available characters, although, since the
number of characters appears in the exponent, increasing the number of characters
is usually a more effective way of increasing password strength. However, there

2 ASCII stands for American Standard Code for Information Interchange. Computers can only
understand numbers, so an ASCII code is the numerical representation of a character such as ‘a’
or ‘@’ or an action of some sort. ASCII was developed a long time ago and now the non-printing
characters are rarely used for their original purpose.
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needs to be very large numbers of possibilities to defeat even a standard desktop
computer. On the other hand, there can be very large numbers of possibilities which
a standard computer would take decades to run through. Brute force attacks, in
which every possibility is tested in sequence or at random, on common standards
such as AES would take forever. But encryption may be broken on a much smaller
timescale through twomechanisms: the advent of new technology; or new algorithms
which test possibilities in some special order or apply some novel filtering. Moore’s
law, the doubling of computing power every two years has held since 1965 for
current silicon. Yet an example of a novel technology is quantum computing, which
is rapidly developing at the time of writing, where it has been known since 1999when
Peter Shor’s now famous 1999 algorithm demonstrated huge potential speedup from
quantum computers for prime factorisation and discrete logarithms [29]. An example
of new software attacks came in a series of novel attacks onAES-256, summarised by
cryptographer Bruce Schneier3 This new attack, by Alex Biryukov, Orr Dunkelman,
Nathan Keller, Dmitry Khovratovich, and Adi Shamir, is much more devastating.
It is a completely practical attack against ten-round AES-256—One of our attacks
uses… 239 time to recover the complete 256-bit key… where the best previous attack
required 2120 time.

Estimating the time for an actual computer to crack a key by brute force obviously
depends upon the rapidly growing speed of computers. Nevertheless, MIT physicist
Seth Lloyd estimated an upper bound to the speed of a 1 kg laptop based on the laws of
physics as they stand today [15]. His ultimate laptop would take about a microsecond
to break AES 128. It would take an ultimate computer the size of the Earth about a
year to crack AES 256. Needless to say, we don’t expect to have ultimate computers
any time soon.

If we want to send the document over a public channel we need a good password,
obviously, and the recipient needs to have learned this password in some way (such
as Diffie Hellman, which we discuss below). However, if we use public private key
cryptography (PPK), with, say, a typical key of 2048 bits, 2231 possibilities, then
the communication is even stronger. If somebody intercepts the document, this is
the strength of encryption with which they have to deal. The password stays on
the device and is not transmitted. The alternative to encrypting the document and
sending it over a public channel, is to use an encrypted channel, such as WhatsApp.
Any useful channel has to be end-to-end encrypted, meaning that is encrypted on the
source device and not decrypted until it gets to the destination device. To avoid key
compromise by some means, systems such as WhatsApp use ephemeral keys, into
more detail of which we go below.

It is important to distinguish between the interception of communications in real
time and the accessing of storedmaterial, including documents. Storedmaterial, even
if encrypted, is susceptible to accessing if the device is retrieved by investigators and
its password determined. Real-time interception of, and access to, the content (as
opposed to the metadata, e.g. time, date, location, sender and receiver of call) of
communications protected by end-to-end encryption will be extraordinarily difficult

3 https://www.schneier.com/blog/archives/2009/07/another_new_aes.html Accessed.

https://www.schneier.com/blog/archives/2009/07/another_new_aes.html
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unless the communication is intercepted prior to encryption or after decryption. This
is because the required decryption is extraordinarily difficult, absent access to encryp-
tion keys. (For more details on this see below). Crucially, the encryption keys used
for communications in devices using end-to-end encryption are typically ephemeral;
they are only used for a singlemessage transmission and then discarded.Accordingly,
since WhatsApp, for instance, uses end-to-end encryption, security agencies cannot
usefully wire-tap phones using WhatsApp, since anything they acquired would not
be decryptable.

Typically, encryption keys resist brute force attacks by virtue of the vast number
of possibilities that would have to be tried in the time period available, e.g. a number
of possibilities of such magnitude that it would take even a high-powered computer
decades to find the correct one. Thus, the RSA algorithm used in PPK requires two
very large prime numbers, p and q, which are multiplied together to produce an even
bigger number N = pq. Take a number such as 1333. This factorises into 31 times
43,which are both prime numbers. The important thing to know is that as the numbers
such as 1333 get bigger, it becomes very difficult to find the constituent primes (31
and 43). The idea is to make N so big, that finding the two prime factors would take
an inordinate amount of time. Hence there has been the pressure on governments
from law enforcement and security agencies to enforce access to encryption keys.

To allow security agencies to eavesdrop on conversions with WhatsApp and its
kin, is rather complicated, owing to the hierarchy of keys of different lifetimes used
in the encryption. Thus, let us consider the simpler case of giving security agencies
access to private keys, assuming that there are suitable judicial processes to allow
access only in case of real need, along the lines already discussed. Storing all these
private keys is itself a security risk: they may get leaked, stolen by hackers or just
left in unsecured places by defective software due to careless programmers. An
alternative is a sort of skeleton private key, sometimes referred to as a backdoor
key. The same issue of keeping skeleton key safe applies of course, but there is an
additional problem. There is pretty much consensus amongst cryptographers that
creating the structure for such backdoor access weakens the encryption, thus making
it easier for hackers to break [2, 13, 14].

In the face of this resistance to providing encryption keys to governments, law
enforcement’s focus has been on finding passwords or on means of attack that do not
rely on decryption by virtue of knowing the keys, but rather on bypassing the keys,
e.g. by inserting malware into devices as happened in the EncroChat case (described
above). There is also, of course, the possibility of legislation, such as exists already in
the UK, where a warrant can be obtained to compel a suspect to decrypt a document
with prison terms for non-compliance.

Of course, we will not know for some time exactly how EncroChat was compro-
mised, since the security agencies are hardly likely to divulge this information. The
consensus seems to be that this was not a defeat of the encryption but the capturing
of messages before they were encrypted and sent, through spyware, which had got
into the phone. It was most likely downloaded from EncroChat servers, which had
themselves been infected, and then infected phones with something quite ordinary,
such as a news release or a software update. One common spyware technique is key
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logging. Every key pressed by the user is recorded in some place hidden to the user
and sent across the internet to the spyware’s owner. Most, if not nearly all, phone
apps phone home on a regular basis, usually without the user knowing [32].

The principal encrypted voice call andmessage systems at themoment are: Signal,
Telegram, WhatsApp (owned by Facebook) and Facetime (owned by Apple). Let us
consider WhatsApp as illustrative. WhatsApp was very popular, even before it was
taken over and became part of Facebook infrastructure. It is end-to-end encrypted,
the gold standard, which means that it is encrypted by the sender, decrypted by
the receiver and not decrypted anywhere along the way. A highly desirable feature
of encrypted messaging is that it should be open source. Effectively this means
anybody, especially cryptography experts, to scrutinise the details of the algorithms
and their implementation.WhatsAppwas developed from Signal, using the so-called
Signal protocol, and Signal is open source.WhatsApp is not. However, despite recent
controversy over the sharing of itsmetadatawith parent company Facebook, the best
available evidence is that it is still end-to-end encrypted. The EFF (Electronic Fron-
tiers Foundation, one of the leading advocates for technology supporting freedom
and justice) states in January 2021 that4 To be clear: WhatsApp still uses strong
end-to-end encryption, and there is no reason to doubt the security of the contents
of your messages on WhatsApp.

Of course, the provider could have a system in which they keep the encryption
keys and save the messages, which means that the message could be decrypted by a
third party at a later date. As discussed above, law enforcement has supported this
since it would be to their advantage. At any rate, to give users confidence in their
communications being forever secret, and as we saw above, the app uses ephemeral
keys, which are created for a particular message transmission and then discarded.
The user’s private keys are never sent anywhere and are not known to the provider.

There are basically two approaches to encrypting a document: block ciphers,
such as AES, which break the document up into chunks (blocks) and encrypt each
individually; and stream ciphers such as RC4 (Rivest Cipher 4, after its inventor),
which operate one character at a time.

Today’s block ciphers are both very complicated and very secure. The data is
broken up into blocks. Each sub-block is individually encrypted using algorithms
then combinedwith other blocks and the process repeated for a dozen or so iterations.
The current more secure version is AES256.

Stream ciphers date back to the sixteenth century with the invention of the one-
time pad, beloved of espionage stories ever since. The pad is some document, say
Tolstoy’s book,War and Peace. Starting at some agreed place in the book (our spies
have to agree on the book and where to start) the message is compared letter by letter
with the book and some reversible algorithm is used to go from one to the other. Thus,
if themessage has a k and the book at the same point has a q, then the algorithmwould
output, say, a z. Going backwards taking the z in the encrypted document, comparing
it with the q in the book spits out k. The algorithm commonly used is XOR. The
computational equivalent is the Vernam cipher which combines the characters of a

4 https://www.eff.org/deeplinks/2021/01/its-business-usual-whatsapp Accessed.
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document one by one with a random character from the keystream (the letters one
by one from the book in our Tolstoy example). The one-time pad and consequently
the Vernam Cipher were shown by Claude Shannon to be unbreakable, given that
the one-time pad is perfectly random [27]. In the Vernam cipher we use a keystream,
which is just a random series of characters. Computer random number generators
are now very good at producing very long strings of integers/characters with no
relationships between them and no recurring patterns of any kind. But they are only
ever pseudo-random. The generator will have control parameters and a starting state,
and, if these are replicated, the replica will enable the production of exactly the same
sequence. As is obvious, in the pre-digital computing days of cryptography keeping
the code book secure was vitally important. Of course, with the advent of keystream
(Vernam) ciphers, the code book has been replaced by a random number generator.
However, it is now vitally important to keep the details of its parameters and starting
state (though not necessarily its algorithm) secure.

An essential point to note here is that cryptographic systems may fail for
three reasons: computer power increases allowing a brute force attack (essen-
tially working through every possibility, as mentioned above); the invention of new
attack algorithms, or hardware, such as quantum computers; and simply flaws in
implementation.

The most effective attacks are not brute force, but exploit some loophole in the
cryptography design. Mostly the problems are in software, but occasional a bug
appears at the hardware level. This year The Verge reported on a particularly nasty
vulnerability in Intel chips, which could enable the construction of key loggers,
referred to above:

Security firm Positive Technologies discovered the flaw, and is warning that it could break
apart a chain of trust for important technology like silicon-based encryption, hardware
authentication, and modern DRM protections. This vulnerability jeopardizes everything
Intel has done to build the root of trust and lay a solid security foundation on the company’s
platforms, explains security researcher Mark Ermolov. [35]

Such hardware vulnerabilities are extremely hard to fix (in theworst case requiring
chip replacements) [1]:

These types of attacks, called Meltdown and Spectre, were no ordinary bugs. At the time
it was discovered, Meltdown could hack all Intel x86 microprocessors and IBM Power
processors, as well as some ARM-based processors. Spectre and its many variations added
Advanced Micro Devices (AMD) processors to that list. In other words, nearly the whole
world of computing was vulnerable……fixing these vulnerabilities has been no easy job.

Of course, programmers can make errors in implementing cryptographic algo-
rithms. Cryptography is not immune to software bugs.

A fundamental problem in cryptography is agreeing on passwords or encryption
keys, using a public channel, where everybody can read the transmissions but cannot
infer the password. This is the idea behind a Diffie-Hellman key exchange used in
PPK and in ECC (elliptical curve cryptography) replied upon by WhatsApp. The
following gives a rough idea of how it works.

Xenakis and Zadok want to agree a password. First, they each choose a very large
prime number as a private key. Xenakis chooses 43 and Zadok chooses 31.



Privacy, Encryption and Counter-Terrorism 149

Now X and Z pick a number, let’s say 187. They agree on this over the public
channel and again, anybody can know. Now comes the clever trick. X raises 187 to
his secret number, 43, getting the very large number.

4888651528060145912868616867727063192303125716802722048864823484528
9721303752646988922050137964003.
Meanwhile Z does the same with his secret number, 31, getting.
2673559185267605945178503962446826969650755006001031296938716712
0274163.
X and Z exchange their huge numbers. It doesn’t matter if anybody is eavesdrop-

ping, since the discrete logarithm problem is hard to solve for them to find either X
or Z’s secret number. Now each takes the number they receive and exponentiates it
with their own secret number. X gets an even bigger number, which would take a
page to display. It starts off.

2316655802185836713052880933213078993246302935442089
4791693836646087967238161954274200463446248956046412
3889608443987676651933304066297159504611394237176564
2665535969209484838070647948449175023092257003434334.
Z does the same. She takes the big number she gets fromX, call it x1 and computes

x311 . Her number begins.
2316655802185836713052880933213078993246302935442089
4791693836646087967238161954274200463446248956046412
3889608443987676651933304066297159504611394237176564
266553596920948483807064794844917502309225700343434

and, in fact, they are exactly the same.This huge number is now their shared password.
To work out this password from the public traffic, the eavesdropper would need to
solve a big discrete logarithm problem.

Let us conclude this section by considering the level of security on Apple devices.
Apple has two backup options [36].

1. Via Finder/iTunes, you can turn on encrypted backup (it is off by default). If you
do so you need to create a password. But there is no way of using the backup if
you lose the password. Thus, you must create a password that you’ll remember
or you must write it down and store it safely, because there’s no way to use your
backup without this password.

2. Via iCloud (the default and apple preferred option). Now Apple has the encryp-
tion keys. Itwould argue that this is good for users since if they lose the password,
Apple can recover it.

However, although Chinese iPhones will retain the security features that canmake
it all but impossible for anyone, even Apple, to get access to the phone itself, that
will not apply to the iCloud accounts [23]. Any information in the iCloud account
could be accessible to Chinese authorities who can present Apple with a legal order.
Elsewhere the keys are stored by Apple in the US, which means, under a suitable
court order in the US courts, Apple could be forced to give up the keys and hence
the data on the phone. Now it seems that WhatsApp messages are backed up to the
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cloud unencrypted. From their FAQ, WhatsApp chat histories aren’t stored on their
servers. Media and messages you back up aren’t protected by WhatsApp end-to-
end encryption while in iCloud. If you’ve previously backed up your iPhone using
iCloud or iTunes, you might be able to retrieve your WhatsApp chats by restoring
your iPhone from a previous backup.

In a strange twist, Google, which depends heavily on targeted advertising revenue,
and obtains this through massive surveillance of how its users employ its services,
nevertheless offers greater personal security than Apple. Data backed up to Google
is encrypted by a key, accessed by the phone’s pin number or fingerprint etc., and
this key is controlled on Googles’ servers by a custom chip referred to as Titan. Now,
since a pin number is a very weak password, the Titan uses the old maximum number
of tries principle (although we do not know how many tries this actually amounts to)
[10]. The limited number of incorrect attempts is strictly enforced by a custom Titan
firmware that cannot be updated without erasing the contents of the chip. By design,
this means that no one (including Google) can access a user’s backed-up application
data without specifically knowing their passcode.

3 Ethical Analysis

In the light of our conceptual analysis of privacy, confidentiality, autonomy and
security, and our descriptive technical account of encryption, we can now offer an
ethical analysis of privacy rights and security needs in relation to encryption in
the overall context of the counter-terrorism policies of liberal democratic states.
Before addressing the specific issues of privacy and encryption in counter-terrorism,
a number of general points that bear on this issue and which are extractable from the
discussions in Sects. 1 and 2 need to be made.

We have argued that privacy rights, including in respect of smartphone content and
metadata, are important, in part because of their close relation to autonomy. However,
we also noted that privacy rights are not absolute; they can justifiably be overridden,
for instance, in relation to an imminent terrorist attack. Therefore, the strong claim
that some privacy advocates are inclined to make, namely, that there is, in effect, an
absolute moral right to very strong, i.e. uncrackable, encryption, since it asserts there
are no circumstances in which very strong encryption should be impermissible, is
not sustainable. This is, of course, not to demonstrate that very strong encryption is
morally impermissible under all circumstances. Perhaps, for instance, citizens who
live in an authoritarian state aremorally justified in possessing devices equipped with
very strong encryption.Moreover, even in liberal democracies very strong encryption
might be morally permissible if there were other means by which law enforcement
agencies could efficiently and effectively investigate and, if justified, charge terror
suspects. For instance, if bulk metadata (as opposed to communicative content) in
the context of machine learning techniques combined with other methods, such as
hacking and insertion of malware was sufficient (as presumably occurred in the
EncroChat scenario). On the other hand, bulk metadata collection and, relatedly,
integrated databases, are themselves problematic from a privacy perspective.
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Although privacy rights can be overridden under some circumstances, notably by
law enforcement investigations of serious crimes including terrorism, there is obvi-
ously a point where infringements of privacy rights are excessive and unwarranted.
Security agencies’ ongoing, ready access to the personal data of the entire population
would be clearly unacceptable. Moreover, regulation, and associated accountability
mechanisms need to be in place to ensure that, for instance, personal information
obtained for a legitimate purpose, such as counter-terrorism, can be accessed by law
enforcement officers to enable them to detect suspects and protect citizens frombeing
murdered, but not used to identify protesters at a political rally [25].

We have also argued that the sharp contrast between privacy and security cannot
be maintained, since security includes informational or data security, i.e. security of
personal data and confidentiality in relation to data held by security agencies. More-
over, it is primarily goods that are not essentially informational that ultimately need
to be weighed so as to achieve an acceptable moral equilibrium, notably individual
autonomy, personal security and institutional integrity.

Moreover, by describing the technical issues in some detail we have shown how
it is that high level end-to-end encryption is, in effect, invulnerable to decryption.
However, as we have also shown by describing the technical issues in some detail,
how devices that use such encryption are, nevertheless, vulnerable by virtue of their
use of passwords and the possibility of being hacked and the insertion of malware.

In the light of the above, a number of interconnected ethical issues have come
into view. Some of these arise from the expanding use of bulk data collection and
surveillance in counter-terrorism operations, especially in the context of interlinkage
of databases, data analytics and artificial intelligence. As already mentioned, these
developments are relevant to debates surrounding encryption in so far as they provide
an advantage to security agencies that might to some extent mitigate the problem of
not having access to encrypted communications and documents.

This is not to say that there ought not to be constraints on bulk data collection
and analysis. For instance, it is unacceptable for data, including surveillance data,
originally and justifiably gathered for one purpose, e.g. taxation or combating a
pandemic, to be interlinked with data gathered for another purpose, e.g. counter-
terrorism, without appropriate justification. The way metadata use has expanded
from initially being used by only a few agencies engaged in counter-terrorism to now
being used quite widely by governments in many western countries, is an example
of function creep.

Another important development that needs to be kept in mind when adjudicating
privacy and encryption issues in counter-terrorism contexts is the blurring of the
distinction between the application of the domestic law enforcement and the mili-
tary combat frameworks in counter-terrorism operations, given that terrorist organi-
sations, such as Al Qaeda and Islamic State operate in war zones as well as in well-
ordered jurisdictions. What are the privacy rights of, for instance, those suspected of
travelling abroad with the intention of becoming foreign terrorist fighters but who are
yet to fulfil this intention? Should they be treated as ordinary citizens possessed of
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the full array of privacy and other rights who are only potential, and not actual, crimi-
nals?5 Again, what are the privacy rights of those suspected of being foreign terrorist
fighters who have returned to their home country? Should they be treated as ordinary
citizens possessed of the full array of privacy and other rights albeit, if returnees,
citizens suspected of criminality? Or should they be regarded, in effect, as suspected
terrorist-combatants and, therefore, suffer a curtailment of their privacy and other
rights even in the absence of sufficient evidence to convict them of terrorist offences,
e.g. in relation to privacy, the ongoingmonitoring of their private communications by
domestic security agencies, the retention of their personal data by domestic security
agencies, and the disclosure of this data to third parties such as foreign governments
and their security agencies [33].

Finally, it should be noted that there is a danger in relation to the technological
developments discussedhere (e.g. bypassing encryption and the use of integrated bulk
databases), as there is in relation to technological developments discussed elsewhere
(e.g. the use of facial recognition technology) [30], that various general principles
hitherto taken to be constitutive of liberal democracy are gradually undermined, such
as the principle that an individual has a right to freedom from criminal investigation
or unreasonable monitoring (including accessing of the content of their communi-
cations), absent prior evidence of violation by that individual of its laws. In a liberal
democratic state, it is generally accepted that the state has no right to seek evidence
of wrongdoing on the part of a particular citizen or to engage in selective monitoring
of that citizen, if the actions of the citizen in question have not otherwise reason-
ably raised suspicion of unlawful behaviour and if the citizen has not had a pattern of
unlawful past behaviour that justifymonitoring. However, this principle is potentially
undermined by certain kinds of offender profiling and, specifically, ones in which
there is no specific (actual or reasonably suspected) past, imminent or planned crime
being investigated. We note that not simply communicative content but also meta-
data could be used for profiling, risk assessment and monitoring of people who are
considered at risk of committing crimes. Moreover, in a liberal democratic state,
and related to the above-mentioned principle, there is a general presumption against
the state monitoring the citizenry. This presumption can be overridden for specific
purposes but only if the monitoring in question is not disproportionate, is necessary
or otherwise adequately justified and kept to aminimum, and is subject to appropriate
accountability mechanisms.

In this chapter we have performed three main interconnected tasks. First, we have
offered an analysis of the nature and moral significance of privacy, including its
relationship to confidentiality, autonomy and security, in the context of the counter-
terrorism responses of liberal democratic states. Second, we have provided a descrip-
tion of relevant cryptographic technologies. One focus here has been on WhatsApp.
Third, we have discussed the privacy rights and security needs in relation to encryp-
tion in the overall context of the counter-terrorism policies of liberal democratic
states.

5 Although in some jurisdictions, such as Australia, travelling to Syria and other zones of armed
conflict is in and of itself a crime. See Section 119.2 of the Criminal Code of Australia.
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An End to Encryption? Surveillance
and Proportionality in the Crypto-Wars

Kevin Macnish

Abstract End-to-end encryption has been a reality for at least 30 years. However,
it is only with recent developments that it has become widespread on mobile phones
operating over the internet. This has provided tools for terrorists to plan activities
that lead directly to the deaths of innocent civilians. At the same time, it has also been
used by dissidents challenging totalitarian regimes and holding liberal democracies
to account. In this chapter I argue that while terrorist use of such encryption may
render that encryption unjustifiable within a liberal democracy, within an interna-
tional context the protection that it provides to those seeking to establish law-abiding
democracies is too great to be ignored.

1 Introduction

The encryption of messages, and subsequent attempts to decrypt the same by people
other than the intended recipient, is an ancient practice [49]. Throughout the twen-
tieth century, this became increasingly digitized as the Cold War and technological
developments led to countries investing in increasingly complex methods of encryp-
tion, both in terms of hardware and software [5, 15]. With the introduction of the
internet and the widespread use of smart mobile telephony, though, encryption has
entered a new phase [4]. In the past, encryption by anyone other than a state actor
has largely been a matter of amateur interest and ability, with most people lacking
the mathematical skills and computing power to engage in complex cryptography.
Recent developments, though, now mean that anyone in possession of a smart phone
can encrypt their communications to a level of complexity matching that of many
states’ own cryptographic agencies [19, 45].

These developments come at a price. What may be seen as the democratization
of encryption can also be viewed as the protection of immoral activity, not least
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terrorism. To some degree, this protection has been limited by the technology avail-
able to the average person. For the most part, this has been “transport layer” encryp-
tion, such as Secure Socket Layer encryption (SSL—recognized online through
URLs beginning “https://” vice “http://”). This functions by encrypting a message
between sender and hosting platform, typically a website, which then decrypts the
message. If the message is forwarded to a recipient other than the hosting platform,
that host then re-encrypts the message and sends it on. Hence transport layer encryp-
tion allows a degree of encryption, but a hosting platform can always access the plain
(decrypted) text of the message.

For example, if I were to send an unpublished, sensitive research paper to
a colleague, I might use a web-based email service. These services are usually
encrypted with SSL. By using this service, the paper would be encrypted on leaving
my computer so that anyone intercepting my communications would be unable to
read it. On reaching the email service’s web server, though, it would be decrypted
and stored. When my colleague then opened her email to read the paper, it would
then be re-encrypted by the server and sent to her computer. Thus, the paper is
encrypted while in transit across the web, but not when it is at rest on my computer,
my colleagues’ computer, or, perhaps most significantly, on the email service’s web
server.

End-to-end encryption (E2EE), in contrast, cannot be read by anyone other than
sender and intended recipient. The platform over which it is sent cannot access the
content, thus guaranteeing an additional degree of protection for the secrecy of the
message. E2EE frequently uses Public Key Encryption techniques in which sender
and recipient each have a public and a private key through which they can encrypt
and decrypt each other’s messages (e.g. Pretty Good Privacy—PGP).

Returning to the above example of sending a research paper over a web-based
email service, I may decide that I am unhappy with the potential of that service being
able to access and read my paper. Perhaps the paper is critical of that service, or it
contains commercially sensitive information. In that case, I would encrypt it while
it is still on my computer using a combination of a session key and my colleague’s
public key, which is unique to her but publicly available. I could then send the
encrypted paper to my colleague for her to decrypt using her private key, which,
as the name suggests, is unique to her and not publicly available [32, 104]. In this
way, the research paper remains encrypted while in transit across the web and while
resting on the email service’s web server.

PGP is widely attributed to Phil Zimmermann, who developed it in 1991 [21, 32].
However, James Ellis, an employee at the UK signals agency GCHQ, developed the
concept behind PGP in the 1970 but, due to the potential for abuse and the possibility
of hostile actors having encryption which GCHQ was unable to decrypt, decided
not to share it publicly [22, 23]. Even after Zimmermann popularised the concept,
though, take-up of PGP was limited to those prepared to take the time and effort
to understanding and implementing the approach. More recently, though, E2EE has
been embraced by a number of applications, including Signal, Wickr, WhatsApp,
Facebook Messenger, Zoom, iMessage, and Telegram. This has enabled E2EE to
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become far more widely implemented through a process largely invisible to the user,
and thus requiring no more effort than using a non-encrypted app on a mobile phone.

These concerns render E2EE an issue for national security and law enforcement,
as ease of use entails the likelihood that such techniques will be employed by terror-
ists and other criminal actors. E2EE would render their communication secure from
government interference, limiting the state’s capacity to identify and prevent attacks.
Governments have responded by attempting to curtail the functionality of E2EE
accordingly. In the mid-1990s, the Clinton administration responded to the intro-
duction of PGP with a proposal for the “Clipper Chip”, which would provide a
back door into encrypted communications for the state. That is, however good the
encryption, the state would be able to access a master key which would break any
encrypted media. Access to this “backdoor” into encrypted communications would
be controlled by a trusted third party, holding the key in escrow. However, a signif-
icant public backlash in what became known as the crypto-wars led to the proposal
being abandoned in 1996 [44, 52, 68].

In this chapter, I examine the evidence for terrorist use of E2EE and the counter-
measures proposed by government. I then consider the debate in the standard terms
of privacy versus security. This, though, leads to an undervaluing of the core interests
that privacy protects, particularly security. After a brief discussion on the different
aspects of security, I argue that there is a proportionality consideration that needs
to be made in the E2EE debate. In conducting this, I conclude that while E2EE is
arguably of less need in constitutionally robust and accountable liberal democracies,
the international nature of digital communications mean that the loss of E2EE would
endanger movements for democracy and the rule of law around the globe. This, I
hold, is a price not worth paying.

2 Terrorist Use of E2EE

The concern regarding the threat posed by E2EE has traditionally been presented by
the state in terms of terrorism [81, 85], and there is certainly evidence of terrorists
using the technology.1 In 2007, al Qaida created a custom-built encryption tool
called “Mujahedeen Secrets”, which was known to be used in 2009 to communicate
with Western-based operatives [89] and the use of which was taught to German
recruits planning an attack in Europe the following year [14]. Al Qaida in the Arabian
Peninsula cleric Anwar Al Awlaki devised his own custom encryption technique,
which he used to communicate with Rajib Karim, a British Airways call centre
worker in plotting the destruction of an aircraft and discussing the recruitment of
further sympathisers [18].

With Islamic State (IS) the use of encryption turned from custom-made solutions
to commercial off the shelf (COTS) products. While there is debate as to the degree

1 Note that I am here taking “terrorism” at face value to be an indiscriminate threat to civilian life,
rather than a cynical labelling in international politics used to distinguish friends from enemies.
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to which encryption tools such as WhatsApp were instrumental in the plotting of
major terrorist incidents, such as the Paris attacks in 2015, IS sympathisers have
been reported as using a raft of COTS products, including Kik, PGP, Surespot, Tails,
Telegram, Tor, TruCrypt, WhatsApp, and Zello, for their communications, including
sharing beheading videos, developing networks, and proffering advice on how to hide
one’s presence on the internet [29, 98]. Surespot was favoured by British IS operative
Junaid Hussain to share bomb-making tips, and he is known to have used the tool
to discuss targeting options with Junead Khan, another British extremist who was
convicted of a plot to attack US military personnel in the UK [13, 17, 102]. Hussain
also used an unspecified encryption system to communicate with a US sympathiser
of IS who was in a group that shot at a “Draw the Prophet Mohammed” contest in
Texas in May 2015, exchanging 109 encrypted messages on the day of the attack
[38, 84].

It is therefore reasonable to conclude that terrorists are indeed using E2EE tech-
nologies,which provide “safe spaces” for them to communicate online. There is as yet
no concrete public evidence of their having used these to plan major events, although
this would be difficult to establish given the nature of the encryption. Furthermore,
it is noteworthy that the bulk of the publicly known use of E2EE by terrorist oper-
atives, as opposed to their sympathisers, can be isolated to two users: Al Awlaki
and Hussain. However, there is sufficient evidence to say that at least some terrorists
have used E2EE to network and recruit people to their cause, and it is very likely
that some have also discussed forthcoming attacks using the cloak of E2EE.

Assuming a broadly Lockean notion of a central responsibility of the state being
to safeguard its citizens from attack, the concern of governments with terrorist use
of E2EE is understandable. Essentially, governments are seen to fail in their primary
responsibility every time a terrorist attack takes place in their territory. At the same
time, we do not generally hold that the state has carte blanche to protect its citizens
come what may. In liberal democracies at least, the state is rightly limited in its
actions by human and civil rights which protect citizens from over-reach by the
state. Furthermore, many if not most liberal democratic governments genuinely wish
to protect their citizens’ rights and guard against overreach, for fear, if nothing else,
of where this could lead with subsequent, less well-meaning governments. Hence,
we do not generally see all-out assaults on every conceivable civic right by the state.
However, E2EE is an effective way of guaranteeing the privacy of communications,
and so responses to E2EE which involve governments reading, or being able to
read, encrypted messages directly threaten the right to privacy. To this end, liberal
democratic states have sought means of overcoming the limitations imposed by
E2EE, such as through introducing a backdoor, while guaranteeing the privacy of
citizens’ communications.
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3 Countering E2EE

Arguments by the state for the insertion of backdoors such as the Clipper Chip into
E2EE are clear, and have been made into law in some countries such as Australia
[27]. However, once it is known that an encryption system has a backdoor this will
render the system a likely target for attack by others, both malicious and security-
minded actors seeking to find the backdoor and thereafter exploit or demonstrate it
as a weakness in the system. Essentially, once there is a backdoor, it becomes very
difficult to stop the “wrong” people gaining access. For this reason, Alex Stamos,
former chief security officer at Yahoo, has likened backdoors to “drilling a hole in
the windshield” such that the backdoor fatally undermines the integrity of the whole
system [71]. This argument was used in 2015 when, following the San Bernadino
terrorist shootings when the FBI took Apple to court in an attempt to force the
technology company to provide a backdoor to its iPhones. Apple’s response was
precisely that backdoors would be accessed and abused by malicious actors other
than the state, and that the state itself was not entirely to be trusted. CEO Tim Cook
argued that, “if a court can ask us to write this piece of software, think about what else
they could ask us to write—maybe it’s an operating system for surveillance, maybe
the ability for the law enforcement to turn on the camera … I don’t know where this
stops. But I do know that this is not what should be happening in this country” [28].

More recent attempts have been made to undermine the power of E2EE, notably
but not exclusively in the US. These include the Eliminating Abusive and Rampant
Neglect of Interactive Technologies (EARN IT) bill, introduced inMarch 2020 to the
U.S. Senate byRepublicanSenatorLindseyGrahamandDemocratic SenatorRichard
Blumenthal, and the Lawful Access to Encrypted Data (LAED) bill, introduced
in June 2020 by Republican Senators Lindsey Graham, Tom Cotton and Marsha
Blackburn. These are the latest incarnations of what has been dubbed Crypto-war
2.0, in reference to the earlier debate surrounding the introduction of PGP and the
proposed Clipper Chip [44, 52, 68].

If EARN-IT is passed, companies would become liable for terrorist communi-
cations taking place over their platforms if it can be demonstrated that they failed
to take adequate measures to protect against this. Allowing or encouraging E2EE
could then be seen as precisely this sort of failure [3]. The LAED bill, if enacted,
would “would authorize courts to issue search warrants that would compel ‘a device
manufacturer, an operating system provider, a provider of remote computing service,
or another person to furnish all information, facilities, and assistance necessary to
access information stored on an electronic device or to access remotely stored elec-
tronic information, as authorized by the search warrant’” [67]. Hence Facebook,
which owns WhatsApp, could be served a warrant to give unencrypted communi-
cations placed over WhatsApp to law enforcement. This would require Facebook to
hold a backdoor to WhatsApp’s E2EE and so amounts to an effective repeat of the
Clipper Chip debate.

As noted, these US efforts are not isolated cases. The LAED bill, if passed, would
become the American equivalent of legislation which has existed in the UK since the
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passing of the Investigatory Powers Act in 2016 and in Australia since the passing of
the Assistance and Access Act in 2018. However, US law carries somewhat greater
force in this arena, given that so many technology companies are based in the US and
come under US jurisdiction. By contrast, if these companies simply offer services
in the UK and Australia but remain headquartered elsewhere, it becomes harder to
enforce legislation demanding that the company breaks its own encryption.

If these bills are not passed in the US then E2EE remains, somewhat cynically, in
the companies’ interests. This is because it allows them to avoid having to deal with
government warrants and court orders which are passed to enable the state to forcibly
access their content. It would enable technology companies to argue that, unlike SSL,
with E2EE they are completely unable to access the content and so unable to comply
with any such legal requirement for technical reasons. Furthermore, this would play
well to customers who do not trust the state and seek encryption for legitimate
communications which they wish to remain secret. To this end, it is notable that the
Snowden revelations were a catalyst in encouraging the development of E2EE for
public use, adding fuel to the fire for those who distrust state intentions in this area
[101].

Even if the introduction of these laws is successful, though, as with the UK and
Australia their impact will necessarily be limited in an international marketplace and
on the internet. While the US may be able to regulate Facebook, for instance, many
of the E2EE services known to be used by terrorists are free software that is openly
available online. If any limitations were made to one service under a particular
jurisdiction, the likely response by terrorists would be to switch to an alternative
platform under a different (or no) jurisdiction [39]. This was raised in 1993, when
cryptographer Whitfield Diffie testified to Congress that backdoors would weaken
the value of US encryption providers in the global market. The known existence of
backdoors in US encryption systems would raise suspicions among potential clients
that the US government had access to their communications. Diffie added that those
who wanted to hide their communications (i.e. terrorists) could still do so easily,
even with such backdoors in place (such as through using code words to mask their
activities). The result would be that the only people who would remain susceptible
to state surveillance would be those who were not worried about that surveillance.
Furthermore, once a backdoor is put in place, Diffie noted, there is no guarantee
that others would not be able to exploit the backdoor for their own purposes [31].
Essentially, the same argument as we have seen Tim Cook was to give 23 year later.

Hence technical measures to provide backdoors into E2EE while guaranteeing
citizen privacy are at least flawed and arguably impossible without fundamentally
undermining the value of E2EE. It is not feasible to maintain E2EE while at the
same time enabling governments to break the encryption in their efforts to counter



An End to Encryption? Surveillance and Proportionality … 161

terrorism. The technology is such that the ability for governments to break the encryp-
tion would risk legitimate users having their communications at risk of being inter-
cepted by the state, while terrorists would evade discovery by resorting to alternative
means of communication.2

The public backlash to the Clipper Chip, Cook’s response to the FBI court case,
and the catalysing effect of the Snowden revelations all point to the key problem for
attempts to counter E2EE, namely that encryption provides a means for legitimate,
non-malicious users to encrypt their communications for entirely moral reasons. To
this end, appeal is frequently made to the right to privacy in the face of Government
surveillance of communications [64], and so it is to an examination of privacy that I
turn next.

4 Privacy and E2EE

Privacy is widely recognized as a core human right [25, 37, 83, 96], but it is a
pro tanto rather than an absolute right. As described in human rights declarations
and legislation, privacy may be overridden by competing considerations, such as
national security and the public interest [62, 64]. Privacy is frequently recognized
as a basic need, extending across time and cultures [58] which has both inherent
and instrumental value [20, 63] in terms of protecting autonomy [7], governing
relationships [78], freedom from embarrassment and freedom to be creative [35].
While each of these is often interpreted in terms of individual benefit, there are
significant public benefits from privacy, and not only in terms of the aggregation of
individual goods. Privacy is also central to the functioning of the democratic process
and society at large [79, 80, 87, [91], and is therefore a key component of liberal
democracies. As such, it should not be surrendered lightly.

At the same time, privacy is not a universal good. The claim to privacy can, most
obviously, be used to cover illegal and immoral activities, such as planning acts of
terrorism [74]. Given the uncontested evils of terrorism, it is hard to argue for the
prima facie upholding of privacy in this case.3

This is particularly true in the case of E2EE, given that a lack of E2EE (or a capa-
bility for the government to decrypt E2EE communications) does not automatically
entail government mass surveillance, but rather allows for the possibility of govern-
ment surveillance. Hence privacy is put at increased risk by banning or decrypting
E2EE but not necessarily lost. Themere ability of the state to intercept and “read” the

2 It is also worth pointing out that while it is a significant loss for security services to be unable
to access the content of terrorist communications, they retain the in principle ability to perform
network analysis on the metadata of these communications. Furthermore, traditional methods of
deterrence and investigation continue, and continue to be effective. It would be short-sited to see
the breaking of E2EE as the only means to defeat terrorism.
3 Beyond that, privacy has been criticised by some feminist scholars as demarcating the domestic
arena as one in which the state should not intrude, historically leaving men to abuse women and
children with relative impunity [1, 34, 54].
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communications of its citizens does not automatically entail the actual interception
and reading of these communications. This may seem like a fine distinction, but it is
one which arguably means that the interception of communications which are then
not read, or not read by a human, does not entail a violation of privacy [62, 64]. At the
same time, there is ample evidence of liberal democratic states having done precisely
this in the cases of Martin Luther King, Jr. [33, 66], the Democratic Party leading up
to the 1972 US presidential election [24, 36], members of the UK Cabinet in the late
1970s [73], environmental groups in the UK in the 1980s and ‘90s [57], and Muslim
groups in the US post-2001 [99]. None of these groups presented an obvious threat
to national security, and yet their communications were accessed nonetheless.

Viewing the E2EE debate in terms of privacy versus security is therefore fraught
with difficulty. While providing security is seen as one of the core duties of the
state, privacy is a pro tanto right which can be overridden in the interests of national
security. Furthermore, even if the state is able to ban or decrypt E2EE, it does not
necessarily follow that privacywill be lost. The capacity to intercept and read people’s
conversations does not necessarily lead to the actual interception and reading of those
conversations. I have argued that an interest in privacy extends beyond the individual
to the community and ultimately the state, but it is not obvious in and of itself that
this interest should extend to allow acts of terrorism to be perpetrated.

To conclude that, in this instance at least, national security interests in countering
terrorism should trump those of privacy would be too hasty, though. What is often
missed in the privacy versus security debate is that another justification for privacy is
that it provides security [60, 63]. While I have privacy, I have security from your (or
the state’s) intrusion intomy life, which is writ large when communities have privacy.
This freedom from intrusion provides me/the community with significant security
from interference by the state, as seen in the appeal made by numerous US Supreme
Court judgments regarding the ability of the state to govern on activities normally
engaged in the bedroom [90]. Furthermore, there is a question of distribution that
is raised in the privacy vs security debate which can be missed. Precisely whose
privacy is being infringed to protect exactly whom? Profiling of terrorist suspects
on the basis of ethnicity or religion can often mean that the privacy of minority
groups is imperilledwhile that of themajority remains untouched. This is particularly
noteworthy in cases such as the police surveillance of Muslim groups [55, 56, 99]
and environmental activists [57].

5 Security Versus Security

Rather than viewing the dilemma as one of privacy versus security, then, it may
be more constructive to view it instead as one of security versus security. Within
the context of counterterrorism, the term “security” is often taken as shorthand for
“national security”, which gives it a strong force in arguments, such as when pitched
against privacy. This is especially so in times of national crisis, such as when a
state is facing a particular terrorist threat. However, national security is just one
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form of security. Waldron suggests three broad areas of collective security, national
security and human security, while Herington identifies a range of uses, including
national security, human security, ontological security, emancipatory security and
securitization theory [42, 97, p. 459], to which could also be added social security,
environmental security, maritime security and doubtless more. Despite this, there are
commonalities in all these uses. National security is not so different from social or
personal security in that there is a commondenominator. Both entail an understanding
of exposure to risk such that the greater the exposure, the less the security, and vice
versa [65]. My proposal here is therefore to reframe the E2EE debate as concerning
the security of the state against the security of the citizens of the state. In both cases, I
take security to refer to the preservation of life (human security) and the preservation
of a recognized way of life.

E2EE provides protection for citizen security, which may be threatened by
individual agents/groups and/or by the state. The first of these, individual agents
presenting a threat, may be serious hackers (possibly seeking to access personal
details to engage in identity fraud) or amateur actors, such as abusive relatives or
stalkers who want to spy on a person. Encrypted communications can help protect
citizens from attacks from such actors. E2EE can also protect citizens qua corpora-
tions from a risk of cyberattack. By contrast, individuals and corporations as such
are rarely threatened by acts of terrorism. This is not to say that individuals and
corporations are not threatened by acts of terrorism—they are. However, terrorism
is to a large extent indiscriminate. Beyond caring that the victims are the “right sort”
of victim (i.e. citizens of a particular state), acts of terrorism are rarely directed
at particular individuals. As such, E2EE can provide security to citizens against a
directed, personalised threat while the loss of E2EE as a means of counterterrorism
provides security to citizens against an undirected, impersonal threat.

The second threat to citizen security is from the state. In saying this, it should
be remembered that there are more states than just liberal democracies. Totalitarian
states clearly threaten the lives and wellbeing of their citizens, should those citizens
dissent from the state’s activities. Given the international nature of the internet and
encryption, the international audience must be considered in the equation. Further-
more, while liberal democracies generally do not threaten the lives and wellbeing
of their citizens in the same way as totalitarian states, one of the reasons for this is
inherent to the notion of liberalism: that citizens have rights against, and freedoms
from, the state. Twentieth century history demonstrates how quickly the state can
cease to be liberal or democratic when these rights are removed from citizens, as
with the rise of Nazism in Germany and Soviet domination in mid-century Central
Europe. It is therefore in the state’s interest to uphold these rights whenever possible.

The rights I have in mind here are those of free speech, free expression, free asso-
ciation, and the right to self-defence (human security). Each of these is recognised
in the same international human rights legislation that recognize the human right
of privacy. However, unlike privacy, these, and especially the right to self-defence
cannot (at least as presented) be overridden by the public interest or national security.
Furthermore, each of these rights is strengthened by E2EE. Without reliable encryp-
tion, any communications may be discovered and read by a government. While this
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may not be a concern for most domestic communication, even liberal democracies
can have chilling effects on their citizens, while totalitarian states actively exploit
chilling effects to control their citizens (Macnish [63], 35–37; Zizek [105], 135;
[30]). The mere threat of the surveillance of communications can therefore prevent
the activities of free speech/expression/association occurring, which is a detriment
to the stability of liberal democracies and a mainstay of the stability of totalitarian
regimes.

Through reframing the debate away from privacy versus security to that which
privacy protects (security) versus security, the equation becomes less straightforward
than itmay at first have appeared.While privacy is a pro tanto right, the right to human
security is absolute. This moves from a debate about competing values (privacy or
security) to one about the same value. Through providing a common denominator we
can nowmove forward to a proportionality calculation regardingE2EE and terrorism.

6 Proportionality

Considerations of proportionality as an element of moral philosophy date back at
least as far as Aristotle’s Nicomachean Ethics [2, bk. V], and in general consideration
to the biblical stipulation of “if there is serious injury, you are to take life for life,
eye for eye, tooth for tooth, hand for hand, foot for foot” (Exodus 21: 23–24). In
contemporary philosophy proportionality has been posited as a central component
in the ethics of surveillance [40, 60, 82, 92], intelligence [6, 61, 70, 75], self-defence
[95], and jurisprudential sentencing [86]. It also features in three aspects of the
typical just war formulation: jus ad bellum, jus in bello, and the doctrine of double
effect (DDE). In the form of DDE proportionality also enters discussions in medical
ethics and any other area in which there are foreseeable but unintended harms (see,
for example [10, 50, 76]). Appeal has been made to proportionality in writings as
diverse as on the environment [88, 94], income distribution [9], investor interests
[53], animal welfare [11], and computing [48]. It also sits behind everyday morality
as we teach children how to respond to playground taunts and as we determine how
to respond to neighbours who regularly play their music too loudly for our comfort.

Proportionality has also become a key consideration in laws regulating surveil-
lance. In the UK, the Regulation of Investigatory Powers Act [77] required acts
of surveillance to be both necessary and proportionate [Section 28(2)], as does its
replacement, the Investigatory Powers Act [47] [Section 61 (1c)]. In the US, the
response of the Supreme Court in the case of Terry vs Ohio [392 U.S. 1 (1968)]
elicited much discussion as to whether stop and search, within the context of the
Fourth Amendment forbidding arbitrary search and seizure, merited a proportionate
justification (see the discussion in [86], 1066–70). Proportionality is also a key
consideration at the European level of both surveillance practices in general and
counterterrorism in particular [16, 69].

Given this considerable breadth and history, proportionality has received compar-
atively little attention from analytic philosophers. The most notable exception is
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Thomas Hurka’s Proportionality in the Morality of War [46], from which my own
Eye for an Eye: Proportionality and Surveillance [60] draws to clarify the role of
proportionality in surveillance practice (although this approach has been challenged
by [92], see also Rønn and Lippert-Rasmussen [82]). More recently still, Henschke
has conducted an analysis of proportionality arguments used in the surveillance of
metadata debate [40].

Henschke takes his analysis of proportionality beyond the appeal to fairness
through balancing harms and benefits to suggest five ways in which the term is
frequently used. The first of these, appropriateness, compares the means used with
the end sought. In this case, an excessive means to achieve a given end (e.g. using
armed police to break up a peaceful demonstration) is disproportionate. The second,
action versus inaction, contrasts the act in question with not acting at all. If not
acting would be relatively harmless then acting in a way that is harmful would
be disproportionate. The third approach is that of comparing costs and benefits.
In this case, the costs of doing an action are weighed against the benefits of that
action. Fourthly, proportionality may be considered in terms of comparing alter-
native means to achieving a desired end. The least harmful means would then be
the most proportionate, whereas any alternative would be disproportionate. Finally,
Henschke suggests a fifth approach which compares simple with complex acts. A
simple act (e.g. using armed police to break up a peaceful demonstration) may be
excessive, but imagine that a group of known terrorists are using the cover of the
demonstration to get sufficiently close to a civilian target with the aim of taking
a number of hostages, and there was no alternative means of preventing this from
happening. In that case, the use of armed police may not be disproportionate.

In the case of E2EE, the question of proportionality seems at first glance to fit the
second approach of Henschke’s analysis more cleanly than any of the others. In this
way the question can be framed as to whether leaving E2EE in place for common
usage (i.e. doing nothing) will promote or enable terrorism over against banning or
placing backdoors in E2EE systems. It seems that it would enable positive terrorist
activities. Hence removing E2EE seems proportionate according to this approach.
However, this conclusion would be too quick. There are also costs to banning E2EE
systems, most notably in terms of removing communications security from those
who justifiably seek it, such as dissidents persecuted by totalitarian regimes.

Hence the proportionality debate extends beyond a mere contrast between doing
nothing and doing something (Henschke’s second formulation) to a comparison of
costs and benefits (Henschke’s third formulation). The benefits of banning E2EE are
increased national security in the face of terrorist threats. The costs are decreased
personal security for those legitimate users of E2EE, some of whom may face
very grave costs indeed. Within liberal democracies, there is a tendency among
the majority to feel secure from their own government as a matter of course, thanks
to constitutionally robust forms of accountability. As such, the threat of diminished
security may not appear particularly great. However, that accountability may be less
robust to somemembers of society (such asminorities in countries experiencing insti-
tutional racism in the police) than others. Furthermore, as I shall argue below, the
global nature of digital communications in the internet age is such that the costs and
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benefits of E2EEmust be seen to extend beyond the limits of the (liberal democratic)
nation state.

7 Maintaining Perspective

It is important to recognize that some level of balance needs to be achieved in a
liberal democratic society. While no-one wants a genuinely anarchic, Hobbesian
state of nature to prevail in which the malicious can act on their own caprice, nor
do citizens in liberal democracies seek to overthrow their governments in favour of
totalitarian regimes that promise total security. There is a balance at the heart of
liberal democracy that guarantees freedoms to all in order to prevent government
abuse, but with the accompanying recognition that some (such as terrorists) will
abuse those freedoms to undermine the very state that guarantees those freedoms.

I have suggested above that the rights in question in the E2EE debate are primarily
different perspectives on security, but the very fact that they areperspectives is central.
Take, for instance, the different perspectives of different people groups attempting
to take a flight in the post-9/11 world. The perspectives of a person going through
security to board a flight are likely to be radically different depending on the ethnicity
and apparent religious beliefs of that person [51].

The importance of perspective has beenpickedup in the ethics of security literature
by Jonathan Herington, who has identified three approaches to security: objective,
subjective and affective [43]. Taking these in turn, objective security refers to the
actual threat a person is under, irrespective of whether they are aware of the threat.
For example, I may be about to walk over London Bridge, unaware that several men
are planning to drive into people on the pavement and start stabbing them. In this case,
I lack objective security, irrespective of my beliefs and feelings. Subjective security
refers to the threat a person is aware of. Like objective security, it is a cognitive
function: it is something which can be rationalised and argued for. I may be aware
that there is a terrorist threat affecting my country. However, while I am aware of the
threat (diminished subjective security) I am nowhere near any of the places planned
for an attack, and so my objective security remains unaltered. Affective security, by
contrast, is an emotive response concerning how secure a person feels, regardless of
any facts of the matter. In this case, even though I may not be going near a place
planned for attack, I may fear that I will be attacked. Equally, I may be going to
a place which is the planned location for an attack but, like most in that situation,
blissfully unaware of the tragedy that is about to unfold. Each of these is clearly
important and each will lead to the individual (or group, for that matter) acting in
different ways.

In the aforementioned case of ethnic profiling on flights, statistics clearly point
to the fact that non-white members of ethnic minorities have been up to 42 times
more likely to be subject to security searches than white people, and are hence
less secure than white people in terms of objective, subjective and affective aspects
[12, 51, 93]. Notably, such discrimination has been shown to push some members of
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ethnic minorities towards terrorism [72, 100]. Furthermore, even when such profiling
has taken place, whether based on ethnicity or behaviour, it has been notoriously
unsuccessful at identifying terrorists [59], and so its impact on objective security
is negligible while the impact on subjective and affective security of those most
affective is damaging to the extent of being counter-productive.

The consideration of differing perspectives is not motivated by a desire to see
one person or groups perspective diminished as a “mere” perspective (as opposed
to fact) but rather to recognize that in talking about balancing rights and interests,
a key consideration is “whose rights” are under consideration. We have already
encountered this above in considering the rights of citizens in liberal democracies
versus those of citizens in totalitarian states. While I have argued that core human
rights are important to people in both liberal democracies and totalitarian states, the
reason for this importance is different accordingly. In a liberal democracy, society is
free because those rights are recognised and upheld. Removing those rights threatens
the ongoing stability of the nature of the state. By contrast, in a totalitarian state,
dissidents have those rights in name only. They are typically persecuted for enacting
those rights if they are caught doing so. Hence E2EE becomes a means of protecting
the rights of citizens in liberal democracies and enabling or promoting the rights
of citizens in totalitarian states.4 While many considerations of proportionality are
complicated through competing claims in different areas of rights,5 in this case, the
concern is more a matter of how to balance competing concerns regarding the right
to security, albeit security from a number of different threats and understood from a
number of different perspectives.

We should therefore approach the E2EE debate from (at least) two perspec-
tives: the liberal democratic (domestic) and totalitarian (international).6 Within the
domestic perspective, there is a further differentiation that should be made between
the perspective of those in the majority and those in minority groups. Objectively

4 The decision matrix introduced by Jonathan [103] and employed by myself (2016b, 11) in consid-
erations of threats to privacy and security is relevant here. If the surveillant has an interest in the
surveillance going ahead and the wrongs of that surveillance will be visited on another, then the
surveillant will likely be risk prone: in taking the risk, he suffers no loss (that falls to someone else).
Where this is the case, redress can be found through imposing losses on the surveillant. This may
arise through the imposition of fines on the surveillant, for example. In this way, when deciding
whether to employ surveillance, the surveillant must factor his own loss into the equation.
5 In his historical overview of the principle of proportionality, Eric Engle traces the idea of justice as
proportionality to Aristotle’s Nichomachean Ethics, where it refers to ratio, “the right relationship
… between the state and the citizen, adjudicated by the rule of law” ([26], 4). The concept of
proportionality then developed through the medieval period via discussions of self-defence and war
until Grotius introduced, “the union of the ancient concept of justice as ratio, the medieval concept
of proportionate self-defence, and the modern concept of balancing interests" ([26], 5). Engle then
goes some way to undoing this Grotian union, distinguishing proportionality (which he defines as
means end testing in terms of inalienable rights) from balancing (which he sees as being cost benefit
analysis regarding alienable rights) ([26], 10).
6 Obviously, there are international liberal democratic regimes as well. However, I take the issues
for them to be the same as the domestic liberal democratic regime.
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speaking, the threat of terrorism is severe and the overall need for communica-
tions to be kept secret from governments that practice self-restraint and are held
constitutionally accountable (in practice as well as in principle) low. The objec-
tive security assessment may change, though, depending on the perspective of the
person whose security is considered and on the actual level of accountability of the
government in question. The affective security assessment, by contrast, will likely be
radically different for someone who is in the majority group of that democracy than
for someone in a minority group, particularly if that minority has suffered historical
(and/or ongoing) injustices. As Henschke has pointed out, “It might be easy for me
to say that this is the price I am willing to pay … when it is not me who is likely to
bear the costs of misidentification” [41].

Were the domestic perspective the only perspective under consideration, the
proportionality calculation would argue against E2EE, albeit that argument would
require effective governmental self-restraint and effective accountability, particu-
larly to minority groups. In such cases, E2EE is not strictly necessary, and to allow
it would make life considerably easier for terrorists (as noted above). However, I
have argued that the domestic perspective needs to be balanced with the interna-
tional perspective. When this broader picture is considered, along with the potential
to challenge totalitarian states, the balance is harder to determine. Nonetheless, the
fact that democratic states are, as a rule, more law-abiding than their totalitarian
alternatives suggests that within democracies there are alternative means to address
terrorism and unjustified state surveillance [8]. By contrast, while totalitarian states
are able to continue unthreatened by the people they oppress, they remain immune
to their own laws and offer no alternative to those who seek change. As such, E2EE
provides a crucial tool in the hands of those who would see democracy come to their
own state and, though that, fight abuse and lawlessness.

8 Conclusion

In this chapter I have argued that end-to-end encryption (E2EE) presents a funda-
mental challenge to liberal democratic governments. Communications over E2EE
are not accessible to state security services. Hence when terrorists use E2EE, and I
have shown that they do, they do so with security. The ongoing existence of E2EE
thus indirectly threatens one of the basic responsibilities of the liberal democratic
state: the national security of that state. To regain the upper hand in providing secu-
rity over and against terrorists, liberal democratic states have attempted to challenge
E2EE. However, their attempts to do so have been seen to be flawed and ineffective.
Furthermore, these attempts come at the expense of citizen privacy.

Privacy is a core value, I have argued, in protecting individuals from the state.
However, it is widely recognized as a pro tanto value which may be overridden by
national security concerns. As such, arguments in favour of privacy which threaten
national security may not be convincing, despite the democratic value of privacy.
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I have argued that a stronger approach is to look beyond privacy to that which
privacy protects, which in this case is the security of the citizen. In this way, national
security is weighed against the collected interests of citizen security. This allows for a
proportionality calculation to bemade. I suggested that while the relevant proportion-
ality calculation appears to be doing something (banning E2EE) over doing nothing,
the correct calculation in fact involvesweighing the benefits of acting (banningE2EE)
over the costs of losing E2EE.

In the case of constitutionally robust and genuinely accountable liberal democratic
societies, I argued that there is a morally legitimate security need for private commu-
nication, but that this may be overridden by the threat to national security posed
by terrorism. Even so, the perspective one takes on this may change depending on
how secure within the state one is and feels. However, when taking an international
perspective which includes the citizens of totalitarian states, the value of E2EE is
considerable in providing a tool for establishing democracy. Given that we live in a
world of global communications, it is both unlikely that E2EE can be stopped and it
is desirable that we should not want it to be stopped. Terrorism may be the ultimate
price that we have to pay for that freedom of others.
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Who Should Regulate Extremist Content
Online?

Alastair Reed and Adam Henschke

Abstract As liberal democracies grapple with the evolution of online political
extremism, in addition to governments, social media and internet infrastructure
companies have found themselves making more and more decisions about who gets
to use their platforms, and what people say online. This raises the question that this
paper explores, who should regulate extremist content online? In doing so the first
part of the paper examines the evolution of the increasing role that social media
and internet infrastructure companies have come to play in the regulating extremist
content online, and the ethical challenges this presents. The second part of the paper
explores three ethical challenges: i) the moral legitimacy of private actors, ii) the
concentration of power in the hands of a few actors and iii) the lack of separation of
powers in the content regulation process by private actors.

1 Framing the Problem

As liberal democracies grapple with the evolution of online political extremism,
social media companies, and their supporting infrastructure, find themselves making
more and more decisions about who gets to use their platforms, and what people say
online. Moreover, the decision makers at these companies are increasingly uncom-
fortable with this power. In a public statement from 2018 Facebook CEO Mark
Zuckerberg wrote “As I’ve thought about these content issues, I’ve increasingly
come to believe that Facebook should not make so many important decisions about
free expression and safety on our own” [94]. The CEO of Cloudflare, a company that
supports the infrastructure of the internet, Matthew Prince, stated that as “the CEO
of a major Internet infrastructure company”, he could wake up in a bad mood and
decide that “someone shouldn’t be allowed on the Internet. No one should have that
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power” [15, 63]. At the same time, governments and politicians question whether
that Tech Companies are not doing enough to counter extremist content, hate speech,
and misinformation online, and that these companies have a social responsibility to
go further in their moderation of online content ([8, 53]; Bishop andMacdonald [81],
143).

The question of how and why social media companies and internet infrastructure
came to find themselves the arbiters of online speech stems in part from counter-
terrorism efforts, particularly the rise of the so-called Islamic State of Iraq and Syria
(ISIS) in the mid 2010s. The issue of regulation of political extremists online is
inseparable from the evolution of modern global terrorism. In this chapter, we follow
the path of that recent history to highlight three ethical concerns arising from the
responses to online political extremism. We then suggest that part of the problem
with answering ‘who should regulate extremist content online?’ is that there are
different aspects to how that content is being regulated. By reflecting on what sorts
of institutions and services are being provided, we can suggest a more nuanced and
collaborative approach to the regulation of online content.

Regulating extremist content online has faced two particular challenges. The first
challenge is determining what extremist content is? [46]. Essentially what type of
online content should be restricted and potentially removed online in the fight against
extremism? This is not a straightforward task when we have no widely agreed upon
definition of extremism or violent extremism. Too zealous an approach risks broad-
ening the net too wide, and unnecessarily or disproportionately restricting individ-
uals’ rights and freedoms,whilst a narrower approach allows the freeflowingof all but
themost extreme of content.Where to draw the line is a controversial decisionwith no
easy solutions [86]. The second is technical: how to identify extremist content online.
Given the sheer scale and size of many platforms, looking for extremist content is
like looking for the preverbal needle in a haystack.1

Though we recognise these points, this chapter looks at a less examined challenge
of countering extremismpropaganda online. Rather than questions of how this should
be done, or what material is relevant, this chapter asks questions of who gets to make
these decisions and why. As has been said, freedom of speech is as much about who
gets to decide what is said as what is actually said [34].

2 The Status Quo: Regulation and Self-Regulation

The division of responsibilities between formal regulation and self-regulation varies
across countries depending on local legal frameworks, regulators, and social norms.
However, in most countries there is a legal framework that sets out what content is
illegal and should be removed online, such as material from a proscribed terrorist
organisation, hate speech, or child pornography. These laws then form the foundation

1 Or, as others have noted, given that they are looking for data within data, it is more like looking
for a needle in a pile of needles. See: [56].
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on which social media companies base their content moderation on. However, the
interpretation and enforcement of these laws are increasingly falling on social media
companies themselves. As a result, these companies have developed large bureau-
cracies to monitor and regulate online speech on their platforms. As Jack Balkin
argues, whilst in the past regulation of speech was targeted at the speakers, now
governments’ regulation is increasingly aimed at internet infrastructure (including
social media companies), arguing that “in essence, nation-states attempt to get the
privately owned infrastructure to do their work for them” ([5], 2015–16). This has led
to a form private governance which now plays a central role in regulating extremist
content online [5, 44]. In order to deal with the sheer volume of content uploaded
daily the major social media companies have developed extensive technological
solutions, often utilising artificial intelligence and machine learning,2 to identify
and remove offending content. In addition companies are increasingly collabo-
rating through industry organisations such as the Global Internet Forum for Counter-
Terrorism (GIFCT), for example a shared database of terrorist content [8, 26]. As
the main platforms have developed their capabilities, they have become increasingly
effective at identifying and removing offending content, as Bishop and MacDonald
noted, in the case of the largest platforms—Facebook, YouTube and Twitter “refer-
rals from users, law enforcement and governments are responsible for only a small
minority of suspensions and take-downs; the vast majority of violations are detected
by technology” ([8], 142).

The extent of responsibilities that legal frameworks place on social media compa-
nies varies across jurisdictions. In the United States, for example, first amendment
free speech protections limit the legal scope of regulating extremist content online,
compared to other liberal democracies inEurope or beyond. InGermany, theNetwork
Enforcement Act (NetzDG) requires social media platforms to remove content that
is “manifestly unlawful” within 24 h.3 As Amélie Heldt notes, “[t]he obligation
to remove unlawful content is in itself not problematic, but who gets to decide if
user-generated content is “manifestly” unlawful? By delegating this task to social
media platforms, the State has factually given the responsibility to decide upon the
lawfulness of content to the reviewers in charge of content moderation” ([44], 342).
Through seeking to make social media platforms more responsible for regulating the
content on their platforms, governments have not only given these companies greater
powers, but have effectively granted them the moral authority to develop, interpret,
and enforce who says what online.

In practise, the regulation of content on a social media platform is governed by
a wider set of community rules and guidelines, typically laid out in a platform’s
own term of service (ToS). As social media companies have evolved from conduits
for hosting content to online communities to something more like traditional media,

2 Wenote here that the use of artificial intelligence andmachine learning in identifying and removing
extremist content raises separate ethical challenges which are beyond the scope of this paper, but
which the authors have addressed elsewhere. See: [46].
3 The law applies to social media companies with more than two million users in Germany and
allows up to seven days for cases that are less clear ([44], 341).
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entertainment providers, and/or critical infrastructure, they have become increasingly
involved in governing these communities by setting out in their ToS what content is
or is not allowed on the platform. Importantly, as these ToS are largely self-generated,
the content that is banned by a platform’s ToS, can and regularly does go beyond
what is merely unlawful. As platforms set out to govern their online communities,
this now means not just upholding the law, but also writing the rules about what is
acceptable within the community.

These ToS are often then used by law enforcement to request platforms to remove
extremist content. Rather than proceeding down a more traditional legal route, with
all the complexities that entails, law enforcement can request platforms to remove
extremist content by flagging the content to the platforms, pointing out that it violates
the platforms own ToS and therefore they should remove it on these grounds [58].
This is the basis onwhich the Europol’s Internet Referral Unit (IRU)works on, which
by itself has no enforcement powers. The IRU explains the implications of its referral
process: “Thus the decision and removal of the referred terrorist content is taken by
the concerned service provider under their own responsibility in reference to their
terms of use” ([28], 6). In this situation, the content’s removal is due to the material
breaking the platform’s own rules, and not because it was necessarily illegal.

This brings us to the question of the paper—who has the moral authority to make
such decisions about what remains online? The role of regulating extremist content
online has increasingly shifted from public authorities to private companies, and
in the process, these companies now have significant capacity to decide what is
allowed online. This brings into focus both the outsourcing to private companies to
interpret, and enforce existing legislation, and also the grey area between content
that is removed because it breaks a country’s laws, and content that is not illegal but
removed by private companies because it breaks their own terms of service. Both of
these challenges raise questions about the legitimacy of private companies in playing
these roles: as we discuss later, in liberal democracies we generally recognise that the
state has some moral authority to make such decisions, but it is less clear if private
companies have equivalent moral authority.

In response to public and political pressure, platforms can feel compelled to take
further actions, and as a consequence update their ToS to ban from their platform
a wider array of extremist content. This wider spectrum of what is perceived as
extremist content has continued to evolve as perceptions and understandings of how
extremists use the internet have developed. For example, Facebook had long banned
white supremacy from its platform as ‘hateful’ content, however it was not until
Facebook updated its rules after the Christchurch attacks, that it also included white
nationalism and white separatism [30, 71]. As noted at the start of this chapter, this is
a place that these CEOs and private companies neither wanted, nor indeed, expected
to be in. Interestingly, this challenge has its genesis in the largely uncontroversial
decision that terrorist groups like ISIS should not have free run of social media.
Terrorism and the means used to combat it are casting a long shadow over the recent
evolution of information and communication technologies.
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3 Terrorism as a Driver for Deplatforming: From ISIS
to Political Extremists

The rise of ISIS and its exploitation of propaganda via social media forced social
media companies to overhaul their content moderation responses to tackle this new
threat. After initial challenges, the major platforms such as Facebook and Twitter
were largely successful in driving ISIS supporters off their platforms ([19], 108).
However, in comparison to the challenges to come, the situationwith ISISwas unique.
First, due to their extreme violence and barbaric practices ISIS were almost univer-
sally condemned and a general consensus that ISIS and their propaganda should be
confronted. Secondly, ISIS material is usually easily identifiable and clearly branded
by the group, making its detection much simpler ([19], 108–9).

As Facebook’s approaches to content removal developed, so did the list of organ-
isations and individuals that it banned from its platform. However, the individuals
and groups banned by Facebook were not just terrorists, but also were increasingly
those that operate in the fringes of more familiar political beliefs [35]. In particular
with the rise of new far-right movements the line between extremist and mainstream
politics became increasingly blurred.

In March 2018 Facebook took the step of banning the British far-right group
“Britain First” from the platform, removing its official home page and the pages of
its leaders Paul Golding and Jayda Fransen [29, 49]. Stating that “[w]e do not do
this lightly, but they have repeatedly posted content designed to incite animosity and
hatred against minority groups, which disqualifies the Pages from our service” [29].
Whilst a fringe political organisation, the group had a large social media presence,
with more than 1.8 million followers and 2 million likes on its Facebook page, more
than double the amount of the Labour party (the mainstream party with the most
likes) [49, 61]. The following year Facebook went further designating the group and
its leaders under its new definition of ‘dangerous groups and individuals’, along with
a number of other far-right organisations and individuals [89]. This designation also
extended the ban to “[p]osts and other content which expresses praise or support for
these figures and groups”.4 Although Britain First had ceased to be a political party
a few months before the original ban, it is believed that the policy would apply to the
proscribed individuals if they ran for or assumed political office in the future [47].

Following a 2018 ban from Facebook, Britain First launched legal action against
the company for ‘political discrimination’ with the group’s leader Paul Golding
stating: “For too long now social networks have censored certain political viewpoints
and thus interfered with the political process” [62].5 After Facebook’s removal of
ads supportive of Britain First posted by a third organisation in January 2019,6 the
group accused the company of “political gerrymandering” [90]. A similar position
was taken in January 2019 by Saoradh, a political party representing dissident Irish

4 Facebook statement quoted in: [47].
5 The group ultimately decided not to continue with the court case the following year [27].
6 The Facebook adverts were bought by a page called ‘Political Gamers TV’ supporting a petition
by Britain First to halt the reconstruction of a Mosque See: [40, 90].
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republicans after Facebook removed its pages from its platform [4, 54]. As it sought
a court order to re-instate its pages, Saoradh’s lawyers explained: “Facebook has now
taken to remove what they deem to be unacceptable political messages, that sets a
very, very dangerous precedent and it’s an attack, a deliberate attack, on the freedom
of expression…Therefore our clients have no alternative but to seek injunctive relief
to compel Facebook to uphold what is a very, very basic principle, the right to a
political opinion and the right to expression” [54].

Putting aside the nature of Britain First’s and Saoradh political views and the
content of their material (which—given liberal democracy’s commitment to political
pluralism and free speech—some may find objectionable), the point the groups were
making was clear; by choosing to de-platform them, Facebook was interfering in
the political process. By exercising their power over which groups can espouse their
political views on Facebook, the company had enormous power over what gets said
and by whom. Whilst Britain First and Saoradh were on the fringes of mainstream
politics, Facebook has also taken steps to ban organisations, which have ‘one foot in
the political mainstream’, such as the Greek far-right political party ‘Golden Dawn’7

which faced a ban by the platformdespite having electedmembers in both the national
and European parliament [35, 79].

In September 2019, Facebook removed the account page of the Italian far-right
group CasaPound from its platform, along with the pages of its representatives
and supporters, on the grounds that they violated Facebook’s Terms of Service by
containing hate speech and content that amounted to incitement of violence [41].
In the court case that followed, Facebook was ordered to re-activate CasaPound’s
account page, with the court “setting a penalty of e800.00 for each day of viola-
tion” [41]. In the court’s ruling it noted, among other points, that “[T]he exclusion
of the applicants from Facebook is in contrast with the right to pluralism… elimi-
nating or strongly compressing the possibility for association…to express its political
messages.” [72]. This ruling coheres with the view that constraints on free public
expression of political beliefs is antithetical to liberal democratic commitments to
free and pluralistic societies.

These cases highlight the complex intersection of competing rights that need to
be balanced against each other. On the one hand, even in liberal democracies, it is
legitimate to restrict content that constitutes hate speech and incitement of violence
(Henschke Forthcoming). On the other hand, however, liberal democracies define
themselves in part by reference to the right to free speech and political pluralism.8

This brings us back to the motivating question: who has the authority to decide what
extremist content is and what the appropriate responses should be? Should decisions
that potentially impact on the public sphere be made by private companies? The
near universal agreement that ISIS should be deplatformed has led us to the situation
where (fringe) political parties are losing the capacity for public expression. And,
while we might agree that the content, and political beliefs of Golden Dawn and the

7 In October 2020 the leadership of Golden Dawnwere convicted of running a criminal organization
[6].
8 For more on this, see: [75, 77, 82, 85].
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like are not only objectionable, and perhaps dangerous for democracies, we are still
left with the issue of whether social media companies are the right institutions to
make decisions about who gets to speak in the new public squares.

These questions where thrown into sharp relief with the 2020 US presidential
campaign and the series of events that ultimately led toUS President Donald Trump’s
suspension from many social media platforms. In the run up to the 2020 US pres-
idential elections saw social media platforms revising and updating their policies
and terms of service [7]. Twitter in particular, employed extensive measures noting
that on Twitter users find “real-time political conversation, resources, and breaking
news. And an essential part of our service is taking action on content that attempts to
manipulate, disrupt, or cause confusion about civic processes” [83]. As part of this
approach Twitter began fact-checking the President’s tweets, placing some behind
warnings and labelling others as manipulated media or misleading [17, 84].

In the aftermath of the January 6th storming of the Capitol Building, Twitter, Face-
book and most major platforms took steps to suspend or ban the President from their
platforms [11, 48]. The decision was criticised by many, whilst others supported the
actions taken [48]. The thenU.S. Secretary of StateMike Pompeo tweeted “Silencing
speech is dangerous. It’s un-American. Sadly, this isn’t a new tactic of the Left” [57].
At the same time, others highlighted the importance of moderating social media
content to prevent misinformation, hate speech, and incitement of violence online,
but still voiced unease at the process by which the President was suspended from
social media.9 The German Chancellor Angela Merkel, highlighted the importance
of free opinion, and that while noting “[t]his fundamental right can be intervened
in, but according to the law and within the framework defined by legislators—not
according to a decision by the management of social media platforms” [2].

Putting aside any questions over the grounds for the decisions to suspend Trump
from social media or questions over whether this decision was biased or politically
motivated or not, we need again to ask, who gets to decide this, and why?

4 A Deeper Cut: De-Platforming the Platforms

The examples above have focussed on the control that social media platforms have on
the content posted on their sites, and also over which individuals and organisations
can post content on their platforms. Another type of online de-platforming that has
recently emerged focuses not on removing individuals or organisations from a given
platform, but literally removing the platform itself from the internet. Online platforms
rely on a whole host of auxiliary services to be able to exist online. If these internet
infrastructure service providers decide to remove their services, it can prevent the

9 We note here that the governor of the US state of Florida has signed a bill to ban this sort of
deplatforming of political actors [42].
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platform itself from operating or operating effectively online.10 The platforms can
effectively be de-platformed.

In the wake of the white supremacist violence at a rally in the US city of Char-
lottesville in 2017, there was a rise in popular and political pressure for private
companies to take further action against extremist material online [14, 33, 64].Whilst
the initial focus had been on social media companies to better regulate the content
posted on their platforms, a new front opened up, “[t]hat front lies deeper within the
web’s infrastructure, in the realm of web hosts, domain registrars, and various other
web services. The companies that provide the back-end services of the web have
historically resisted pressure to police the behavior of sites that use them and have
mostly avoided the spotlight in controversies over online speech” [64]. This marked
a change at the level at which extremist content was ‘regulated’ on the internet,
and highlights a wider debate about the role of internet infrastructure companies,
that support the workings of the internet, and whether they should remain content
neutral. In this view internet infrastructure companies are seen as the plumbing of
the internet and should not be making decisions about content ([5, 10]; Balkin [39],
2038).

The first major change came in the wake of Charlottesville, when the domain
registry service ‘Go-Daddy’ cancelled the registration of the neo-nazi site Daily
Stormer. Daily Stormer briefly transferred to Google domains before being cancelled
by the provider,which also banned it fromYouTube, relegating thewebsite to the dark
web [9, 21, 63, 73]. As said, Cloudflare, a service that provides online infrastructure
support, including protection fromdistributed denial of service (DDOS) attacks, soon
followed suit [63, 69]. Whilst believing they made the right choice, the CEO Prince
expressed unease about the power that Cloudflare could exert [15, 63]. Prince further
highlighted that due to the ease at which online attacks could be orchestrated on
websites, websites need the services of a network like Cloudflare. Otherwise, they
would be at risk of being kicked off-line by anyone that they offend by their content,
in practise allowing a form of vigilante justice to police the internet.11 Going on to
note the growing dependence on a few giant networks to provide these services, he
argued that soon being online may mean relying on the services of a “company with
a giant network like Cloudflare, Google, Microsoft, Facebook, Amazon, or Alibaba”
highlighting that Cloudflare by itself already handles 10% of all internet requests
[69].

Following the El Paso mass shooting in 2019, Cloudflare decided to take similar
action terminating its contract with controversial online platform 8chan,12 seen by

10 This includes a spectrum of companies that provide services such as web hosting, domain name
registries, security (i.e. DDoS protection), online payment processing, among other services. For
more see: ([5, 39]).
11 Prince notes that the initial demands for Cloudflare to terminate their contract with Daily Stormer
came from hackers that wanted Cloudflare to ‘[g]et out of the way’ so they could knock it off line
with a DDoS attack [69].
12 8chan went offline after Cloudflare and other web infrastructure companies refused to provide it
with the services in needed to remain online. However, it remerged 3 months later online as 8kun
[16]; For more on 8chan’s struggle to stay online see: [18].
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many as an online haven for far-right and other extremist views ([20], 12–14, [93]).
Prince noted that the El Paso shooter had apparently been inspired by 8chan and had
posted a screed to the platform before the attack [70]. Furthermore, this he noted was
not an isolated incident, highlighting similar activity earlier that year before both
the Christchurch attack on two Mosques and the Poway synagogue attack by lone
shooters. Similarly, Prince noted his unease at the arbitrary power the company had,
writing “Cloudflare is not a government. While we’ve been successful as a company,
that does not give us the political legitimacy to make determinations on what content
is good and bad. Nor should it” [70].

These ethical challenges where highlighted again in the wake of the January 6th
storming of the US Capitol Building in a series of events that forced ‘free speech’
social network Parler off-line. Positioning itself as a free speech alternative to social
media platforms such as Twitter and Facebook, Parler had been one of the fastest
growing apps in the preceding months. In the wake of the 2020 presidential election,
as platforms like Twitter and Facebook clamped down on misinformation about who
had won the elections, millions of conservatives migrated to alternative platforms
such as Parler [51].

In the aftermath of the events of January 6th, and former US President Trump’s
perceived role in inciting violence numerous socialmedia platforms includingTwitter
and Facebook took actions suspending the President’s account [11, 48]. As the Pres-
ident and many of his followers sought to migrate to Parler as an alternative platform
something unexpected happened. Apple and thenGoogle suspended Parler from their
App stores, for not taking sufficient action to police posts made on the Platform.
This significantly limited Parler’s ability to gain new followers. Shortly afterwards,
Amazon Web Services terminated its contract with the platform for repeated viola-
tions of Amazon’s rules in effect taking the platform offline [60]. Parler’s Chief Exec-
utive Johan Matze, accused the tech giants of a ‘“coordinated effort” to “completely
remove free speech off the internet”’[60].

We should not see the actions against Parler in isolation. They were part of wider
reactions by private companies in the aftermath of Jan 6th to try to moderate far-right
content, as well as mis/disinformation and conspiracy theories on their platforms.
However, whilst companies such as Facebook and Twitter took action against content
on their own platforms, what makes the case of Parler different, was that Apple,
Google and Amazon, took actions against another platform for the content it hosted
and a perceived failure to take sufficient action against extremist speech and actions.

Setting aside for one moment questions about the nature of the content on Parler,
and whether Parler had or had not taken sufficient action, we have a situation where
in effect, a small group of private companies through their actions de-platformed a
social media platform over the content it hosted. Given the concentration of power,
these companies’ decisionswere not just whether to keep Parler as client, but whether
Parler could or should remain on the internet. Again, this raises questions about the
legitimacy of these platforms to make such far-reaching decisions.

So, what we have seen in just five years is a slippery slope in action. Originally
prompted by widespread agreement that the terrorist group ISIS was using social
media inways that connected directly to their violent and extreme actions and beliefs,
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we find ourselves in a situation where a then sitting President of the US has been
removed from the most popular social media platforms, and now some platforms
themselves are finding it increasingly hard to remain online. However, a slippery
slope is defined not just by the fact that we have moved from one condition to
another one, but that that subsequent condition is one of significant ethical concern
[78, 92]. For clarity’s sake, reference to a slippery slope is frequently considered to
either be a weak argument, or a criticism of a particular argument. This is not our
view here—some slippery slopes are of legitimate concern, but one has to be able to
show that a given slide from one state to another is occurring, and that the outcome
is one that is morally problematic.

The first half of this chapter has shown that we have slid from banning ISIS to
deplatforming platforms. The second half of this chapter looks at the ethical concerns
with such a slide. In particular, the ethical question that this chapter is now concerned
with is whether the private companies ought to be restricting what people say online.

5 Ethical Challenges

Again, free speech debates are not so much about what is said, but about who has
the authority to decide what is said [34]. In this section we examine three ethical
challenges presented by the role private companies play in policing extremist content
online. The first is the question of whether these private companies are legitimate
actors. The second is the implications of the concentration of power into the hands of
a few private companies has on their role of policing the internet. Finally, we look at
questions about the lack of separation of power in regulating content online, where
private companies become judge, jury and executioner.

As context, let us recall that these issues have largely evolved because govern-
ments were reluctant tomake decisions about people’s political beliefs and their right
to public communication. In liberal democracies, censorship, where the state makes
the determination on who gets to say what and where, is typically limited to public
communications that are highly offensive, are likely to induce or incite significant
dangerous or illegal activity, or that occur in a context of significant and long running
discrimination (van Mill [85]; Henschke Forthcoming). One significant reason for
this disinclination for governments to decide who gets to say what and where, is
that interference in free speech is frequently seen as a marker of authoritarianism.
“The right to free speech is hardly in tension with democracy; it is a precondition
for it” ([82], 121). When considering the centrality of information and communi-
cation technologies to modern life, and the deep integration of social media into
people’s personal and social lives, we ought to be ethically and politically concerned
if governments started making decisions about who says what online.

Whilst in this chapter we highlight some of the ethical challenges of private
companies having the power to control content online, it is worth reflecting what
happens when this power rest with governments. We have often seen with more
authoritarian governments, the blocking of access to social media sites in the face of
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criticism and/or in the wake of anti-government demonstrations.13 So, there is a case
for the state to be minimally involved in these decisions. However, as we will show,
simply expecting Tech Companies to fill this void poses significant challenges.

5.1 Moral Legitimacy of Private Actors

The first question that arises is: are private companies legitimate actors to make such
decisions? The challenge here is to determine where private companies derive their
‘moral authority’ from to be able to ban content from their platform. In the case of
governments an argument based on the social contract could be made, in that “the
first duty of government is the security of its people” [50]. The idea is that members
of the public cede certain rights to the government and in return the government
has a responsibility to provide security.14 And removing extremist content from
social media is a part of this responsibility. However, private companies are not the
government. So where do they get their moral legitimacy from?

We suggest that the moral legitimacy of private actors is derived from social
license and responsibility. On social licence, the idea is that companies have a ‘social
licence’ “as a means of pursuing new relationships between industry and commu-
nities to reflect public values and ensure community support for projects” ([1], 3).
These “societal concerns oblige large corporations to act more “responsibly” …
Companies—and their operations—must increasingly satisfy not only the condi-
tions of their formal licences, but also the concerns of host communities and broader
society… Hence, it is commonly contended that companies need a “social licence”
in addition to their legal and regulatory obligations” ([66], 341). Much like the social
contract that allows a government to make decisions about the lives of its citizens,
the social licence afforded private companies is something that society, or at least
relevant members in that society, grant to that company. “Typically, an operation’s
social licence is theorised as comprising ongoing acceptance or approval from the
local community” ([66], 344). Their moral legitimacy comes in part from the agree-
ment of society that they can continue to exist, in order to provide goods and services
and so on.

Parallel to this is the notion of responsibility, whereby the company can be held
responsible for the outcomes of their decisions. If a company is shown to be causing
undue harm to the environment, or to people, they may be held responsible for that.
Similarly, if they are shown to act responsibly, by admitting to, and responding to
negative impacts of their practices, then the community may see them as earning
legitimacy to operate. “Moral legitimacy can be achieved by engaging with affected

13 For example see: [24, 55].
14 We note here that this is opens a larger discussion of the ethics of state use of power, legitimacy,
and the tension between state-sponsored censorship and the responsibility of the state to provide
security to its citizens. There is not space in this chapter to cover those questions, however. For see
more on this see: [22, 23, 76].
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persons and groups and by finding solutions and compromises with them in order
to overcome dissent” ([25], 679). The point here is that the ethical legitimacy is not
simply earned, but must be attended to and maintained. Arguably, when the threats
posed by ISIS’ online activities became more apparent, the social media companies
had to act in a way that showed that they were responsible—they saw the role that
their services and products played in advancing ISIS’ activities, and acted inways that
showed, or at least purported to show, that they cared about the negative impacts that
their services were allowing. This brings to the surface a deeper point. The question
of who makes decisions, leads to a second question of how they make the decisions.
The moral legitimacy of the actor in part depends on how they make decisions.

This does notmean that the answers are necessarily clear or easy. For instance, like
any issues of representation, who counts as society? What happens if one significant
sector of society deeply believe that a political actor needs to be deplatformed, while
another significant sector of society deeply believe that that political actor represents
their views, and so needs to retain their right to public communication? Moreover,
how do we know when society has withdrawn that social license? The purpose
of this chapter is not to offer answers to these questions, but instead it is to first
show that in the vacuum left by governments reluctant to censor political extremists,
Tech Companies are the pivotal actors. Second, we hope to show the contours of
where their moral authority to make relevant decisions might come from. Finally,
we are pointing out particular emerging questions which would form the basis for
discussions moving forward.

5.2 Concentration of Power

In the online world, power is concentrated into the hands of a few giant private tech
companies (Fernandez [32]; Kang [37, 52], 2). In terms of social media, the field
is dominated by a few big players Facebook (including Instagram and Whatsapp),
YouTube and Twitter (Statista n.d.; [13], 88–92).15 For web infrastructure companies
the picture is less clear as there is amuchwider diversity of small and large companies
across the plethora of infrastructure services. However, as the examples with Daily
Stormer, 8chan and Parler show, there are limited options, with the technical ability
and capacity, to keep platforms online at scale. This concentration of power into a
few hands, as we argue below, should necessitate a higher level of scrutiny and new
obligations on the decision makers. Through executing their power to decide who is
or is not allowed on their platforms, a few private companies are in practice deciding
who can have a voice online.

If there was a much larger plurality of social media platforms, then the banned
individual or group could simply move to another platform. Having a plurality of

15 Further, Evelyn Douek has argued that the increased collaboration of platforms through industry
bodies to confront extremist content can “augment the power of already powerful actors by allowing
them to decide standards for smaller players” [26].
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the press means that a small amount of decision makers do not get to determine
what is or is not the news, or whose ideas are allowed in political debate. With this
concentration of power of both socialmedia, and the supporting infrastructure, liberal
democracies are at risk of significantly narrowing the set of people who get to make
the decisions about the public communication of political ideas. Note also that this is
a global phenomenon—decisions by Facebook, Twitter, Google etc., impact not just
the national discourse, but discussions everywhere. The point here is that, in liberal
democracies committed to political pluralism, we need not just multiple avenues for
public expression of ideas, but for these avenues to encompass a range of views.

The concentration of power with a small set of companies means that a small
group of tech executives get to decide who can and who cannot have a voice online.
Such power we argue, and its far-reaching implications on public debate, necessitates
that these decisions should face a far higher level of scrutiny than they currently do.
One of the main concerns about government censorship is that the concentration of
power necessitated by government allows for a very small number of people to make
decisions that impact a large number of people. The evolution of the internet, the rise
of a small set of companies to dominate the social media space, and the dependence
of them and other smaller companies on an increasingly small number of service
providers means that we are seeing a similar concentration of power in the hands of
a few key actors. To be clear, we are not necessarily disagreeing with decisions to
deplatform ISIS or other political extremists. Rather, our point is around those with
decision making power in these private companies have power that is significantly
disproportionate to those who are affected by their decisions. To explain the concern
here, in liberal democracies, the authority of the state lies in people having the ability
to vote in elections to bring about a peaceful transitions of power. Private companies
have none of these, and given themarket dominance of a small number of companies,
people have very limited ability to choose other platforms. And in 4 years there is
no election to decide who the next Twitter should be.

A final aspect to this concentration of power is that many of these companies,
whether the public facing or the supporting infrastructure, are effectively US based.
The issue here is the values and standards that are being developed, interpreted,
and applied, have not just a developed world view on things, but will typically
have an English speaking and American framing and foundation to these issues
([44], 340). Moreover, the social and legal factors that will influence the decisions
about whether to protect or deplatform a speaker or company will be heavily US
based. If, for instance, there are significant protests in Fiji about particular content,
or particular views being deplatformed, is this going to have the same effect as
significant protests in the US? Moreover, in line with the point above, if people are
dissatisfied with particular laws or ToS in the US, they can seek to change those laws
through political processes. But if people in Fiji are dissatisfied, then what processes
are available to them to change US laws or ToS? The point here is that, not only is
there a concentration of decision making power, but also a concentration of social
power.

The overall point here is that, given the way that social media and supporting
services have evolved, we are facing an issue now that a very limited number of
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people have the capacity to decide who gets deplatformed, and who doesn’t. Again,
the question we need to ask is, is this concentration of power ethically, socially, and
politically justifiable? We suggest here that the answers to this are going to require
not just a consideration of why these decision makers have this moral authority,
if at all, but will also require reflection on what sorts of institutions these private
companies are (see below), as well as further reflection on the best ways to ensure
decision making occurs in a way that is responsive to a range of stakeholders’ views
and concerns, a point we return to at the end of the chapter.

5.3 Lack of Separation of Power

The third area of concern is the lack of separation of powers. This builds on the point
made above, that an important part of question of who makes the decisions, is how
they make decisions. In terms of online content regulation, as the whole process is
in effect carried out by the private companies themselves, private companies are in
practice acting as prosecutor, judge, jury and executioner.16 The platforms, through
their ToS, determine the rules for governing the content allowed on their platforms,
with the interpretation and enforcement of these rules at the companies’ discre-
tion [44]. The sanctions invoked in the case of breaking the terms of service range
from removing content, to suspending accounts to banning individuals or organiza-
tions from the platform are similarly decided by the platform. And finally, appeals
processes are run by the platforms themselves. As a result, this private governance of
online speech raises questions of transparency and due process ([5], 2031). In short
questions about how they make decisions, and if they make them in the appropriate
way.

The argument here is not of any impropriety on behalf of the private companies
in enforcing their terms of service,17 rather that separation of powers is a well-
established safeguard in liberal democracies against potential abuses of power. In
most liberal democracies there is some version of separation of powers in govern-
ment, between the legislature, judiciary and executive.18 The fact that private compa-
nies currently decide the rules of what is allowed to be said online, enforce these
rules, and run the appeals processes concentrates even more power in their hands
and removes potential safeguards against abuse or bias. The ethical issues here obvi-
ously arise in situations where that concentrated power is abused—if a tech company
capriciously decides what the rules of online activity are, who says what, and/or how
any appeals are run, we have a system that lacks the basic pre-conditions of justice.
There is a further issue of bias. We find expression of this in discussions of criminal

16 Balkin highlights this as the problem of ‘collateral censorship’ that emerges from private
governance of online regulation ([5], 2031).
17 It should be noted that many tech companies have been taking steps to increase the transparency
of their content moderation practices, and to include clear appeals processes.
18 For more on this, see for example: [67, 87, 88].
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justice and the separation of powers. Christopher Wellman notes: “The crucial point
is that things would deteriorate into a horribly dangerous mess if each individual
were personally responsible for punishing those who wronged her. The explanation
for this has been laid out plainly by social contract theorists… victims who person-
ally mete out the punishment are more likely to punish the innocent and over-punish
the guilty” ([91], 428). Wellman’s point is that the ends of justice are better met
when there is a separation of powers. We suggest that a similar principle likely arises
here—the decisions about who says what online are better made if there is some
effective separation between those who write the rules, enforce them, and then act
to adjudicate disputes about their enforcement.

However, it should be noted that these concerns are not lost on the companies.
Facebook for example has recently created an independent ‘Oversight Board’ as it
believed “that it shouldn’t be making so many decisions about speech and online
safety on its own” [31]. The board’s role is to “review a select number of highly
emblematic cases and determine if decisions were made in accordance with Face-
book’s stated values and policies” [31]. The decisions made by the board will then be
binding for Facebook to implement (unless it breaks the law) [31]. This board had its
first major test following Donald Trump’s statements about the January 6th insurrec-
tion at the US Capitol Building, and decided that—due to the risks he posed to public
safety, the former US President would remain banned fromFacebook until 2023 [74].
Heldt has argued that through the establishing of an independent oversight board and
the publication of the guidelines by which its moderators interpret the rules in Face-
book’s ToS, it has created “structures and procedures similar to administrative law”
([44], 354). Whilst Facebook has taken steps to add in elements of independence
and separation of power into their bureaucracies of private governance, questions
remain about the legitimacy of institutions like Facebook’s Oversight Board, when
compared to the separation of powers within a liberal democracy.

So, now we can see that Facebook is attempting to develop a set of processes that
divest the company of particular decisions about who gets deplatformed, when, why,
and for how long. But this raises further questions—first, how independent is this
Oversight Board? Whoever gets to decide the make-up of the board has significant
power to influence the direction that any future decisions are made. Second, even
if the board itself acts fairly independently, what happens when a decision by the
board is likely to have significant economic costs? How does Facebook management
adjudicate between the board’s decisions and the economic advice? Finally, this gives
Facebook a significant advantage over other would-be social media companies. How
can a smaller company, much less a start-up have the capitol to setup this quasi-legal
infrastructure from the outset that now society deems important? This brings us back
to the issue of concentration of power, discussed earlier. Again, our point is not to
offer answers to these questions, but to map out the complexity faced when deciding
to deplatform political actors. Where it was once relatively easy to make a decision
to remove ISIS’ material, we are now faced with a highly complex space.
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6 Different Institutions, Different Ethical Responsibilities

We have discussed the notion of private companies having a social licence to operate,
and that theymay lose theirmoral legitimacy if theydonot act responsibility.A further
point about legitimacy derives from what type of institution we are discussing.19

In this section we examine whether we can see social media companies, and the
companies that provide the supporting infrastructure, simply as private companies, or
as newsmedia companies, or are they instead public infrastructure?Different answers
to these questions suggest different ethical responsibilities. Our suggestion here is
that not only can we see different social media and related companies differently, we
ought actually to see them differently depending on the service that they provide.

If we consider social media andweb infrastructure companies to simply be private
companies, according to a view like that of shareholder theory,20 their obligations are
restricted to following the law and providing the best returns to shareholders [38].
If seen as purely private companies, they would have on the one hand no obligation
to remove or restrict extremist content online beyond what is purely illegal. In short,
unless the individual or group is proscribed and/or the material breaks relevant laws
such as incitement to violence or hate crimes, the company would have no obligation
to remove or restrict access to the content. On the other hand, as a private company,
private companies are free to set their own terms of service, deciding both what can
be said on their platforms and by whom. Hence, they have no obligation to provide
access to their platform to everyone. Thus, seeing them simply as private companies,
as long as no laws are broken, then they have no particular responsibility to regulate
what is online. However, at the same time, just as any other private company can
refuse to offer a product or service to a client, then these companies are free to
regulate online content as they will.

Instead, we could consider social media platforms as media companies, with all
the editorial oversight requirements and responsibility for the content published that
this requires. In which case social media platforms might be legally liable for all of
the content posted on their platforms. In contrast to the current situation in which
platforms are not held liable for the content of their users, a legacy of the ‘safe harbor’
provisions in section 230 of the US 1996 Communications Act.21 These provisions
have underpinned much of the evolution of social media platforms, and we note here
that change in such a position would challenge the concept of social media as we
currently know it, which has been built on the premise that they are not responsible
for the content of their users’ posts.

Alternatively, it could be argued that private companies are providing a public
good, and should be seen as a provider of a public infrastructure utility, like a water
or electricity company. This different conception prompts us to consider that their

19 For more on this, see: [59].
20 We note here that a theory like stakeholder theory might take a different view, that the tech
companies have a broader set of commitments that includes people beyond shareholders. For more
on stakeholder theory see: [68].
21 For a wider discussion on the debate see: [36].
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moral responsibilities might be different than a normal public company. “If they
are, instead, more like public infrastructure—like that of a road system or energy
system—then they may have to constrain their responsibility to shareholders and
profits by reference to public safety and extremist content that poses a public safety
threat would likely be justifiably disrupted” [46]. In providing a public good such
institutions have a responsibility to the safety of their users. In the case of social
media companies and web infrastructure companies this responsibility could be seen
to include keeping their users safe from extremist content online. This responsibility
for safety offers the justification for their content moderation.

However, seeing private companies as public utilities likely generates wider obli-
gations. Public utilities are normally heavily regulated and required to provide equal
access to their services to everyone. For example, water or electricity utilities are
usually required to provide their services to allmembers of the public and not discrim-
inate in their choice of customers.22 In this case if we see private companies as public
utilities, this likely places wider obligations on them to provide equal access to their
platforms or services.

This leads to another question, should companies that provide different types of
service be seen as different types of institution, and hence have different responsibil-
ities and obligations? For example, should social media companies such as Facebook
and YouTube, which host, organise and promote users’ content, be seen differently
to internet infrastructure companies such as Cloudflare which support the back-end
of the web?23 This point highlights the ongoing debate about the appropriate level at
which content on the internet be should regulated. However, this not an argument for
the latter to have no responsibility to regulate. Rather, it is to say that all should have
some level of responsibility for regulating the content that their services support.
For example, enforcing action against material from proscribed terrorist groups, or
other illegal content such as child pornography. However, should we expect the same
regulation of content by social media companies, as by content delivery networks,
web hosts or domain registrars? [64]. And if so, is this best understood by seeing
then as different types of institutions, entailing different levels of responsibilities and
obligations?24

For exampleBalkin argues, “[d]ifferent parts of the internet infrastructure25 should
have different responsibilities to protect freedom of speech online” ([5], 2037). He
sets out three groups of companies with different responsibilities: Basic Internet
Services (including hosting services, telecommunications services, domain name

22 For a wider discussion on whether internet infrastructure companies should be seen as delivering
a public good see: [39].
23 This is an argument made by Cloudflare’s Mathew Prince [70]. Suzanne van Geuns and Corinne
Cath-Speth, put forward an argument thatweb infrastructure companies likeCloudflare should really
be seen as traffic controllers, highlighting the choices that these companies make over the flow of
traffic on the internet [39]. However, we also note that the distinction is increasingly blurred with
some big tech companies including both social media platforms and web infrastructure services.
24 We note here that there is a wider debate here about the neutrally of the inner workings of the
internet which is beyond the scope of this chapter. For a brief discussion see: [10].
25 Balkin includes social media companies in his definition of internet infrastructure.
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services, caching and defense services), Payment Services and Content Curators
(including social media and search engines). Basic Internet Services (such as Cloud-
flare) and Payment services he argues should not regulate content, while content
curators like social media companies have different responsibilities ([5], 2038).
Whilst other would argue that basic internet service companies should still have
some responsibility to regulate content (as noted above), it might still be reasonable
to expect that these responsibilities are different to and less extensive to those of
social media companies. If we see companies as having different levels of responsi-
bility depending on the service they provide, this maybe best understood as seeing
them as different types of institutions which determines their ethical responsibilities
and their legitimacy to take action to regulate.

7 Conclusion: Is Co-Regulation a Solution?

We have argued in this paper that the role that social media companies and web
infrastructure companies play in regulating extremist content online, raises signifi-
cant ethical questions that warrant further attention. Similarly, we have noted above
that placing responsibility for online regulation and its enforcement solely within
the remit of governments also causes significant ethical dilemmas, in particular with
authoritarian states. One approach to resolving these challenges is the idea of co-
regulation. In the current situation, internet regulation is partially covered by both
public authorities and also self-regulation by social media and web infrastructure
companies. The ethical dilemmas highlighted in this chapter fall within the grey area
between public authorities’ regulation and companies’ self-regulation, one solution
is to move towards a more dynamic regulatory environment between both actors
in which regulatory frameworks are made in a consensual manner. However, as
Natali Helberger, Jo Pierson and Thomas Poell have argued “the realization of core
public values in these sectors should be the result of the dynamic interaction between
platforms, users, and public institutions” ([43], 10).

A first benefit of co-regulation is that it can help reduce the problems of granting
authority to one single powerful sort of actor. “These decisions, which deeply
affect public safety, the character of public communication, and freedom of expres-
sion, should not be left to governments, or to individual platforms and their users.
As history shows over and over again, unilateral government regulation of public
communication tends to sit in tension with freedom of speech. Furthermore, since
social media corporations are primarily driven by commercial interests, they cannot
be trusted to always act in the interest of the public good either” ([43], 8). Ideally,
co-regulation is a way of not just balancing different interests, but ensuring that each
set of actors limit the other set’s interests.

The benefits of a co-regulation approach are that it avoids either effectively letting
the state be the sole decisionmaker about political speech, or the challenges of simply
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having companies engage in self-regulation [65]. Whilst the latter suffers from ques-
tions of accountability and legitimacy [12] outlined above, public authority regula-
tion not only runs the risk of the state being the arbiter of political speech, but often
suffers from being slow and unresponsive and lacking the necessary technological
know-how [3]. Through developing a process by which the different actors can work
more dynamically together, maybe we are able to go some way to resolving the
ethical challenges above. Co-regulation between governments and private compa-
nies may increase the democratic accountability of who regulates the internet, and in
part answer some of the questions of the moral legitimacy of actors. Furthermore, the
closer interaction of governments and private companies, may also provide an avenue
to address the challenges of concentration of power and separation of powers. That
said, we recognise that such public/private cooperationmay not only leave the ethical
issues we have identified unresolved, but close collaboration between government
and private interests may increase the problems identified. It is beyond the scope of
this chapter to specify what co-regulation involves; our point here is that if we’re
talking about how to deal with extremist material online, co-regulation is an area
that has ethical significance. All that said, we consider that this is the opening to a
discussion on how best to regulate politically extreme content online, rather than a
solution. Co-regulation offers one part of that solution, but needs further discussion.

At the heart of content regulation is balancing of rights, between protecting users
from extremist material and upholding freedom speech and free public communica-
tion. The moral legitimacy of private companies to restrict rights in the pursuit of
safety of its users is dependent on what type of institution they are. Furthermore, the
obligations of private companies to protect rights of freedom of speech and commu-
nication also depends on what type of institution they are. Hence answering this
question is fundamental to determining the role they should play in content regula-
tion. While we have travelled far from shutting down ISIS, it is clear that the need to
limit terrorist content online has effectively been the start of discussions about who
gets to regulate content online, and these discussions are likely to go on for a long
time.
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Abstract Over the past few years, a number of major terrorist attacks have been
accompanied by the uploading of detailed, online manifestos, which chart and publi-
cise ideologies, motivations and tactical choices in the backdrop of a dehumanized
foe. Such manifestos can also act as inspiration for potential copycats and group-
think style supporters within an insulated network. However the types of conclusions
that can be drawn from manifesto analysis is a complex issue. The broad aim of
this chapter is to explore such identity construction and the usefulness of analysing
terrorist manifestos through a narrative framework, with a view to demonstrating that
manifestos can be understood as a script to a violent performance (the terrorist act) in
the theatre of terrorism (the digital world). These insights can serve the development
of policy directed towards aspects of the personal attitudes and the social drivers that
are necessary for the amplification of violence rather than in the often impenetrable
prediction of who is and who is not likely to become a terrorist actor.

1 Introduction

Militant actions and the promotion of online manifestos demonstrates a concerning
advancement in efforts to prevent and counter terrorism and violent extremism1

(“PVE”). Over the past few years, a number of major terrorist attacks have been

1For the purposes of this chapter, “violent extremism” is defined as the broad umbrella term of
ideologically motivated violence, where terrorism is a subset. These two terms may be used inter-
changeably throughout this paper and will depend on the terminology being used in the respective
piece of research literature being quoted.
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accompanied by the uploading of detailed, online manifestos, which chart and publi-
cise ideologies, motivations and tactical choices in the backdrop of a dehumanized
foe. Such manifestos can also act as inspiration for potential copycats and group-
think style supporters within an insulated network. However the types of conclusions
that can be drawn from manifesto analysis is a complex issue. From an intervention
point of view, the analysis of extremist manifestos can be a fraught exercise, often
grappling with a number of issues both theoretically (narrator reliability and analyt-
ical subjectivity) and ethically (media reproduction and themagnification of inciteful
messaging).

However, recent work in areas like criminology [1, 2] and sociology [3, 4] has
suggested that there is merit in exploring identity formation and applying narra-
tive frameworks in the analysis of terrorist manifestos. Manifestos not only provide
insights into inhabited social worlds of terrorist actors but can offer a number of
benefits in efforts to understand the terrorist mindset and its underpinnings: that is, a
sense of how different factors merge to define, shape and sustain activist narratives
and biases and then direct identity-formation. As a starting point, individuals who
use politically motivated violence often seek to justify it as this level of engagement
can feed into a wider sense of identity, meaning and purpose. Identity formation and
reification in particular, is an essential aspect of the radicalisation process.2 In other
words, an ideology that espouses or validates violence can give individuals ‘answers’
that make sense for their particular need and create an identity fusion (see [5]).

The broad aim of this chapter is to explore such identity construction and the
usefulness of analysing terrorist manifestos through a narrative framework, with a
view to demonstrating that manifestos can be understood as a script to a violent
performance (the terrorist act) in the theatre of terrorism (the digital world). To this
end, the chapter will unpack the dynamic of identity fusion and a specific online
terrorist manifesto that coupled with an activist extremist agenda while seeking, in
part, to exploit themedia in a national security context. TheMarch 15 terrorist attacks
in Christchurch in 2019 was staged ‘in real time’ (see [6])—by an adherent to a Far-
Right extremist ideology that cut across several transnational movements within the
milieu of White supremacy, Neo-Nazism and “ecofascism”3 (herein the author of
this manifesto will be referred to as “BT”).4

The chapter will also utilise social identity approaches and the above analytical
framework to explore BT’s tendency to search for order, empowerment and structure;

2 In this context, radicalisation itself refers to a process by which an individual or group embraces
an extreme ideology so that an ‘outsider group’ is seen as posing a dire threat to the survival of the
‘insider-group’ and they therefore reject the existing status quo – an outlook that might justify the
use of violence to bring about political change.
3 Eco-fascism is an ideology that blames the demise of the environment on overpopulation, immi-
gration, and over-industrialization and has its roots in neo-Nazism as a means to ‘protect and save’
the planet.
4 This point has been taken to heart by NZ PrimeMinister Jacinta Ardern who has not publicly used
BT’s name in any communications or statements (https://www.abc.net.au/news/2019-03-19/christ
church-shootings-jacinda-ardern-house-speech-shooter-name/10917030).

https://www.abc.net.au/news/2019-03-19/christchurch-shootings-jacinda-ardern-house-speech-shooter-name/10917030
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not only for what their experiences and orientations might reveal about the often-
unclear dynamic between online and offline behaviour, but also the cognitive styles
of those who inhabit toxic and hateful digital ecosystems that can boost activist
identities, negative stereotypes, expressions of ethno-centrism and wider processes
of self-justification that might lead to validating the value of violence.

Lastly, a number of other ethical issues arise between media reporting obligations
and the content of a terrorist manifesto that is promoting violence. This dilemma
will also be briefly explored. In particular, [2] cite the influence that the media
has in providing violent actors a platform and the consequences of expanding an
extremist profile that can inspire contagion and copycat effects. Media coverage of
mass shooters rewards thembymaking them famous and delivers a clear incentive for
future offenders to attack. Instead, the authors argue that if the media modifies how
they cover mass shooters, such anticipated changes might be able to deny offenders
the personal attention they seek in their quest for significance and help to deter some
future perpetrators from normalizing violent behaviour [62].

2 Background

The challenges to PVE are represented by the need to recognise and detect routes
into violent extremism and indeed proactively work to mitigate processes of radical-
isation. This challenge is complicated due to the globalisation of ideas and techno-
logical advancements that can link like-mined individuals, promote moral ambiguity
and strengthen zero-sum radical beliefs that rationalize the utility of violence. So
even with a numerical decrease in the actual occurrences of terrorist violence glob-
ally [7] the threat to society by acts of violent extremism consistently ranks as a high
level priority for governments all over the world while any ‘silver bullet’ solution
towards completely eliminating terrorism is naïve at-best or simply over-simplistic
(see [8]). At the same time, there are always trade-offs when considering the search
for security—this applies to governance approaches as well as to the legal and ethical
aspects of security.

One particular contemporary stream of risk assessment that has re-emerged in
recent years as a revised threat to national security and community stability is due
to the growth and impact of Right-Wing Extremism (‘RWE’). As captured by the
United Nations Counter-Terrorism Committee in April 2020, in exploring unique
forms of political violence:

… extreme right-wing terrorist groups and individuals are becoming more transnational.
Research has long recognized the potential for extreme right-wing groups to forge strong
transnational links and build networks. Recent evidence suggests that there has been a greater
exchange of views between like-minded individuals, both online and offline. These connec-
tions allow extreme right-wing groups to improve their tactics, develop better counter-
intelligence techniques, solidify their violent extremist views and broaden their global
networks.
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Such extremist movements continue to employ a number of tactics tomagnify and
amplify messaging, outreach and recruitment that can strengthen extremist identity.
And one specific trend that does appear to be on the rise is the online promotion
and use of manifestos by lone actors [9]. More than just statements of intent and
blatant propaganda, perpetrators ofmass violence such as school shooters and violent
extremists have often drafted and disseminatedmanifestos formore personal reasons:
i.e., to seek fame or notoriety [2, 10] or to reinvent themselves as white knights in
“black armour”. Black Armour is a phrase coined by ([11], 92) is defined as “the
process that such individuals may come to embrace a self-styled image based on
low self-esteem or negative self-perceptions that may be tinged with an ominous
or threatening undertone. That is, they embrace their dark, negative cognitions and
fashion them into a recognizable suit of black armour”.

In broad terms, a manifesto is defined as an ex-ante communique expressing
an actor’s values, intentions and the motivations behind their actions (which at the
time of its writing are yet to occur and by the time of dissemination already took
place). Rather than incoherent ramblings or crude propaganda, the assumption here
is that terrorist manifestos represent an exercise in the selection and emphasis (or de-
emphasis) of issues, problems, moral evaluations and solutions, that act to legitimize
target selection and a course of violent action (see [12]).

With the increasing ubiquity of the Internet as a way for users to generate and
disseminate their own content, the ability for these works to reach wider audiences
is unprecedented (see [13]. As summarised by [14], 23) “…this digital ecosystem
is fuelling a cumulative momentum which serves to lower ‘thresholds’ to violence
for those engaged in this space…as one attack encourages and inspires another,
creating a growing ‘canon’ of ‘saints’ and ‘martyrs’ for others to emulate”. So from
an audience’s perspective, we assume that a terrorist actor’s intention is to either
terrify or inspire us, depending on what type of audience segment we represent
to them. Thus in the broad spectrum of policy, research, and programming aimed
at preventing such acts from recurring in the future, understanding the terrorist’s
mindset, identity formation and interpretation of their social world does remain one
of the most central factors for developing appropriate and effective PVE policy
responses (see [15], 107).

Much academic interest in the terrorist use of manifestos has tended to tilt towards
more psycholinguistic assessments of risks and threats for the purposes of interven-
tion [16]. And while these types of analyses are important (and indeed, foundational)
they often face a number of challenges including narrator reliability and analytical
subjectivity ([1], 634). These problems can sometimes undermine the usefulness of
analysing the narratives for the purpose of risk assessment and intervention, this
in addition to the close proximity of the publication to the violent act that leaves
little time for preventative actions [17]. In addition to this, and as explored later,
violent online actors and actions do pose a difficult challenge for how mass media,
social media companies and other public commentators should respond to amassacre
broadcast of such manifestos across the Internet.
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3 Manifestos as the Script, Violence as the Final Act

Few studies have applied narrative frameworks to terroristmanifestos in order to learn
about the social worlds that terrorist actors construct within their own interpretations
(See [18, 19, 64]. This is despite their potential to teach us about the mindsets,
experiences and logic (however, flawed or compromised) that lead to these actors
to violence in the first place. Instead, scholars of terrorism have tended to focus on
particular aspects such as psychological predispositions or traumatic experiences as
necessary precursors to violent radicalisation (see [20]). Yet such research ambits
can fail to view terrorist violence as acts embedded within, and reliant upon, a social
context, in-group pressures and a process of moral re-justification to, in part, create
an ‘us-against-them’ atmosphere in daily life.

The value then of analysing terrorist manifestos through a narrative framework
becomes not just an exercise in understanding what story the author is telling, but
also possibly what story the author is living. In other words, terrorist manifestos
could also be considered as another way to understand a terrorist’s own narrative of
the social world—sequences of linked people, places and processes (see [4])—that
could indeed provide and add insights to our ability to answer elusive questions about
the motives, processes and synergies that result in a sustained participation in violent
extremism. This approach can incorporate a wide range of prevention efforts that
aim to curb the potential of generalised imitations and copycat violence ([14], 4).

The assumption to explore is whether a terrorist actor’s social constructs and
search for social acceptance become replicated in their manifesto’s rhetorical choices
and overall narrative structure that supports violence. If the goal is to simply inspire or
terrify, we may assume that a terrorist actor selects and emphasises specific details
that would resonate with a prospective like-minded audience. The actor/author is
also usually the protagonist, and everyone else—be it a group, an individual, an
event of injustice—are invariably represented as antagonists, core plot points and/or
catalysing events [21]. The narrative arc is often one of a transformation (of the
protagonist) into awarrior for a higher cause andwho is no longer paralysed bymoral
ambiguity. Hence, applying such a rationalisation framework to terrorist manifestos
becomes an exercise in exploring the processes that can maintain violent extremism
in analysing both the ‘what’ and ‘how’ in that story, including cost–benefit calcula-
tions. Such analysis can provide unique insights into how these actors interpret and
experience (or at least wish to demonstrate) a sense of control and purpose about
themselves, others, and the world around them.

4 Cues and Liner Notes: World-Building and Motivations
of Terrorist Actors

If there is any degree of consensus in a contentious field of study like terrorism, it is
that it will never be possible to fully understand themotivations of terrorist actors, and
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why they make a decision to employ violence as a means to an end (see [22], 245).
While empirical studies acknowledge this reality, scholars note that there is still a
tendency to treat participation in terrorist activity as a syndrome of a fixed etiological
state, rather than a decision (however, flawed or compromised the decision-making
process is) to utilise the act of terrorism as a tool to achieve specific goals ([23], 193).

Wakefield ([4], 1) notes below that this tendency of academics and policy-
makers often manifests as a quest for providing simplified explanations for people’s
participation in terrorist activities, invariably revolving around one of the following
factors:

… brainwashing, cultural factors, frustration aggression, identity crisis, mental illness,
narcissism, political exclusion and oppression, rational choice, poverty and relative depri-
vation all feature prominently within studies of terrorism.

While there are certainly salient themes that recur in case studies of terrorism
across disciplines, the reality is that there is no ‘one size fits all’ explanation that
applies to all cases. What applies in one case is not guaranteed to be a factor in
another. Hence by pathologizing the actions of terrorist actors as predominately
impulsive, or as amanifestation of some evil disease of themind, we risk overlooking
a very important aspect of terrorism: its inherently social nature and a need to have a
‘story’—and as explored belowwith BT, this can incorporate an almost mythological
element with their fixation to medieval battles and figures. For instance, BT had
a black sun symbol (sonnenrad) emblazoned on their rucksack that might appear
innocuous at face-value. But this symbol does hold significant meaning including in
white supremacist youth and occultist subcultures (see [24]). Its origins are tied to
mosaic floor in a castle where the black-uniformed SS elite would conduct pseudo-
religious ceremonies during Nazi Germany.

So as an alternative etiological starting point, sociologists such as ([4], 2) suggest
revisiting this issue of violence using a starting point which places a terrorist actor
with a distinctive sense of agency—even if this sense of agency is influenced by
formative life experiences, and dynamic emotional worlds—and is more construc-
tivist in nature. Much in the same way a narrative is a sequence of plot points linked
by a binding thread spanning from its beginning to its end with observable signs of
an extremist branding and identity development. Support for this view of terrorism
can be seen with some variances from the likes of [18, 25–30].

Smith and Talbot’s ‘Social Influence Model of Violent Extremism’ (SIM-VE)
extends the ‘people, places and processes’ view of terrorism by exploring the ways
that social influences and differing processes of radicalization can lead to violent
behaviour. As per the SIM-VE model, social influence is conceptualised as the
plethora of influences that transform a person’s identity to align with a violent
extremist group, shape their beliefs to align with an extremist ideology, and recon-
struct their moral position to allow for violent action to become ethically accept-
able. Security Council Counter Terrorism Committee ([3], 105) identify three broad
categories of social influences: ideological (beliefs), behavioural (emotions and
cognitions) and social (relational).
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Notably these are very broad categories to describe the domains of the behaviour
and are not mutually exclusive from one another. In fact, [3] emphasise the rather
interdependent nature of each domain, with changes in one area of a person’s life
contributing to the changes within others. This is particularly important in light of
the increased and diffuse connection to toxic online and digital echo-chamber spaces
that actors are increasingly showing evidence of inhabiting and developing bonds
of friendship within while usually displaying black-and-white perceptions of wider
society.

Therefore, the question becomes to what extent a manifesto-embedded narrative
bridges the gaps between the people, places and processes of terrorism in any given
account. Thematically, the focus of such analysis is to uncover the constructions
of self, others, and the world-at-large present within any given manifesto. However
to understand how each terrorist actor engages with these themes within their own
self-accounts, the analysis not only has to consider the explicit discursive choices
made by the authors, but also the narrative techniques employed by each author.
This includes the overall narrative sequencing [31], core as well as periphery events
and people [21], coherence of characterisations and descriptions [29]; salience and
selection of relevant social themes [32]; and paratextual references [21].

In order to analyse the social narratives contained within a terrorist manifesto,
we should not only look at ‘what story is being told’, but also ‘how the story is
told.’ Therefore, the analysis of the empirical data—i.e. the two manifestos chosen
for this dissertation—amalgamates a combination of various qualitative methods
including thematic, linguistic and narrative analysis. All of these aspects will be
utilised to understand how terrorist actors can frame the issues discussed within their
respective manifestos.

Utilising framing theory
According to ([33], 52), in his seminal work on framing theory, Framing: Toward
Clarification of a Fractured Paradigm:

Framing essentially involves selection and salience. To frame is to select some aspects of
a perceived reality and make them more salient in a communicating text, in such a way as
to promote a particular problem definition, causal interpretation, moral evaluation, and/or
treatment recommendation for the item described. Typically frames diagnose, evaluate, and
prescribe

As noted, frames are a foundational aspect of narrative-based exercises, partic-
ularly as they relate to the self-accounts of terrorist actors. Berntzen and Sandberg
[32], Borum [34], Cottee and Hayward [21], Howard et al. [35], Sandberg et al. [29],
all use some form of framing theory in their empirical analyses of terrorist accounts,
and this chapter framework will continue method.

This is particularly appropriate for understanding the motivations of terrorist
actors as terrorist violence relies on the invocation of collective action frames ([32],
760). Considered the language of social movements, collective action frames can be
found in terrorist narratives because they emphasise all of the important aspects of
the terrorist mindset: group identification and the social nature of the problems and
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solutions within any given context. Collective action frames, whether explicit (e.g.
“we” and “us”) or implied (e.g. putting yourself in the shoes of the characters) what
allows a writer of a text to tap into the “emotional raw materials” needed to mobilise
people towards a particular goal (see [12], 85).

In order to analyse BT’s manifesto in accordance with a narrative-framing theory
approach, the analysis was conducted in the following way. Firstly, the social themes
that were identified in the literature review were used as the thematic basis for the
analysis of each manifesto. These themes are:

1. Self as the pseudocommando;
2. Intense feelings of anger at injustice and revenge against others;
3. Social experiences of victimisation, isolation and ostracism;
4. Unbalanced existential needs; and
5. The world as “black and white.”

To understand how each manifesto engages with these themes, the analysis not
only considered explicit discursive choices made by the authors, but also narrative
techniques employed by each author, including: overall narrative sequencing [26],
‘core and periphery’ events and people [21], coherence of characterisations and
descriptions [29] and salience and selection of relevant social themes [32].

5 Analysing BT’s Manifesto

BT is anAustralianmanwho, at the age of 28, took the lives of 51Muslimworshippers
at the March 2019 Christchurch Mosques’ attacks. The killing spree itself was self-
broadcasted to social media, with hundreds of thousands of viewers witnessing the
events before the live-stream was taken down approximately hours after its initial
broadcast started [11]. Hours prior to committing the terrorist attack, BT had released
their manifesto which broadly revolved around the conspiracy theory of ‘The Great
Awakening’, whilst drawing on various theme including fear ofMuslim conquests (as
epitomised in the past byOttoman rule),White genocide5 (orchestrated by increasing
birth-rates and migration patterns of Muslims and other non-whites into Europe, the
US, New Zealand); occurrences of immigrant violence against White Europeans
and concerns over overpopulation and eco-fascism6 all of which fit under the broad
umbrella of Far-Right Extremism [19, 38].

BT’s 74-page manifesto can be divided into two distinctive parts: The first section
is written in a predominantly Q&A style, addressing hypothetical questions and
comments from various imagined or intended audiences. The broad categories of

5 The term “White genocide” refers to a conspiracy theory which alleges a premeditated genocidal
campaign against the ‘white race’ by turning it into a minority in its own lands. See: [36].
6 The term “eco-fascism” refers to the beliefs of “living in the original regions a race is meant to
have originated in and shunning multiculturalism is the only way to save the planet they prioritise
above all else.” See: [37].



White Knights, Black Armour, Digital Worlds: Exploring … 207

audience can be classified as their “embedded allies”, those who are sympathetic to
their cause and hostile to their enemies: “the invaders” (non-Whitemigrants) and “the
traitors” (social progressives that are sympathetic towards the so-called “invaders”).
The secondpart of themanifesto could be classed as a series of general calls-to-action,
addressing broader ideological issues that seem to underpin the beliefs espoused
within, and a sense of interpretation of the reality of, the first part.

Therefore BTs manifesto employed multiple narratives and tropes to justify their
attack and to reach multiple audiences to maximize its impact. At the same time,
it should be noted that academic research into terrorism and the partial replica-
tion of such manifestos in itself is often confronted with cost/benefit breakdowns
and beset with related ethical challenges and dilemmas. But in the case of BT, as
noted above, we argue that such an analysis of extremist context can identify and
extrapolate insights to support different PVE perspectives with content-based anal-
ysis predominately intended to help to developing risk profiles as well as prevent
future attacks.

5.1 The Self as ‘The Pseudocommando’

In terms of how terrorist actors construct their notion of self, [11] work on pseudo-
commando identification that provides a starting point and has been adapted bymany
prominent researchers such as [2, 39] in subsequent works to understand terrorist
behaviour. Based on extensive analyses of perpetrator profiles and self-narratives,
Knoll describes pseudocommando identification as a construction of a warrior-like
mentality. It is often a self-characterisation that is in equal parts vengeful and narcis-
sistic. Almost paradoxically, said actors will go to great lengths to appear deliberate
and rational ([11], 87). Pseudocommando identification can be detected through
analysis of both textual and non-textual data and can be expressed in a number of
ways:

• Self-references as a soldier, a warrior or other militarised self-characterisations
([16], 249–250),

• A strong identification as an agent for a higher/collective cause or with key
figureheads ([16], 249–250),

• A preoccupation with weaponry and war memorabilia ([16], 249–250), and/or
• A painstaking attempt to document the logic and decision-making leading to their

decision to use violence—likely an attempt to control the narrative rather than
being written off as of unsound mind or merely frustrated/aggrieved ([11], 87).

BT’s manifesto demonstrates a noteworthy pseudocommando self-identification
in their methodical detailing of their intentions, their expositional way of addressing
hypothetical scenarios and audience questions (exhibiting deliberation and self-
awareness) and the flexing of their tactical prowess.While these elements are present
throughout the manifesto, BT also writes from the first-person perspective and goes
to great lengths to position themselves as an ordinary person (often using the word
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“regular” to describe themselves and their circumstances; “an ordinary White man
or working class, low income family”) who then transforms into a reluctant hero
(“… who decided to take a stand to ensure the future of my people”). Further, BT
lists a series of historical events of aggression towards their own people—again, the
aggressions of the “invaders” and “traitors” against the “European people” that have
been victimised in a so-called clash of civilisations.

Another pseudocommando tendencyBTdisplays is a grandiose self-image, even if
reluctantly. BT explicitly claims that theywere notmotivated by seeking fame, stating
it would be “laughable” to do so. Conversely, this attempt to humble himself does
ring to some degree hollow when contrasted with the various instances of other fame
seeking behaviours and fantasy present elsewhere in the manifesto. They cite affinity
with many figureheads of similar movements (OswaldMosley, founder of the British
Union of Fascists and progenitor of modern ultranationalist movements) and other
mass shooters and terrorists (Dylann Roof and Anders Breivik). BT even states that
their violent actions will be celebrated in the future, citing Nelson Mandela winning
the Nobel Peace Prize. This conflicting characterisation and constant re-assessment
of morality evokes Lankford’s ([2], 473) observations that the:

evidence [of fame-seeking by mass shooters] requires more interpretation, because even
though many have admitted wanting attention and directly orchestrated their attacks to get
it, they often claim they want this attention for their cause [and not themselves].

5.2 Intense Anger at Injustice and Seeking Revenge Against
Others

BT went to great lengths to appear deliberate and methodical in the decision to
use violence by pointing to a long list of transgressions by respective antagonists
within the manifesto. Notably, while BT is dedicated to the idea of ‘tit for tat’
cultural confrontations, their transformation into a paramilitary soldier appears to
have resulted from group-think pressures as well as some transformative events that
they did witnessed online, but had not experienced personally. This observation
provides an interesting consideration about how zero sum calculations and commu-
nity (rather than personal) gains can underpin terrorist violence. This is perhaps a
deliberate narrative choice by BT, in order to overcome emotional barriers while
not appearing impulsive or irrational—an undesirable trait in the pseudocommando
mindset [11].

BT did not identify a specific person or group as their antagonist. Instead, the
antagonists are defined by generalised albeit hardened stereotypes, negative imagery
and the corrosive, corrupt and anti-social values they represented. For BT, it was
the “invaders” seeking to replace White Europeans due to below-replacement white
birth-rates (pairedwith the high fertility of non-white immigrants) thatwill lead to the
replacement of thewhite population in theWest. Notably, themanifesto demonstrates
a significant highlighting of comradeship and perceived collective or community
injustice rather than direct references to personal traumas and experiences of personal
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victimisation and isolation. Again, this may confirm Knoll’s findings of tendencies
for terrorists and mass shooters to try and avoid appearing irrational and illogical.
It may also reflect a desire by BT to control their own instinctive narratives and to
present himself to an external audience in a distinct way: fearsome to opponents and
galvanising to supporters in efforts to inspire other in-group members to action.

Additionally, according to [3] SIM-VEModel, violent behaviour is often concep-
tualised as an embodied and lived experience with a person’s cognitive and sensory
dimensions—namely emotions—that influence how a person identifies an enemy
and then rationalises and performs violent actions. In regards to the role of emotions
and associational drives in fuelling a terrorist mindset [40] notes that anger and the
reshaping of identity to create the distance from the other that is, as was noted earlier,
necessary to facilitate a cognitive direction towards self-justification, moral authority
and violence. Similarly, in a study by ([41], 94), they hypothesise that the interplay
of anger (an assessment of another’s actions), contempt (an evaluation of another’s
attributes and worth) and disgust (an evaluation that something or someone is so
intolerable, that they must be removed) can provide the emotional powder keg that
underlies the acceptance of indiscriminate violent actions.

Interestingly, in line with Knoll’s conceptualisation of the pseudocommando as
collectors of injustice, BT includes a list of violent actions by the other at several
points in the manifesto. While referring to their enemies as “invaders”, BT is not
simply preoccupied with the demonization of the other through simple name-calling.
Instead, they also frame the other as a corrosive yet worthy (and indeed, dominant)
adversary that must be countered by any means necessary.

Theywere an obvious, visible and large group of invaders, from a culture with higher fertility
rates, higher social trust and strong, robust traditions that seek to occupy my people’s lands
and ethnically replace my own people [sic]

Certainly, by positioning the other as possessing a war-like presence, they
arguably intensify their own pseudocommando identification—and this psycholog-
ically primes themselves to engage in conflict and violence (even against random
non-combatants) who they still perceive as guilty of aggressing against white people.
While listing certain global events (such as the death of Ebba Akerlund and the 2017
French election) as key impetuses for actions, they do not allude to any specific
personal instances of victimisation, humiliation or ostracism. So it is unclear whether
BT was subjected to experiences of victimisation and ostracism in their personal
life. In the event that they did have these experiences, a deliberate choice appears to
have been made to omit such information, again conceivably in order to reinforce
themselves as both a fearsome and noble character.

On the first page of BT’s manifesto, they do also make it explicitly clear that the
reasons for their terrorist attacks were done in the name of vengeance: against the
“invaders”; against “Islamic slavers”, as payback for “enslavement” and “murder” of
their people onWestern lands. In the Q&A segment of their manifesto, BT addresses
the hypothetical accusation that they are “a bigot, racist, xenophobe, islamphobe,
nazi, fascist [sic]”. Their response, at first instance, appears to be a vitriolic tirade,
ultimately ending with “you’re fucking dead, kiddo.”—a direct quote directed at the
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reader who is assumed to be an enemy or antagonist. BT’s response to this question is
in fact a well-known quote that was written to satirise the vitriolic online behaviour
of people within the gaming community.7 Further, while they tend to utilise the
laundry list method of building to build their case for violence against the other, and
a patriotic tone when addressing hypothetical supporters, BT appears to stoke their
own rage when addressing those perceived as traitors including other white people
who have essentially turned on their own culture and allowed a white genocide to
occur.

The only other distinctive outpouring of emotion that rivals this above passagewas
BT’s own self-described turning point when they visited the graves of fallen soldiers
during travels through France. After highlighting the impact of French elections in
2018, BT demonstrates an utter loss of faith in the establishment of a “once great”
European nation, which essentially betrays its citizens:

The candidates were an obvious sign of our times: a globalist, capitalist, egalitarian, an ex-
investment banker has no national beliefs other than the pursuit of profit versus amilquetoast,
feckless, civic nationalist, an uncontroversial figure who’s most brave and inspired idea
resolved to the possible deportation of illegal immigrants

Given their frequent references to the opportunism of the “invaders” and lamenta-
tion ofWhiteEuropeans complacency, these passagesmaypossibly bemost revealing
of one of the main sources of rage, and perhaps, a strong sense of empowerment in
that face of an us-against-them dynamic.

In terms of their preoccupation with revenge, BT also employs gendered char-
acterisations when highlighting inspirations for violence, and in particular, the idea
of women as damsels in distress (as in the case of Ebba Åkerlund, the 11-year-old
girl killed in the 2017 Stockholm terror attack) and as muses (mentioning African
American conservative commentator, Candace Owens whom they cite as having had
the strongest impact on their radicalisation). Generally, manifestos that use gendered
characterisations may provide an insight into the identity construction of terrorist
actors, particularly in the case of ideologies that have very narrow confines for hege-
monic masculinity—namely, entitlement and expectation [42, 72]. In this case, while
BT’s construction of women is consistent with more traditional, passive Right-Wing
extremist constructions, it could be a revealingwindow into their own personal needs,
as they frequently use female characters as sources of inspiration and encouragement.

Interestingly, BT did not engage with any themes relating to social victimisation,
isolation or ostracism in their own life. And this may be for a number of reasons. A
likely explanation would have been the fact that including any details of this nature
could undermine self-directed grandiose characterisations as a “pseudocommando”.
Thus inclusion of such personal, painful, and emotional experienceswould contradict
the pseudocommando framing as methodical, deliberate and unemotional. It also
may have interfered with the resonance of any collective call-to-action framing, if
the grievance appeared too personal to a prospective reader (see [32]). Of course,

7 See: Know Your Meme. ‘Navy Seal Copypasta | Know Your Meme’. Accessed 5 October 2019.
https://knowyourmeme.com/memes/navy-seal-copypasta.

https://knowyourmeme.com/memes/navy-seal-copypasta
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it could also be that BT may not have been consciously aware of the psychological
effect that such experiences would have had on them.

But overall BT did go to great lengths to position themselves as an average
bystander that was transformed into a warrior by the changing world around them.
This was evident in their self-framing as coming from an unremarkable upbringing,
through to eventually justifying their acts as objective, reasoned choices, which were
forced on them by confronting circumstances. Naturally, this depiction explicitly
accords with the pseudocommando tendency to consider oneself as ‘collectors of
injustices’. This, contrasted with the absence of any mention of personal experiences
of victimisation, ostracism and isolation, leads us to interrogate a terrorist actor’s
attachment to the issue of injustice, grievance and feelings of efficacy to begin with.

5.3 Unbalanced Existential Concerns

Another notable feature is the fact that themanifesto demonstrates aworldviewwhich
sees the world as place where violence is not only constant, but inevitable. BT was
explicit about a gloomy ‘only the strong survive’ outlook, with all outgroup actions
being framed (and usually misapplied) as war-like and aggressive in nature.

In BT’s manifesto, their dehumanising perspectives and framing of anger at the
injustices inflected towards white people is intertwined with their framing of broader
existential concerns regarding purpose (evolving from“whywon’t someonedo some-
thing?” to “why don’t I do something?”) as well as the injustices they bore witness
to on their travels—which resembled a quest for meaning, even if the search for
cognitive justification is not directly expressed that way.

To date, much research has focussed on more deficit-oriented risk factors such as
negative emotions and experiences; however, some scholars have noted the need to
consider the influence of more propulsive emotional drivers that we would normally
consider as “positive.” For example, ([43], 965) note that certain feelings expe-
rienced by terrorist actors are overlooked when trying to understand a decision-
making process. Arguably, a more philosophical aspect of the extremist mindset and
emotional state, existential concerns refer to the fundamental questions of existence
itself that may be motivating factor in an actor committing an act of violence in the
name of a cause or ideology:

The key argument advanced in what follows is that terrorism, for those who practice and
embrace it, can be profoundly thrilling, empowering and spiritually intoxicating, and that this
particular aspect of it may inform, along with other key motivations no doubt, the decision
to engage in it. (p. 965)

Crenshaw [43] highlight the tendency of the literature to pinpoint deficit-based
vulnerabilities and a loss of control over one’s life as leading causes as driving
an actor down the road towards anti-social behaviour and violence. In their view,
dehumanising perceptions of others is often performed at the expense ofmoral clarity
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while processes of identification can be drive by the attainment of general feelings
of empowerment and recognition.

These too, are basic and possibly more propulsive emotional states, than anger at
injustice alone. Others, such as [44] adapt the work of existential psychologist, Irvin
D Yalom, and put forward a framework of understanding of the terrorist mindset as
a way to mitigate against the core existential concerns of human existence: identity,
isolation, death, freedom and meaning. McBride ([41], 561) also makes a philo-
sophical case for understanding the logic of involvement in terrorism, but draws
more explicitly on terror management theory and existential psychology as a quest
to alleviate existential anxiety:

… terrorism may be driven by an existential-terroristic feedback loop: a cycle in which
people support or engage in terrorism to alleviate existential anxiety but ultimately find this
anxiety exacerbated in the wake of the violence they create or sanction. The loop is closed
when this exacerbated anxiety compels them to reaffirm their support of, or participation in,
terrorist violence.

Such existential concerns do add a potentially metaphysical aspect to under-
standing the motivations of terrorist actors because they deal with the fundamental
orientations of one’s world views, and the emotions and events that influence
someone’s path towards (or away) from death essentially. Given that the mindset
of terrorist actors is generally thought of as rigid and ‘all-or-nothing’-oriented, these
findings do seek to encourage future researchers to pay more attention to the exis-
tential concerns of terrorist actors, as the scope of their motivations may be far more
intangible than they might sometimes superficially appear.

Overall, BT’s manifesto details a long search for existential meaning and purpose.
Their sense of place, while not especially a focal point, is conspicuously framed as
a reflection of the society/culture/order of the race they believe they “belong” to.
In terms of Australia and NZ, BT sees them as both extensions of Europe and as
the “last existing Utopias for White Europeans”. And while they acknowledge that
they have no issues with Muslims who are practicing their faiths in their own lands,
they are reliant on dehumanizing perceptions and quick to attribute the degenerate,
unappealing nature of the enemy.

It is worth noting that BT indicated that the online documents that they authored
might be a last chance at to fulfil previously unfulfilled aspirations. Certainly, BT
demonstrated an explicit preoccupation with the military, constructing their mani-
festo as a tactical document and exposing the reader to hypothetical operational
situations. This may have been another way to inform readers that that they had
thought of all possible scenarios and that the eventual terrorist action approach was
indeed the most effective and judicious.

And these existential concerns do dovetail into the dogmatic and even self-
protective cognitive aspects of the terrorist mindset. For instance, scholars like ([45],
32) and ([31], 205) assert that a rigid, fixed and unbending cognition often forms to
provide the backbone for the necessary commitment to violent action in a violent
extremist context.

In other words, a tendency to want to pathologize terrorist actors as ‘sad, mad or
bad’ often betrays the role of identity development and the complex social reality of
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factors that sustain involvement in terrorism. Researchers can emphasise the need
to understand how individuals use their idiosyncratic social experiences to construct
their worlds with, and how and why someone could decide upon the need to commit
acts of violence in the name of an extremist ideology. Such a point of view is partic-
ularly confronting for policymakers, as the natural implication of this finding is
to try and look at such morally reprehensible actions with a form of cleared-eyed
rationality.

In sum, BT’s manifesto possesses a strong dogmatic intolerance and tendency
to dehumanize those who opposed their beliefs. They frequently employ clear-cut
binaries on the core issues like nationalism and hierarchy. For example, some clear
examples related to White genocide include: the strong association made between
“birth-rates”, “fertility rates” and the presence of “invaders”; coupling the victimisa-
tion and “rape of White women” with expressions of vengeance and expressions of
rage against those they consider “race traitors.” BT views the world as an inherently
violent place, full of prejudice and perpetually at war and their political standpoint is
a desire for group-based dominance along a superiority-inferiority racial and gender
dimension. Critically, a pseudocommando identity and a need for cognitive closure
provided a lens to feed into an all-encompassing sense of purpose, belonging and
moral disengagement.

6 The (Digital) World We Live in or the (Digital)
Battleground We Fight in?

In regards to the transmission of extremist ideas, when we think of the Internet in
relation to terrorism, we can accept that the digital era has opened up many routes
to spread hateful ideology from subcultures to general audiences as well as create
spaces for like-minded individuals to come together and form a sense of community
that they do not have access to in their offline circumstances.

The RAND Corporation [46] findings about the role of the Internet and violent
extremism, provides a useful starting point for interrogating the assumptionswemake
around the relationship between a terrorist actor’s online and offline behaviours. That
is, that the Internet:

• did create more opportunities to be radicalised;
• did act as an echo chamber;
• did not necessarily accelerate the process of radicalisation;
• did not replace the need for physical contact in the radicalisation process; and
• did not increase the opportunity for self-radicalisation.

Outside the manifesto itself, BT’s extended connection to online extremist groups
and forums has been well documented [19]. And as mentioned, the terrorist attack
perpetrated by BT was live-streamed via Facebook with the manifesto disseminated
hours prior to the event. Yet in terms of BT’s manifesto itself, the narrative paints
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a highly intermingled and multifarious relationship between BT and their online
environment—one that is at once both intentional and filled with propaganda but also
coalesced with processes of identification and the search for meaning and direction.
Certainly, BT appeared to have been well acquainted with extremist corners of the
Internet that repeated, for example, false propaganda about immigrants as “invaders”.
In their own words:

From where did you receive/research/develop your beliefs?

The internet, of course. You will not find the truth anywhere else.

While not the prime focus of the manifesto, BT did construct their relationship
to the Internet as frequently celebrating it as a liberator from the blinkered, limited
preferences that shaped their actions and moral standards in offline circumstances—
referring to it as responsible for “breaking the grip of the media on the zeitgeist of
modernity”; in short a place to find the ‘truth’. Additionally, BT did appear to be
acutely attuned to the online instincts and internet culture of their intended audi-
ence, with numerous references to popular memes and frequently utilising in-group
vernacular and LEET8 speak throughout the manifesto. Many of the memes inserted
into the manifesto did aim to bolster the fervour and enthusiasm of fellow white
supremacists.

Unquestionably, the Internet’s precise role in the process of radicalisation is
vexing. But radicalisation does remain a deeply social process. So, in general terms,
the Internet allows alienated and disaffected people to find and connect with each
other. It also provides a space for those looking for acceptance, recognition and a
sense of approval. And some of the most extreme forms of dialogue, including dehu-
manising and hateful ideas that target specific pre-existing biases, this pattern can
become self-reinforcing. In that regard, it can be argued the Internet should remain
to be seen as a mechanism to enable or facilitate radicalisation. But as highlighted in
the study of the abovemanifesto, such processes of radicalisation do remain complex
and contested. It will incorporate a combination of online and offline communication
and a fluid mix of different political, psychological and social factors.

At the same time,media and related reporting frameworksmust carefully consider
the history of mass shooters seeking fame for their actions and reflect on possible
changes to media coverage in the future. Covering mass shootings is a tricky
proposition for the media. Indeed, there are entire RWE communities dedicated
to spreading propaganda and misinformation. Lauland et al. [47] identify a number
of consequences of media coverage, including perpetrators’ fulfilment and incen-
tive to achieve notoriety, competition among offenders to maximize victim fatalities
and copycat and contagion impacts in various types of aggressive behaviour stem-
ming from impressionable individuals. The authors cite information from the 2007
Nebraska mall shooter, the 2011 Tuscon shooter, the Virginia Tech shooter, and
the Columbine shooters that all suggest that fame and notoriety were a large factor
in their decision to engage in mass violence. As a consequence, some such as [48]
propose that media refrain from using names and images of current and past shooters

8 LEET is a style of typing that replaces English letters with similar-looking numbers or symbols.
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while reporting all other aspects of the story in as much detail as possible. Addition-
ally, as captured by ([12], 13), “… a broader discussion is needed on the merits and
drawbacks of internet censorship, particularly regarding the sites and servers which
have typically hosted these manifestos”. With the modern-day growth of transna-
tional far-right movements, as a starting point, the media must consider the merits
of publishing any ‘call-to-arms’ information that might empower future terrorists.

So while research does suggest that terrorists are often motivated by the notoriety
they gain in the media, and manifestos such as BT’s—immediately banned in New
Zealand and more recently targeted for takedowns by social media companies—can
spawn copycats, a number of difficult ethical and associated reporting issues do still
simultaneously remain.9 For instance, some have questioned the ban, stating that it
risks turning BT into a martyr and therefore lending a form of legitimacy to their
far-right ideology. Stephen Franks argued that the “… damage and risks are greater
from suppressing these things than they are from trusting people to form their own
conclusions and to see evil or madness for what it is” (cited in [9]). Such questions
surrounding censorship and how traditional and social media companies respond to
such events will remain provocative—at the very least, in tackling what can be done
to minimize the destructive appeal of extremist ideas without infringing on freedom
of speech and without limiting the audience’s rights to be informed. As captured by
Dr Bharath Ganesh (cited in [12]), a researcher at the Oxford Internet Institute in
questioning the public purpose of journalism:

Taking down the video [of the Christchurch shooing] is obviously the right thing to do, but
social media sites have allowed far-right organisations a place for discussion and there has
been no consistent or integrated approach to dealing with it. There has been a tendency to
err on the side of freedom of speech, even when it is obvious that some people are spreading
toxic and violent ideologies.

Similarly, the UK’s head of counter-terrorism policing Neil Basu previously chal-
lenged the media to have a “sensible conversation” how they report terrorism, stating
that the problem extends beyond social media platforms where perpetrators can
disseminate manifestos and convey their crimes in real time (see [15]). Basu cited a
report, Terrorism and the Mass Media, which had again underlined that there was a
need for more lucid and consistent ethical guidelines to help the media in reporting
terrorist attacks, in this case similar to the code of practices often used in the treatment
of suicide cases. “The key is to find a balanced approach that reduces negative impact,
increases positive impact, and enshrines media independence and the public’s right
to know” (cited in [49]).

Consequently, while a core PVE challenge is not so much countering the active
use of violent social media but in inhibiting and averting the conditions conducive
to such violence before it happens, there is at least an acknowledgement now that
multi-stakeholder,multifaceted approaches are needed in order to respond effectively
to problematic content and such debate will entail, at the very least, how to make
ethical decisions about what to censor, de-platform, demonetise, leave up, moderate
or refer to the authorities. It is worth noting that the Christchurch Call to Action

9 In March 2019, New Zealand banned the possession or sharing of the Manifesto.
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and the inception of the Global Internet Forum to Counter Terrorism (GIFCT) had
both pushed for systemic changes in the covering extremist content after the attack
by reinforcing ‘better practices’, that encompassed not naming the perpetrator/s as
well as the reviewing the effects and impacts of commercially sensitive algorithms,
to reduce future manipulation and harm. Problematically, despite encouraging wider
cooperation between the tech sector and governments in responding to terrorist inci-
dents, the US, Russia and China all remained notably absent in supporting the above
initiative (see [50]). Nonetheless, at least in the US case, when a mob of pro-Trump
rioters stormed the US Capitol on January 6 2021 and footage of the insurrection
flooded socialmedia, some domestic debatewas again resurrected about socialmedia
as a extremist ‘rallying cry’ and related issues about fact-checking, digital citizen-
ship, media literacy and how tech companies might take a more effective and ethical
approach to scrutinising their platforms (see [46]).

7 Conclusion

The narrative accounts of extremist manifestos not only provide insights into the
social worlds of terrorist actors but they can also offer clear benefits to more sophis-
ticated understanding of the terrorist mindset—including how a complex range of
social, political and other related factorsmight all come together to shape and amplify
the terrorist worldview. In short, a core challenge “… is to ask why, when people
tell their story, they use or repeat particular phrases to the exclusion of all other
possibilities” ([51], p.144). If a terrorist actor’s cognition is an internalised story
that is influenced by experiences and emotions resulting from both a mix of online
and offline social interactions, then manifestos arguably re-externalise a particular
cognitive framework—and can provide policymakers and PVE experts with clues
for better targeted prevention and intervention policy approaches.

By distinguishing the central themes in the manifestos of known-terrorist actors,
models of radicalisation can begin to create a preliminary understanding of the
construction of an actor’s social world that sustains their violent extremism.
For instance, we may assume that terrorist actors tend towards possessing some
combination of the following experiences:

• high expectations of their own value and worth, and a low estimation of the people
they consider themselves different to;

• grievances with their current circumstances and processes that lead them to their
current place (usually interpreted through the lens of injustice);

• have social experiences of victimisation, ostracism and isolation that reinforce
their internal sense of alienation to other people and places;

• rigid ideas of how the world operates, their place within it and what needs to be
done in order to improve their place in it;
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• reliance on the Internet as both a tool for promoting terrorist violence and for
meeting their unmet social needs of their offline lives, characterised as banal, yet
silently tumultuous.

Viewed separately, the above reflections could be considered deeply human and
even relatable experiences that are highly applicable to a variety of people in a
particular context.However, taken together, they can formamilitant identity, a violent
lifestyle and a more dogmatic interpretation of the world that is characterised by an
extreme social and cultural polarisation. One in which BT’s evaluations of people
(themselves and Others), places (the world) and processes (their indoctrination) tend
to be dichotomous and options for recourse to ‘shift’ the status quo are perceived as
limited and will necessitate and rationalize violence.

Thus analysing terrorist manifestos can serve the development of policy directed
towards aspects of the personal attitudes and the social drivers that are necessary for
the amplification of violence rather than in the often impenetrable prediction of who
is and who is not likely to become a terrorist actor. The narrative accounts of terrorist
actors do offer valuable insights into identity fusion and the ‘how’ and ‘why’ of
their beliefs, associated risks and decisions to engage in violent tactics. Manifestos
are not an account of absolute truth and are certainly a form of propaganda. Yet
even deliberate selections and omissions can be extremely illuminating. As a result,
manifestos should be seen as an interpretation of the experiences that help to shape
the transformational opportunities and the related decisions of at-risk individuals as
well as those that engage in terrorist violence. The careful study of online manifestos
can provide a fertile pathway provide a more holistic account of terrorism in a
social media age. This includes the identification of ‘red flags’ to help to guide the
understanding of PVE efforts that will incorporate the demand side of radicalization
and the wider environmental and social contexts that can make individuals more
receptive to extreme ideas.
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